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Message from ITCS 2013 General Chairs

The International Conference on Information Technology Convergence and
Services (ITCS 2013) is the FTRA 5th event of the series of International
Scientific Conference. This conference takes place on July 8–10, 2013 at Fukuoka
Institute of Technology, Fukuoka, Japan.

The aim of the ITCS 2013 was to provide an international forum for scientific
research in the technologies and application of Information Technology
Convergence and its Services. The ITCS previous editions were held successful
Gwangju, Korea, September 2012 (ITCS 2012), Gwangju, Korea, October 2011
(ITCS 2011), Cebu, Philippines, August 2010 (ITCS 2010), and Bangalore, India,
January 2009 (ITCS 2009).

The papers included in the proceedings cover different topics such as:
Advanced Computational Science and Applications, Advanced Electrical and
Electronics Engineering and Technology, Intelligent Manufacturing Technology
and Services, Advanced Management Information Systems and Services,
Electronic Commerce, Business and Management, Intelligent Vehicular Systems
and Communications, Bio-inspired Computing and Applications, Advanced IT
Medical Engineering, Modeling and Services for Intelligent Building, Town, and
City.

The accepted and presented papers highlight new trends and challenges of
Information Technology Convergence and its Services. They present new research
ideas which could lead to novel and innovative applications. We hope you will find
these results useful and inspiring for your future research.

We would like to express our sincere thanks to Steering Chairs: James J. (Jong
Hyuk) Park (Seoul National University of Science and Technology, Korea). Our
special thanks go to the Program Chairs: Minoru Uehara (Toyo University, Japan),
Markus Aleksy (ABB AG, Germany), Hwa-Young Jeong (Kyung Hee University,
Korea), and Jinjun Chen (Swinburne University of Technology, Australia). We
also thank all Program Committee members and all additional reviewers for their
valuable efforts in the review process, which helped us to guarantee the highest
quality of the selected papers for the conference.
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We cordially thank all authors for their valuable contributions and other
participants of this conference. The conference would not have been possible
without their support. Many thanks also for many experts who contributed to
making the event a success.

We would like to give special thanks to FIT and especially Mr. Yoji Unoki,
Chairman of Board of Trustees of FIT and Prof. Teruo Shimomura, President of
FIT for hosting ITCS 2013, providing the university facilities and their continuous
support.

We would like to thank Fukuoka Convention Bureau and Fukuoka City for their
great support, help, advices, and local arrangement.

Finally, we would like to thank the Local Arrangement Team at FIT and the
Administration Staff of FIT for their support and for making excellent local
arrangement for the conference.

We do hope that you will enjoy the conference and beautiful city of Fukuoka.

Leonard Barolli
Fukuoka Institute of Technology

Japan

Young-Sik Jeong
Dongguk University

Korea

David Taniar
Monash University

Australia
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Message from ITCS 2013 Program Chairs

Welcome to the 5th FTRA International Conference on Information Technology
Convergence and Services (ITCS 2013) which will be held at Fukuoka Institute of
Technology (FIT), Fukuoka, Japan on July, 8–10, 2013. The ITCS 2013 will be the
most comprehensive conference focused on the various aspects of advances in
information technology convergence, applications, and services. The ITCS 2013
will provide an opportunity for academic and industry professionals to discuss the
latest issues and progress in the area of ITCS. In addition, the conference will
publish high quality papers which are closely related to the various theories,
modeling, and practical applications in ITCS. Furthermore, we expect that the
conference and its publications will be a trigger for further related research and
technology improvements in this important subject.

For ITCS 2013, we received many paper submissions. After a rigorous peer
review process, we accepted 40 high quality papers for ITCS 2013 proceedings,
which will be published by the Springer. All submitted papers have undergone
blind reviews by at least two reviewers from the technical program committee,
which consists of leading researchers around the world. Without their hard work,
achieving such a high quality proceeding would not have been possible.

We take this opportunity to thank them for their great support and cooperation.
We would like to sincerely thank the Keynote Speakers who kindly accepted our
invitations and helped to meet the objectives of the conference. Finally, we would
like to thank all of you for your participation in our conference, and also thank all
the authors, reviewers, and organizing committee members. Thank you and enjoy
the conference!

Minoru Uehara
Toyo University

Japan

Markus Aleksy
ABB AG
Germany
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Michael H. (Hwa-Young) Jeong
Kyung Hee University

Korea

Jinjun Chen
Swinburne University of Technology

Australia
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Message from STA 2013 General Chairs

Welcome to the 10th FTRA International Conference on Secure and Trust
Computing, Data Management, and Applications (STA 2013), which will be held
at Fukuoka Institute of Technology (FIT), Fukuoka, Japan from July 8–10, 2013.

The aim of the conference is to deliver a platform of scientific interaction
between challenging areas of research and development of future IT-enabled
applications. The STA 2013 is an open forum for researchers to discuss theories
and practical applications of secure and trust computing and data management.
These problems are very important for the Internet and IT applications. Therefore,
during the conference, it will be presented important results to solve the
application services and various problems within the scope of STA 2013. In
addition, we expect it will trigger further related research and technology
developments which will improve our lives in the future.

The organization of an International Conference requires the support and help
of many people. A lot of people have helped and worked hard to produce a
successful STA 2013 technical program and conference proceedings. First, we
would like to thank all authors for submitting their papers, the Program Committee
Members, and the reviewers who carried out the most difficult work by carefully
evaluating the submitted papers.

We are grateful to Honorary Co-Chairs: Prof. Teruo Shimomura, FIT President,
and Prof. Makoto Takizawa, Hosei University, Japan. We would like to thank the
Steering Committee Chair of STA Prof. James J. (Jong Hyuk) Park for his strong
encouragement and guidance. We give special thanks to STA 2013 PC Chairs:
Dr. Alfredo Cuzzocrea, ICAR-CNR and University of Calabria, Italy, Prof.
Tomoya Enokido, Risho University, Japan, Prof. Hiroaki Kikuchi, Meiji
University, Japan, and Dr. Young-Gab Kim, Catholic University of Daegu,
Korea for their great efforts to make the conference successful. This year together
with STA 2013, we have four International Workshops. We would like to thank
Workshops Chairs: Dr. Neil Y. Yen, Dr. Jin-Mook Kim, Dr. Muhamed Younas,
and Dr. Makoto Ikeda for organizing STA 2013 workshops.

We would like to give special thanks to FIT and especially Mr. Yoji Unoki,
Chairman of Board of Trustees of FIT for hosting STA 2013, providing the
university facilities and his continuous support. We would like to thank Fukuoka
Convention Bureau and Fukuoka City for their great support, help, advices, and
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local arrangement. Finally, we would like to thank the Local Arrangement Team at
FIT and the Administration Staff of FIT for their support and for making excellent
local arrangement for the conference. We hope you will have a good experience
and enjoy the beautiful city of Fukuoka.

Leonard Barolli
Fukuoka Institute of Technology

Japan

Mohammad S. Obaidat
Monmouth University

USA

Martin Sang-Soo Yeo
Mokwon University

Korea

Fatos Xhafa
Technical University of Catalonia

Spain
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Message from STA 2013 Program Chairs

Welcome to the 10th FTRA International Conference on Secure and Trust
Computing, Data Management, and Applications (STA 2013). The STA 2013 is
held in conjunction with the 5th FTRA International Conference on Information
Technology Convergence and Services (ITCS-13) and the 3rd International
Conference on Intelligent Robotics, Automations, Telecommunication Facilities,
and Applications (IRoA 2013) from July 8–10, 2013 at Fukuoka Institute of
Technology (FIT), Fukuoka, Japan.

Information technology issue is emerging rapidly as an exciting new paradigm
with user-centric environment to provide computing and communication services.
In order to realize IT advantages, it requires integrating security and data
management to be suitable for future computing environments. However, there are
still many problems and major challenges waiting for us to solve such as the
security risks in resource sharing, which could occur when data resources are
connected and accessed by anyone. Therefore, it is needed to explore more secure
and trust and intelligent data management mechanism.

STA 2013 contains high quality research papers submitted by researchers from
all over the world. Each submitted paper was peer-reviewed by reviewers who are
experts in the subject area of the paper. Based on the review results, the Program
Committee accepted 16 papers. For organizing an International Symposium, the
support and help of many people is needed. First, we would like to thank all
authors for submitting their papers. We also appreciate the support from program
committee members and reviewers who carried out the most difficult work of
carefully evaluating the submitted papers.

We would like to give special thanks to Prof. James J. (Jong Hyuk) Park, the
Steering Committee Chair of STA for his strong encouragement and guidance to
organize the conference. We would like to thank STA 2013 General Co-Chairs,
Prof. Leonard Barolli, Prof. Mohammad S. Obaidat, Prof. Martin Sang-Soo Yeo,
and Prof. Fatos Xhafa for their advices to make possible organization of STA
2013. We also thank the Workshops Chairs, Dr. Neil Y. Yen, Dr. Jin-Mook Kim,
Dr. Muhamed Younas, and Dr. Makoto Ikeda for organizing STA 2013
workshops. We would like to express special thanks to FTRA members and the
Local Organization Team at FIT for their timely unlimited support.
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We hope you will enjoy the conference and readings and have a great time in
Fukuoka.

Hiroak Kikuchi
Meiji University

Japan

Young-Gab Kim
Catholic University of Daegu

Korea

Tomoya Enokido
Risho University

Japan

Alfredo Cuzzocrea
ICAR-CNR and University of Calabria

Italy
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Message from the IRoA 2013 General Chairs

On behalf of the organizing committees, it is our pleasure to welcome you to the
3rd International Conference on Intelligent Robotics, Automations and
Applications (IRoA 2013), which will be held at Fukuoka Institute of
Technology (FIT), Fukouka, Japan on 8–10 July, 2013. IRoA 2013 is hosted by
FIT and it is technically sponsored by Future Technology Research Association
International (FTRA) and Korea Information Technology Convergence Society
(KITCS). We believe the IRoA is a major forum for professors, scientists,
professional engineers, and practitioners throughout the world to present the latest
research, results, ideas, developments, and applications in all areas of intelligent
robotics and automations. Furthermore, we expect that the IRoA 2013 and its
publications will be a trigger for further related research and technology
improvements in this important subject.

First we would like to thank our Honorary Chairs, Prof. Teruo Shimomura
(President of FIT, Japan) and Prof. Makoto Takizawa (Hosei University, Japan) for
their kind support for the conference. We also give special thanks to our Steering
Committee Chairs: Prof. Leonard Barolli (FIT, Japan) and Prof. James J. Park
(Seoul National University of Science and Technology, Korea) for their hard work
and their continuous supports. We are very grateful to Prof. Fatos Xhafa
(Technical University of Catalonia, Spain) for his full and wholehearted support
and for his prestigious invited talk. We would like to thank all our chairs and
committees for their great efforts to make IRoA 2013 very successful.

We would like to give special thanks to FIT and especially Mr. Yoji Unoki,
Chairman of Board of Trustees of FIT for hosting STA 2013 and for providing the
university facilities and his continuous support. We would like to thank Fukuoka
Convention Bureau and Fukuoka City for their great support, help, advices, and
local arrangement. Finally, we would like to thank the Local Arrangement Team at
FIT and the Administration Staff of FIT for their support and for making excellent
local arrangement for the conference.
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We hope you find IRoA 2013 enjoyable and please let us know any suggestions
for improvement in this event and also in next events.

Sang-Soo Yeo
Mokwon University

Korea

Kok-Meng Lee
Georgia Institute of Technology

USA

Hitoshi Kino
Fukuoka Institute of Technology

Japan
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Message from IRoA 2013 Program Chairs

We would like to welcome you to the 3rd International Conference on Intelligent
Robotics, Automations, Telecommunication Facilities, and Applications (IRoA
2013), which will be held at Fukuoka Institute of Technology (FIT), Fukouka,
Japan on 8–10 July, 2013.

IRoA 2013 is focused on the various aspects of advances in intelligent robotics
and automations including the latest research, results, ideas, developments, and its
applications and provides an opportunity for academic and industry professionals
to discuss the latest issues and progress in all areas of intelligent robotics and
automations. We expect that the conference and its publications will be a trigger
for further related research and technology improvements in this important subject.

We received a lot of paper submissions from many countries. Due to many high
quality paper submissions and the lack of space in proceedings, we accepted 30
papers out of 72 submissions after a rigorous peer review process. Each paper was
reviewed by at least three reviewers.

Finally, we would like to sincerely thank all authors of submitted papers and all
attendees for their contributions and participation. And we would like to give a
special thanks to all Track Chairs and Program Committee members for their hard
work. We would like to thank the reviewers and organizers who supported this
event as a whole and, in particular, helped in the success of IRoA 2013.

Hiroyuki Fujioka
Fukuoka Institute of Technology

Japan

Yong-Ho Seo
Mokwon University

Korea

xxi



Organization

Honorary Chair

Teruo Shimomura, FIT President, Japan
Makoto Takizawa, Seikei University, Japan

Steering Chairs

James J. Park, Seoul National University of Science and Technology, Korea
Leonard Barolli, Fukuoka Institute of Technology, Japan

General Chairs

Sang-Soo Yeo, Mokwon University, Korea
Kok-Meng Lee, Georgia Institute of Technology, USA
Hitoshi Kino, Fukuoka Institute of Technology, Japan

Program Chairs

Hiroyuki Fujioka, Fukuoka Institute of Technology, Japan
Yong-Ho Seo, Mokwon University, Korea

Track Chairs

Track 1. Intelligent Robotics
Wada Takahiro, Ritsumeikan University, Japan
Keun-Chang Kwak, Chosun University, Korea

Track 2. Intelligent Perception Systems
Kenji Tahara, Kyushu University, Japan
Ji-Hwan Kim, Sogang University, Korea

xxiii



Track 3. Automations and Simulation
Fumiaki Takemura, Okinawa National College of Technology, Japan
Giljin Jang, UNIST, Korea

Track 4. Control Systems
Tomonori Kato, Fukuoka Institute of Technology, Japan
Cheong Ghil Kim, Namseoul University, Korea
Track 5. Telecommunication Facilities
Tatsushi Tokuyasu, Fukuoka Institute of Technology, Japan
Kang-Hee Lee, Soongsil University, Korea

Track 6. Smart Space and Context-Awareness
Ken Shimoto, Fukuoka Institute of Technology, Japan
Dong-Han Kim, Kyunghee University, Korea

Track 7. Artificial Intelligence
Tetsuya Morizono, Fukuoka Institute of Technology, Japan
Tae-Woo Han, Woosong University, Korea

Track 8. Manufacturing Techniques and Systems
Takuya Tajima, Fukuoka Institute of Technology, Japan
Se-Jun Park, Mokwon University, Korea

Workshop Chairs

Akio Koyama, Yamagata University, Japan
Yunhui Liu, Chinese University of Hong Kong, China
Honghai Liu, University of Portsmouth, UK

Publication Chair

Hwa Young Jeong, Kyung Hee University, Korea

Publicity Chairs

Lianqing Liu, Chinese Academy of Sciences, China
Makoto Ikeda, Fukuoka Institute of Technology, Japan
Ho-Sub Yoon, ETRI, Korea
Jeong-Sik Park, Mokwon University, Korea

International Advisory Committee

Marco Ceccarelli, University of Cassino, Italy
Panos J. Antsaklis, University of Notre Dame, USA
Tzyh-Jong Tarn, Washington University, USA

xxiv Organization



Kazuhiro Saitu, University of Michigan, USA
David Atkinson, Air Force Office of Scientific Research, USA
Shigeki Sugano, Waseda University, Japan
Hyun S. Yang, KAIST, Korea
Sung-Kee Park, KIST, Korea
Tae-Kyu Yang, Mokwon University, Korea

Local Arrangement Chairs

Makoto Ikeda, Fukuoka Institute of Technology, Japan
Tao Yang, Fukuoka Institute of Technology, Japan

Invited Speakers

Fatos Xhafa, Technical University of Catalonia (Barcelona Tech), Spain

Program Committee

Abdel Aitouche, Hautes Etudes d0Ingenieur, France
Abdel-Badeeh Salem, Ain Shams University, Egypt
Adil Baykasoglu, University of Gaziantep, Turkey
Ahmed Zobaa, Brunel University, UK
Ajay Gopinathan, University of California, Merced, USA
Alessandra Lumini, University of Bologna, Italy
Alessandro Giua, Universita0di Cagliari, Italy
Alexandre Dolgui, Ecole Nationale Suprieure des Mines de Saint Etienne, France
Andrea Garulli, Universita0di Siena, Italy
Andreas C. Nearchou, University of Patras, Greece
Angel P. del Pobil, Universitat Jaume I, Spain
Angelos Amanatiadis, Democritus University of Thrace, Ksanthi, Greece
Anthony A. Maciejewski, Colorado State University, USA
Anthony Tzes, University of Patras, Greece
Anton Nijholt, University of Twente, The Netherlands
Antonios Tsourdos, Cranfield University, UK
Arijit Bhattacharya, Dublin City University, Ireland
Arvin Agah, The University of Kansas, USA
Asokan Thondiyath, Indian Institute of Technology Madras
Barry Lennox, The University of Manchester, UK
Ben-Jye Chang, Chaoyang University of Technology, Taiwan
Bernard Brogliato, INRIA, France
Bernardo Wagner, University of Hannover, Germany
Carla Seatzu, University of Cagliari, Italy
Carlo Alberto Avizzano, Scuola Superiore S. Anna, Italy

Organization xxv



Carlo Menon, Simon Fraser University, Canada
Cecilia Sik Lanyi, University of Pannonia, Hungary
Ching-Cheng Lee, Olivet University and California State University at East Bay,

USA
Choon Yik Tang, University of Oklahoma, USA
Chunling Du, Division of Control and Instrumentation, School of Electrical and

Electronic Engineering, Singapore
Clarence de Silva, UBC, Canada
Claudio Melchiorri, University of Bologna, Italy
Daizhan Cheng, Academy of Mathematics and Systems Science, China
Dan Zhu, Iowa State University, USA
Daniel Thalmann, EPFL Vrlab, Switzerland
Denis Dochain, Universite catholique de Louvain, Belgium
Dianhui Wang, La Trobe University, Australia
Djamila Ouelhadj, University of Portsmouth, UK
Dongbing Gu, University of Essex, UK
Eloisa Vargiu, University of Cagliari, Italy
Erfu Yang, University of Strathclyde, UK
Evangelos Papadopoulos, NTUA, Greece
Fang Tang, California State Polytechnic University, USA
Federica Pascucci, University Roma Tre, Italy
Frank Allgower, University of Stuttgart, Germany
Frans Groen, University of Amsterdam, The Netherlands
Frantisek Capkovic, Slovak Academy of Sciences, Slovak Republic
Fumiya Iida, Institute of Robotics and Intelligent Systems ETH Zurich,

Switzerland
Georg Frey, Saarland University, Germany
George L. Kovacs, Hungarian Academy of Sciences, Hungary
Gerard Mckee, The University of Reading, UK
Gheorghe Lazea, Technical University of Cluj-Napoca, Romania
Giovanni Indiveri, University of Salento, Italy
Graziano Chesi, University of Hong Kong, Hong Kong
Guilherme N. De Souza, University of Missouri-Columbia, USA
Gurvinder S. Virk, Massey University, New Zealand
Hairong Qi, University of Tennessee, USA
Helder Araujo, University of Coimbra, Portugal
Helen Ryaciotaki-Boussalis, California State University, Los Angeles, USA
Hemant A. Patil, Gandhinagar, Gujarat, India
Hideyuki Sotobayashi, Aoyama Gakuin University, Japan
Hiroyasu Iwata, Waseda University, Japan
Hongbin Zha, Peking University, China
Huei-Yung Lin, National Chung Cheng University, Taiwan
Hung-Yu Wang, National Kaohsiung University of Applied Sciences, Taiwan
Ichiro Sakuma, The University of Tokyo, Japan
Irene Yu-Hua Gu, Chalmers University of Technology, Sweden

xxvi Organization



Jean-Daniel Dessimoz, Western University of Applied Sciences, Switzerland
Jing-Sin Liu, Institute of Information Science, Academis Sinica, Taiwan
Jingang Yi, The State University of New Jersey, USA
Jiunn-Lin Wu, National Chung Hsing University, Taiwan
Jonghwa Kim, University of Augsburg, Germany
Joris De Schutter, Katholieke Universiteit Leuven, Belgium
Jose Tenreiro Machado, Institute of Engineering of Porto
Jose Valente de Oliveira, Universidade do Algarve, Portugal
Juan J. Flores, University of Michoacan, Mexico
Jun Ota, The University of Tokyo, Japan
Jun Takamatsu, Nara Institute of Science and Technology, Japan
Kambiz Vafai, University of California, Riverside, USA
Karsten Berns, University of Kaiserslautern, Germany
Kauko Leiviska, University of Oulu, Finland
Lan Weiyao, Department of Automation, Xiamen University, China
Leonardo Garrido, Monterrey Tech., Mexico
Libor Preucil, Czech Technical University in Prague, Czech Republic
Loulin Huang, Massey University, New Zealand
Luigi Villani, University di Napoli Federico II, Italy
Mahasweta Sarkar, San Diego State University, USA
Maki K. Habib, Saga University, Japan
Manuel Ortigueira, Universidade Nova de Lisboa, Portugal
Marek Zaremba, UQO, Canada
Maria Gini, University of Minnesota, USA
Mario Ricardo Arbulu Saavedra, University Carlos III of Madrid, Spain
Masao Ikeda, Osaka University, Japan
Matthias Harders, Computer Vision Laboratory ETH Zurich, Switzerland
Mehmet Sahinkaya, University of Bath, UK
Michael Jenkin, York University, Canada
Mitsuji Sampei, Tokyo Institute of Technology, Japan
Nitin Afzulpurkar, Asian Institute of Technology, Thailand
Olaf Stursberg, Technische Universitaet Muenchen, Germany
Panagiotis Petratos, California State University, Stanislaus, USA
Pani Chakrapani, University of Redlands, USA
Paul Oh, Drexel University, USA
Peng-Yeng, National Chi Nan University, Taiwan
Peter Xu, Massey University, New Zealand
Pieter Mosterman, The Math works, Inc.
Plamen Angelov, Lancaster University, UK
Prabhat K. Mahanti, University of New Brunswick, Canada
Qinggang Meng, Research School of Informatics, UK
Qurban A. Memon, United Arab Emirates University, UAE
Radu Bogdan Rusu, Technical University of Munich, Germany
Ragne Emardson, SP Technical Research Institute of Sweden
Ren C. Luo, National Taiwan University, Taiwan

Organization xxvii



Rezia Molfino, Universitadegli Studi di Genova, Italy
Riad I. Hammoud, DynaVox and Mayer-Johnson Innovation Group, USA
Richard J. Duro, Universidade da Corunña, Spain
Robert Babuska, Delft University of Technology, The Netherlands
Rolf Johansson, Lund University, Sweden
Romeo Ortega, LSS Supelec, France
Ruediger Dillmann, University of Karlsruhe, Germany
Ryszard Tadeusiewicz, AGH University of Science and Technology, Poland
Saeid Nahavandi, CISR, New Zealand
Sarath Kodagoda, University of Technology, Sydney, Australia
Sean Mc Loone, National University of Ireland (NUI) Maynooth, Ireland
Selahattin Ozcelik, University-Kingsville, USA
Sergej Fatikow, University of Oldenburg, Germany
Seth Hutchinson, University of Illinois, USA
Shu-Ching Chen, Florida International University, USA
Shugen Ma, Ritsumeikan University, Japan
Shuro Nakajima, Chiba Institute of Technology, Japan
Shuzhi Sam Ge, National University of Singapore, Singapore
Simon G. Fabri, University of Malta, Malta
Stjepan Bogdan, University of Zagreb, Faculty of EE&C, Croatia
Tariq Shehab, California State University, Long Beach, USA
Taskin Padir, Worcester Polytechnic Institute, USA
Thira Jearsiripongkul, Thammasat University, Thailand
Thomas C. Henderson, University of Utah, USA
Tomonari Furukawa, Virginia Polytechnic Institute and State University, USA
Tong Heng Lee, NUS, Singapore
Tongwen Chen, University of Alberta, Canada
Tsai-Yen Li, National Chengchi University, Taiwan
Uwe R. Zimmer, The Australian National University, Australia
Venketesh N. Dubey, Bournemouth University, UK
Ventzeslav (Venny) Valev, Bulgarian Academy of Sciences, Bulgaria
Wail Gueaieb, University of Ottawa, Canada
Wang Qing-Guo, National University of Singapore, Singapore
Waree Kongprawechnon, Thammasat University, Thailand
Weihua Sheng, Oklahoma State University, USA
Weizhong Dai, Louisiana Tech University, USA
Wen-Hua Chen, Loughborough University, UK
Wladyslaw Homenda, Warsaw University of Technology, Poland
Wolfgang Halang, Fernuniversitaet, Germany
Won-jong Kim, Texas A&M University, USA
Xun W. Xu, University of Auckland, New Zealand
Yang Dai, University of Illinois at Chicago, USA
Yangmin Li, University of Macau, Macao
Yantao Shen, University of Nevada, USA
Yugeng Xi, Shanghai Jiaotong University, China

xxviii Organization



Yun Wang, University of California, Irvine, USA
Zhijun Yang, University of Edinburgh, UK
Zidong Wang, Brunel University, UK
Zongli Lin, University of Virginia, USA
Vasily Sachnev, The Catholic University of Korea, Korea
Elena Tsomko, Namseoul University, Korea
Jin Young Kim, Kwangwoon University, Korea
Ki-Hyung Kim, Ajou University, Korea
Nammee Moon, Hoseo University, Korea
Taesam Kang, Konkuk University, Korea
Hwa-Jong Kim, Kangwon National University, Korea
Yeonseok Lee, Kunsan National University, Korea
Cheong Ghil Kim, Namseoul University, Korea
SanghyunJoo, ETRI, Korea
Wei Wei, Xi0an Jiaotong University, China

Organization xxix



Message from DMFIT-2013 Workshop Chair

Welcome to the International Workshop on Data Management for Future
Information Technology (DMFIT-2013), which will be held from July 8–10,
2013 in FIT, Fukouka, Japan. The main objective of this workshop is to share
information on new and innovative research related to advanced technologies and
applications in the areas of data management on cloud computing, mobile
computing, ubiquitous computing, data mining, and databases. Many advanced
techniques and applications in these areas have been developed in the past few
years. DMFIT-2013 will bring together researchers and practitioners who are
interested in both the technical and applied aspects of advanced techniques and
applications on data management for future information technology. Furthermore,
we expect that the DMFIT-2013 and its publications will be a trigger for further
related research and technology improvements in this important subject.

DMFIT-2013 contains high quality research papers submitted by researchers
from all over the world. Each submitted paper was peer-reviewed by reviewers
who are experts in the subject area of the paper. Based on the review results, the
Program Committee accepted seven papers.

We hope that you will enjoy the technical programs as well as the social
activities during DMFIT-2013. We would like to send our sincere appreciation to
all of the Organizing and Program Committees who contributed directly to
DMFIT-2013. Finally, we specially thank all the authors and participants for their
contributions to make this workshop a grand success.

Jun-Hong Shen
Asia University

Taiwan

Ming-Shen Jian
National Formosa University

Taiwan

Tien-Chi Huang
National Taichung University of Science and Technology

Taiwan
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Message from PSSI-2013 Workshop Chairs

The organizing committee of the FTRA International Workshop on Pervasive
Services, Systems and Intelligence (PSSI 2013) will like to welcome all of you to
join the workshop as well as the FTRA MUE 2013. Advances in Information and
Communications Technology (ICT) have presented a dramatic growth in merging
the boundaries between physical space and cyberspace, and go further to improve
human being’s daily life. One typical instance is the use of smartphone. Modern
smartphone is equipped with a variety of sensors that are used to collect activities,
locations, and situations of its user continuously and provide immediate helps
accordingly. Some commercial products (e.g., smart house, etc.) also demonstrate
the feasibility of comprehensive supports by deploying a rapidly growing number
of sensors (or intelligent objects) into our living environments. These develop-
ments are collectively best characterized as ubiquitous service that promises to
enhance awareness of the cyber, physical, and social contexts. As such, researchers
(and companies as well) tend to provide tailored and precise solutions (e.g.,
services, supports, etc.) wherever and whenever human beings are active according
to individuals’ contexts. Making technology usable by and useful to, via the
ubiquitous services and correlated techniques, human beings in ways that were
previously unimaginable has become a challenging issue to explore the picture of
technology in the next era. This workshop aims at providing a forum to discuss
problems, studies, practices, and issues regarding the emerging trend of pervasive
computing. Researchers are encouraged to share achievements, experiments, and
ideas with international participants, and furthermore, look forward to map out the
research directions and collaboration in the future.

With an amount of submissions (13 in exact), the organizing chairs decided to
accept six of them based on the paper quality and the relevancy (acceptance rate at
46 %). These papers are from Canada, China, and Taiwan. Each paper was
reviewed by at least three program committee members and discussed by the
organizing chairs before acceptance. We would like to thank three FTRA
Workshop Chair, Young-Gab Kim from Korea University, Korea for the support
and coordination. We thank all authors for submitting their works to the workshop.
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We also appreciate the program committee members for their efforts in reviewing
the papers. Finally, we sincerely welcome all participants to join the discussion
during the workshop.

James J. Park
Neil Y. Yen
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Message from ASNT 2013 Workshop Chairs

We are very proud and honored to organize the 2013 International Workshop on
Advanced Social Network Technologies (ANST 2013), in conjunction with the
10th FTRA International Conference on Secure and Trust Computing, Data
Management, and Applications (STA 2013), in FIT, Fukouka, Japan, July 8–10,
2013.

Social Networks have been applied in various domains. A social network is a
social structure made up of a set of actors (such as individuals or organizations)
and the dyadic ties between these actors. The social network perspective provides
a clear way of analyzing the structure of whole social entities. The overall goal of
the data mining process is to extract information from a data set and transform it
into an understandable structure for further use. The major issue of this workshop
is to present novel technologies and ideas for social network analysis, intelligent
technologies, data mining, and social network-related researches.

This year, we have received 16 submissions. All manuscripts underwent a
rigorous peer-review process with three reviewers per paper. Only seven papers
were accepted for presentation and inclusion in the proceedings, comprising a
44 % acceptance rate. Thanks to all authors who contributed to the success of this
workshop.

Finally, we especially like to thank the organization team of the STA 2013
conference, for their organization of the proceedings, the invitation of valuable
speakers, and the social events. The conference and STA 2013 were not been
successful without their great contributions.

Yung-Hui Chen
Lung Hwa University of Science and Technology

Taiwan

Lawrence Y. Deng
St. John’s University

Taiwan
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Novel Handoff Frequency Algorithms
for Vehicular Area Networks

Shih-Chang Huang and Yu-Shenq Tzeng

Abstract In the vehicular area networks (VANETs), mobile station will
frequently switch the associated base station. Reducing the number of handoff
times is an import issue on retaining the quality of connection. In this paper, we
propose two algorithms to solve this issue. The first one is named the Longest
Distance Algorithm (LDA). We transform the handoff problem as finding the cross
points of multiple circles and a line in a graph. The base station whose cross point
is closest to the destination will be the candidate. The second one is called as Least
Handoff Frequency Algorithm (LHFA). In the LHFA, the base stations are treated
as the vertices. The link between two base stations implies mobile station
can perform the handoff operation. The LHFA uses the Dijkstra’s shortest path
algorithm to optimize the number of handoff times. The simulation results show
that both the proposed LDA and LHFA algorithms can greatly reduce the numbers
of handoff operations than the signal-strength algorithm.

Keywords Vehicular area networks � Handoff � Shortest path algorithm �
Destination greedy algorithm

1 Introduction

The wireless communication techniques have been rapidly developed in the recent
years. Users can freely move here and there while they access the network. When
the Mobile Station (MS) moves out of the radio coverage of its associated Base
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Station (BS), the network connection may break. The MS needs to associate a new
BS to continue the network service. We named this process as handoff. In the
handoff process, MS needs to exchange information with the next potential BS.
Delivering data packets at this time is temporarily unavailable. So, shortening the
time spent on the handoff process can explicitly improve the delay time.

The handoff process has three phases. They are the probe, authentication and
re-association. In the probe phase, the MS monitors the channels to collect the
information of neighbor BSs. MS can probe the channels actively or passively. In
the active mode, the MS will send out a probe frame to inform the neighbor BSs
that it is probing. In the passive mode, the MS will stay in each channel for a while
to collect the beacon frames broadcasted by the BSs. The time spent on scanning
the channels is called as probe delay. In the authentication phase, MS sends an
authentication request to the new BS. The time spends on this phase is called as
authentication delay. After the MS passes the authentication phase, MS will
negotiate the communication parameters with the new BS. This is called as
re-association delay. The handoff process is complete when re-association phase
terminates.

In these three phases, the probe phase spends most of the time in the handoff
process. Many studies have been done to improve the delay. For example, the
SyncScan [1] lets the MS scan the nearby BSs in advance to reduce the delay time
wasted in the handoff process. When the MS enters the handoff process, it can
simply select the candidate BS from the previous scanning results. The SyncScan
method needs to scan channels continuously for maintaining the newest infor-
mation of all nearby BSs. The DeuceScan [2] collects and sorts the BSs in advance
based on their quality of Received Signal Strength (RSS) to solve the problem of
SyncScan. Only the top three best BSs are traced. When the MS enters the handoff
process, one of these three BS is selected. DeuceScan can reduce the time to
maintain all neighbor BSs. A similar method calls SelectiveScan [3], which only
scans the channels that are non-overlapping. These methods will scan full channels
when the MS fails to find the BS in the designated channels.

The neighbor nodes around the MS are used for assisting the channel scanning
[4]. The MS will designate each neighbor a set of channels to scan. After col-
lecting the results of all neighbors, MS will choose a desired BS. These assistant
scanners can effectively reduce the handoff delay. However, their scanning results
are not always trustable because their positions to scan the channels are different.

The location information of MS [5] can also be applied to reduce the probing
delay. The distance between MS to BS is used as the criterion to select the target
BS. The BS with the closest distance will be associated by the MS. The overhead
on computing distance between MS and BS must be reduced when nodes are
densely deployed. The artificial neural network (ANN) is used to find the better
handoff locations [6]. The data of radio coverage of BSs will be stored for
the ANN algorithm to train the suitable handoff locations. MS changes BSs at the
specific locations scheduled by the algorithm. The cost of ANN technique is the
long training time.

4 S.-C. Huang and Y.-S. Tzeng



The Lookahead [7] method divides the moving track of MS into multiple slots.
The available BSs in each slot will be stored in the database. When the MS stays in
a slot and prepares to switch to the new BS, it does not need to scan the channel for
searching a BS but just looks up the database to find the BS that covers the longest
continuous slots as the candidate. Additional memory space is necessary for the
database in this method. In addition to probe delay, some methods [8] use the pre-
authenticate mechanism to reduce the authentication delay.

All above methods focus on shortening the time spent on a handoff process. The
handoff frequency is not considered. Reducing the handoff frequency may effi-
ciently shorten the total handoff delay time. So, we propose two methods in this
paper. The first one is the Longest Distance Algorithm, which use simple geometry
to calculate the distance between the MS and BS. The second is Least Handoff
Frequency Algorithm, which is a pre-scan method.

This rests of this paper is organized as following. We illustrate the main idea of
our proposed methods in Sect. 2. In Sect. 3, we show the simulation results to
compare with the existing handoff methods. The results prove that our proposed
methods are well enough on reducing the handoff frequency. At last, the conclu-
sions and the future works are given in Sect. 4.

2 Proposed Methods

The detail operations of our proposed methods will be given in this section. Firstly,
we introduce the Longest Distance Algorithm which determines the next potential
BS when the signal of associated BS becomes weak. Then, we introduce the LHFA
which can schedule the handoff BSs in advance to optimize the number of handoff
times. We assumed the radio coverage of every BS is a perfect circle. The radio
range of each BS is irregular. The MS equips with the Global Position System
(GPS) to get its current position. We use the forthright to elaborate the main idea.
In the latter, we will show how to extend our methods to grid roads in the urban
district.

2.1 The Longest Distance Algorithm (LDA)

Let the current associated BS of MS be BSc. When the RSS of BSc is less than the
predefined threshold, MS starts to collect the data of each nearby BSi. The data
includes the coordinate (xi, yi) and the radio radius Ri. Let X is the set contain all
these BSs. The next potential BS will be the BS which can provide the longest
service time.

Figure 1a is a handoff scenario in the VANETs. Seven BSs are installed aside
the road. Their radio range is ri, i = 1…7. Their edge of the radio coverage is
represented as the dash line circle Ci, i = 1…7. Initially, MS associates with BS1.

Novel Handoff Frequency Algorithms for Vehicular Area Networks 5



It straightly moves from location S to the destination Z. The maximal service
distance (MSD) that a BSi can provide to MS on this moving path is also shown in
Fig. 1a. We can represent this scenario as the geometric graph in Fig. 1b. The
radio coverage of each BSi is a circle. The moving path of MS is a line. The MSD
of each BSi is the length of the chord that L cuts on Ci.

At the location A, MS detects the signal down and triggers the handoff process.
MS collects the neighbor BSs, the BS2 and BS5, into set X and computes the
remaining service distance (RSD) of every BS in X. The RSD of a BSi is part of its
MSD. It computes from MS’s current location to the end point of the chord that is
near the destination. The BS with longest RSD is selected. Computing the RSD of
BSi needs the coordinates of the endpoints of the chord. We use the geometric
graph in Fig. 1b to compute the RSD.

The history position of MS helps us to get the line equation L. Let (xZ, yZ) be the
coordinate of destination and (xc, yc) be the coordinate of current position Pc.
The line equation L can be obtained from (1).

y ¼ mðx� xcÞ þ yc: ð1Þ

In (1), m ¼ yc�yZ
xc�xZ

. It is the slope of L. For circle Ci, MS has the coordinate of BSi
which is the center point of Ci and the radio range ri. Therefore, each Ci can be
represented as (2).

r2i ¼ ðx� xiÞ2 þ ðy� yiÞ2: ð2Þ

By solving the simultaneous equations of (1) and (2), we can get the two cross
points Pi

a and Pi
b that L crosses onCi. Let Pi

* = min(|ZPi
k|), where k = a, b, The RSD

of BSi will be |PcPi
*|. The BS with which MS will associate will be the one as (3).

maxðjPcP
�
i jÞ; 8BSi 2 X : ð3Þ
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Fig. 1 The MSDs and RSDs, a The handoff scenario. b The geometric graph of (a)
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2.2 The Minimal Handoff Frequency Algorithm

In the LDA method, MS still needs to go through the three phases during the
handoff process. It only reduces the number of times that MS switches the BSs.
The handoff delay in every handoff process is not explicitly saved. To improve the
delay time in a handoff process, we propose a pre-scheduled method named the
Minimal Handoff Frequency Algorithm.

Generally, a BS is stationary after it is installed. If the BSs’ position
information can be obtained in advance, we can schedule the most suitable BSs for
the MS at the beginning that MS enters the road. Consequently, MS can also
authenticate to these BSs beforehand. So, the delay time spent on both probing and
authentication phases can be reduced.

The LHFA needs to build the handoff-graph which exhibits the possible handoff
relation between BSs. The corresponding handoff-graph for Fig. 1a will be shown
as Fig. 2. A vertex in the handoff-graph represents a BS. The link between two
vertices implies that MS can switch service between these two BSs. To have a link
between two vertices in the handoff-graph, the corresponding two BSs must satisfy
two conditions. Firstly, their radio coverage must overlap with each other.
Secondly, their overlapping coverage must cover the moving path of the MS. For
example, there is no link between the BS6 and BS7 in Fig. 1a. Although these two
BSs overlap their radio coverage with each other, the area does not cover the path
of the MS.

When the MS switches from one BS to another, it is similar to move from one
vertex to another in the handoff-graph. Thus, we weight each link in the handoff-
graph to 1. In addition, the S and Z are also added into this graph. The BSs that
cover Z will add a link to it, but the weight is set to 0. The S adds a link the BS
with which MS initially associates. The weight is also set to 0.

Finding the minimal number of handoff times from S to Z is similar to find the
shortest path from S to Z in the handoff-graph. So, we can use the Dijkstra’s
algorithm to solve the problem. In the Fig. 2, S�BS1�BS2�BS6�BS4�Z is one
of the shortest paths. The sequence BS1�BS2�BS6�BS4 will be the scheduled
handoff BS sequence which has the minimal number of handoff times. Note that
the MS may not discover a scheduled BS in the sequence due to the signal
interference. In this situation, MS will switch to the LDA method to collect the
information of BSs. And then, a new handoff sequence will be rescheduled for MS
via the LHFA algorithm.

0

1

1

1

1

1

11

1

1 1

0

0

S Z

BS1

BS5

BS2 BS4BS3

BS6 BS7

Fig. 2 The handoff-graph for
Fig. 1a
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2.3 Extend to Grid Roads in Urban District

In the practical case, the MS will not always move over a forthright. The road in
city is similar to the grid on the checkerboard. To extend the LDA and LHFA to
the urban scenario, we transform the grid roads to a forthright in this section. In the
example of Fig. 3a, we have three forthright segments {SX, XY , YZ} between S
and Z. They are separated and reassembled as Fig. 3b. For the LDA, we can treat
each forthright between S and Z as a sub-handoff problem. The street corners will
be an intermediate start and the destination locations.

To extend the LHFA to the scenario of grid roads, we compute the MSD of
every BS in every segment. If the MSD of a BS is out of the road segment, the
MSD is set to the end point of the road segment. At last, all road segments are
reassembled as a forthright. The MSDs of the same BSs will be concatenated. For
example, the final MSDs of BSs will be constructed as Fig. 3b.

3 Simulation

The simulation results are given in this section. We implemented the LDA,
Lookahead (LOOK_1), strongest RSS(S-RSS), LHFA and the hard-handoff
(HARD) methods with the C# program. BSs are randomly installed aside the road.
We assume that the installed BSs will fully cover the road. Each BS randomly
chooses an operation channel. The active channel scanning is used in probing
phase.

In the practical active channel scanning operation, the MS will listen to a
channel for a time period. If the channel is idle during this time, the scanning is
finished and the channel is declared empty. This time period is named as
MinChannelTime. If there is any traffic during this time, the station must wait for a
longer time period. This time period is named as MaxChannelTime. To obtain

Start         Destination

S

E

X Y

Street Corner BS

B2

B1

B3 B4

B5

B6

ES Y

MSD1

MSD2

MSD3

MSD4

X

B2
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B2

B3

B4

B5

B5
B6

MSD5
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(a) (b)

Fig. 3 Transform grid road to a forthright. a Original road. b Reassembled forthright
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more realistic delay time, we use the following formula to estimate the channel
scanning time.

ð11� CuÞ � bþ Cu � a ð4Þ

The Cu is the total number of channels. The a is the MaxChannelTime and the b
is the MinChannelTime. Both the authentication delay and re-association delay are
1 ms. The packet loss rate is also involved. The other related simulation param-
eters are listed in Table 1. All results are averaged from 1000 random topologies.

3.1 Simulation Results

Figure 4 shows the results of the number of handoff times. The RSS is always eager
to find the BS with the best signal. So, it has the worst results in this index. Its
number of handoff times is more than twice of the other methods. Because RSS
method always associates with the BS with the best signal, its number of handoff
times is not influenced when we increase the maximum radio range of BS. For the
other methods, the service time period of a BS will be extended when the maximum
range of BS increases. Therefore, the number of handoff times in other methods will
decrease. The HARD handoff method is worse than other methods except the RSS
because it does not choose the BS which has the longest service time. Instead, when
the signal of previous associated BS completely loses, it selects the BS with the best
signal. A special note is the LDA. Its number of handoff times is close to the pre-
scan methods. It proves that LDA is an excellent online method.

Figure 5 is the accumulated handoff delay time over all simulation period. High
frequently switching the BSs cause the S-RSS method has the worst results. The
increasing of radio range will raise the probability for MS to find the BS with
better signal. So, the accumulated handoff delay increase with the growing of radio
range. For the LDA and HRAD methods, their delay time is heavy depended on
the number of handoff times. LDA exhibits better results than HRAD.

Without the time spent on channel probing, the pre-scanmethods LDAandLOOK
have their accumulated handoff delay time approximate to zero. In Fig. 6, three
LOOK_x methods with different size of time slot are implemented. The x represents

Table 1 Simulation parameters

Simulation parameters Values Simulation parameters Values

Simulation duration 450 s MaxchannelTime(a) 11 ms
Max radio range of a BS 200, 300, 400, 500, 600 MinchannelTime(b) 5 ms
Min radio range 150 Used channel (Cu) 1–11
Distance from BS to road -125 m * 125 m Authentication delay 1 ms
Total available channels 11 channels Association delay 1 ms
Probe delay (ms) (11-Cu) 9 b ? Cu 9 a Moving speed of MS 10 m/s
Lookahead time slot (*50) 1 ms, 5 ms, 10 ms Inter BS distance gap 50 m * 200 m

Novel Handoff Frequency Algorithms for Vehicular Area Networks 9



the size of slot time. For example, LOOK_1 represents the slot time is 1*50 ms and so
on. Shortening the size of slot time can slightly reduce the number of handoff times.
The explicitly influence can be observed from the case of 400 m radio range. The
difference of LOOK_1 and LOOK_10 is about two times. However, shortening the
size of slot time implying more memory space is required for storing the slot
information. As we find that the LHFA is still the best one.Without slotting the time,
the number of handoff time in LDA will be better than that of LOOK.

At last, we show the impacts caused by the number of deployed BSs in Fig. 7.
The handoff times of S-RSS increases when the total deployed BSs increases.

Fig. 4 The number of handoff times

Fig. 5 Accumulated of the BSs handoff delay

10 S.-C. Huang and Y.-S. Tzeng



For the HARD method, the densely deployed BSs will increase the probability for
the MS to find the new BS near the position that the previous BS losses the signal.
So, it does not respond to the number of BSs. LDA, LHFA, and LOOK will
slightly reduce the number of handoff times.

Fig. 6 Compare the pre-scan methods

Fig. 7 The impacts of the deployed BSs

Novel Handoff Frequency Algorithms for Vehicular Area Networks 11



4 Conclusions

This paper proposed two handoff methods to reduce the handoff frequency in the
vehicular area network. The LDA is an online method which needs to probe the
channels during the handoff process. The LHFA is a pre-schedule method. It
transforms the handoff problem to the shortest path problem in the graph. The
probing and authentication phases in LHFA can be done beforehand to shorten the
handoff delay in a handoff process. The simulation results prove that both LDA
and LHFA are better than the Lookahead method. In our further works, we will
extend the model of LHFA to the scenario that the radio coverage of every BS is
not a perfect circle and to improve signal quality and loading balance during the
handoff process.
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RC4-2S: RC4 Stream Cipher with Two
State Tables

Maytham M. Hammood, Kenji Yoshigoe and Ali M. Sagheer

Abstract One of the most important symmetric cryptographic algorithms is
Rivest Cipher 4 (RC4) stream cipher which can be applied to many security
applications in real time security. However, RC4 cipher shows some weaknesses
including a correlation problem between the public known outputs of the internal
state. We propose RC4 stream cipher with two state tables (RC4-2S) as an
enhancement to RC4. RC4-2S stream cipher system solves the correlation problem
between the public known outputs of the internal state using permutation between
state 1 (S1) and state 2 (S2). Furthermore, key generation time of the RC4-2S is
faster than that of the original RC4 due to less number of operations per a key
generation required by the former. The experimental results confirm that the output
streams generated by the RC4-2S are more random than that generated by RC4
while requiring less time than RC4. Moreover, RC4-2S’s high resistivity protects
against many attacks vulnerable to RC4 and solves several weaknesses of RC4
such as distinguishing attack.

Keywords Stream cipher � RC4 � Pseudo-random number generator
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1 Introduction

Cryptographic algorithms that can provide fast implementation, small size, low
complexity, and high security for resource-constrained devices such as wireless
sensor devices are imperative. Conventional cryptographic algorithms are very
complex and consume significant amount of energy when used by resource-
constrained devices for the provision of secure communication, and public key
algorithms are still not feasible in sensor networks for several reasons including
limited storage and excessive energy usage [1]. Therefore, security schemes
should rely on a symmetric key cryptography especially when systems have
limited hardware resources.

There are a number of stream cipher algorithms presented to implement high
performance software including IDEA, ORYX, LEVIATHAN, MUGI, RC4,
Helix, SEAL, SOBER, and SNOW. One-time pad, which is stronger than all these
aforementioned algorithms, is unbreakable since it never uses the same key more
than once. Consequently, it is impossible to deduce any information about the key
from ciphertext by an attacker. The robustness of stream ciphers depends on
Pseudo-Random Number Generator (PRNG) which has proved to be resistant to
the attacks if it passes the statistical tests.

RC4 is a proprietary stream cipher which was designed in 1987 by Ron Rivest.
RC4 is widely used in security software based on stream cipher including one in
the encryption of traffic to and from secure web sites such as Transport Layer
Security (TLS), Secure Socket Layer (SSL), and Wired Equivalent Privacy (WEP)
implementations. RC4 is fast in comparison to other algorithms and it has a simple
design hardware implementation [2]. For instance, RC4 is five times faster than
Data Encryption Standard (DES) and fifteen times faster than Triple-DES [3].

Many stream ciphers use de-facto RC4 standard for meeting specific require-
ments such as limited storage size and power of devices; however, there are many
weaknesses found in stream ciphers caused by mathematical relations between the
key, ciphertext, and plaintext with which attackers can assess the security of the
cryptographic algorithms via cryptanalysis. Thus the goal is to create a sequence of
keys that approaches to true randomness [4]. The rest of the paper is organized as
follows: Section 2 reviews related works. Section 3 presents the description of
RC4, and Sect. 4 shows some weaknesses of RC4. We then present our proposed
algorithm to enhance RC4 technique in Sect. 5, followed by description of ran-
domness testing and NIST in Sect. 6. Section 7 presents analysis and implemen-
tation followed by the conclusion in Sect. 8.

2 Related Work

Numerous researchers attempt to enhance the RC4 and create variant algorithms.
Paul and Preneel [5] explored a new statistical weakness in the first two output
bytes of the RC4 key stream generator. They showed that the number of outputs

14 M. M. Hammood et al.



required distinguishing the output of the RC4 of the random sequence with the
presence of which bias is 128, and they recommended using 256 to overcome this
bias. The authors were also creating a new pseudo-random number generator,
RC4A, which is characterized by being more resistant against most attacks that
apply to RC4 especially the weakness of distribution in the first two output bytes.
However, the RC4A did not completely remove the autocorrelations, and it was
broken with a distinguishing attack by Maximov [6]. Zoltak [4] proposed Variably
Modified Permutation Composition (VMPC) which was designed to be efficient in
software implementations and solving a weakness found in the RC4 Key Sched-
uling Algorithm (KSA) that was described by Fluhrer et al. in [7]. The structure of
Pseudo-Random Generation Algorithm (PRGA) in VMPC was more complex in
comparison with the RC4 that makes it more resistant against attacks. However, it
was again broken by distinguishing attack [6].

Yu and Zhang [8] presented RC4 state combined with the hash function without
affecting the simplicity and efficiency. The RC4 state based on hash function can
generate Message Authentication Code (MAC). The enhancement includes the
offset, forward, and backward properties of RC4 states where the authors use offset to
ignore the first few bytes of the key and started encrypt the data in determine position
which has led to increase the time of execution. Pardeep and Pateriya [9] proposed
Pardeep Cipher (PC-RC4) which is adding a new improvements and extension to
RC4 algorithm. In the PC-RC4, randomness in KSA and PRGA are improved to
make it stronger but it again increased the time of execution [9]. Kadry and Smaili
[10] presented Vigenère RC4 (VRC4) which is a combination of the RC4 and the
poly alphabetic cipher Vigenère. The plain text encrypted by using the classic RC4
cipher followed by re-encrypting by Vigenère which results in increased time of
execution. Mousa and Hamad examined the analysis of the effect of different
parameters of the RC4 algorithm such as the execution time and the file size where
they conclude that the speed of encryption and decryption time is affected by length
of encryption key and the size of data file [11]. Yao, et al. presented analysis and
enhancement of the security of RC4 algorithm by using public key encryption with
RC4 which has led to increase the size of the system and the time of execution [12].
Hammood et al. proposed an RRC4 random initial state algorithm in which a new
enhancement of RC4, and its improved randomness compared against the traditional
RC4. However, the issue of the speed was not addressed [13].

3 Description of RC4

RC4 design avoids the use of Linear Feedback Shift Registers (LFSRs) where
many stream cipher algorithms depend on it, especially in hardware. It attempts to
achieve highest randomness via swapping of elements in arrays. The RC4 algo-
rithm has variable key length which ranges between 0 to 255 bytes for initializing
256-byte array in initial state by elements from S [0] to S [255]. As recommended
in [7, 14], RC4 must use a key longer than 128 bytes. The algorithm consists of
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KSA and PRGA which are executed sequentially. RC4 Key is initialized by KSA
while the pseudo-random number is produced by PRGA.

The pseudo codes for the two parts of RC4 algorithm are shown in Algorithm 1
and Algorithm 2 where m is the message length of a plain text, L is the length of
the initial key in bytes, N is the size of the array or state S, and i and j are index
pointers. Such a self-modifying lookup table is simple and has been applied effi-
ciently in software [15]. The output of the PRGA algorithm is a key sequence that
will be XOR-ed with plaintext (or ciphertext) to get ciphertext (or plaintext).

Sharif and Mansoor provided comparison between different encryption algo-
rithms using different data sizes and key sizes. The simulation results clarified
preponderance of RC4 algorithm over other algorithms in terms of speed and
throughput [16].

4 The Weaknesses of RC4

Several weaknesses in RC4 were identified. Some of these weaknesses are simple
and can be solved easily, but others are critical because they can be exploited by
the attackers. Two of the problems of RC4 are 1) the weakness of the KSA and 2)
the weakness of relations between the S-box in different time. Initial state of the
PRGA achieves a pretty good efficiency against a number of attempted attacks. In
[17] Mantin and Shamir, distinguished statistical weakness inside RC4 algorithm
that the probability of the second round output byte generated is zero output byte is
twice than other values, which can exploited this weakness by practical ciphertext
only attack. This ciphertext only attack is limited to broadcast applications where
different keys are used to encrypt the same plaintext for multiple recipients. There
are many other attacks described in [7] such as subkey guessing attack, linear
consistency attack, inversion attack, etc. In addition, an algebraic attack is a new
type of higher order correlation attack. Since a fairly straight forward approach
such as brute force attack infers the internal state of the PRGA, increased internal
state size is recommended, yet it results in increased encryption and decryption
time.
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5 RC4 Stream Cipher With Two State Tables

As discussed in the previous section, RC4 has significant number of weaknesses in
the phases of KSA and PRGA. In this section, we propose RC4 stream cipher with
two state tables (RC4-2S) algorithm as an improvement to RC4. It is one of the
RC4 stream cipher algorithm family proposed to reduce the correlation problem
between the public known outputs of the internal state while improving the speed
of the encryption and decryption. The new algorithm consists of initialization
phase (KSA) and output phase (PRGA) as shown in Algorithm 3 and 4, respec-
tively. All addition operations are carried out modulo N. KSA takes a key, k,
consisting of 16 n-bit words. After the setup, the round algorithm is executed once
for each word output. In reality, all practical applications of the developed RC4 is
implemented with n = 8 in which case all entries of S along with i and j are bytes.

In the first phase of KSA, S1 is filled from 0 to (N/2)-1 and S2 gets the remaining
N/2 numbers from N/2 to N-1. The input secret key, k, is used as a seed for the two
states S1 and S2. k is used to make permutation and swapping of the elements of S1
and S2. Therefore S1 and S2 become two secret random inputs for second phase.

In the second phase, S1 and S2 produce two keys in each loop cycle instead of
one as with the standard RC4. In this algorithm, there are more elements to be
swapped between S1 and S2 by three pointers: i, j1 = j1 ? S1 [i], and j2 = j2 ? S2
[i] in the S-box. S1 and S2 in PRGA are used to produce the sequence of output
stream which is XOR-ed with plaintext (or ciphertext) to generate ciphertext (or
plaintext).

RC4-2S is faster than RC4 because RC4-2S requires two swaps and five
modulo functions to generate two bytes of key per iteration in the PRGA algorithm
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while RC4 requires one swap and three modulo functions to generate only one byte
of key.

This technique combines increasing randomness of the initial internal states
with permutation of the two state tables during key generation to solve the cor-
relation problem between the public known outputs of the internal.

6 Randomness Test

The binary generated sequences are tested by National Institute of Standards and
Technology (NIST) Test Suite which is a statistical package for random number
generation test which consists of 16 statistical tests to measure the randomness of
the output sequences of true random number generators or pseudo-random number
generators.

7 Result Analysis

The design of the RC4-2S was done using MATLAB and the tests of this PRNG
were done using NIST STS-1.6 [18]. Key generation time of RC4-2S was faster
than that of the original RC4 by approximately 20 % for various amount of keys
generated as shown in Table 1. This is expected because RC4-2S, which can
generate two bytes of key per iteration in the PRGA algorithm, requires two swaps
and five modulo functions while RC4, which generates only one byte of key,
requires one swap and three modulo functions.

We check the produced binary sequence from RC4-2S by NIST statistical tests.
The probability of a good or bad random number generator is represented by the
p value. Testing process compared p-value to 0.01. If the p-value is more than
0.01, then the process accepts the sequence, else rejects the sequence because the
sequence is non-randomness. Conversely, some tests accept large sizes of
sequence and fail in the small size as well as other tests accept both sizes. In our
program, we use a large size 134,000 bytes (1,072,000 bits); generated by each
keys and these sequences were tested, and subsequently calculated the average of
the p-values result from these tests. As shown in Table 2, the p-values are
acceptable when greater than 0.01, and the produced sequence can be deemed
random, uniformly distributed, and suitable for cryptography.

Table 1 Key generation
time for RC4 and RC4 -2S

Amount of keys in KB RC4 (ms) RC4-2S (ms)

100 232.726 189.4
500 1372.36 970.195
1000 2407.425 1932.196
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If the tests give p-value asymptotically to 1, then the sequence appears to have
perfect randomness. A p-value of zero indicates that the sequence appears to be
completely nonrandom. The SUCCESS indicates the sequence is acceptable and
has good randomness, where the FAILURE mean the sequence is not acceptable
due to non-randomness. There are some statistical tests of PRBG that are very
common and must be included in test suite such as Runs test, Frequency test, and
Universal test [19]. In these tests, the p-values of the proposed RC4-2S algorithm
are greater than the p-values of the standard RC4 as shown in the Table 2.
Moreover, RC4-2S is better than RC4 in most of the other tests.

8 Conclusion

The RC4 cipher system is an important encryption algorithm that can be used to
protect the information on the common channel as its implementation is simpler
and its cryptographic function is faster than that of DES. The proposed RC4 stream
cipher with two state tables (RC4-2S) offers an enhanced randomness in the
generated key sequences while the key generation time of RC4-2S is faster than
that of RC4. The generated output sequences of RC4-2S have passed the NIST
suite of statistical tests. The suggested RC4-2S algorithm is not a complicated one.
Thus, it can be implemented in either software or hardware.

Table 2 Result of running the NIST suite over the set data produced by the proposed RC4-2S
and standard RC4

Test no. Statistical test name RC4 RC4-2S

p-value Conclusion p-value Conclusion

1 Approximate entropy 0.444380 SUCCESS 0.273897 SUCCESS
2 Block frequency 0.453253 SUCCESS 0.529301 SUCCESS
3 Cumulative sums (Forward) 0.406619 SUCCESS 0.544359 SUCCESS
4 Cumulative sum (Reverse) 0.394456 SUCCESS 0.448504 SUCCESS
5 FFT 0.492610 SUCCESS 0.451043 SUCCESS
6 Frequency 0.426195 SUCCESS 0.502214 SUCCESS
7 Lempel–Ziv compression 1.000000 SUCCESS 1.000000 SUCCESS
8 Linear complexity 0.425838 SUCCESS 0.631859 SUCCESS
9 Longest runs 0.462975 SUCCESS 0.460664 SUCCESS
10 Non periodic templates 0.501925 SUCCESS 0.485355 SUCCESS
11 Overlapping template 0.395097 SUCCESS 0.418021 SUCCESS
12 Random excursions 0.500386 SUCCESS 0.527889 SUCCESS
13 Random excursions variant 0.530319 SUCCESS 0.439212 SUCCESS
14 Rank 0.451984 SUCCESS 0.382616 SUCCESS
15 Runs 0.575766 SUCCESS 0.604976 SUCCESS
16 Serial 0.496741 SUCCESS 0.386188 SUCCESS
17 Universal statistical 0.356271 SUCCESS 0.542075 SUCCESS
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Genetic Algorithm-Based Relocation
Scheme in Electric Vehicle Sharing
Systems

Junghoon Lee and Gyung-Leen Park

Abstract This paper designs a genetic algorithm-based relocation scheme for
electric vehicle sharing systems, which suffer from the stock imbalance problem
due to different rent-out and return patterns in different stations. To improve the
service ratio, the relocation scheme explicitly moves vehicles from overflow sta-
tions to underflow stations. Each relocation plan is encoded to an integer-valued
vector, based on two indexes, one for the overflow list, and the other for the
underflow list. In each list, stations are bound to specific locations according to
the number of surplus or needed vehicles. For a vector element, its location is the
overflow station index, while the value is the underflow index. Iterative genetic
operations improve the population quality, computed by the relocation distance,
generation by generation. The simulation result shows that the proposed relocation
scheme finds an efficient relocation plan in the early stage of iterations for the
given parameter set.

Keywords Smart transportation � Electric vehicle sharing system � Vehicle
relocation � Genetic algorithms � Relocation distance
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1 Introduction

In spite of many benefits in environmental aspects such as high energy efficiency
and low carbon emissions, electric vehicles, or EVs in short, cannot easily pene-
trate into our daily lives [1]. To say nothing of long charging time, they are still
expensive for personal ownership. In the mean time, there is quite a lot of demand
to buy a second car from many households while the second cars are not so
intensively used as the first cars. Hence, carsharing is a very economic service for
such households, and will be a prospective business model for EVs for the time
being [2]. As a short time rental, which lasts just for a few hours, a group of users
share EV pool, and each EV is parked, charged, and maintained in charging
stations [3]. They rent out an EV on necessary basis and returns at a station. On the
one-way rental, drivers are allowed to return an EV to a different station they have
taken the EV.

Even though the one-way rental is most convenient to users, a stock imbalance
problem cannot be avoided. That is, due to different demand density, the number
of EVs will be different in each station [4]. EVs can get stuck in stations having
low demand density, while some hot-spot stations runs out of EVs to meet the user
requests. Vehicle relocation can solve this problem to balance between demand
and supply for EV sharing. EV relocation can be performed either by human staffs
or by vehicle transporters. As such methods are all costly, an efficient strategy is
necessary. As an example, [5] presents a two-step relocation algorithm for optimal
positioning and strategy selection. In their scheme, Step 1 conducts demand
clustering to identify spatio-temporal hot spots and cold spots. Step 2 continuously
measures the current state of spatial vehicle distribution to decide whether to
trigger relocation procedures.

Anyway, a relocation procedure moves EVs in overflow stations to underflow
stations. In overflow station, the current number of EVs is larger than the target
distribution. Hence, the relocation is the process of matching two items in each of
both parties so as to meet a given system goal such as relocation distance mini-
mization. Even though a set of computer algorithms can be exploited for this
problem, its execution time can grow too much when the number of EVs to be
relocated gets larger. Accordingly, this paper designs an EV relocation scheme
based on genetic algorithms, which are known to be a very efficient suboptimal
search technique capable of finding reasonable quality solutions within a limited
time bound [6]. In the core of this work, we encode a relocation plan to an integer-
valued vector to run genetic operations such as selection, reproduction, and
mutation. Then, its performance is assessed using the traffic pattern in Jeju city
area.
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2 Relocation Scheduler

2.1 Preliminaries

Before designing a relocation algorithm, it is necessary to introduce our previous
work for background. First, a performance analysis framework has been built to
assess a service in EV sharing systems, such as relocation schemes and renting
policies [7]. For relocation, this framework allows a designer to virtually place
sharing stations on the city map, set the number of EVs, and finally analyze the
service ratio for a given relocation strategy using the real-life traffic pattern in the
Jeju city. Actually, this pattern is obtained from pick-up and drop-off records in a
taxi telematics system. However, it will be very similar to the EV sharing request
pattern, as most forms of transport have many common features. Here, for the
given parameters including the number of EVs and the access distance to the
stations, the framework can measure service ratio, moving distance, and per-
station EV distribution at relocation time.

Next, as for relocation strategies, which decide the target EV distribution [8],
has considered 3 intuitive strategies including even, utilization-based, and morn-
ing-focused schemes, upon a practical assumption that the relocation procedure is
carried out during non-operation hours. The relocation procedure reassigns EVs to
make the current distribution equal to the target distribution. The even relocation
scheme makes all station have the same number of EVs. It doesn’t consider
demand patterns, but may have reasonable service ratio in the long term. The
utilization-based scheme relocates EVs according to the demand ratio of each
station. It assigns more EVs to the station having more pick-ups. The morning-
focused scheme redistributes EVs according to just the pick-up requests during the
first few hours after the operation starts. It has also proposed a relocation proce-
dure based on the stable marriage problem solver, but the execution time can get
extended when the number of moves increases.

2.2 Genetic Algorithm Design

For a station set, S = {S1, S2, …, Sn}, let C = {C1, C2, …, Cn} be the current
distribution and T = {T1, T2, …, Tn} be the target distribution, where n is the
number of stations. Then, the relocation vector, {Vi}, can be calculated by Ci - Ti
for all Si. If Vi is positive, Si is an overflow station having surplus EVs which
should be moved to other stations. As contrast, if Vi is negative, Si is an underflow
station and wants to receive EVs. If an EV, say Ek, currently belonging to a station,
say Si, will be relocated to another station, Sj, it is denoted by (Si, Sj), and it is
equivalent to (Ek, Sj). If there are m EVs to be relocated, its relocation plan consists
of m (EV, Station) pairs, namely, {(Si, Sj)}. Here, each EV is all different, but a
station can appear e times, if it wants to replenish e EVs. The relocation distance is
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the sum of distances for all (EV, station) pairs in the relocation plan. To calculate
the relocation distance, it is necessary to be aware of distances between all indi-
vidual station pairs.

To find an efficient relocation plan taking advantage of genetic algorithms, it is
necessary to encode a relocation plan to the corresponding integer-valued vector
called chromosome as well as to evaluate the quality of each plan. Our work
selects the relocation distance as quality criteria for better energy saving and
service staff efficiency. The shorter the distance, the better the relocation plan.
Next, for encoding two indexes are defined, one for overflow stations and the other
for underflow stations. Each index points to the location of overflow station and
underflow station lists, respectively. Each station appears in the list as many times
as the number of overflow (underflow) EVs. In the encoded vector, each number is
ordered sequentially. Then, the location of the number is the pointer to the
overflow index while a number, or a vector element, is the pointer to the underflow
index.

This encoding scheme can be explained by an example shown in Fig. 1. There
are 5 stations from S1 to S5 and 25 EVs in a sharing system. Current and target EV
distributions are shown in Fig. 1a, and the corresponding relocation vector is
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Fig. 1 Encoding of relocation plans. a Current and target distribution. b Overflow and underflow
indexes. c Example of encoded relocation plans
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(3, -2, -2, 2, 1). S1 and S4 are overflow stations having 3 and 2 surplus EVs,
respectively. Figure 1a also shows a sample relocation plan of {(S1, S2), (S1, S2),
(S1, S3), (S4, S3), (S4, S5)}. In each pair, the first element is an overflow station from
which an EV departs, while the second is an underflow station to which EV is
relocated. The total number of EVs to be relocated is the same as the number of
total surplus EVs and it is 5, so the relocation plan has 5 entries.

Figure 1b describes how to build overflow and underflow indexes. Each station is
put to one of the two lists according to whether it is an overflow or underflow station.
Hence, S1, an overflow station, appears 3 times from location 0 to 2 in the overflow
list, while S5, an underflow station, appears once at location 4 in the underflow list.
Now, consider the vector (0, 4, 2, 1, 3). Value 0 is located at the first place having
index 0. Index 0 is the pointer to the first element in the overflow list, namely, S1.
Value 0 is the pointer to the first element in the underflow list, namely, S2. Hence,
value 0 in the first place is the relocation pair of (S1, S2). In addition, value 4 comes
next place having index 1. Index 1 points the second element in the overflow list, S1
again. Value 4 points the fifth element in the underflow list, namely, S5, resulting in
the relocation pair of (S1, S5). As such, an integer vector can be mapped to a
relocation plan and 3 examples are shown in Fig. 1c.

This encoding scheme makes the EV relocation procedure equivalent to a well-
known Traveling Salesman Problem (TSP). Its genetic algorithm solver begins
with initial population consisting of specific number of feasible solutions, each of
which is a permutation of numbers from 0 to m - 1, where m is the number of
relocation pairs [6]. Figure 1c shows 3 examples of them and each one has its own
cost value determined by the total relocation distance. Then, genetic loops iterates
with selection, reproduction, and mutation operations until a given time bound
comes or a reasonable quality relocation plan is obtained. Here, by a simple
reproduction, some genes are highly likely to appear more than once in a chro-
mosome. To overcome this problem, we implement a modified reproduction. After
generating a new chromosome from two parents, the controller invalidates
duplicated elements from the vector, replacing it with disappearing ones.

3 Experiment Result

We have implemented a prototype of the proposed relocation scheme using the C
programming language for the assessment purpose. Five stations are placed as
described as in our previous work [8]. According to the number of EVs, which
ranges from 25 to 200, the end-of-day distribution is generated for each simulation
day from the analysis framework [7]. This distribution corresponds to C:{C1, C2,
…, Cn}. The distributions of about 1.5 months are fed to our relocation scheme
one by one. Target distribution is selected by even, utilization-based, and morning-
focused scheme, respectively. Then, our solver creates the relocation plan for each
day by means of the genetic algorithm-based relocation scheme. For a relocation
plan, this section measures the relocation distance.
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The first experiment measures the effect of population size for 3 strategies.
Here, the number of EVs is set to 200 and the number of iteration to 500. Three
curves rarely change for the given range of population size, as the proposed
scheme finds an efficient solution in the early stage of iterations, as shown in
Fig. 2. In the even strategy, gradual reduction of relocation distance is detected,
even the amount is not so much, less than 1 km. In the utilization-based strategy,
the relocation distance remains unchanged after the population size of 30. The next
experiment measures the effect of number of iterations in the genetic algorithm.
Here, the population size is set to 50, while the number of iterations ranges from
100 to 1,000. The performance graph of Fig. 3 is quite similar to that of Fig. 2.
These results indicate that the effect of genetic parameters is not so significant, as
the number of stations is not large.

Figure 4 plots the effect of number of EVs to the relocation distance. Here, the
population size is set to 50 and the number of iterations to 500. The experiment
changes the number of EVs from 50 to 200. For the even strategy, the relocation
distance almost linearly increases according to the increase in the number of EVs,
and thus the number of moves. On the contrary, the utilization-based and morning-
focuses strategies prevent the relocation distance from sharply increasing as in the
even strategy. For more than 125 EVs, the morning-focused strategy better benefits
from the genetic algorithm implementation.

Finally, Fig. 5 plots the probability distribution of the number of moves for
each scheme to catch the insight of the vector length. As shown in the figure,
the even strategy has much more moves around 50 and reaches almost 125. The
utilization-based strategy has a peak around 20 and reaches 87 at maximum. The
morning-focused strategy has many relocation plans having less than 5 moves due
to the symmetric traffic patterns in urban area. After all, the utilization-based
strategy seems to have more EVs to relocate, but shows the almost same relocation
distance as the morning-focused strategy. Any other relocation strategies can be
easily combined with our relocation procedure.
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4 Conclusions

EVs are the key element of future transportation systems pursuing energy
efficiency, while the EV sharing system is a prospective business model capable of
coping with their high cost. To build a relocation plan using genetic algorithms,
each relocation plan is encoded to an integer-valued vector, based on two indexes,
one for the overflow list, and the other for the underflow list. In each list, stations
are bound to specific locations according to the number of surplus or needed
vehicles. For a vector element, its location is the overflow station index, while the
value is the underflow index. According to the performance measurement results
obtained from a prototype implementation and actual traffic pattern in Jeju city,
our relocation scheme can find an efficient relocation plan in the early stage of
genetic iterations even with small population size. After all, this scheme can
alleviate the stock imbalance problem and improve the serviceability of EV
sharing systems.
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Improvement of Wireless LAN
Connectivity by Optimizing Placement
of Wireless Access Points

Taiki Honda and Makoto Ikeda

Abstract By rapid evolution of information terminals, such as tablets and smart
phones, people having multiple wireless communication terminals are expected to
increase the information access and traffic amount. In public facilities, hot spots,
and university campuses, the coverage area of the wireless Access Points (APs) is
limited because of high cost. Therefore, it is difficult to provide stable network
connectivity. In this paper, we focus on measurement of the coverage in our
university campus. Using network simulation, we measured field strength and
throughput for wireless APs. We optimized AP placement and improved the
connectivity in our campus.

1 Introduction

In recent years, with the spread of mobile terminals such as smart phone and tablet
PCs, connecting to wireless networks quickly and easily has significantly
increased. Free wireless Access Points (AP) available have appeared in various
facilities such as airports, shopping mall, university campuses. Location of the
wireless APs will affect the quality of the communication, which is determined by
measuring the field strength and throughput using different instruments. In general,
it is difficult to provide stable network service and find dead spots in Wi-Fi
networks [1]. Also, it is difficult to cover the university campus by wireless AP for
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wide range communication and complicated applications [2]. Until now, many
researchers performed valuable research in the area of wireless networks by
computer simulations, as in general, a simulator can give a quick and inexpensive
understanding of protocols and algorithms. Most of them are focused on con-
nectively improvement and optimal replacement considering two-dimensional
space.

In [3], the authors proposed a method of optimize the AP placement with
Genetic Algorithm (GA). They consider the location of antenna, as well as the
transmission power and frequency channels. In addition, the authors of [4] have
conducted a study by placing additional wireless AP using a heuristic algorithm in
Wireless Distribution System (WDS), to reduce the number of hops between
wireless APs.

In this paper, we focus on measurement of the wireless coverage in our uni-
versity campus. Using QualNet network simulator [5], we measured field strength
and throughput for wireless APs. We optimized AP placement and improved the
connectivity in our campus. The rest of the paper is organized as follows. The
overview of wireless LAN technologies are described in Sect. 2. The simulation
settings are explained in Sect. 3. The simulation results are presented in Sect. 4,
followed by the conclusion in Sect. 5.

2 Wireless LAN

Wireless Local Area Network (WLAN) has been developed as one of the solutions
to avoid the inconvenience of cable rewire due to the changes in the layout of
facilities. In the period of the mainstream desktop PC, users were almost static
when accessing the Internet. However, by the appearance of tablet PCs and lap-
tops, the number of users which are not able to choose the time and place to access
the Internet has increased. In this way, WLAN has made significant progress
toward the development of the hardware technologies. Nowadays, WLAN has
become popular for home users, due to ease of installation and use.

Most modern WLANs are based on IEEE 802.11 standards, marketed under the
Wi-Fi brand name [6]. WLANs have a great deal of applications. Modern
implementations of WLANs range from small in-home networks to large cam-
pussized ones or large mobile networks on aircraft and trains. Users can also
access the Internet from WLAN hotspots in restaurants and hotels, with portable
devices that connect to 3G or 4G networks.

The Wi-Fi Passpoint [7] is now the focus of public attention. Wi-Fi certified
Passpoint assures simple and secure connection to public Wi-Fi hotspots for off-
loading cellular data, ensuring lower overall total cost of ownership (TCO). There
are three technology pillars to Passpoint: IEEE 802.11u [8], WPA2-Enterprise and
EAP-based authentication [9].

The next generation standard of IEEE 802.11vht (ac/ad) have been de-veloped
[10]. It is an extension to the 802.11 family of protocols also known as Wi-Fi.
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It allows for multi-user MIMO and 256-QAM (Quadrature Amplitude Modula-
tion), at 5 GHz and can go up to 1.3 Gbps (physical rate) with 3 streams and a
theoretical maximum throughput of 7 Gbps (8 9 8 MIMO with 160 MHz channel
width) [11].

In this way, WLAN technology has become an important technology offering
large capacity contents. However, the performance of WLAN communication
changes regarding the position of wireless APs. For this reason, AP placement is a
very important factor, which has also become one of the issues to improve the
wireless connectivity.

3 Simulation Setting

In Fig. 1, is shown the placement of the Aps actually being used by our university.
Our simulations are conducted in the area shown in Fig. 1b. In our simulation
scenario the client moves horizontally through lines A to K. The client commu-
nicates with the destination via wireless APs. We in investigate whether the mobile
client on each line can connect to Aps. we evaluated the performance considering
connection rate (Conn rate). throughput (Thr), packet loss (Pkt loss), received
power (Rx power) and number of dead spots (DSs).

We defines a DS a point where the number of sent packets and the number of
lost packets is the same, meaning that no packet reached the destination. Other-
wise, the connection to AP is possible. After analyzing the simulation data, we

Fig. 1 Simulation scenarios.
a Three-dimensional model
of our campus.
b Measurement environment
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focus on the improvement of the coverage for campus area, by repositioning
wireless Aps.

The simulation input, constraint condition and the output are as follows.

1. Goal

(a) Minimizing the number of dead sports.

2. Input parameters

(a) Field information.
(b) Location information of each wireless AP.
(c) Upper limit value of client radio transmission range (RHmax).

3. Constraint condition

(a) Prohibited area for wireless AP placement.
(b) Clients can connect to any wireless AP in one session.
(c) Wireless AP can be placed indoor only.

4. Output

(a) Connection rate, throughput, packet loss, received power and number of
dead spots.

4 Simulation

4.1 Simulation Description

We evaluated by simulation the network performance of WLAN environment that
our university is currently providing. Simulations are carried out moving in linear
lines from 0 to 600 m, as shown in Fig. 1b. We do not consider the space outside
of the university campus (white space in Fig. 1) to analyze the network perfor-
mance. Other simulation parameters are shown in Table 1. Wireless AP has Layer
3 (L3) roaming capabilities. In this case, mobile clients move from one AP to
another within university network. They decide to re-associate with an AP, which
have a stronger wireless signal. However, they may loose connection with the
actual AP before associating with another AP. In this paper, a mobile client is
considered to be a laptop PC or a smart phone that communicates via wireless AP.

4.2 Simulation Results

In Table 2, we show the simulation results for each evaluation metric for the actual
APs placement. We considered lines from A to E, which cover the area of the main
buildings where students and staff often use. The connection rate can be calculated

32 T. Honda and M. Ikeda



as n (1)/N 9 100, where n (1) is the number of points where the client is not able
to connect to at least one AP. While, n (0) is the number of points where the client
can not connect to any AP. A DS is a measuring point inside each line where no
packet can be delivered to destination. Therefore, the total number of measuring
data N on each line can be calculated by n (0) ? n (1). Each line has 600 mea-
suring points (every 1 m), but we did not consider some points, which are located
outside of university campus. From the results, we can see that there are many DSs
in lines B, D and E.

In Fig. 2, we show the Rx power and throughput results for actual placement of
APs, in order to understand the locations where there is no connectivity in points
inside campus. We found that the actual APs placement can not cover the D line
which is around buildings, especially cannot cover hot-spot areas where students
often stay or move during break times. Most of packets have been dropped in
outdoor areas. Also, we see that there are many DSs in outdoor areas, as shown in
Fig. 2a–e. After, analyzing the results from the actual placement of APs, we tried
to improve the wireless coverage by repositioning the APs.

In fact, the actual placement of APs is intended to mostly cover the indoor
environment. However, the AP transmission radius is at least 40 m, so it is able to
cover the area inside the classrooms. In order to increase the coverage of the
outdoor areas, we relocated the APs in places by the windows inside classrooms
and the antenna directivity moved outside of the buildings.

Table 1 Simulation
parameters

Parameter Value

Similation time 600 [S]
Secnario dimensions (X, Y) 600 [m] 9 800 [m]
Number of APs 59
Roaming Enable
Beacon interval 200 [TUs]
Application CBR (8000 [bytes], 125 [pps])
Propagation limit -111.0 [dBm]
Radio type IEEE802.11 g
Transmission power 20 [dBm]
Receive sensitivity -85 [dB]
Antenna model Ommidirectional
Antenna gain -11.5 [dBm]

Table 2 Mean results of actual placement

Line id Conn. rate [%] Thr [Mbps] Pkt loss [pkt] Rx power [dBm] No. of DSs

A 95.62 7.48 8.13 -70.21 12
B 44.60 3.55 69.56 -71.19 236
C 96.98 7.70 4.67 -66.87 13
D 16.59 1.92 95.04 -73.87 372
E 23.91 1.31 104.51 -74.11 385
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After the repositioning we measured the same area again.We show the results in
Table 3 and Fig. 3. The number of DSs has decreased noticeably, as shown in
Table 3. In Fig. 3, we can also notice an improvement in the Rx power and
throughput results for optimized replacement.

(a) (b)

(c) (d)

(e) (f)

Fig. 2 Results of actual placement. a Line A. b Line B. c Line C. d Line D. e Line E. f
Coverage area

Table 3 Mean results of optimized replacement

Line id Conn.rate [%] Thr [Mbps] Pkt loss [pkt] Rx power [dBm] No. of DSs

A 95.62 7.45 9.05 -78.23 12
B 98.82 7.94 1.35 -67.74 5
C 97.72 7.95 0.94 -66.67 2
D 99.97 7.94 1.04 -67.21 1
E 33.79 2.67 83.29 -71.68 335
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5 Conclusions

In this paper, we focused on measurement of the wireless coverage in our uni-
versity campus. Using QualNet network simulator, we measured different metrics
considering three-dimensional space for replacement of wireless APs. Based on
simulation results, we proposed the rules for optimization of AP placement, in
order to improve the connectivity in our university campus.

For actual AP placement, we found out that most of packets have been dropped
in outdoor areas and the number of DSs was high. After AP replacement, the
network performance improved in terms of wireless coverage. We also noticed an
improvement of Rx power and throughput in all areas of our university campus.

(a) (b)

(c) (d)

(e) (f)

Fig. 3 Results of optimized replacement. a Line A. b Line B. c Line C. d Line D. e Line E. f
Coverage area
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In our future work, we would like to extend our simulation system and propose
a standard method for optimizing AP placement, to adapt to various public
facilities. In addition, we will investigate the campus site survey and improve its
accuracy.
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Performance Comparison of OLSR
and AODV Protocols in a VANET
Crossroad Scenario

Evjola Spaho, Makoto Ikeda, Leonard Barolli and Fatos Xhafa

Abstract In this work, we evaluate the performance of OLSR and AODV protocols
in a VANET crossroad scenario. As evaluation metrics, we use Packet Delivery
Ratio (PDR), Throughput and Delay. We analyse the performance of the network by
sending Constant Bit Rate (CBR) traffic and considering different number of con-
nections. The simulation results show that when the number of connections is high,
OLSR performs better than AODV protocol in this VANET scenario.

Keywords VANETs � Routing protocols � OLSR � AODV

1 Introduction

Vehicular Ad-hoc networks (VANETs) are a special type of Ad-hoc networks that
can be utilized for road safety, comfort, entertainment and make new forms of inter-
vehicle communications. Due to the high cost of deploying and implementing
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VANET systems in a real environment, most of research is concentrated on
simulations.

In the recent years, a lot of simulators for VANETs have been emerging [1]. For
example, the IMPORTANT framework has been one of the first attempt to
understand the dependence between vehicular traffic and communication perfor-
mance [2, 3]. The authors analyzed the impact of the node mobility on the duration
of communication paths.

In [4], the authors present a simulator written in Java, which can generate
mobility traces in several formats. There are also other powerful traffic simulators,
like TranSim [5], which makes use of a cellular automaton for simulating the
interaction of vehicles. Also, SUMO is another powerful traffic simulator, intended
for traffic planning and road design optimization. There is an attempt to interface
SUMO with NS2 [6].

In this regard, we used a lightweight simulator called Cellular Automaton based
VEhicular NETwork (CAVENET) [7] which can be used to understand the
properties of the mobility models of vehicular traffic and their impact on the
performance of VANETs and interface it with NS3 to evaluate the performance of
routing.

CAVENET vehicular mobility model is a microscopic model. The core of the
simulator is 1-dimensional CA (Cellular Automaton) model, which has been first
studied by Nagel and Schreckenberg (NaS) [8] in a stochastic setting. The CA is a
discrete time model of the vehicle traffic.

Since VANETs are a specific class of ad-hoc networks, the commonly used ad-
hoc routing protocols initially implemented for MANETs have been tested and
evaluated for VANET environments. VANETs share some common characteris-
tics with MANETs. They are both characterized by the movement and
self-organization of the nodes. We consider the possibility of using ad-hoc and
MANET protocols for VANET scenarios.

In our previous work [9], we evaluated the performance of three routing pro-
tocols: Ad-hoc On-demand Distance Vector (AODV) [10], Optimized Link State
Routing (OLSR) [11] and Dynamic MANET On Demand (DYMO), using NS2
simulator.

In this work, we use NS3 to evaluate and compare the performance of two
routing protocols (OLSR and AODV) in a VANET crossroad scenario.

The rest of the paper is structured as follows. In Sect.2, we briefly describe
OLSR and AODV protocols. The simulation system design and description is
presented in Sect.3. In Sect.4, we show the simulation results. Finally, the con-
clusions and future work are presented in Sect.5.

2 Routing Protocols

For our performance comparison study, we choose two ad hoc routing protocols
OLSR and AODV. We will shortly describe these protocols in following.
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2.1 OLSR Protocol

The OLSR protocol [11] is a pro-active routing protocol, which builds up a route
for data transmission by maintaining a routing table inside every node of the
network. The routing table is computed upon the knowledge of topology infor-
mation, which is exchanged by means of Topology Control (TC) packets. OLSR
makes use of HELLO messages to find its one hop neighbours and its two hop
neighbours through their responses. The sender can then select its Multi Point
Relays (MPR) based on the one hop node which offer the best routes to the two
hop nodes. By this way, the amount of control traffic can be reduced. Each node
has also an MPR selector set which enumerates nodes that have selected it as an
MPR node. OLSR uses TC messages along with MPR forwarding to disseminate
neighbour information throughout the network. Host Network Address (HNA)
messages are used by OLSR to disseminate network route advertisements in the
same way TC messages advertise host routes.

2.2 AODV Protocol

The AODV is an improvement of DSDV [13] to on-demand scheme. It minimizes
the broadcast packet by creating route only when needed. Every node in network
maintains the route information table and participate in routing table exchange.
When source node wants to send data to the destination node, it first initiates route
discovery process. In this process, source node broadcasts Route Request (RREQ)
packet to its neighbours. Neighbour nodes which receive RREQ forward the
packets to its neighbour nodes. This process continues until RREQ reach to the
destination or the node who know the path to destination.

When the intermediate nodes receive RREQ, they record in their tables the
address of neighbours, thereby establishing a reverse path. When the node which
knows the path to destination or destination node itself receives RREQ, it sends
back Route Reply (RREP) packet to source node. This RREP packet is transmitted
by using reverse path. When the source node receives RREP packet, it can know
the path to destination node and it stores the discovered path information in its
route table. This is the end of route discovery process. Then, AODV performs
route maintenance process. In route maintenance process, each node periodically
transmits a Hello message to detect link breakage.
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3 Simulation System Design and Description

3.1 Simulation System Structure

The simulation system structure is shown in Fig. 1. The behavioural analyzer
block (CAVENET), generates the movement pattern of the vehicles that is used
than by the communication protocol analyzer (NS3 simulator).

The detailed simulation model is based on NS-3 (ver-3.14.1) [15]. The NS3
simulator is developed and distributed completely in the C++ programming lan-
guage, because it better facilitated the inclusion of C-based implementation code.
The NS3 architecture is similar to Linux computers, with internal interface and
application interfaces such as network interfaces, device drivers and sockets.

The goals of NS3 are set very high: to create a new network simulator aligned
with modern research needs and develop it in an open source community. Users of
NS3 are free to write their simulation scripts as either C++ main() programs or
Python programs. The NS3 s low-level API is oriented towards the power-user but
more accessible ‘‘helper’’ APIs are overlaid on top of the low-level API.

In order to achieve scalability of a very large number of simulated network
elements, the NS3 simulation tools also support distributed simulation. The NS3
support standardized output formats for trace data, such as the pcap format used by
network packet analyzing tools such as tcpdump, and a standardized input format
such as importing mobility trace files from NS2 [14].

The NS3 simulator has models for all network elements that comprise a
computer network. For example, network devices represent the physical device
that connects a node to the communication channel. This might be a simple
Ethernet network interface card or a more complex wireless IEEE 802.11 device.

In our simulations we used IEEE 802.11p standard and TwoRayGround
PropagationLossModel.

IEEE 802.11p: Is an approved amendment to the IEEE 802.11 standard to add
Wireless Access in Vehicular Environments (WAVE). It defines enhancements to

Fig. 1 Simulation system
structure
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802.11 required to support Intelligent Transportation Systems (ITS) applications.
The 802.11p standard is based on the 802.11 architecture, but version ‘‘p’’ is aimed
at communications between vehicles and between them and fixed infrastructure.
This new technology uses the 5.9 GHz band in various propagation environments:
vehicle, open, urban, and so on. This standard defines the WAVE as the signalling
technique and interface functions that are controlled by the physical layer (MAC)
devices where the physical layer properties change rapidly and where the
exchanges of information have a short duration. The purpose of this standard is to
provide a set of specifications to ensure interoperability between wireless devices
trying to communicate in rapidly changing environments and in particular time
periods.

TwoRayGroundPropagationLossModel: It considers the direct path and a
ground reflection path. The received power at distance t is calculated with the
following equation:

Pr dð Þ ¼ PtGtGrht2hr2=d4L:

where ht and hr are the heights of the transmit and receive antennas.
Simulation Environment: The simulations are carried out in Ubuntu 11.10.
Traffic Model: Constant bit rate (CBR) traffic sources and 512-byte data

packets are used. Other simulation parameters are shown in Table 1.

Table 1 Simulation
parameters

Network simulator NS3

Routing protocols OLSR, AODV
Simulation time 50 s
Simulation area 200 m x 200 m
Simulation scenario Crossroad
Number of nodes 32
Max speed (km/h) 135
Incidence of decelerating 30 %
Traffic source/destination Deterministic
DATA TYPE CBR
Packet size 512 bytes
MAC protocol IEEE802.11 p
MAC rate 2 Mbps
RTS/CTS None
Transmission range 250 m
Radio propagation model TwoRayGround
Network simulation time 5–45 s
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3.2 Implementation of a Crossroad Scenario
with CAVENET and Simulation Description

In this work, we consider a two lane crossroad scenario (see Fig. 2). During the
simulations, 32 vehicles move in roads according to CA model and respecting the
traffic light. Vehicles are randomly positioned at the beginning of the intersection.

The maximum speed of the vehicles is 135 km/h. The vehicles accelerate and
decelerate according to CA model. The incidence of decelerating is considered
30 %. The vehicles follow each other and when a vehicle reaches at the end of the
road it is shifted at the beginning of the same road. When a vehicle goes near
the intersection, it checks for the state of the traffic light. The traffic lights change
the state in a constant time period. If the traffic light is red, it decelerates and stop.
If the traffic light is green it reduce the speed and enter to the intersection.

The cars in front of the crossroad and in the junction will have a speed of
27 km/h (minimal).

For simulations, we used OLSR and AODV protocols and sent multiple CBR
flows over UDP. Different number of connections are created and the same pairs
source–destination are used for both protocols. The simulation time is 50 s.

4 Simulation Results

We present here some simulation results for OLSR and AODV protocols done by
means of CAVENET and NS3. For performance evaluation, we use three metrics:
the average PDR, throughput and delay. We carried out simulations for 2, 4, 6, 8,
10, 12 and 14 connections in the network. The CBR data sent in one connection
during all simulation time is 256 kbps. Based on the number of connections, the
total rate transmitted in the network changes.

Fig. 2 Simulation scenario
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In Fig. 3 are shown the simulation results of number of connections vs. PDR for
OLSR and AODV protocols. For less than 6 connections in the network, both
protocols have a maximal PDR and a very good performance. For number of
connection from 6 to 12 connections, because of the amount of data sent in the
network is increased, the PDR for both protocols is decreased (however it is higher
than 65 % for both protocols). In this case, OLSR protocol has better PDR. For 14
connections in the network, the information sent between the pairs source–desti-
nation is very high and a lot of packets are dropped. The PDR of AODV is highly
decreased compared with OLSR.

In Fig. 4 are shown the simulation results of number of connection vs.
throughput. When the number of connections in the network is less than 6, PDR is
maximal and the throughput is theoretical. For number of connections between 6
and 12, the throughput is slowly increased for both protocols.

For number of connections 14, the throughput of OLSR continues to increase
slowly but the throughput of AODV is decreased.

Fig. 3 Simulation results for
PDR

Fig. 4 Simulation results for
throughput
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The simulation results for number of connection vs. delay are shown in Fig. 5.
For number of connections less than 8, the delay for both protocols is less than 1 s
and they can be both used for real time applications, but after 8 connections, delay
is high.

5 Conclusions

In this work, we evaluated the performance of OLSR and AODV routing protocols
in a VANET crossroad scenario considering PDR, throughput and delay as eval-
uation metrics. We used CAVENET to generate the movement of the vehicles and
NS3 to test the performance of routing protocols. For simulations, we considered
different number of connections in the network, sent multiple CBR flows over
UDP and use IEEE 802.11p standard and TwoRayGroundPropagationLossModel.

From the simulation results, we conclude as follows.

• For small number of connections in the network, both protocols have a very
good performance with maximal PDR, theoretical throughput and a very small
delay.

• For average number of connection in the network, the performance of both
protocols is decreased, but PDR is higher than 65 %. In this case, OLSR per-
forms better than AODV.

• For big number of connections in the network, the amount of data sent in the
network is very high, the network is congested, many packets are dropped and
the delay is increased. In this case, the PDR and throughput of OLSR are higher
than AODV.

In the future, we plan to extend our work for different radio propagation models
and environments [16]. We also would like to consider other parameters for
evaluation such as routing overhead, traffic quantity and topology change.

Fig. 5 Simulation results for
delay
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WMN-GA System for Node Placement
in WMNs: Effect of Grid Shape

Tetsuya Oda, Evjola Spaho, Admir Barolli, Leonard Barolli,
Fatos Xhafa and Makoto Takizawa

Abstract In WMNs mesh routers provide network connectivity services to mesh
client nodes. The good performance and operability of WMNs largely depends on
placement of mesh routers nodes in the geographical deployment area to achieve
network connectivity, stability and user coverage. In this paper, we evaluate the
performance of WMN-GA system for node placement problem in WMNs. For
evaluation, we consider Normal, Exponential and Weibull Distribution of mesh
clients and different grid size. The simulation results show that the grid size effects
in the performance of WMN-GA. The system performs better for Normal
distribution.
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Keywords Genetic algorithms � Mutation operators � Crossover operators � Size
of giant component

1 Introduction

WMNs distinguish for their low cost nature that makes them attractive for pro-
viding wireless Internet connectivity. Moreover, such infrastructure can be used to
deploy community networks, metropolitan area networks, municipal and, corpo-
rative networks.

The main issue of WMNs [1] is to achieve network connectivity and stability as
well as QoS in terms of user coverage. This problem is very closely related to the
family of node placement problems in WMNs [2–5], among them, the mesh router
mesh nodes placement. Here, we consider the version of the mesh router nodes
placement problem in which we are given a grid area where to deploy a number of
mesh router nodes and a number of mesh client nodes of fixed positions (of an
arbitrary distribution) in the grid area. As node placement problems are known to be
computationally hard to solve for most of the formulations [6, 7], Genetic Algo-
rithms (GAs) have been recently investigated as effective resolution methods.
However, GAs require the user to provide values for a number of parameters and a
set of genetic operators to achieve the best GA performance for the problem [8–10].

In this paper, we deal with connectivity in WMN. Because this problem is
known to be NP-Hard, we propose and implement a system based on GAs, called
WMN-GA. We evaluate the performance of the proposed system considering
different grid size scenarios and using giant component and number of covered
mesh client metrics. We compare the performance of the system for Normal,
Exponential and Weibull Distribution of mesh clients.

The rest of the paper is organized as follows. The mesh router nodes placement
problem is defined in Sect. 2. The WMN-GA system and a brief introduction of
GAs is presented in Sect. 3. The simulation results are given in Sect. 4. In Sect. 5,
we give some conclusions and future work.

2 Mesh Router Node Placement Problem

In this problem, we are given a grid area arranged in cells where to distribute a
number of mesh router nodes and a number of mesh client nodes of fixed positions
(of an arbitrary distribution) in the grid area. The objective is to find a location
assignment for the mesh routers to the cells of the grid area that maximizes the
network connectivity and client coverage. Network connectivity is measured by the
size of the giant component of the resulting WMN graph, while the user coverage is
simply the number of mesh client nodes that fall within the radio coverage of at least
one mesh router node. An instance of the problem consists as follows.
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• N mesh router nodes, each having its own radio coverage, defining thus a vector
of routers.

• An area W 9 H where to distribute N mesh routers. Positions of mesh routers
are not pre-determined, and are to be computed.

• M client mesh nodes located in arbitrary points of the considered area, defining a
matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNs and directly affect the network performance.

3 Proposed and Implemented WMN-GA System

GAs have shown their usefulness for the resolution of many computationally hard
combinatorial optimization problems. They are, of course, a strong candidate for
efficiently solving mesh router nodes placement problem in WMNs. For this
reason we implemented a simulation system based on GA to solve the node
placement problem in WMNs.

3.1 Genetic Algorithms

For the purpose of this work we have used the template given in Algorithm 1.

As can be seen from the template, several parameters intervene in the GAs:
population size, intermediate population size, number of evolution steps, crossover
probability, mutation probability and parameters for replacement strategies. On the
other hand, there are the (families of) genetic operators: crossover operators,
mutation operators, selection operators and replacement operators.

Selection Operators: In the evolutionary computing literature we can find a
variety of selection operators, which are in charge of selecting individuals for the
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pool mate. Some of these operators are: Random Selection, Best Selection, Linear
Ranking Selection, Exponential Ranking Selection, Tournament Selection etc. The
operator considered in this work, Exponential Ranking Selection is based on
Implicit Fitness Re-mapping technique. It should be noted that selection operators
are generic ones and do not depend on the encoding of individuals.

Mutation Operators: In the case of mesh routers node placement, the matrix
representation is chosen for the individuals of the population, in order to keep the
information on mesh router nodes positions, mesh client positions, links among
routers and links among routers and clients. The definition of the mutation oper-
ators is therefore specific to matrix-based encoding of the individuals of the
population. Some move-based and swap-based operators are SingleMutate, Rec-
tangleMutate, SmallMutate, SmallRectangleMutate etc.

Crossover Operators: The crossover operator selects individuals from the
parental generation and interchanging their genes, thus new individuals (descen-
dants) are obtained. The aim is to obtain descendants of better quality that will
feed the next generation and enable the search to explore new regions of solution
space not explored yet.

There exist many types of crossover operators explored in the evolutionary
computing literature. It is very important to stress that crossover operators depend
on the chromosome representation. This observation is especially important for the
mesh router nodes problem, since in our case, instead of having strings we have a
grid of nodes located in a certain positions.

3.2 WMN-GA System

In this section, we present WMN-GA system. Our system can generate instances
of the problem using different distributions of client and mesh routers.

The GUI interface of WMN-GA is shown in Fig. 1. The left side of the
interface shows the GA parameters configuration and on the right side are shown
the network configuration parameters.

For the network configuration, we use: distribution, number of clients, number
of mesh routers, grid size, radious of transmission distance and the size of subgrid.
For the GA parameter configuration, we use: number of independent runs, GA
evolution steps, population size, population intermediate size, crossover proba-
bility, mutation probability, initial methods, select method.

4 Simulation Results

In this work, we took in consideration different grid size. The number of mesh
routers for all the scenario is considered 16 and the number of mesh clients 48.
Normal, Exponential and Weibull distribution methods of mesh clients are used.
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As selection operator we use Linear Ranking and single mutate as mutation
operator. We carried out many simulations to evaluate the performance of WMNs
using WMN-GA system.

In Figs. 2, 5 and 8 are shown the simulation results for grid size (8 9 Y) for
Normal, Exponential and Weibull distribution, respectively. In every simulation, Y
is considered 8, 16, 32, 64 and 128. In Fig. 2a are shown the simulation results of
the average size of giant component vs. number of generations. As can be seen, the
average size of giant component is maximized (all mesh routers are connected
with each other) for all grid dimensions. In Fig. 2b, is shown the average number
of mesh clients versus the number of generation. For grid size (8 9 8), (8 9 16)
and (8 9 32) all mesh routers are covered, but for other dimension of grid size, not
all mesh clients are covered. For grid size (8 x 128) because the grid area is big,
only 50 % of mesh clients are covered. The simulation results for grid size
(32 9 Y) are shown in Fig. 3. When the grid size is big (128 9 Y), the size of
giant component only for the grid size (128 9 128) is not maximal (see Fig. 4). In
this scenario, the average number of covered mesh clients is small.

In Fig. 5, are shown the simulation results for Exponential distribution and grid
size (8 x Y). As can be seen from Fig. 5a, the average size of giant component is

Fig. 1 GUI tool for WMN-
GA system

(a) (b)

Fig. 2 Simulation results for Normal distribution and grid size (8 9 Y). a Average size of giant
component versus number of generations. b Average number of covered mesh clients versus
number of generations
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(a) (b)

Fig. 3 Simulation results for Normal distribution and grid size (32 9 Y). a Average size of giant
component versus number of generations. b Average number of covered mesh clients versus
number of generations

(a) (b)

Fig. 4 Simulation results for Normal distribution and grid size (128 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations

(a) (b)

Fig. 5 Simulation results for Exponential distribution and grid size (8 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations
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(a) (b)

Fig. 6 Simulation results for Exponential distribution and grid size (32 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations

(a) (b)

Fig. 7 Simulation results for Exponential distribution and grid size (128 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations

(a) (b)

Fig. 8 Simulation results for Weibull distribution and grid size (8 9 Y). a Average size of giant
component versus number of generations. b Average number of covered mesh clients versus
number of generations
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maximized for all grid dimensions. In Fig. 5b, is shown the average number of
mesh clients versus the number of generation. From the results, we can see that for
grid size (8 9 8), (8 9 16) and (8 9 32) all mesh routers are covered, but for
other dimension of grid size, the average number of covered mesh clients is not
maximal. In Fig. 6, are shown the simulation results for Exponential distribution
and grid size (32 9 Y). Also in this scenario, the giant component is maximal for
all grid dimensions (see Fig. 6a). In Fig. 6b the performance of the system is
decreased with the increasing of grid size. When the grid size is big (128 9 Y), the
size of giant component is almost 100 %, but the average number of covered mesh
clients is less than 35 % (Fig. 7).

In Figs. 8, 9 and 10 are shown the simulation results for Weibull distribution of
mesh clients and grid size (8 9 Y), (32 9 Y) and (128 9 Y), respectively. The
performance of Weibull distribution is almost the same with Exponential
distribution.

(a) (b)

Fig. 9 Simulation results for Weibull distribution and grid size (32 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations

(a) (b)

Fig. 10 Simulation results for Weibull distribution and grid size (128 9 Y). a Average size of
giant component versus number of generations. b Average number of covered mesh clients versus
number of generations
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If we compare the results for all distributions, we can notice that for Normal
distribution the system performs better. Also, for the same surface of the grid area
with size (X 9 Y), the system has better performance when X is smaller than Y.

5 Conclusions

In this work, we used our proposed and implemented WMN-GA for node place-
ment problem in WMNs. We evaluate and compare the performance of WMN-GA
system for Exponential and Weibull distribution of mesh clients considering dif-
ferent grid sizes and using giant component and number of covered mesh client
metrics.

The simulation results show that the system performs better for Normal dis-
tribution of mesh clients. For a given number of mesh routers and mesh clients,
with the increasing of the grid size, because the surface is increased, mesh routers
cannot cover all mesh clients in the grid size and the performance of the system is
decreased. The shape of grid size effects in the performance of the system. For the
same surface of the grid area with size (X 9 Y), the system has better performance
when X is smaller than Y.

In the future work, we would like to carry out extensive simulations for dif-
ferent scenarios.
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DCT-Based Watermarking for Color
Images via Two-Dimensional Linear
Discriminant Analysis

I-Hui Pan, Ping Sheng Huang and Te-Jen Chang

Abstract In this paper, we propose a watermarking algorithm based on Discrete
Cosine Transform (DCT) using Two-dimensional Linear Discriminant Analysis
(2DLDA) for color images. At first, the color image is converted into the YIQ
color space and then transformed into the frequency domain by DCT. During the
embedding stage, two watermarks of reference and logo are embedded into the Q
component. Then, watermark extraction is done by 2DLDA from the Q component
based on the frequency domain of DCT. By considering the Human Visual System
(HVS), experimental results have shown that the watermark can be correctly
extracted and better robustness is provided after various image attacks.

Keywords Two-dimensional linear discriminant analysis (2DLDA) � Water-
marking � Discrete cosine transform (DCT) � YIQ color space

1 Introduction

The invisible or visible digital watermarking is an important technology to protect
the copyright of digital contents such as video, audio and images from the illegal
users. In addition, the watermarking should be robust to versatile attacks such as
image compressions, geometric distortions and typical image transformations. For

I.-H. Pan
School of Defense Science, Chung Cheng Institute of Technology, National Defense
University, No. 75, Shiyuan Road, Daxi, Taoyuan 333, Taiwan

P. S. Huang (&)
Department of Electronic Engineering, Ming Chuan University, No. 5 De Ming Road,
Gui Shan, Taoyuan 333, Taiwan
e-mail: pshuang@mail.mcu.du.tw

T.-J. Chang
Department of Electrical and Electronic Engineering, Chung Cheng Institute of Technology,
National Defense University, No. 75, Shiyuan Road, Daxi, Taoyuan 333, Taiwan

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_7,
� Springer Science+Business Media Dordrecht 2013

57



those methods in spatial domain [1–8], watermark embedding is achieved by
modifying the pixel values of the host image with computational efficiency. For
schemes in the transform domain [9–11], the pixel values of the host image in the
spatial domain are firstly converted into their corresponding coefficients in the
frequency domain by a transformation method such as the discrete cosine trans-
form (DCT), discrete Fourier transform (DFT) or discrete wavelet transform
(DWT), etc. Then, the coefficients are further utilized or modified to embed the
watermark. An overview of image watermarking techniques can be found in
Trémeau and Muselet [12].

By exploiting the fact that human eyes are less sensitive to changes in the blue
component, Kutter et al. [1] proposed embedding the watermark in the blue
component by changing a selected set of pixel values. Recently, Support Vector
Machines (SVMs) [2, 3] and Linear Discriminant Analysis (LDAs) [4–6, 13] have
been successfully applied in various applications including pattern recognition,
classification, function estimation, and medicine, and so on. Much of literature
seems to indicate that the performance of SVMs and LDAs are superior to those of
traditional training models. However, for applications related to image processing,
although LDA has adopted the class separation ability to extract watermark pixels,
the region relationship of pixel neighboring is not considered and this is essential
for classification of image regions. Therefore, Two-dimensional Linear Discrim-
inant Analysis (2DLDA) [5] is used for tackling watermarking problems in this
paper.

2 Related Works

YIQ Color Space
The YIQ color model is formed by a linear transformation of the RGB cube. The Y
component represents the luminance and this is the only component used by black-
and-white television receivers. Then, I and Q represent the chrominance infor-
mation in which I represents in-phase, while Q stands for quadrature information
referring to the component used in quadrature amplitude modulation. The
transform matrix of RGB to YIQ is given by

Y

I

Q

2
64

3
75 ¼

0:299 0:587 0:114
0:596 �0:274 �0:322
0:212 �0:523 0:311

2
4

3
5

R

G

B

2
64

3
75 ð1Þ

In Eq. (1), the first line Y ¼ 0:299; 0:587; 0:144ð Þ R,G,Bð Þ also gives pure black-
and-white translation for RGB. The inverse transformation matrix that converts
YIQ to RGB is given by
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R

G

B

2
64

3
75 ¼

1:0 0:956 0:621
1:0 �0:272 �0:647
1:0 �1:105 1:702

2
4

3
5

Y

I

Q

2
64

3
75 ð2Þ

Discrete Cosine Transform
According to the discrete cosine transform (DCT) definition, an image can be
converted from the spatial domain into the DCT domain by a two-dimensional
forward transform. In the DCT domain, this image is represented by the combi-
nation of DC and AC components with different frequencies. Then, the image can
be recovered from the DCT domain by a two-dimensional inverse transform.
Either the forward transform or the inverse transform requires complicated
computation. The forward DCT and inverse DCT to an image f ðx; yÞ are given by

C u; vð Þ ¼ auav
XM�1
x¼0

XN�1
y¼0

f x; yð Þ cos p 2xþ 1ð Þu
2M

cos
p 2yþ 1ð Þv

2N
ð3Þ

and

f x; yð Þ ¼
XM�1
u¼0

XN�1
v¼0

auavC u; vð Þ cos p 2xþ 1ð Þu
2M

cos
p 2yþ 1ð Þv

2N
ð4Þ

where u ¼ 0; 1; 2; . . .;M � 1, v ¼ 0; 1; 2; . . .;N � 1, x ¼ 0; 1; 2; . . .;M � 1, and
y ¼ 0; 1; 2; . . .;N � 1. M and N are row and column sizes of image f x; yð Þ. The
coefficients of au and av are given by

au ¼
ffiffiffiffiffiffiffiffiffi
1=M

p
; u ¼ 0ffiffiffiffiffiffiffiffiffi

2=M
p

; 1� u�M � 1

�
and av ¼

ffiffiffiffiffiffiffiffiffi
1=N

p
; u ¼ 0ffiffiffiffiffiffiffiffiffi

2=N
p

; 1� u�N � 1

�

Two-dimensional Linear Discriminant Analysis (2DLDA)
2DLDA is an extension of LDA and the difference between 2DLDA and LDA is
that 2DLDA works on the matrix representation of images directly, while LDA
uses a vector representation. By considering the meaning of statistical analysis, the
matching or classification of image regions should take 2DLDA into consideration,
rather than LDA. Furthermore, 2DLDA has asymptotically minimum memory
requirements, and lower time complexity than LDA. Therefore, 2DLDA is adopted
in this paper.

Let mi be the mean of the i-th class ði ¼ 1; 2; . . .; LÞ and mx be the global mean.
They can be obtained by

mi ¼
1
Ni

XNi

j¼1
xj ð5Þ

mx ¼
1

L� Ni

XL
i¼1

XNi

j¼1
xj ð6Þ
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In 2DLDA, under this metric, the within-class and between-class distances of Swz
and Sbz can be computed by

Swz ¼
Xk
i¼1

XNi

j¼1
xðiÞj � mx

� �
X

h i
xðiÞj � mx

� �
X

h iT
ð7Þ

Sbz ¼
Xk
i¼1

mi � mxð ÞX½ � mi � mxð ÞX½ �T ð8Þ

The optimal projection matrix X is decided when the criterion is maximized, i.e.,

Max
X

trace XTSwzX
� ��1

XTSbzX
� �� �

ð9Þ

The optimal transformation X can maximize Sbz and minimize Swz simulta-
neously. If Swz is nonsingular, the solution of above optimization problem is to
solve the generalized eigenvalue problem. Traditional LDA always suffers from
the singularity problem. However, 2DLDA can overcome this problem success-
fully. Note that the size of matrices Swz and Sbz is n� n. This is much smaller than
the size of n2 � n2 for Swz and Sbz in classical LDA.

3 Proposed Watermarking Scheme

In this paper, we propose a novel watermarking scheme based on 2DLDA for color
images. Before the watermark bits embedded are extracted, the reference water-
mark bits are firstly trained by 2DLDA and the optimal transformation matrices are
created for further watermark extraction. During the extraction stage, every
watermark bit is determined by calculating the similarity to two class centers of 0
and 1. The details of the proposed watermark embedding and extraction schemes
are described in Sects. 3.1 and 3.2, respectively.

3.1 Watermark Embedding

The block diagram of the proposed watermark embedding procedure is shown in
Fig. 1. The steps of watermark embedding are described as follows.

Step 1: Converting the original image from the RGB color space to the YIQ color
space. Then, DCT is used to transform the Q component into the
frequency domain. Selecting the AC frequency coefficients from the DCT
for watermark embedding

Step 2: The embedded watermark is composed of the reference watermark and the
true watermark data. The reference watermark R ¼ r1r2. . .rx is a binary
sequence randomly generated according the given key K1 and this is used
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for 2DLDA training. The logo watermark G ¼ g1g2. . .gm�n is permuted
according to the copyright owner’s private key K2

Step 3: For each embedding position selected, the average pixel intensity APt on
the cross-shaped region with the size of 7 9 7 is computed by

Apt i; jð Þ ¼
X3
x¼�3

P iþ x; jð Þ þ
X3
x¼�3

P i; jþ xð Þ � P i; jð Þ
 !

=:13 ð10Þ

To embed the watermark data, the pixel intensity of each selected
embedding position is modified by

Ppt  Apt þ awt; t ¼ 1; 2; . . .; T ð11Þ

where a is the scaling factor in the Q channel.
Step 5: Using the updated AC components to compose the Q component by IDCT.

Then, replacing the Q component by the new ones, and transforming the
image back to the RGB watermarked image

3.2 Watermark Extraction

The block diagram of the proposed watermark extraction procedure is shown in
Fig. 2. The watermark extraction procedure can be summarized as follows.

Step 1: Transforming the original image from the RGB color space to the YIQ
color space. Then, Using DCT to transform the Q component into the
frequency domain. Selecting the AC components from the DCT for
watermark extraction

Step 2: Hiding position generation of watermark bits: Generating the hiding
position sequence pt ¼ it; jtð Þf g t¼1;2...T

�� according to the secret key K
provided by the copyright owner

Fig. 1 Block diagram of watermark embedding
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Step 3: For each embedding position selected, compute the difference di;j ¼
~P i; jð Þ � ~A i; jð Þ between the intensity of the central pixel and the average
in a sliding cross-shaped window with the size of 7 9 7. The average in a
sliding cross-shaped window is computed by

~APt i; jð Þ ¼
X3
x¼�3

~P i; jþ kð Þ þ
X3
x¼�3

~P iþ k; jð Þ � 2~P i; jð Þ
 !

=12 ð12Þ

where ~P i; jð Þ is the pixel value at position (i, j). Before performing the
2DLDA training, the training dataset can be constructed by the reference
positions from the embedding position sequence Di ¼ ~Dt

	 

t¼1;2...T
�� . Then

the selected data extracted from the reference positions form the training
dataset Tsi ¼ ~Dt; rt

	 

t¼1;2...x
�� . After 2DLDA training, the watermarking

bits belonging to the logo can be obtained from the projection and form
the extraction dataset Esi ¼ ~Dt

	 

t¼xþ1;...;xþm�n
�� .

Step 4: After 2DLDA training and the optimal projection matrices of X is
obtained. Then we can compute optimal discriminant matrices Bi and Fi

for Tsi and Esi by

Bi ¼ XT
y T

jð Þ
si Xy; j ¼ 1; . . .; x ð13Þ

Fi ¼ XTEðjÞsi X; j ¼ Rþ 1; . . .;m� n ð14Þ

Step 5: Computing every arithmetic mean for C1i and C0i between 1 and 0 on the
training dataset Tsi by

C1i ¼ C1i þ Bi; if reference watermark ¼ 1

C0i ¼ C0i þ Bi; else
ð15Þ

The total means of C1i and C0i can be assigned as the centers of class 0
and 1.

Fig. 2 Block diagram of watermark extraction
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Step 6: Extracting the embedded watermark bits by the trained 2DLDA on the
extraction dataset Esi. So the similarity on Esi is defined as Diff1 ¼
Fi � C1i and Diff0 ¼ Fi � C0i. The distance between 0 and 1 is calculated
by

w0i ¼
1; if Diff 20 [Diff 21
0; else

(
ð16Þ

where i ¼ 1; 2; . . .;m� n. The measure of BER (Bit Error Rate) is used
and given by

BER ¼

Pm
i¼1

wi � w0i

m
ð7:17Þ

4 Simulation Results

In this section, the proposed watermarking scheme is applied to a host color image
of size 512 9 512 in which each pixel is represented by 24 bits in RGB color
space. The watermark of a recognizable pattern of size 35 9 28 is embedded into
the host color image. To demonstrate the effectiveness of the proposed scheme, we
have tested the proposed watermarking scheme on different images including
‘‘Lena’’, ‘‘Baboon’’ and ‘‘Peppers’’, that represent different texture complexity.

The original 512 9 512 images of Lena, Baboon and Peppers are shown in
Fig. 3a–c, and the corresponding watermarked images with PSNR 44.49, 44.78,
44.38 dB are demonstrated, respectively in Fig. 3d–f. The extracted watermarks
with 0 error bits are shown in Fig. 3g–i.

In the experiments, we found that the length of 50 bits for the reference
watermark can make a good compromise between two necessities of transparency
and robustness. We have tested the watermarked image under several attacks such
as cropping, distortion, blurring, noisy and so on. a ¼ 40 is selected for watermark
embedding and the proposed algorithm is applied for watermark extraction.
Experimental results have demonstrated that the watermark can be extracted
without the need of any original image by only the aid of the reference data.

The watermark embedding strength in Kutter’s method and Fu’s method are
decided experimentally to get watermarked images with similar PSNR values. Due
to the limitation of space, only part of the comparison results on Baboon against
Kutter et al.’s [1] and Fu et al.’s [4] methods are shown. Kutter et al. [1] proposed
to embed the watermark into the blue channel of the color images, in which the
watermark detection threshold is only decided by two special data embedded in the
host image. Fu et al. [4] proposed to embed the watermark into the RGB channel
of color images and the watermark was extracted by the aids of a well trained
LDA. For the purpose of comparison, we have added different image attacks from
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blurring, noise, cropping, distortion, luminance and contrast attacks to the
watermarked image. The measured quantitative results are shown in Table 1. As
we can see from Table 1, the extracted watermark by the proposed method has
demonstrated much better performance than Kutter’s and Fu’s methods.

Fig. 3 Original images of a Lena, b Baboon, and c Peppers. Watermarked images for d Lena,
e Baboon, and f Peppers. Extracted watermarks: g from d; h from e; i from f

Table 1 Experimental results compared with Kutter’s and Fu’s methods on Baboon image [4]

Attacks PSNR (dB) BER (Bit error rate)

Kutter’s
method

Fu’s
method

2DLDA
method

Attack free 41.46 0.009 0.001 0.000
Blurring 28.65 0.031 0.003 0.003
Noisy (density = 0.02) 23.24 0.035 0.015 0.009
Cropping (25 % removed) 12.15 0.154 0.050 0.015
Distortion (degree of 2) 26.02 0.326 0.131 0.018
Luminance and contrast adjustment

(enhance 50 %)
11.12 0.164 0.011 0.011
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5 Conclusions

This paper presents a new watermarking algorithm using the classification
approach from machine learning. Based on DCT, the watermark is embedded in
the Q component and watermark extraction is performed by adopting the training
and classification performance from 2DLDA. The proposed watermark embedding
and extraction procedures are imposed on the host image by DCT and the
watermark is embedded into the AC components. Experimental results show that
the proposed scheme can indeed provide a strong robustness for watermarked
images with 2DLDA. Although promising performance has shown in this paper, a
larger color image database is needed in the future for testing the efficacy of the
proposed approach.
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Human Action Recognition Using
Depth Images

Chaur-Heh Hsieh, Chin-Pan Huang and Jian Ming Hung

Abstract This paper presents a human action recognition algorithm using a depth
image. First, 3D coordinates of the body’s joints of each frame are generated from
the depth image. Then, the proposed method applies normalization and quanti-
zation processes to the body joints of all frames of the action video to obtain a 3D
histogram. The histogram is projected onto xy, xz, and yz plans sequentially and
combined into a one-dimensional feature vector. For dimension reduction, the
principal component analysis (PCA) technique is applied to the feature vector to
generate an action descriptor. To further improve the recognition performance, a
decision tree method is developed to divide input actions into four main categories.
The action description vectors of each category are used to design its respective
support vector machine (SVM) classifier. Each SVM classifies the actions of a
category into one type of actions. Experimental results verify that our approach
effectively rules out the interference of background and improves the recognition
rate.

Keywords Decision tree � Human action recognition � Principal component
analysis � Support vector machine

1 Introduction

Human action recognition has recently been an important subject in computer
vision. Several schemes for this topic utilize low level features from the RGB
cameras such as colors, shapes, motion, and local information. However, these
methods suffer from reducing the discrimination rate in case of the complex
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background in the image or different wearing of action performers. In this paper,
we propose to use a depth map to conquer the deficiencies of the traditional
methods. A depth map is a three-dimension feature retrieved from the body joints.
Using the features of a depth map has advantage of not only its sufficient spatial
information but also its avoidance of interference of background and wearing
effects of the user. Furthermore, our method employs the decision tree technique to
divide the actions into four main categories and designs its respective SVM
classifier to improve recognition rate and expedite the system processing speed.

Among recently introduced action recognition techniques, Fujiyoshi et al. [1]
first presented to use color and shape information as features for action recogni-
tion. The scheme uses distance between outline of the figure and its centroid to
recognize actions. The features of this method are generated by two phases. First,
extracting silhouette of the figure is via the binarization image with dilation and
erosion processes. Then the boundary extraction is obtained by extracting the
outline of the generated silhouette. The distances of the longest few lines between
the centroid and the boundary are used to represent the features of the movement
of the user. The drawbacks of the method are that the distances will be different
from the different users with the same action, and the segment distribution will
also change. The other scheme based on outline of the user is to calculate the
direction of the gradient histogram (Histograms of Oriented Gradient; HOG).
Bobick and Davis [2] proposed two temporal template representations for action
recognition. The first representation is motion energy image (MEI). The method
employs continuous image binarization to obtain pixel changes, the action
occurrences, marking in white to form a binary cumulative motion image, called
the motion-energy image. The method gives each of the continuous images with
the same weight, so that it cannot distinguish each image in the sequence. The
second representation is motion history image (MHI). It gives each image with
different weights; the old frame is given lower weights, while the new one with
higher weights. The disadvantage of this method is that it is only suitable for
simple actions, such as stand up, sit down, waving. In case of too complex actions,
it overwrites the old motion information, so that it becomes less reliable. For usage
of mobile features, Li [3] proposed to calculate the optical flow field between two
frames to obtain the horizontal and vertical components of optical flow field and
the strength and direction information for every pixel. The method takes the
obtained optical flow information to draw gradient in the direction of histogram
(HOG). Due to high feature dimensions, principal component analysis (PCA)
technique is used to reduce the dimension and a Hidden Markov Model (HMM)
model is adopted. Regarding local features, Jianhao et al. [4] use the silhouette
image to find the local maxima of the gradient, apply a series of quantization to
find the relatively bright portion of the picture, and adopt the tangent circle and
silhouette Edge to filter the produced picture. The brightest point of the local area
is thus obtained and the human skeleton features can be found by linking its
neighbor points in four directions.

Recently, the depth map from 3D camera has been used to capture information
in some researches for action recognitions. Cherla et al. [5] use the Kinect camera
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to capture 20 joint points of x, y coordinates and a depth value of z to form a three-
dimensional coordinate position, obtain features through quantization processes,
and apply linear discriminant analysis (LDA) technique to recognize the actions.
Yang et al. [6] use motion information of the depth map with the HOG for action
recognition. Zainordin et al. [7] employ the depth map with a body skeleton for
pose recognition.

In this paper, we propose a human action recognition algorithm using a depth
map made by the Kinect 3D camera. Through normalization and quantization
processes, our method obtains a 3D histogram which is then projected onto the xy,
xz, and yz planes to form three one-dimensional feature vectors. After that, the
generated vectors are fused to obtain an action description vector which will be
used for action recognition through the SVM classifier. Because the feature
dimension is extremely high, the PCA technique is utilized to reduce its dimen-
sion. Moreover, to further speed up the processing and improve the recognition
rate, a decision tree method is developed to divide input actions into four main
categories. The action description vectors of each category are used to design its
respective support vector machine (SVM) classifier. Each SVM classifies the
actions of a category into one type of actions. The rest of this paper is organized as
follows. Section 2 introduces the proposed method. Section 3 describes the
experimental results. Finally, Sect. 4 gives conclusions.

2 Proposed Method

The system block diagram of our proposed method is shown in Fig. 1. The detailed
techniques are described as follows.

Fig. 1 System block diagram of our proposed method
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2.1 Feature Extraction

We utilize Microsoft Kinect 3D camera with the OpenNI drivers to capture a depth
map with 15 human body joints as shown in Fig. 2.

The position of a joint point is a 3-D vector (x,y,z), where (x,y) represents
spatial location and z denotes depth value. Thus an action can be described as
several sequences of 3-D joints, each corresponding to the trajectory over time of
each joint. The recognition of actions from the sequences of 3-D joints faces two
major challenges: (a) RST (rotation, scaling and translation) problem: for same
action, the trajectory of each joint will vary with the geometric changes of the
actor including rotation, scaling and translation. (b) Temporal variations: different
actors produce different lengths of trajectories even they perform same action.
Furthermore, the same actor performing the same action at different time often
generates different lengths of trajectories. To solve this problem, a coordinate
transform in (1) is performed to normalize the 3D position of a joint.

Ct x; y; zð Þ ¼ Pt x; y; zð Þ � Torso x; y; zð Þð Þ=DHT ð1Þ

where Pt(x,y,z) denotes the 3D position of a joint at time t; Torso(x,y,z) is the
position of Torso at the initial time; and DHT is the Euclidean distance between
Head position and Torso position. After the coordinate transform, the 3D positions
of joints of different persons will have the same scale space. Consequently, same
actions performed by different persons produce similar patterns.

First of all, we collect the joint positions of an action over a period of time T.
Secondly, the joint position sequence is normalized by the coordinate transfor-
mation, and the result is denoted as CT(x,y,z). Next, the CT(x,y,z), is projected into
x-y plane, x-z plane, and y-z plane, and the corresponding projections are denoted
as CT(x,y), CT(x,z) and CT(y,z), respectively. For each plane, we divide it into

Fig. 2 A depth map with 15 body joints
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several blocks and calculate the histogram for each block. Finally, the histograms
of the three planes are fused together to form a descriptor of the action.

For x-y plane, we divide x axis into m partitions, and y axis into n partitions. As
a consequence, it produces m 9 n blocks in x-y plane. Then we compute the
occurrence frequency of each block Hxy (i), which is defined as the number of data
points lying in each block of x-y plane as shown in (2).The occurrence frequency
of all blocks is regarded as the histogram feature of x-y plane.

HxyðiÞ ¼ # CT x; y; zð ÞjCTðx; yÞ 2 blocki; i ¼ 1; 2; . . .;m� nf g ð2Þ

The above procedure is also applied to x-z plane and y-z plane. Then we obtain
histogram Hxz (i) and Hyz (i) defined in the following

HxzðiÞ ¼ # CT x; y; zð ÞjCT x; zð Þ 2 blocki; i ¼ 1; 2; . . .;m� kf g ð3Þ

HyzðiÞ ¼ # CT x; y; zð ÞjCT y; zð Þ 2 blocki; i ¼ 1; 2; . . .; n� kf g ð4Þ

The Hxy, Hxz, and Hyz are further normalized to the range of [0,1] using
L2-norm, and concatenated to form a final feature vector H = [Hxy Hxz Hyz].

2.2 Principal Component Analysis

Principal component analysis (PCA) uses an orthogonal transformation to convert
high dimensional data into principal components (eigenvectors) associated with
their weights (eigenvalues). The results can be used to explain the variance in the
original data to show the direction of greatest impact on the variance. In other
words, PCA provides an effective way to reduce the data dimension. Components
may be ruled out in the original data corresponding to smaller eigenvalues and
then it results in low-dimensional data. Because the length of the feature vector
mentioned above is very large (3360) and the majority of its bin is 0, the PCA
technique is employed to reduce its dimension to expedite the processing speed.

2.3 Decision Tree

In this study, the feature vector is generated based on torso joint over a time
interval of the action frames as described in feature extraction subsection. The
drawbacks of using that method are two folds. The first one is lacking translation
information and second one is missing body movement sequence data. Those
defects may affect the action recognition accuracy. In order to solve these prob-
lems, decision tree technique with three classification criteria is adopted. Those
criteria are as follows: the relative 2D coordinate position between joints of two
hands and those of neck of the extracted features, large displacement of the torso,
and distance between two hands in y direction. They are applied to categorize the
actions into four main categories as shown in Fig. 3.
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2.4 Training and Recognition

In training phase, the actions are trained according to the categorized classes of the
decision tree. It results in four trained SVM classifiers (i.e. SVM1 * SVM4)
which will be used in recognition phase. In recognition phase, test actions will be
classified by the criteria of decision tree to obtain their classified category number
which then be used to select the appropriate SVM classifier for further discriminate
the action types. Through the chosen SVM classifier, the test actions can be
correctly recognized.

3 Experimental Results

To best of our knowledge, no datasets of actions collected with Kinect sensor
containing depth map are available. We collect one dataset consisting of twelve
action types selected from the National Health gymnastics and performed by thirty
students wearing different color clothes in complex background environment for
the experiment. The action types are classified into four main categories in
accordance with those of decision tree as shown in Table 1. There are 360 action
video samples in the database. Several action examples are shown in Fig. 4.

3.1 Experiments on Decision Tree

In this experiment, the actions were classified in two cases: Case I classifying
directly; Case II classifying with decision tree. Experimental results are shown in
Table 2. It is clear that the case of classifying with decision tree has higher

Fig. 3 Decision tree with
four categories
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recognition rate than that of case of classifying directly. These results verify that
the proposed method improves the recognition accuracy by using decision tree.

3.2 Experiments on Dimension Reduction

In this experiment, the PCA technique is employed to reduce the dimensions. In
order to realize the impact of the dimensions on the recognition rate, compre-
hensive experiments were conducted with dimensions ranging from 130 to 2.

Table 1 Categories of action types

Category 1 Category 2 Category 3 Category 4

Knee bending Single-hand held Up punches Turn pose
Up punches Hands on the move Lift the knee

Enlarge bosom Mark time
Hand pushing Zhan yi

Elbow folding

Knee 
bending

Hands on 
the move

Marking 
time

Zhanyi

Hand 
pushing

Fig. 4 Action examples
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Results are shown in Table 3. The results indicate that the recognition rate will be
optimal at dimension of 15. This gives an insight of dimension reduction that it
may not achieve better recognition rate when using higher dimension.

3.3 Comparisons

In this experiment, the proposed method is compared with the 3DHOG (three-
dimensional histogram orientation gradient) method [9, 10]. Both methods are
performed to all actions to measure their recognition rates. The results are shown
in Table 4. It is clear that the proposed method has higher recognition rate than
that of 3DHOG method.

Table 2 Experimental
results on decision tree

Without decision
tree (%)

With decision
tree (%)

Knee bending 85 100
Single-hand held 100 100
Up punches 70 100
Hands pushed 55 90
Hands on the move 100 100
Enlarge bosom 90 90
Turn pose 90 100
Lift the knee 95 95
Mark time 95 95
Zhan yi 70 75
Elbow folding 95 95
Hand pushing 90 95
Total 86.25 94.58

Table 3 PCA dimension
versus recognition rate

Reduced
dimension

Recognition
rate (%)

130 94.14
110 94.17
90 94.17
70 94.58
50 94.58
30 95.42
25 95.83
20 95.83
15 96.25
10 96.25
8 95.42
6 95
4 92.08
2 84.16
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4 Conclusions

This paper has presented an effective and efficient algorithm for human action
recognition based on a depth map extracted from joints of human skeleton. To
improve recognition rate and expedite the processing speed, the decision tree
technology has been adopted. Experimental results have verified that our approach
effectively prevent from the interference of background and demonstrated the
promising recognition accuracy, extremely low computational load, and highly
suitable for real-time applications.
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Performance Analysis of OLSR
with ETX_ff for Different HELLO Packet
Interval in a MANET Testbed

Masahiro Hiyama, Elis Kulla, Makoto Ikeda, Leonard Barolli
and Makoto Takizawa

Abstract Recently, Mobile Ad-hoc Networks (MANETs) have an increased
interest in applications for covering rural areas due to the possibility of usage of
low-cost and high-performance mobile terminals, without having to depend on the
network infrastructure. Because the terminals are mobile, the routes change
dynamically, so routing algorithms are very important for operation of MANETs.
In this paper, we investigate the performance of Optimized Link State Routing
(OLSR) protocol with ETX_ff, for different scenarios in indoor and outdoor
environment considering throughput and packetloss metrics. We design and
implement two experimental scenarios in our academic environment and compare
their performance behaviour for different HELLO packets interval of OLSR
protocol.
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1 Introduction

A Mobile Ad hoc Network (MANET) is a collection of wireless mobile terminals
that are able to dynamically form a temporary network without any aid from fixed
infrastructure or centralized administration.

Most of the work for MANETs has been done in simulation, as in general, a
simulator can give a quick and inexpensive understanding of protocols and
algorithms. However, experimentation in the real world are very important to
verify the simulation results and to revise the models implemented in the simu-
lator. A typical example of this approach has revealed many aspects of IEEE
802.11, like the gray-zones effect [1], which usually are not taken into account in
standard simulators, as the well-known ns-2 simulator.

So far, we can count a lot of simulation results the performance of MANET,
e.g. in terms of end-to-end throughput, delay and packetloss. However, in order to
assess the simulation results, real-world experiments are needed and a lot of
testbeds have been built to date [2]. In [3], the authors analyze the performance of
an outdoor ad-hoc network, but their study is limited to reactive protocols such as
Ad hoc On Demand Distance Vector (AODV) and Dynamic Source Routing
(DSR). The authors of [4] perform outdoor experiments of non standard pro-active
protocols. Other ad-hoc experiments are limited to identify MAC problems, by
providing insights on the one-hop MAC dynamics as shown in [5].

In [6], the authors present an experimental comparison of OLSR using the
standard hysteresis routing metric and the Expected Transmission Count (ETX)
metric in a 7 by 7 grid of closely spaced Wi-Fi nodes to obtain more realistic
results. The throughput results are similar to our previous work and are effected by
hop distance [7]. The closest work to ours is that in [8]. However, the authors did
not care about the routing protocol. In [9], the disadvantage of using hysteresis
routing metric is presented through simulation and indoor measurements. Our
experiments are concerned with the interaction of transport protocols and routing
protocol, for instance OLSR. In our previous work [10–12], we carried out many
experiments with our MANET testbed. We proved that while some of the OLSR’s
problems can be solved, for instance the routing loop, this protocol still have the
self interference problem. There is an intricate inter-dependence between MAC
layer and routing layer, which can lead the experimenter to misunderstand the
results of the experiments. For example, the horizon is not caused only by IEEE
802.11 Distributed Coordination Function (DCF), but also by the routing protocol.

In this work, we investigate the performance of OLSR in a MANET testbed in
indoor-outdoor environment, considering different values of HELLO packets
interval and ETX_ff algorithm. We implemented two MANET scenarios and
evaluated the performance considering throughput and packetloss metrics.

The structure of the paper is as follows. In Sect. 2, we show an overview of
OLSR routing protocol. In Sect. 3, we introduce the implementation of our testbed.
In Sect. 4, we give experimental results. Finally, conclusions are given in Sect. 5.
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2 OLSR Overview

The link state routing protocol that is most popular today in the open source world
is OLSR from olsr.org. OLSR with Link Quality (LQ) extension and fisheye-
algorithm works quite well. The OLSR protocol is a proactive routing protocol,
which builds up a route for data transmission by maintaining a routing table inside
every node of the network. The routing table is computed upon the knowledge of
topology information, which is exchanged by means of Topology Control (TC)
packets. The TC packets in turn are built after every node has filled its neighbors
list. This list contains the identity of neighbor nodes. A node is considered a
neighbor if and only if it can be reached via a bidirectional link.

OLSR makes use of HELLO messages to find its one hop neighbors and its two
hop neighbors through their responses. The sender can then select its Multi Point
Relays (MPR) based on the one hop node which offer the best routes to the two
hop nodes. By this way, the amount of control traffic can be reduced. Each node
has lso an MPR selector set which enumerates nodes that have selected it as an
MPR node. OLSR uses TC messages along with MPR forwarding to disseminate
neighbor information throughout the network. OLSR checks the symmetry of
neighbor nodes by means of a 4-way handshake based on HELLO messages. This
handshake is inherently used to compute the packetloss probability over a certain
link. This can sound odd, because packetloss is generally computed at higher layer
than routing one. However, an estimate of the packetloss is needed by OLSR in
order to assign a weight or a state to every link. Host Network Address (HNA)
messages are used by OLSR to disseminate network route advertisements in the
same way that TC messages advertise host routes.

In our previous OLSR code, a simple RFC-compliant heuristic was used to
compute the MPR nodes [13]. Every node computes the path towards a destination
by means of a simple shortest-path algorithm, with hop-count as target metric. In
this way, a shortest path can result to be also ot good, from the point of view of the
packet error rate. Accordingly, recently olsrd has been equipped with the LQ
extension, which is a shortest-path algorithm with the average of the packet error
rate as metric. This metric is commonly called as ETX, which is defined as
ETX(i) = 1/(NI(i) 9 LQI(i)). Given a sampling window W, NI(i) is the packet
arrival rate seen by a node on the i-th link during W. Similarly, LQI(i) is the
estimation of the packet arrival rate seen by the neighbor node which uses the i-th
link. When the link has a low packet error rate, the ETX metric is higher. The LQ
extension greatly enhances the packet delivery ratio with respect to the hysteresis-
based technique [14]. In our experiments we used ETX_ff, which calculates ETX
value based only on HELLO packets received.

ETX_ff (ETX Funkfeuer/Freifunk) is the current default LQ algorithm for
OLSRd. It uses the sequence number of the OLSR packets (which are link specific)
to determine the current packet loss rate. ETX_ff includes a hysteresis mechanism
to suppress small fluctuations of the LQ and NLQ values. If no packets are
received from a certain neighbor at all, a timer begins to lower the calculated LQ
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value until the next packet is received or the link is dropped. ETX_ff uses only
integer arithmetic, so it performs well on embedded hardware having no FPU.

3 Testbed Description

Our testbed is composed of five laptops machines. The operating system mounted
on these machines is Fedora 14 Linux with kernel 2.6.35, suitably modified in
order to support the wireless communications. In our testbed, we have two sys-
tematic background or interference traffic we could not eliminate: the control
traffic and the other wireless Access Points (APs) interspersed within the campus.
The control traffic is due to the ssh program, which is used to remotely start and
control the measurement software on the source node. The other traffic is a kind of
interference, which is typical in an academic scenario.

3.1 Scenario Description

We constructed two experimental scenarios in our testbed. Node states for each
scenario are shown in Table 1. In Fig. 1a, all nodes are in a static state. Two nodes
(node 1 and 2) are in the fifth floor of building D of our campus and two other
nodes (node 3 and 4) are inside building C. We call this Static (STA) scenario. In
Moving (MOV) scenario, node 5 moves from position of node 1 to the position of
node 4 and back, for 80 s, as shown in Fig. 1b.

(a) (b)

Fig. 1 Experimental scenarios. a Static scenario (STA). b Moving scenario (MOV)

Table 1 Number of nodes for each experimental scenario

Scenario Number of nodes

Building D Bridge Building C Moving

STA 2 0 2 0
MOV 2 0 2 1
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4 Experimental Results

4.1 Experimental Settings

The experimental parameters are shown in Table 2. We study the impact of best-
effort traffic for Mesh Topology (MT). In the MT scheme, the MAC filtering
routines are not enabled. We collected data for throughput metric. These data are
collected using the Distributed Internet Traffic Generator (DITG) [15], which is an
open-source Internet traffic generator.

The transmission rate of the data flow is 122 pps = 499.712 Kbps, i.e. the
packet size of the payload is 512 bytes. All experiments have been performed in
the fifth floor of our department buildings. All laptops are in radio range of each
other. The experimental time for one experiment was about 80 s.

We measured the throughput, which is computed at the receiver. For OLSR,
wTHELLO\TExp, where TExp is the total duration of the experiment, i.e., in
our case, TExp = 80 s, and THELLO is the rate of the HELLO messages.
However, the testbed was turned on even in the absence of measurement traffic.
Therefore, the effective TExp was much greater.

As MAC protocol, we used IEEE 802.11b. The transmission power was set in
order to guarantee a coverage radius big enough to cover all one-hop physical
neighbors of each node in the network. Since we were interested mainly in the
performance of the routing protocol, we kept unchanged all MAC parameters, such
as the carrier sense, the retransmission counter, the contention window and the
RTS/CTS threshold. Moreover, the channel central frequency was set to
2.412 GHz (channel 1). In regard to the interference, it is worth noting that, during
our tests, almost all the IEEE 802.11 spectrum had been used by other APs
disseminated within the campus. In general, the interference from other APs is a
non-controllable parameter.

Table 2 Experimental
parameters

Function Value

Number of nodes 4 or 5
Logical link Mesh
MAC IEEE 802.11b
Traffic generator D-ITG-2.8.0-rc1
Flow type CBR
Packet rate 122 pps
Packet size 512 bytes
Number of trials 10
Duration 80 s
Routing protocol OLSRd 0.6.4
LQWS of OLSR 10
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4.2 Results Discussion

Here, we show the measured data by time-domain graphs, in Figs. 2, 3, 4 and 5. In
this way we can have a better observation of the oscillations occurring during

(a)

(b)

(c)

Fig. 2 Throughput results for static scenario. Interval: = 0.5 s (a), 1.0 s (b), 2.0 s (c)
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transmission as well as the effects of mobility. Moreover, we show the average
throughput and packetloss data for each experiment in Tables 3 and 4,
respectively.

(a)

(b)

(c)

Fig. 3 Throughput results for moving scenario. Interval = 0.5 s (a), 1.0 s (b), 2.0 s (c)
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In Fig. 2, we show the throughput results for STA scenario. We can see that,
when the destination is on the other building (node 3 or node 4), there are more
oscillations than when destination is node 2, which is in the same building with the
source node. From Table 3, we can also notice that the average throughput

(a)

(b)

(c)

Fig. 4 Packetloss results for static scenario. Interval: = 0.5 s (a), 1.0 s (b), 2.0 s (c)
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decreases further for 1-[ 3 and 1-[ 4 flows. When the number of hops increases,
throughput decreases. On the same case, we see from Table 3, that packetloss also
increases from 0 to 94.80 pps. When the interval of HELLO packets increases,

(a)

(b)

(c)

Fig. 5 Packetloss results for moving scenario. Interval: = 0.5 s (a), 1.0 s (b), 2.0 s (c)
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throughput also increases, because the overhead of HELLO packets decreases.
Thus, packetloss decreases and have more oscillations (see Fig. 4).

In Fig. 3, the throughput results for MOV scenario. The mobility of node 5,
brings more oscillations than in STA scenario. Because of the mobility, the routes
in the network become more dynamic. Thus, the best performance is achieved
when the interval of HELLO packets is 0.5.

5 Conclusions

In this paper, we conducted experiments by our MANET testbed for two scenarios.
We used OLSR protocol, with ETX_ff for experimental evaluation. We changed
the HELLO interval from the default value and compared the effect of different
HELLO interval values and mobility. We assessed the performance of our testbed
in terms of throughput and packetloss and from our experiments, we found the
following results.

• When the destination is on the other building, there are more oscillations than
when destination is node 2, which is in the same building with the source node,
because the communication happens in a heterogeneous environment (indoor
and outdoor).

Table 3 Throughput results (kbps)

Scenario Hello interval (s) Source node -[Destination node

1 -[ 2 1 -[ 3 1 -[ 4 1 -[ 5

STA 0.5 499.77 264.81 205.67 –
1.0 499.79 431.68 280.03 –
2.0 499.75 483.48 288.51 –

MOV 0.5 499.77 404.83 309.74 164.40
1.0 499.77 324.31 245.02 133.95
2.0 499.77 296.61 291.66 223.12

Table 4 Packet loss results (pps)

Scenario Hello interval (sec) Source node -[Destination node

1 -[ 2 1 -[ 3 1 -[ 4 1 -[ 5

STA 0.5 0 70.25 94.80 –
1.0 0 21.82 75.62 –
2.0 0 4.93 61.20 –

MOV 0.5 0 14.93 51.72 87.20
1.0 0 56.88 78.00 114.73
2.0 0 65.98 60.98 86.25
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• When the number of hops increases, throughput decreases. On the same case,
packetloss also increases from 0 to 94.80 pps.

• When the interval of HELLO packets increases, throughput also increases,
because the overhead of HELLO packets decreases. Packetloss decreases and
have more oscillations.

• Because of the mobility of node 5, the routes in the network become more
dynamic. Thus, the best performance is achieved when the interval of HELLO
packets is lower (0.5 s).

In this work, we carried out the experiments with OLSR. We would like to
compare the results with different settings and algorithms of OLSR. We would also
like to compare experimental and simulation results. We believe that MAC layer
has an effect on the performance, so we would like to use IEEE 802.11g/n for
future evaluations.
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Multi-Flow Traffic Investigation of AODV
Considering Routing Control Packets

Elis Kulla, Masahiro Hiyama, Makoto Ikeda, Leonard Barolli,
Fatos Xhafa and Makoto Takizawa

Abstract Recently, wireless communication systems are oriented to mobile
communications, because of the increasing number of smart phones and tablets in
today’s market. The interest on Mobile Ad hoc Networks (MANETs) is also
increasing due to their potential use in several fields such as collaborative com-
puting and multimedia communications. Thus, there is an increasing need to
minimize the overhead introduced by routing protocols in the network. In this
paper, we analyze the performance of a MANET by simulations, investigating the
effects of RREQ, RREP and RERR, considering Random Waypoint Mobility
(RWM) model. We consider the case when source and destination nodes are static.
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We evaluate the performance by measuring the throughput and AODV control
packets, for single-flow and multiple-flow communication.

Keywords NS2 �MANET � Random way-point mobility model � AODV � Static
nodes � RERR � RREQ � RREP � Throughput � Single flow � Multiple flows

1 Introduction

Recently, Mobile Ad hoc Networks (MANETs) are continuing to attract the
attention for their applications in several fields, where the communication infra-
structure is expensive and/or time consuming. In MANET, mobile hosts act as
routers and end nodes. Mobility and the absence of any fixed infrastructure make
MANET very attractive for rescue operations and time-critical applications.
However, they are prone to isolated nodes, limited transmission ability and so on.
This brings the need to design routing protocols with increased control capability,
by increasing the control packets in the network.

In a research environment, research tools are required to test, verify and identify
problems of an algorithm or protocol. These tools are classified in three major
techniques: simulators, emulators and real-world experiments. Simulators are a
very powerful tool to test the new methods, algorithms and protocols. Experiments
in the real world are very important to verify the simulation results and to revise
the models implemented in the simulator. Emulators use a hybrid environment,
using simulations in an experimental fashion.

We conducted many experiments with our MANET testbed, which are shown
in our previous works [1, 2]. We proved that while some of the Optimized Link
State Routing (OLSR) problems can be solved, for instance the routing loop, this
protocol still has the self-interference problem. There is an intricate inter-depen-
dence between MAC layer and routing layer, which can lead the experimenter to
misunderstand the results of the experiments. For example, the horizon is not
caused only by IEEE 802.11 Distributed Coordination Function (DCF), but also by
the routing protocol.

We carried out the experiments with different routing protocols such as OLSR
and Better Approach to Mobile Ad-hoc Networks (BATMAN) and found that
throughput of TCP was improved by reducing Link Quality Window Size
(LQWS), but there were packet loss because of experimental environment and
traffic interference. For TCP data flow, we got better results when the LQWS value
was 10. Moreover, we found that the node join and leave operations affect more
the TCP throughput and Round Trip Time (RTT) than UDP [3]. In [4], we showed
that BATMAN buffering feature showed a better performance than Ad-hoc On-
demand Distance Vector (AODV), by handling the communication better when
routes changed dynamically.

90 E. Kulla et al.



In [5], we considered the case when source and destination nodes are static and
the other nodes are mobile. We evaluated the performance by measuring the
number of hops and throughput of one-flow traffic. From results, we found that
density and moving speed makes routes more unstable, thus presenting oscillations
in number of hops and throughput. In [6], we created different scenarios with
different number of static nodes. For all scenarios, the average throughput was
around 5 times lower than sent data rate. The number of hops was higher and had
more oscillations for denser networks. In this paper, we analyze the performance
of AODV routing protocol [7] by NS2. Different from other works, we investigate
the performance regarding the route control packets of AODV. We evaluate the
performance by measuring the RREQ, RREP and RERR packets as well as
throughput of one-flow and multi-flow traffic. The structure of the paper is as
follows. In Sect. 2, we show the related work. In Sect. 3, we give an overview of
AODV routing protocol. In Sect. 4, we describe our MANET simulation system. In
Sect. 5, we discuss the simulation results. Finally, we draw conclusions in Sect. 6.

2 Related Work

Many researchers performed valuable research in the area of wireless multi-hop
networks by computer simulations and experiments [8, 9]. Most of them are
focused on throughput improvement, but they do not consider mobility [10]. In
[11], the authors implemented multi-hop mesh network called Massachusetts
Institute of Technology (MIT) Roofnet, which consists of about 50 nodes. They
consider the impact of node density and connectivity in the network performance.
The authors show that the multi-hop link is better than single-hop link in terms of
throughput and connectivity. In [12], the authors analyze the performance of an
outdoor ad-hoc network, of AODV and Dynamic Source Routing (DSR) [13]
reactive routing protocols.

In [14], the authors perform outdoor experiments of non standard proactive
protocols. Other ad-hoc experiments are limited to identify MAC problems, by
providing insights on the one-hop MAC dynamics as shown in [15]. In [16], the
disadvantage of using hysteresis routing metric is presented through simulation
and indoor measurements.

In [17], the authors presents performance of OLSR using the standard hysteresis
routing metric and the Expected Transmission Count (ETX) metric in a 7 by 7 grid
of closely spaced Wi-Fi nodes to obtain more realistic results. The throughput
results are affected by hop distance, similar to our previous work [1].

In [18, 19], the authors propose a dynamic probabilistic broadcasting scheme
for mobile ad-hoc networks where nodes move according to different mobility
models. Simulation results show that their approach outperforms the Fixed
Probability Ad hoc On-demand Distance Vector (FP-AODV) and simple AODV in
terms of saved rebroadcast under different mobility models. It also achieves higher
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saved rebroadcast and low collision as well as low number of relays than the fixed
probabilistic scheme and simple AODV.

The authors of [20], evaluate the robustness of simplified mobility and radio
propagation models for indoor MANET simulations. They show that common
simplified mobility and radio propagation models are not robust. By analyzing
their results, they cast doubt on the soundness of evaluations of MANET routing
protocols based on simplified mobility and radio propagation models, and expose
the urgent need for more research on realistic MANET simulation.

In [21], three metrics are recommended to construct a credible MANET sim-
ulation scenario: average shortest path hop count, average network partitioning,
and average neighbour count. The main contribution of this work is to provide
researchers with models that allow them to easily construct rigorous MANET
simulation scenarios.

3 Overview of AODV Routing Protocol

AODV is one of the most popular reactive routing protocols for MANET. In the
following, we will explain its functionalities in a general view. For more detailed
description, see [7].

As a reactive (on demand) protocol, when a node wants to transmit data, it first
starts a route discovery process, by flooding a RREQ (Route Request) packet. The
RREQ packets are forwarded by all nodes by which it is received, until the
destination is found. On the way to destination, the RREQ informs all intermediate
nodes about a route to the source.

When the RREQ reaches the destination, destination sends a Route Reply
(RREP) packet which follows the reverse path discovered by RREQ. This informs
all intermediate nodes about a route to the destination node. After RREQ and
RREP are delivered to their destination, each intermediate node on the route
knows what node to forward data packets in order to reach source or destination.
Thus, the data packets do not need to carry addresses of all intermediate nodes in
the route. It just carries the address of the destination node, decreasing noticeably
routing overheads.

A third kind of routing message, called route error (RERR), allows nodes to
notify errors, for example, because a previous neighbour has moved and is no
longer reachable. If the route is not active (i.e., there is no data traffic flowing
through it), all routing information expires after a timeout and is removed from the
routing table. When a link break in an active route occurs, the node upstream of
that break may choose to repair the link locally if the destination was no farther
than a number of hops away.

AODV is based on DSDV and DSR algorithms. The best advantage to DSR and
DSDV is that in AODV, packets being sent (the RREP packet also) carry only the
address of the destination and not the addresses of all intermediate nodes to make
the delivery. This lowers routing overheads. In AODV, the route discovery process

92 E. Kulla et al.



may last for a long time, or it can be repeated several times, due to potential
failures during the process. This introduces extra delays, and consumes more
bandwidth as the size of the network increases.

4 Simulation System

Simulation is the process of designing a model of a real system and conducting
experiments with this model for the purpose of understanding the behaviour of the
system and/or evaluating various strategies for the operation of the system [22]. In
MANET, simulations are very important to understand the behaviour of routing
protocols, addressing mechanisms, security algorithms, mobility models, and so
on. There are a number of network simulators such as NetSim [23], OPNET [24],
NS2/NS3 [25, 26], which are usually used in the network simulations. In this work
we used NS2, which is equipped with enough modules and analyzing tools.

4.1 NS2

Network Simulator version 2 (NS2) is a discrete event simulator. It is primarily
unix-based simulator build on different modules and uses TCL scripting language
for varying parameters and C++ structured code. The modules included in NS2 are
nodes, links, SimpleLink objects, packets, agents, and applications. There are also
three helper modules: timers, random number generators, and error models. NS2
also consists of radio propagation models, traffic generators, topology generators
for different mobility models and so on.

4.2 Random Way-Point Mobility Model

Random Way point Mobility (RWM) model was proposed in [27] and it is used
widely in simulating MANETs. In NS2, this mobility model can be modelled by
using the setdest tool. In RWM model, the moving directions of nodes are
uncorrelated to each-other.

1. Selects a random starting position in the simulation area (L 9 W).
2. Selects a random location in the area as the next way-point (W).
3. Starts moving towards the destination W, with a randomly chosen speed

between Vmin and Vmax.
4. After reaching destination W, the node pauses for Tp s.
5. Then it repeats steps 2–4, until the simulation time Tmax finishes.

Multi-Flow Traffic Investigation of AODV 93



The movement speed is a key parameter to decide the dynamism of the topology
and therefore changes in routes. For low speeds the topology is almost static and
for high speeds the topology becomes dynamic and the routes change frequently.

4.3 Simulation Topologies

We prepared the simulation environment, considering the parameters during
simulation time, as shown in Table 1. The size of the simulation area is
1000 9 1000 and we use 5 cases with 20, 40, 60, 80 and 100 nodes distributed and
moving randomly in this area. For each case, the nodes move with different
uniformly distributed speeds, based on RWM model. The pause time is considered
2 s. We investigate the effect of node density and speed in AODV performance, by
sending single- and multiple-flow data.

In our previous works, we investigated the performance of the network, in the
case when all nodes were mobile, including source and destination. But, when
source and destination nodes are moving, the number of hops that a packet needs
to reach the destination is strongly related to the distance between the two nodes
(there are also other factors). On the other hand, the distance between source and
destination is a function, which is related to the randomness of way-point selec-
tion. Thus, the communication will be mostly affected by the randomness of the
RWM model, than by any properties of routing protocols. Thus, we chose a static
source and static destination in our scenario.

In Fig. 1, we describe the static position of nodes for our scenario. We send
single-flow data from source and destination nodes, which are positioned in S(200,
200) and D(800, 800), respectively (as shown in Fig. 1a). All other nodes are
moving according to RWM model. We should note that the distance between static
nodes is around 850 m and the packets need at least 4 hops to reach the desti-
nation. In Fig. 1b, we show the scenario, when we send 4 flows in the network,
using two source nodes and two destination nodes. The distance between sources
and destinations is 600 or 850 m.

Table 1 Simulation settings

Functions Values Functions Values

Area size 1000 9 1000 m Pause time 2 s
Number of nodes 20, 40, 60, 80 and 100 Packet rate 200 pps
Transmission range 250 m Packet size 230 bytes
Simulation time 300 s Routing protocol AODV
Speed distributions 1–5, 5–10, 10–20, 20–30
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5 Simulation Results

In this section, we will present the simulation results. We show the total number of
RREQ and RERR as well as the rate of RREP packets over RREQ, in Figs. 2, 3, in
order to understand how is affected the throughput, which is shown in Fig. 4 in
average values during 300-second simulation.

The number of RREQ packets increases when the number of nodes in the
network increases (see Fig. 2a), because RREQ packets are broadcast in a larger
network. We notice also that as the speed of nodes increases, there are more RREQ
packets in the network. We have similar results for RERR also, as shown in
Fig. 2c. In fact, RREP packets are responsible for transmitting route information,
so we show the rate of RREP packets over RREQ packets in Fig. 2b. We show the
rate because RREP packets are sent in response to RREQ packets. In this case
when number of nodes is smaller, the rate is bigger, because the number of RREQ
packets is small.

We also sent multiple flows in the network and show results in Fig. 3. The
dependence from the movement speed is similar as in the single-flow case. We
notice that, the number of RREQ packets is smaller than in single-flow case. This
is an interesting result, as we expected to have more RREQ packets in the case
where there are more data sent in the network. On the other hand, the number of
RERR packets is increased, because the nodes are busier and they may serve to
different routes at the same time. The rate of RREP over RREQ packets has similar
values. We will investigate further in this rate, which seems to be dependent only
on physical conditions of the network and not on the amount of data sent.

Fig. 1 Simulation Scenarios. a One-flow data. b Multi-flow data
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In Fig. 4, we show the throughput results for both single-flow and multi-flow
traffic. Throughput for multiple-flow communication is shown as the average value
for all four flows. In general, throughput decreases as the moving speed increases,
because the routes become unstable from dynamic topology changes. When there
are 20 nodes in the network, the performance is lower, because the area is too big
to get covered by 20 nodes. When the number of nodes increases, throughput
becomes a little better. The area is covered for 40 or more nodes. In the case of
multi-flow communication the average throughput is lower than the single-flow
case. But if we consider that there are four flows, the quality is still good.

6 Conclusions and Future Work

In this paper, we analysed the performance of a AODV by NS2 simulations. We
sent one flow and four flows of data in the network and measured the number of
control packets and throughput, in order to analyze the performance of the network
with different number of nodes and different movement speed of nodes. All nodes
were moving, while source and destination nodes were static. From the simulation
results, we conclude as follows.

• The number of RREQ packets increases when the number of nodes in the
network increases. The number of RREQ packets is smaller in multi-flow case.

• As the speed of nodes increases, there are more RREQ packets in the network
for single-flow and multi-flow cases.

• The rates of RREP over RREQ have similar values for both cases. This rate
seems to be independent on the amount of data sent.

• In general, throughput decreases as the moving speed increases.
• When there are 20 nodes in the network, the performance is lower, because the

area is too big to get covered by 20 nodes. When the number of nodes increases,
throughput improves.
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• In the case of multi-flow communication the average throughput is lower than
the single-flow case.

As future work, we would like to continue the investigation of AODV routing
control packets. For multi-flow communication, we will make a detailed investi-
gation of each flow. We will also consider a more realistic mobility model, which
can test the properties of MANET routing protocols and applications.
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An Estimation Method for Amplitude
Modification Factor Using Floor Area
Ratio in Urban Areas

Kazunori Uchida, Keisuke Shigetomi, Masafumi Takematsu
and Junich Honda

Abstract This paper is concerned with a numerical simulation of electric field
distributions in urban areas by using the 1-ray model combined with 2-ray model.
Introducing amplitude modification factor a and propagation order b of distance,
this model is arranged so that we can deal with propagation in complicated
electromagnetic environments. We show that the two parameters a and b can be
obtained from Hata’s empirical equations. In this paper, we propose an estimation
method for the electric field distributions in complicated propagation environments
in addition to those areas defined by the Hata’s equations by employing statistical
data such as building coverage and floor area ratios. Numerical analyses are car-
ried out to show an example of distribution of amplitude modification factor a in
Fukuoka city.

Keywords Radio propagation � 1-ray model � Amplitude modification factor �
Propagation order

1 Introduction

Recently, demands for wireless communications, such as cellular phones, wireless
LANs, ad hoc networks, sensor networks etc., have rapidly been increasing. In
many wireless systems, base stations (BSs) and/or mobile stations (MSs) are
sometimes located in complicated natural or artificial propagation environments;
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for examples, random rough surfaces (RRSs) such as desert, hilly mountain, sea
surface and so on, or urban, suburban and rural areas. Thus it is important for
wireless communication engineers to estimate propagation characteristics in these
complicated electromagnetic environments in order to achieve the objectives to
construct reliable and low-cost wireless networks [1].

For the simulation of electromagnetic (EM) wave propagation in complicated
propagation environments described above, we have so far proposed field expres-
sions based on 1-ray and 2-ray models by introducing the modification factor a and
the propagation order b of distance [2]. The latter parameter was originally intro-
duced by Hata to empirically estimate the path losses in urban, suburban and open
areas for the introduction of vehicular phone systems in Japan [3].

The two parameters a and b have also been successfully applied to the problem
of EM wave propagation along RRSs [1, 4, 5]. The most interesting feature of the
parameters is that we can evaluate EM field distributions in a simple way based on
the 1-ray or 2-ray model by choosing the parameters appropriately [6, 7]. Moreover,
we can easily evaluate communication distance along RRSs when the input power
of a transmitter and the detectable minimum power of a receiver are given [1, 5].

It is interesting that the propagation order b of distance depends only on the
height of BS antenna according to the Hata’s empirical equations from which we
can obtain an explicit form of path loss Lp in urban, suburban and open areas,
respectively [3]. The 1-ray model, on the other hand, enables us to analytically
compute a in terms of b and Lp, and consequently we can estimate a as long as the
propagation environments are restricted only to urban, suburban or open area. In
case of propagation along RRSs, the above mentioned parameters should be clo-
sely related to the statistical quantities related to RRSs such as deviation of height
and correlation length as well as antenna height of BSs [9, 10]. In urban areas, on
the other hand, the amplitude modification factor a might be closely associated
with the complexity of propagation environments, for example, high density of
high-rise buildings in urban areas.

The main purpose of this paper is to propose an estimation method for the
amplitude modification factor a in terms of building coverage ratio and floor area
ratio in urban or suburban areas. The basis of the present view point is that the
complexity of a city is well explained in terms of these two statistical ratios. We
also show some numerical examples for distributions of the building coverage and
floor area ratios as well as an estimated amplitude modification factor in Fukuoka.

2 Field Expression Based on 1-Ray Model

Now we review the 1-ray model introduced by the authors based on the incident
wave in the free space weighted by amplitude modification factor a, propagation
order b of distance and field matching factor c [6, 7]. It should be noted that the
model is simple but it can be applied effectively to the estimation of EM field
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distributions in many complicated propagation environments, such as urban,
suburban and open areas as well as RRSs. In other words, we can always
approximate EM field distributions in any complicated propagation environments,
only if the parameters a and b are employed appropriately for numerical com-
putations. The electric field expression in far zone r � kð Þ is summarized as
follows [6, 7]:

E rð Þ ¼ 10a=2010 b�1ð Þc=20r 1�bð ÞEi rð Þ ð1Þ

where r ¼ rj j is the distance from the source antenna to a receiving antenna as
shown in Fig. 1. The field matching factor c is defined by

c ¼ 20 log10 C rð Þ½ � ð2Þ

where the field matching distance is defined by

C rð Þ ¼ r Et rð Þj j= Ei rð Þj j ð3Þ

It is sufficient for the distance r to be chosen as a maximum communication
distance.

The incident field in the free space is expressed as follows [11, 12]:

Et rð Þ ¼ Ei rð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30GsPs

p
� jps � rs j

rs
� e

�jj0 r0

r0
er rð Þ: ð4Þ

where the time dependence ejxt is assumed and j0 ¼ x
ffiffiffiffiffiffiffiffiffi
e0l0

p
is the wave number

in free space with permittivity e0 and permeability l0. In Eq. (4) we have assumed
that the source is a small dipole antenna with input power Ps and gain Gs ¼ 1:5.

On the other hand, the total field above a ground plane is given by the sum of
the incident and reflected fields as follows:

Et rð Þ ¼ Ei rð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30GsPs

p
� jps � rs j

rs
� e

�jj0 r0

r0
er rð Þ: ð5Þ

The electric field vector for the reflected wave is given by

er rð Þ ¼ Rv hið Þ Hv rs; psð Þ �Hv rs; nð Þ½ �Hv rr; nð Þ
þ Rh hið Þ Hh rs; psð Þ �Hh rs; nð Þ

� �
Hh rr; nð Þ

ð6Þ

where rs is the position vector from the source to the reflection point, and rr is the
position vector from the reflection point to the receiving antenna as shown in

Fig. 1 Incident ray related
vectors
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Fig. 2 together with r0 ¼ rsj j þ rrj j. The vertical and horizontal unit vectors used
in Eqs. 4 and 6 are defined by

Hvðr; pÞ ¼ ðr� pÞ � r

jðr� pÞ � rj ; Hhðr; pÞ ¼ r� p

jr� pj ð7Þ

where p is an arbitrary unit vector. Moreover, the Fresnel reflection coefficients for
the vertical and horizontal electric field components are given by [11, 12]

Rh hið Þ ¼ cos hi �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c � sin2 hi

p

cos hi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c � sin2 hi

p ; Rv hið Þ ¼ �c cos hi �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c � sin2 hi

p

�c cos hi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c � sin2 hi

p ð8Þ

where ec ¼ er � jr=xe0 is the complex permittivity of the ground plane with
dielectric constant er and conductivity r. In the subsequent numerical examples we
select the parameters such that er ¼ 5:0 and r ¼ 0:0023 [S/m] corresponding to a
dry soil constituting the ground plane. The angle hi in Eq. (8) is the incident angle
of the incident ray at the reflection point.

In the far zone r � kð ÞÞ, the field matching distance C rð Þ can be approximated
as follows:

CðrÞ ’ C0 ’ 2j0hbhm: ð9Þ

It should be noted that Eq. (9) holds within 91.5 % numerical error for r ¼ C0 and
within 99.3 % for r ¼ 5C0. As a result, it can be concluded that the electric field
intensity above a plane ground plane is enhanced as the source and receiving
antenna heights are increased.

3 Communication Distance and Path Loss

Since the direction vectors of the source and receiving antennas are ps and pr as
shown in Fig. 1, the received power of the small dipole antenna can be expressed
as follows [11, 12]:

Fig. 2 Reflection ray and
related vectors
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Pr ¼ k2Gr E � prj j2= 4pZ0ð Þ ð10Þ

where Gr ¼ 1:5 is the gain of the small dipole receiving antenna and Z0 ’
120p X½ � is the intrinsic impedance of the free space. Combining Eqs. (1) and (4),
the electric field intensity according to the 1-ray model is given by

E1j j ¼ 10
a
20 � 10

b�1ð Þc
20 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30GsPs

p
� r�b ð11Þ

where the antenna orientation is assumed to be arranged so that the maximum
received power may be obtained. Let Emin be the minimum detectable electric field
intensity. Then, Eq. (11) yields the maximum communication distance Dc as
follows:

Dc ¼ 10
a

20b � 10
ðb�1ÞC
20b � 30GsPsð Þ

1
2b� Eminð Þ

�1
b : ð12Þ

Assuming the ideal isotropic source and receiving antennas with unit gain
Gs ¼ Gr ¼ 1 in accordance with the Hata’s empirical equations, the received
power in Eq. (10) can be rewritten in [dB] as follows:

Pr dBW½ � ¼ Ej j dBV=m½ � � 10 log10 Z0 þ 10 log10 k2
�
4p

� �
ð13Þ

where k ¼ c=f ¼ 2pc=x is the wave length in the free space with frequency f [Hz]
and light velocity c ¼ 3� 108 [m/s].

Since the path loss Lp is given by the difference between the transmitted and
received powers in [dB], it is described as follows [3]:

Lp dB½ � ¼ Ps dBW½ � � Pr dBW½ �
¼ Ps dBW½ � � Ej j dBV=m½ � þ 10 log10 Z0 � 10 log10 k2

�
4p

� �
:

ð14Þ

Equation (14) indicates that the received electric field can be derived from the
path loss Lp as long as the input power Ps is specified. According to the 1-ray
model in Eq. (1), the path loss defined in Eq. (14) is rewritten for the 1-ray model
as follows:

Lp dB½ � ¼ �a� b� 1ð ÞCþ 20b log10 r � 10 log10 30

þ 10 log10 Z0 � 10 log10 k2
�
4p

� �
:

ð15Þ

As a result, the relation between a and b can be explicitly described by Eq. (15), as
far as the path loss Lpis known experimentally or theoretically.

Path losses in the urban, suburban and open areas can be estimated from the
Hata’s empirical equations [3]. One of the important features is that b depends
only on the BS antenna height hb [m] as follows:

b ¼ 44:9� 6:55 log10 hbð Þ=20 ’ 2:25� 0:33 log10 hb: ð16Þ

It is interesting that b is independent on other parameters which would be affected
by natural or artificial environments where experimentations were performed.
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Thus Eq. (15) leads to an explicit expression for a based on the 1-ray model as
follows:

a ¼ �Lp½dB� � b� 1ð ÞCþ 20b log10 R

þ 20 log10 fc þ 60bþ 20 log10 4p=300ð Þ
ð17Þ

where some unit conversions have been made in accordance with the Hata’s
results; that is, f Hz½ � ! fc MHz½ � and r m½ � ! R Km½ �. It should be noted that the
above formulation is restricted only to the urban, suburban and open areas, and
thus we must interpolate the amplitude modification factor a in other regions
approximately [13].

For example, if we select as hb ¼ 30 [m], Eq. (16) yields b ¼ 1:76. And if we
choose as fc ¼ 800 [MHz], hm ¼ 1:5 [m], er ¼ 5:0 and r ¼ 0:0023 [S/m], Eq.
(17) together with Lp from Hata’s empirical equations provides amplitude modi-
fication factors au ¼ �37:3 [dB], as ¼ �27:7 [dB] and ao ¼ �9:3 [dB] in urban,
suburban and open areas, respectively.

4 Building Coverage Ratio and Floor Area Ratio

In Japan the statistics of buildings and houses in a city are described in terms of the
two parameters; one is the building coverage ratio KD indicating the total covered
area on all floors of all buildings on a certain site area, and the other is the floor
area ratio YD denoting the ratio of the total floor area of buildings to the site area.
They are classified into gross and net data, that is, (GKD, GYD) and (NKD, NYD)
depending on whether they include road and park areas or not. We have obtained
these data from the local government in Fukuoka. Figure 3 shows the net building

Fig. 3 Net building
coverage ratio
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coverage ratio GKD in Fukuoka, and Fig. 4 depicts the gross floor area ratio GYD
in Fukuoka.

Now we assume that acan be approximated by the Lagrange interpolation in
terms of the gross floor area ratio GYD as follows [14]:

a ¼ y� ysð Þ y� yoð Þ
yu � ysð Þ yu � yoð Þ au þ

y� yuð Þ y� yoð Þ
ys � yuð Þ ys � yoð Þ as þ

y� yuð Þ y� ysð Þ
yo � yuð Þ yo � ysð Þ ao ð18Þ

where au, as and ao are the amplitude modification factors a in urban, suburban
and open areas, respectively. The parameter y is given in the form of a parametric
representation with respect to GDY as follows:

yp ¼ f xp
� �

p ¼ u; s; oð Þ ð19Þ

where xu, xs and xo are the gross floor area ratios GYD in urban, suburban and open
areas, respectively.

Figures 5 and 6 shows an example of interpolated a in Fukuoka where we have
selected ‘‘Tenjin’’ as an urban area with xu ¼ 435:8, ‘‘Hakozaki’’ as a suburban
area with xs ¼ 87:2 and ‘‘Heiwa’’ as an open area with xo ¼ 5:2, respectively. It is
worth noting that ‘‘Tenjin’’ area is the center of commercial district and ‘‘Heiwa’’
area is one of the graveyards in Fukuoka. Moreover, we have assumed that the
parametric function is denoted by y ¼ xg, and we have selected as g ¼ 0:4 in this
numerical example.

Fig. 4 Gross floor area
ration
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5 Conclusion

In this paper, first we have reviewed the 1-ray model combined with the 2-ray
model to estimate propagation characteristics in complicated electromagnetic
environments such as urban, suburban and open areas. Second, we have shown the
building coverage ratio GKD and the floor area ratio GYD of Fukuoka city in terms
of the method of vector interpolation. Finally, we have proposed an approximate
estimation algorithm for the relationship between amplitude modification factor
aand gross floor area ratio GYD. Some numerical results have also been shown to
demonstrate the effectiveness of the proposed estimation method.

Estimation for path loss and communication distance in cities deserves as a
future problem.

Fig. 5 Interpolated a by
GYD

Fig. 6 Amplitude
modification factor �að Þ
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A SURF Feature Based Building
Recognition System for Distinctive
Architectures

Shio-Wen Chen, Yi-Hao Chung, Hsin-Fu Chien
and Chueh-Wei Chang

Abstract Buildings plays a very important role in the development of culture, art,
history, and in our daily life. If we can retrieve unique features for describing a
building, it might have some helps for architecture history, digital resources of
architecture, even for determining the position of a person in the urban area. As the
popularity of smart mobile devices, if we could have some interesting application
for getting information of buildings around user, by captured building images in
any direction and view, it will be a great help for the promotion of culture and
tourism industry. In this paper, we propose a preliminary building recognition
system using the SURF and color features for distinctive buildings in a city. This
system using Google Street View’s images as a feature learning database. Based
on the research of buildings’ characteristics in a modern city, the recognition
system can identify buildings efficiently in different scales, rotation, and partial
occlusion of the building’s image in this system.

Keywords Building recognition � SURF � Object recognition � Google street
view
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1 Introduction

Buildings plays a very important role in the development of culture, art, history,
and in our daily life. Buildings is a visible object every where in the modern city
around the world. For object recognition, a building’s appearance can extract many
classification features. If we can extract these features, it can help the digital
archive of architecture resources. Due to the popularity of smart mobile devices, if
there has some application for tourists [1] or foreigners to get some interesting
information, it will improve the promotion of the city and tourism Industry. Also
the density of buildings is very high in urban city, we could use this recognition
technology to improve GPS localization [2].

Object Recognition usually faced the following problems: lighting condition,
rotation, displacement, and scale changes. Building recognition also includes these
problems because of the difference between construction materials, weather, and
shooting time. One of the characteristics of cities in Taiwan is the high density of
every kinds of buildings, and the color of building is usually in the same tone.
Since the variation of residential buildings is not many and usually with familiar
design and color, the combination of residential and commercial buildings give a
great chance for distinctive building recognition.

Base on the specific design attribute in Taiwan, we want to focus on those
special architectures, because these attributes should become many great land-
marks, as well as for the building object recognition. The color feature of these
buildings will also become one of the important features. In this paper, we will
propose a method for recognizing distinctive buildings based on Taipei city. By
this color and feature point matching method, we can recognize those buildings in
different position, scale, and in different parts.

2 Related Works

Since the 1980’s, the building recognition is an important issue for sense remote
[3]. In 2000’s, there are some researches of building recognition based on high-
resolution aerial images [4]. Due to the advances of object recognition methods
and the population of mobile device, there have been some building recognition
researches that attempted to recognize architectures with special meanings in our
life.

Lim and Kim [2] proposed a building recognition system of mobile device.
They used GPS to limit the range of retrieval. Chung et al. [5] proposed the
building recognition with huge change in scales and perspectives. Besides, Zhang
and Kosecka [6] present the building recognition use localization based features.
From those researches, we can find out that the suggested method of feature
extraction for building recognition is the SIFT feature. We will use SIFT’s scale-
invariant based descriptor for providing a robust building recognition.
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Those researches of building recognition used the ZuBuD database [7] for
building feature learning. The ZuBuD database contains many building images
that captured in Zurich city. In order to construct a similar database for building
recognition in Taiwan, we want to use the Street View function provided by the
Google Map to extract the building images for this building database.

The Scale-Invariant Feature Transform (SIFT) that we will use is proposed by
D. Lowe in 1999. This algorithm is wildly used in object recognition, because it
can work robustly in many common problems of recognition, such as scale
changing, light changing, rotation, and displacement of matching objects.

Because the SIFT algorithm spends lots of time on computing Difference of
Gaussian (DoG) and constructing image pyramid, Bay [8] proposed another SIFT
improved method called SURF (Speed up Robust Feature). By using integral
image and the Hessian Matrix, the SURF can speed up the computation of DoG
and image pyramid.

Juan et al. [9] have made a comparison of time consumption for scale, rotation,
blur, illumination, and affine transform between SIFT, PCA-SIFT and SURF
methods. From the results shown in their paper, SURF is much more robust and
fast than SIFT. We also did the same experiments to compare the SIFT and SURF
features. The results support that the SURF feature extraction and matching takes
less time than SIFT, also matches between feature points quite well. So we will use
the SURF feature for one of our features in this building recogniton system.

In general, there are several problems such as camera angle, distance between
building and user, lighting, the image quality and color tone will severely affect the
matching efficiency. To find the limitation of our system, we test some matching
condition of SURF and color:

(1) Too many buildings in one picture.
When the distance between building and user who shot the picture is too far,
the image could include too many buildings and hence makes the recognition
fail.

(2) Camera angle.
If user is too close to the building, the camera angle is not appropriate for
shooting. Because the sun light and the image would contain the eaves, the
recognition will fail.

(3) Lighting effect.
At night, there might be some different light source with colors, or the image is
too vague because of dark.

(4) Image quality.
The quality of image resolution and camera lens is important for the color
matching. In mobile devices, there also have many application software for
adding special effect on images that will cause a bad matching result.

By these tests, we can realize that this building recognition system still has
many limitations. It won’t be easy to solve all these problems at any places and
any time.
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3 Sysytem Architecture

According to the above related works and characteristics of building in Taiwan,
this system is divided in two parts: (1) Building Feature Learning Phase and (2)
Building Feature Recognition Phase (searching and matching), as shown in Fig. 1.

In Feature Learning, our system will attempt to extract features from the Go-
ogle Street View images. For getting more features for recognition, this system
will use three images of the same building of different angles. These three images
are grabbed from different positions from the Google Street View. For recognition
accurately, our system will use color feature to find the same building in different
images. Then we can specify the region of building (ROB), and extract those
common SURF features from the ROBs.

In Feature Recognition, our system will use color feature first, to examine the
color of building between query image and learning database is similar or not to
speed up the recognition process speed. After matching color, our system will next
extract the SURF features of image and output the searching and matching results.

Several major processing modules in our system are listed and described as
followings:

(1) Get Images from Google Street View:
Download street view images from the Google Map by specific API function
calls.

Fig. 1 System architecture diagram
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(2) Building Feature Extraction:
First, we can combine several designate parts of street view images according
to the specific order and place provided by the Google to put the building
together. Then extract the color feature of this building. Use color histogram to
extract color of this building and store the color feature information.
According to the color feature, get the ROB for extracting SURF feature.
Finally we store both color and SURF features into learning database for
recognition.

(3) Load Contents of a Query Image.
(4) Extract Color Feature from Query Image.
(5) Color Feature Matching:

Matching color feature from query image and database that try to find if there
has similar color in both. If matched, extract SURF features for feature
matching next. Otherwise, output the result.

(6) Extract SURF Features.
(7) SURF Feature Matching:

First, our system will match sign of the Laplacian. Next, use NNDR method to
compute the Euclidean distance between SURF feature descriptors. It will be
introduce in the next Section.

(8) Output Results:
Report the name and image of the building or similar buildings.

4 Feature Learning

In feature learning phase, we need to get the image of the Google Street View and
extract color and SURF features from the buildings.

For the first step, we have to get the Google Street View for feature learning.
Google street view image has its pano_id. So we have to find the pano_id for
download the images. From Google Street Static API [10], we know that we can
access the Google Street View image database by using the URL command, such
as, http://cbk0.google.com/cbk? output = xml&ll = [x,y].

Then, we can download each part of image as shown in Fig. 2. By the regular
arrangement, we could only download and cut the parts of we need. We use three
images of different viewpoints of each building for corresponding feature learning.

Because the regular arrangement and the building’s characters, we can also get
the color histogram from parts of the buildings, and store the histogram of this
image. In most of the cases, we can see there are still many other objects in this
image. So we use try to remove those irrelevant objects by using the image
processing method from the back projection, the dilation and erosion, to find the
ROB shown in Fig. 3.
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Next, we will extract the SURF feature from the ROB. The major operation of
SURF [11] extraction is as followings:

(1) Create an Integral Image.
(2) Use Hessian Matrix and filter box to replace DoG (Difference of Gaussian) and

Image pyramid for finding extreme value and construct scale space.
(3) Use Haar-Like features to define the orientation of keypoints.
(4) Compute the descriptors of keypoints.

We use the open SURF library for SURF extraction. Our system will store the
SURF features of this building in a surf learning database.

Fig. 2 The Google street view images

Fig. 3 The region of building (ROB) operations. a Original image. b After the back projection.
c After the erosion and dilation operation. d The region of building
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5 Feature Matching

After feature extraction, we can load image for building recognition. As shown in
Fig. 4, we have to extract and matching the color feature first for speed up
efficiency.

We use correlation coefficient to decide the color is match or not. In Eq. (1), H1

is the histogram of query image, and H2 is the histogram of learning images. The
correlation coefficient r H1;H2ð Þ is defined as:

r H1;H2ð Þ ¼
Pn

i H1 ið Þ � H1
� �

H2 ið Þ � H2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i H1 ið Þ � H1
� �2

H2 ið Þ � H2
� �2

q ð1Þ

where

H1 ¼ 1
n

Xn
i

H1 ið Þ; ð2Þ

H2 ¼ 1
n

Xn
i

H2 ið Þ: ð3Þ

Fig. 4 Feature matching diagram
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If the query image has a similar color of buildings, system will extract SURF
features for next step building recognition. For accelerating, system will compare
sign of Laplacian first. To match the sign of the Laplacian means to decide the
Hessian matrix is the local extreme value or not. This is a very simple and effective
way for the first step of SURF feature filtering and matching.

Then we use Nearest Neighbor Distance Ratio (NNDR) [11] for feature
matching. Assuming X and Y are the features points of query image and feature
data. We can get P X; Yð Þ which is a set of Euclidean distances between X, Y. And
p1 X; Yð Þ; p2 X; Yð Þ are the first and second nearest distance. As the Eq. (4), we
could get a q presents a threshold of descriptor matching.

p1 X; Yð Þ
p2 X; Yð Þ\q; q 2 0; 1½ � ð4Þ

Because query images would only have part of buildings, we chose q = 0.5 and
r H1;H2ð Þ 2 0:3; 1½ � for the boundary of recognition.

6 Experimental Result

We choose the characteristic buildings alone the Nangang Line of MRT in Taipei.
And the test query images are grabbed in different viewpoints, weather, and
lighting conditions.

For increasing the accuracy, user can select a specific region in the query image
with a building that want to query. Then system will output the result(s) on the
right side of the system interface. The result in the Rank 1 should be the correct
answer.

Table 1 is the experimental results of this system. For each building, we choose
10 to 20 images in different position, scale, weather and lighting. There also has 30
wrong images inclused in learning database for recognition.

The false case of the Guang Hua mall2 indicates a big Ad on the wall. Once the
Ad is changed, the building recognition will cause a wrong matching result.

Table 1 Experimental results

Building name Total images TP FP FN Precision rate (%) Recall rate (%)

Belavita 46 16 0 0 100 100
Shin Kong A8 50 20 0 0 100 100
BR4 48 18 0 0 100 100
Eslite 45 15 0 0 100 100
Guang Hua mall 45 0 0 15 0 0
Sunyung building 45 15 1 0 90.9 100

TP True positive, FP False positive, FN False negative
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7 Conclusion and Future Work

In this paper, we proposed a preliminary system using appearance of the building
for recognizing distinctive architectures in Taipei. This system used color for
filtering the buildings and speed up processing time. Then, this system matches
buildings by SURF features. There are some limitations such as too many build-
ings in one picture, lighting condition and the Ads on the buildings.

Some of the special functions will be improved for this system in the future,
such as clustering and indexing algorithmfor the database construction. We will
also attempt to design a fully automatic robot to download the Google Street View,
and can create the whole city image for feature learning.
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A Kinect-Based System for Golf
Beginners’ Training

Yi-Hsuan Lin, Shih-Yu Huang, Kuei-Fang Hsiao, Kuei-Ping Kuo
and Li-Tieng Wan

Abstract Golf is well known worldwide as a prestigious and enjoyable sport.
However, access to golf has been limited by high training costs, such as coaching
fees, equipment, and course/driving range fees. This paper proposed a cost-
effective golf assistive system, which is designed for golf beginners. This system
uses Kinect sensor to detect beginners common swing mistakes. The experimental
results indicate that the accuracy ratio in detection of errors is over 80 %. This
paper provides a useful alternative assistive system for improving golf swings.

Keywords Golf swing � Posture movement � Kinect

1 Introduction

Golf is a sport pursuing both accuracy and distance. Unlike other sports, lower
number of strokes has a better performance in the Golf. Nevertheless, an effective
swing plays an important issue in this sport, and swing accuracy carries more
weight than hitting distance for all golf players. A swing is composed by many
copulative movements including the motion of knees and wrist, and spins of
shoulder, hip and spine. Constantly practicing and practicing in a proper way are
critical matters in picking up accuracy.
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General speaking, an upswing is triggered by the foot and followed by the torso.
Firstly, the body’s center-of-gravity position moves to the right foot, then waist,
shoulder and arms are spin one after the other near simultaneously. When comes to
down swing, body’s center-of-gravity position shifts from the right foot to the left.
Following the body movement, arms fall naturally as drawing a circle and the
impact of the club and the ball takes place thereafter. Many crucial factors
involved in the swing which demands excessive practice specially the coordination
of foot, lower body, upper body, arms, hand and even head. It is so challenging that
frustrated many beginners.

In order to improve the swing skills for beginners, a common practice is to hire
instructor to provide hands-on lessons at the golf range. Other than the consid-
erably expense of hiring instructor, experienced and capable instructors are not
available everywhere all the time. In order not to discourage beginners, many golf
swing assist systems that use modern technology have been proposed. In the
related studies, sensor [1–7], motion capture [8, 9], and video processing [10–17]
are the three most popular approaches. For example, Ghasemzedeh et al. (2009) [1,
2] and K-Vest [3] install sensors on player, and Ghasemzedeh [4, 5] also designed
clubs with built-in sensors. King [6] and Burchfield [7] designed the swing assist
system by using accelerometer and gyroscope. Blake et al. [8] (2008) adopted
Motion Capture to analyze the swing. Urtasun et al. [16] (2006) use human body
3D motion detector to track 3D motion. I. Karliga et al. [17]. (2006) collected 2D
objects from video, and then use this objects to build 3D motion.

This research proposed a swing assistive system aiming to help beginning
players. Based on previous studies of swing theory and established model, this
research first introduces 6 common mistakes on swing motion. A swing assistive
system utilized the Microsoft Kinect to capture the swing motion, and automati-
cally detect the swing mistakes. The remainder of this paper is organized as
follows. The common mistakes on swing motion of golf beginners are shown in
Sect. 2. Section 3 describes schemes utilized in the proposed Kinect-based
assistive system. The experimental results are given in Sect. 4. Conclusions are
provided in Sect. 5.

2 Common Mistakes on Swing Motion

Common mistakes comprised improper motions of knee, shoulder, head, hand, and
the most important center-of-gravity. Figure 1 summarizes those common mis-
takes on swing motion obtained by 67 students from a 2011 Physical Education
class. Though there are right-handed player and left-handed players in golf, this
research focused on right-handed players, since it can be quickly reversed for Left-
handed player. Common mistakes of golf beginners can be classified into 6 types.
Table 1 gives incidences of these 6 types of mistakes. The details of them are
described in the following.
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(a) (b) (c) (d)

(e) (f)

(i)

(k) (l)

(j)

(g) (h)

Fig. 1 Common mistakes on swing motion. a Correct SE1. b Incorrect SE1. c Correct SE2.
d Incorrect SE2. e Correct SE3. f Incorrect SE3. g Correct SE4. h Incorrect SE4. i Correct SE5.
j Incorrect SE5. k Correct SE6. l Incorrect SE6
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• SE1: In ready position, the position of left shoulder is lower or equal to that
of right shoulder
SE1 type mistake is one of common mistake in swing. The incidence of SE1 is
about 0.82. This mistake will decrease the spin power, and the impact of the
sweet point will be missed. As a consequence, the flying distance and accuracy
of the golf ball will be ineffectively.

• SE2: In ready position, the hand grip position isn’t close to left leg
Golf beginners usually put their hand grip in the middle of two legs. The correct
hand grip position should be closed to left leg. SE2 type mistake is also one of
common mistake in swing. The incidence of SE2 is about 0.81. If SE2 occurs, it
will cause the golf ball fly to the left of the course.

• SE3: In ready position, knees are not bent
SE3 type mistake would lead to the insufficient swing scale. The flying ball may
shoot high but not far. Keep knees bend could stabilize body and increase swing
stability.

• SE4: In upswing, left shoulder fails to rotate to the center
During swing, the upper body should be the axis of the spin. To have the correct
swing, shoulders should rotate thereafter against the axis, so does the club.
Therefore the tip of club will draw a cycle in the air, and the center is the torso.
Fail to rotate the shoulder indicates the upper body is not spin, and the club is
not drawing the cycle.

• SE5: In upswing, the height level of the body is not maintained
The SE4 type mistake will make the player shift his/her aiming point. By
missing the sweet point, the flying direction and distance of the golf ball is not
possible to foresee.

• SE6: In backswing, center-of-gravity shifts too much in the final stage
The shift of body’s center-of-gravity from right to left renders extra power in the
ball hitting during the backswing. This move can reinforce the strength of spin
that increases flying distance. However gravity shifting is a very touchy and fine
act, and easily over do. The movement starts moment before the impact of the
club and the ball. Major action mainly takes place in the lower body particularly
between two legs.

3 The Proposed Detection System

This System collects human body’s information from Kinect sensor to detect
mistakes of a golf swing. Kinect provides 20 different joints of human skeleton
shown in Fig. 2. All of the joints are displayed as a set of coordinates x, y, zð Þ,

Table 1 Incidences of common mistakes

Types of mistakes SE1 SE2 SE3 SE4 SE5 SE6

Incidence 0.82 0.81 0.40 0.78 0.54 0.54
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where CCD capture offer x and y value and infrared capture offer z value. The
following discussed mathematical techniques used in the system for detection.

• Golf swing phase detecting technique
This technique uses HAND_LEFT joint’s x value and y value to apart each
phase of golf swing. Figure 3 displays the trajectory of HAND_LEFT joint’s on
x-y plane. Figure 3 has two important points. One is swing start point

xstart; ystartð Þ another is the highest point of upswing xtop; ytop
� �

. Swing start

point is the first point of swing, and usually stays the same position in little time.
Let xi; yið Þ be HAND_LEFT joint’s x value and y value at frame i. If xi; yið Þ are
similar in continuous frame’s, then record as swing start point xstart; ystartð Þ. This
system will determine the phase to address whether xi; yið Þ differs from
xstart; ystartð Þdue to some people test the swing but not impact the ball.

Fig. 2 Human skeleton
information from Kinect

Fig. 3 The trajectory of
HAND_LEFT joint’s on x-y
plane
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When xi [ xstrt and yi \ ystart, the swing phase is upswing. In this phase, the
system will check current yi, which is continuous decreasing. In other words,
HAND_LEFT joint continued rise up. If yi becomes to the minimum value,

HAND_LEFT joint’s x and y value will be xtop; ytop
� �

, that is the end of

upswing. Number N will count how many frames in upswing, and use in
backswing.

When HAND_LEFT joint leave the point xtop; ytop
� �

, the system will determine

the phase is downswing. In this phase the system will check current xi, which is
continuous decreasing. If xi equals to xstart, then it ends downswing and turns to
backswing. This system use Heuristic to determine the end of backswing. This
system considers the frame count of upswing and backswing are similar, so
when it comes to backswing, N will decrease as the frame count of backswing
increase. If N = 0, then it ends back swing.

• SE1 detecting technique
The system use SHOULDER_LEFT and SHOULDER_RIGHT joints to detect
this mistake. If SHOULDER_RIGHT joint’s y value greater than SHOUL-
DER_LEFT joint’s y value, the player right shoulder higher than left shoulder.
In other words, ySHOULDER RIGHT minus ySHOULDER LEFT greater than a
threshold number, this means the action correctly. Equation 1 gives the
detecting details of SE1.

if ySHOULDER RIGHT � ySHOULDERLEFT

� �
�TH1; SE1 ¼ 0

Otherwise; SE1 ¼ 1

�
ð1Þ

where TH1is a threshold, which is set by system.
• SE2 detecting technique
The system use HAND_RIGHT, HIP_CENTER and KNEE_RIGHT joint’s x
value to detect SE2 mistake. Equation 2 gives the detecting details of SE2.

if xKNEE RIGHT\xHAND RIGHTð Þ and xHAND RIGHT\xHIP CENTERð Þ; SE2 ¼ 0
Otherwise; SE2 ¼ 1

�

ð2Þ

• SE3 detecting technique
SE3 could be detecting by HIP, KNEE and FOOT joint, which form a triangle.
If HIP to KNEE joint’s distance plus KNEE to FOOT joint’s distance longer
than HIP to FOOT joint’s distance, knees should bend. Equation 3 gives the
detecting details of SE3.

if DR
HK + DR

KF

� �
- DR

HF [TH2; SE3 = 0
if DL

HK + DL
KF

� �
- DL

HF [TH2; SE3 = 0
Therwise, SE3 = 1

8<
: ð3Þ
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where

DR
HK ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xHIP RIGHT � xKNEE RIGHTð Þ2þ yHIP RIGHT � yKNEE RIGHT

� �2
;

q

DR
KF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xKNEE RIGHT � xFOOT RIGHTð Þ2þ yKNEE RIGHT � yFOOT RIGHT

� �2q
;

DR
HF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xHIP RIGHT � xFOOT RIGHTð Þ2þ yHIP RIGHT � yFOOT RIGHT

� �2q
;

DL
HK ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xHIP LEFT � xKNEE LEFTð Þ2þ yHIP LEFT � yKNEE LEFT

� �2q
;

DL
KF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xKNEE LEFT � xFOOT LEFTð Þ2þ yKNEE LEFT � yFOOT LEFT

� �2q
;

DL
HF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xHIP LEFT � xFOOT LEFTð Þ2þ yHIP LEFT � yFOOT LEFT

� �2
;

q

where TH2is a threshold, which is set by system.

• SE4 detecting technique
SE4 could be detecting by use SHOULDER_LEFT and SHOULDER_CENTER
joint’s x value and z value, which form the plane. But when shoulder rotates
around SHOULDER_CENTER could be cover joint’s position. This situation
could get error skeleton information. This paper propose a method, which use
HIP_CENTER joint’s x value and z value to approach SHOULDER_CENTER
joint’s x value and z value. Equation 4 gives the detecting details of SE4.

ALC
SHip [TH3; SE4 = 0
Otherwise, SE4 = 1

�
ð4Þ

where ALC
SHip = tan�1 zSHOULDER LEFT�ð zHIP CENTERÞ= xSHOULDER LEFT � xHIPð

CENTERÞ, and TH3 is a threshold, which is set by system, and 0�\TH3�
• SE5 detecting technique
SE5 could be detecting by HEAD joint’s y value. Suppose a swing have n
HEAD points, which yHead1; yHead2;...; yHeadn

� 	
are HEAD joint’s y value.

Assumed VHead = Var yHead1; yHead2;...; yHeadn
� 	

, which is y value variance.
Equation 5 gives the detecting details of SE5.

VHead \TH4; SE5 = 0
Otherwise, SE5 = 1

�
ð5Þ

whereTH4 is a threshold which is set by system and 0 \TH4:
• SE6 detecting technique
SE6 could be detecting by HIP_CENTER joint and xstart. Equation 6 gives the
detecting details of SE6.

if xstart � xHIP CENTERð Þ \TH8; SE6 = 0
Otherwise, SE6 = 1

�
ð6Þ

where TH5 is a threshold which is set by system and 0 \TH5:
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4 Experimental Results

This system is implemented on the PC Platform utilizing Kinect to detect begin-
ner’s common mistakes in golf swing. Microsoft Kinect device has two CCDs, one
for color image, and the other for image depth by using infrared. Figure 4 shows
the system architecture. Table 2 displays detection’s results obtained by 26 golf
beginners. This paper uses R to explain the performance of the proposed system.
R is denoted as the percentage that golf coach and this system have the same
judgment for each swing. For SE1, RSE1=0.88. The number means 4 beginners
were determined correct by the coach whereas this system determine 1 player is
correct and 22 beginners were determined error by the coach whereas this system
also determines 22 players are error. So, RSE1¼ 1 þ 22ð Þ=26:

Overall, the detection rates of the proposed system are more than 80 %. Only
SE4 correct rate is lower than 80 %. This is the results of occlusions among
skeleton joints in a shoulder’s rotations. SHOULDER_LEFT and SHOUL-
DER_RIGHT joints would be covered when shoulder rotation since this system’s
Kinect sensor was be located in the front of players. In this situation, Kinect sensor
cannot provide enough skeleton information as a result of lower values of R.

Table 2 The performance of the proposed system

Number of correct swings judged by
coach

Number of error swings judged by
coach

Common
swing
mistake

R Number of correct
swings judged by
the proposed
system

Number of error
swings judged by
the proposed
system

Number of correct
swings judged by
the proposed
system

Number of error
swings judged by
the proposed
system

SE1 0.88 1 3 0 22
SE2 1.00 13 0 0 13
SE3 1.00 11 0 0 15
SE4 0.69 15 7 1 3
SE5 0.84 7 3 1 15
SE6 1.00 13 0 0 13

Kinect

Projector
Fig. 4 The proposed stem
architecture
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5 Conclusions and Future Works

This paper proposed a Kinect-based assistive system to detect beginner’s swing
common mistakes. The experimental results shows that the proposed system could
effective detect these mistakes. However, it is still needed to be further investi-
gated to provide helpful guidance to improve swing motion after mistakes are
detected.
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A Hill Climbing Algorithm for Ground
Station Scheduling

Fatos Xhafa, Xavier Herrero, Admir Barolli and Makoto Takizawa

Abstract Ground Station Scheduling arises in satellite mission planning and
belongs to scheduling family with time windows. It is know for its high compu-
tational complexity and hardness to solve to optimality. In fact, in some cases it is
even hard to find a feasible solution that satisfies all user requirements and
resource constraints. In this paper we present a Hill Climbing (HC) algorithm for
the problem, which is a fast local search algorithm. Despite of being a simple
search method, HC showed a good performance for small size instance while
could not cope with medium and large size instances. The Satellite Toolkit is used
for its experimental study and performance evaluation.

Keywords Hill climbing � Ground station scheduling � Spacecrafts � Multi-
objective optimization � Satellite toolkit

1 Introduction

Scheduling with window times is a large family of problems that arise in logistics,
in airport aircraft maintenance process, schedules for bus-drivers, project planning,
logistics, etc. (see e.g. [1–4]). These problems are usually classified as either fixed
time task scheduling, when the window start time and length are a priory fixed, or
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variable task scheduling when the window start time and length are variable. Such
scheduling problems have been also studied in the satellite mission-planning
domain, where teams of ground stations are to communicate with spacecrafts. For
instance, in scheduling earth observation activities [6] or satellite imagery tasks [7].

Most formulations of both fixed time scheduling and variable time scheduling
have been shownNP-hard and thus their resolution is addressed through heuristic and
meta-heuristic methods [8–10]. In this paper we present a local search algorithm,
namely, a Hill Climbing algorithm, for solving the Ground Station Scheduling.

The rest of the paper is organized as follows. We introduce the problem definition
in Sect. 2. The Hill Climbing algorithm and its instantiation for the problem is pre-
sented in Sect. 3. The experimental evaluation of the algorithm using STK-Satellite
Toolkit is given in Sect. 4. We conclude the paper in Sect. 5 with some remarks.

2 Ground Station Scheduling

Ground Station Scheduling aims at finding an optimal planning of communications
between spacecraft (SC) and operations teams of Ground Station (GS). In its
general formulation one assumes that there are multi-ground stations to satisfy
mission-planning allocations. In fact, even in its version of one ground station, this
scheduling problem is a complex combinatorial optimization problem. We assume
that there is one antennae associated with every ground station. The need for
automatic planning software to assist the operations staff comes from the
increasing complexity of space systems. The number of satellite missions keeps
increasing and thus automated planning has a direct impact in reducing the
operational costs of ground station teams.

The Ground Station Scheduling receives in input the information on space-
crafts, the information on ground stations, spacecraft usage requests (missions),
and other constraints such as ground station visibility. It then should compute a
schedule of the operations of the spacecrafts within the requested constraints. The
output of the scheduling is a detailed planning of task allocations with start time
and duration rime for the spacecraft and the ground stations. We resume in
Tables 1 and 2 the input and output parameters of the scheduling problem.

Several objectives (fitness functions) can be defined for the problem, which is
multi-objective in its general formulation. The most usual ones are: (a) time

Table 1 Input instance Parameter Description

SC{i} List of spacecrafts in the planning
GS{g} List of ground station in the planning
N_days Number of days for the schedule
TAOS_VIS(i)(g) Visibility time of GS to SC
TLOS_VIS(i)(g) Time GS looses signal from SC
TReq(i) Communication time required for spacecrafts
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windows fitness; (b) clash fitness; (c) requirement time fitness and (d) ground
station usage fitness. The formulae for these fitness functions are given through
Eqs. (1)–(7):

• Time windows fitness.

f ðnÞ ¼
1; if TStartðnÞ;TStartðnÞ þ TDurðnÞ½ � �

� AW ng; ni
� �

;
0; otherwise:

8<
: ð1Þ

FitAW ¼
PN

n¼1 f ðnÞ
N

� 100; ð2Þ

• Communication clashes fitness.

f ðnÞ ¼ �1; if TStartðnþ 1Þ\TStartðnÞ þ TDurðnÞ;
0 otherwise:

�
ð3Þ

FitCS ¼
N þ

PN
n¼1 f ðnÞ
N

ð4Þ

• Communication time requirement fitness.

TStart mð Þ[ TFromðkÞ
TStart nð Þ þ TDurðnÞ\TTOðkÞ
TCommðkÞ ¼ TDurðjÞ

ð5Þ

f ðkÞ ¼ 1; if TCommðkÞ� TREQðkÞ;
0 otherwise:

�

FITTR ¼
PK

k¼1 f ðkÞ
N

� 100: ð6Þ

Table 2 Output

Parameter Description

TStart(i)(g) Starting time of the communication SC(i)-GS(g)
TDur(i)(g) Duration time of the communication SC(i)-GS(g)
SC_GS(i) The GS assigned to every SC(i)
FitLessClash The fitness of minimizing the collision of two or more SC to the

same GS for a given time period (measured from 0 to 100)
FitTimeWin The fitness value corresponding ti time access window for every

pair GS-SC (measured from 0 to 100)
FitReg Fitness value corresponding to satisfying the requirement on the

mission communication time (measured from 0 to 100)
FitGSU Fitness value corresponding to maximizing the usage of all GS

during the planning (measured from 0 to 100)
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• Resource usage fitness.

FitGU ¼
PN

n¼1 TDurðnÞPG
g¼1 TTotalðgÞ

� 100: ð7Þ

These fitness functions can then be sought into one single fitness function by
assigning weights (or priorities) to the particular fitness.

3 Hill Climbing Algorithm

We present first a template of Hill Climbing algorithm and then its instantiation for
the Ground Station Scheduling.

3.1 Instantiation of HC for Ground Station Scheduling

Hill Climbing (HC) algorithm is a basic local search algorithm (see Algorithm 1).
Starting from an initial solution, the algorithm constructs a path of solutions
through the search space aiming to reach the optimal solutions. The move from
one solution to another one is done through the definition of neighborhood, which
defines the condition under which two solutions are considered neighbors. The
algorithm then jumps from one solution to a neighboring solution that improve—in
terms of fitness—the best so far solution, until no further improvements. The
acceptability criteria thus define the convergence of the algorithm and in most
cases HC ends up to a local optimal solution.
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3.2 Instantiation of HC for Ground Station Scheduling

Solution representation. We first note that a solution to the problem has been
defined as follows:

Planning :

SC½1� Tstart Tdur
SC½2� Tstart Tdur

..

. ..
. ..

.

SC½i� Tstart Tdur

2
6664

3
7775

Resources :

SC½1� GS½g1�
SC½2� GS½g2�
..
.

SC½i�
..
.

GS½gi�

2
6664

3
7775

where SC[i] indicate the spacecrafts and GS[k] represent the Ground Stations.
Initial Solution. The initial solution (starting point of the exploration process) is

computed by some ad hoc method (see [10] for details).
Neighborhood definition. The neighborhood of a solution is defined by a local

perturbation of a given solution, that is, a small change to its combinatorial
structure, leading to another similar yet different solution to the problem. The
premise is that small changes could lead to improvements of best so far solution.
The definition of a local movement defines the neighborhood as follows:

Movement m : fs0 : s0 ¼ s! m, s, s0 2 Sg

where s is the current solution and s’ the new solution obtained by applying a local
change to s. For the coding of movement, use two structures scheduleRow and
resourceRow, containing the local modification, which corresponds to the position
and the modified values in the solution.

Acceptability. In moving from one solution to another one, the acceptability
criteria is that of steepest ascent policy, that is, a solution that yields improvement
in fitness function.

4 Experimental Evaluation of the Hill Climbing Algorithm

In this section we present the evaluation of the Hill Climbing algorithm for the
Ground Station Scheduling. We present first the set of instances used and then the
computational results.

4.1 Problem Instances

We have used the STK—Satellite Toolkit for simulating various scenarios for
evaluating the performance of HC algorithm for the problem (Tables 3, 4 and 5).
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A total of 48 instances,1 classified into small, medium and large size, have been
generated. Their characteristics are as follows:

4.2 Computational Results

Results below are averaged over 10 independent runs; standard deviation is also
given.

Small size instances. The HC algorithm performed a total of 10000 evolution
steps (Table 6).

Medium size instances. The HC algorithm performed a total of 15000 evolution
steps (Table 7).

Large size instances. The HC algorithm performed a total of 25000 evolution
steps (Table 8).

Table 3 Small size instances Parameter Value

Ground stations (GS) 5
Spacecrafts 10
Number of days for planning 10

Table 4 Medium size
instances

Parameter Value

Ground stations (GS) 10
Spacecrafts 15
Number of days for planning 10

Table 5 Large size instances Parameter Value

Ground stations (GS) 15
Spacecrafts 20
Number of days for planning 10

1 Instances can be downloaded from http://www.lsi.upc.edu/*fatos/GSSchedulingInputs.zip.
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Table 6 Fitness values for small size instances

Instance Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s)

I_S_01 100.00 77.00 100.00 77.71 258.48 7.05
I_S_02 100.00 72.00 100.00 86.48 258.07 7.10
I_S_03 100.00 78.00 100.00 77.57 258.58 7.28
I_S_04 100.00 70.00 100.00 83.14 257.83 7.12
I_S_05 100.00 81.00 100.00 74.41 258.84 7.25
I_S_06 100.00 77.00 100.00 78.93 258.49 7.26
I_S_07 100.00 74.00 100.00 82.26 258.22 7.22
I_S_08 100.00 70.00 100.00 82.94 257.83 7.20
I_S_09 100.00 67.00 100.00 77.73 257.48 7.13
I_S_10 100.00 77.00 100.00 80.71 258.51 7.30
I_S_11 100.00 79.00 100.00 76.81 258.67 7.22
I_S_12 99.00 76.00 100.00 78.71 256.89 7.31
I_S_13 100.00 77.00 100.00 78.23 258.48 7.30
I_S_14 100.00 76.00 100.00 79.76 258.40 7.29
I_S_15 100.00 79.00 98.89 76.42 257.55 7.28
I_S_16 79 83 100 96.69 227.77 6.93

Fitwin FitLessClash FitTimeReq FitGSU FitTOT
Average 99.93 75.33 99.93 79.45 258.15
Standard deviation (r) 0.26 3.94 0.29 3.14 0.54

Table 7 Fitness values for small size instances

Instance Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s)

I_M_01 100.00 78.67 100.00 63.23 258.50 15.88
I_M_02 99.33 73.33 100.00 62.76 256.96 15.81
I_M_03 100.00 79.33 100.00 56.50 258.50 15.77
I_M_04 98.67 82.67 100.00 61.40 256.88 15.80
I_M_05 99.33 75.33 100.00 63.28 257.17 15.84
I_M_06 100.00 76.00 100.00 65.52 258.26 15.81
I_M_07 99.33 78.00 100.00 64.04 257.44 15.93
I_M_08 100.00 84.67 100.00 62.68 259.09 15.81
I_M_09 100.00 79.33 100.00 66.52 258.60 15.85
I_M_10 99.33 82.00 100.00 63.95 257.84 15.88
I_M_11 99.33 80.00 100.00 65.87 257.66 15.82
I_M_12 99.33 84.00 100.00 64.95 258.05 16.09
I_M_13 100.00 80.00 100.00 58.95 258.59 15.96
I_M_14 99.33 86.67 100.00 64.70 258.31 15.92
I_M_15 100.00 83.33 100.00 61.44 258.95 16.01
I_M_16 62 94 100 89.1 203.29 15.9

Fitwin FitLessClash FitTimeReq FitGSU FitTOT
Average 99.60 80.22 100.00 63.05 258.05
Standard deviation (r) 0.42 3.71 0.00 2.67 0.70
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5 Conclusions

In this paper we have presented a Hill Climbing algorithm for the Ground Station
Scheduling problem. The problem arises in mission planning of communications
of teams of ground stations with spacecrafts and is know for its high complexity.
The Hill Climbing algorithm showed a good performance for small size instances
but shows its limitations to solving mediums and especially large size instances,
for which the algorithms most potently got stuck into local maximum solutions. Its
advantage however is the fast execution times, which makes the algorithm an
interesting resolution method when a large number of mission planning have to be
computed in short times.
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A Ferry Dispatching Optimization
for Mobile Ad-Hoc Networks Using
the Virtual Multiple Message Ferry
Backbone Routing Scheme

Chu-Fu Wang and Ya-Chi Yang

Abstract A virtual multiple message ferry backbone routing scheme dynamically
adopts roaming mobile nodes as Virtual Message Ferries (VMFs) to be responsible
for the message carrying and relaying tasks, but it does not alter the moving
direction or speed of the chosen mobile nodes. In this routing scheme, the inter-
mittent connected routing problem of a Mobile Ad-hoc Network (MANET) can be
much relieved by properly planned multiple VMF trajectories and the respective
VMF dispatch time scheduling. In our previous research works [1], we discussed a
VMF dispatch time scheduling optimization problem called the Virtual Multiple
Message Ferry Dispatch Scheduling (VMMFDS) problem to minimize the total
transfer waiting time of all-pair source–destination paths. In this paper, we provide
a further theoretical property of the VMMFDS solution. Besides, a ring-based
VMF backbone routing scheme, which includes the ring pattern VMF trajectory
planning and the respective VMF dispatch time scheduling is also addressed.

Keywords Virtual multiple message ferry backbone routing � Mobile ad-hoc
network � Intermittent connected routing problem � Backbone routing

1 Introduction

As network technology has advanced, diverse applications have been proposed for
enhancing our daily life. Wireless communication systems are one of the most
promising recent network technologies, due to the communication devices no
longer being limited by wire, but communicating with each other via radio signals.
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This development quickly received much attention and research efforts from
researchers and enterprises alike. Many practical technologies (such as RFID,
Bluetooth, HomeRF, WLAN, etc.) were quickly applied to real world usage; for
example, a user can answer a phone call by using a smart phone with a bluetooth
earphone via a Piconet that is formed by bluetooth devices, or he/she can use the
same smart phone to acquire the local weather forecast or nearby restaurant
information from the Internet via WiFi or 4G technologies.

Wireless networks can be classified into two categories, namely infrastructure-
based wireless networks and infrastructure-less wireless networks (also known as
ad-hoc networks). The ad-hoc networks, each node in the network plays both roles
of a terminal and a router. The message transmission can be accomplished via the
help of nodes around the network in a multihop communication fashion. Due to
there being no need for centrally deployed equipment and the fact that the network
operates with a self-organized and self-management mechanism, the range of
applications is much more extensive than for infrastructure-based wireless net-
works. A Mobile Ad-hoc Network (MANET) is a special type of ad-hoc network,
which enables the mobility of wireless nodes. Recently, the applications of
MANETs for vehicles have received much attention from both researchers and car
manufacturers. This special type of MANET is known as a Vehicular Ad-hoc
Network (VANET). Drivers can gain help from the VANET to increase both the
safety and the quality of their driving.

However, the network designs of MANETs are much more difficult than those
of traditional wireless networks, due to node mobility causing the communication
links to be frequently broken, and consequently the routing protocols will be busy
repairing or reestablishing the communication paths. The situation may be even
worse when the nodes are sparse; then the network topology may be disconnected
and connected interchangeably as time evolves, which is known as the Intermittent
connected routing problem. There are many studies that have proposed solutions
for relieving the Intermittent connected routing problem [2, 3]. The promising
approaches include Realistic Message Ferrying (RMF) [4–6] and Virtual Message
Ferrying (VMF) [1] to assist message forwarding in such a network environment.

In the former approach, MF is performed by a realistic ferry (for example, a bus
moving along a fixed planning trail); as the ferry approaches a source node with a
message relaying demand (see the left part of Fig. 1), it will make the decision as
to whether or not to forward the carrying messages to the ferry. In the case of an
increase in the chance of messages eventually arriving at the destination via the
MF relaying, then it will relay the message to the MF. As the MF passes through
the position of the destination node, the transmitted message can then be relayed to
the destination. The right part of Fig. 1 gives an example of two MFs with two
different trajectories (shown by the dashed line) in the network environment,
which will expand the covering range of the MF routing. The main drawback of
the traditional realistic MF routing mechanism is that the arrival time at each stop
of the bus is not accurate enough for mobile nodes to make the relaying decision.
For the VMF mechanism, a VMF is performed by a temporarily chosen mobile
node. That is, any mobile node has the chance of being temporarily chosen as the
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VMF when needed, but later it may be dismissed from its duty of being an VMF
and turn back to being a normal mobile node (the details of this mechanism are
described in the next section). Our previous research work [1] proposed a
hierarchy multiple VMF backbone routing mechanism to relieve the above
drawback of the realistic MF mechanism, and to provide a precise VMF arrival
time at each position of the VMF trajectories.

The remainder of this paper is organized as follows. In Sect. 2, the VMF
backbone routing scheme and the VMMFDS problem are described briefly. In
Sect. 3, a proposed complete planning of the ring-based VMF backbone routing
scheme and a theoretical property for the optimum solutions of the VMMFDS
problem are discussed in detail. The concluding remarks are given in Sect. 4.

2 The Multiple VMF Backbone Routing Scheme
and the VMMFDS Problem Formulation

In order to relieve the drawbacks of the realistic MF routing scheme described
previously, we proposed a two-tiered multiple VMF backbone routing scheme in
[1]. In the following, we will use Fig. 2 as an example to illustrate the basic ideas
of the routing scheme. The multiple VMF backbone routing scheme consists of
two layers. The lower layer of the routing scheme focuses on how a VMF is
implemented. The upper layer focuses on the backbone routing planning, which
includes how to arrange the multiple VMF trajectories and the design of the
respective VMF dispatch time scheduling. Note that the trajectory of a VMF may
consist of several line segments and is separated by checkpoints. For example, the
trajectory of the VMF7 in Fig. 2 consists of 4 line segments. The VMF travels
along line segment i 1� i� 4ð Þ with constant velocity vi. Notice that, due to the
trajectory and the moving speed of a VMF being determined, the position of the
VMF at any given time can be easily predicted.

Fig. 1 An example of the realistic message ferry routing scheme
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The implementations of the VMF in the lower layer are as follows. As shown in
Fig. 2, let the red car denote a realistic mobile node that is currently playing the
role of VMF7. Whenever the distance between the position of the red car and the
position that the VMF7 should be in is far beyond a given threshold, then the red
car has to perform a handover procedure. The handover procedure will dismiss the
red car’s VMF role playing and select another car in the red car’s neighborhood
which is the closest to the position that the VMF should be in, to be the new VMF.
It will then transmit every message that is carried in the current VMF node to the
newly chosen node. In this way, at any time, on each VMF trajectory, there will be
a mobile node playing the role of the VMF that shows up at the preplanned
position to perform the task of message carrying.

In this routing scheme, the crucial problem is how to arrange multiple VMF
trajectories to cover the network environment to form a backbone network for
message relaying. In addition, the VMF dispatch time scheduling with respect to
the VMF trajectories will affect the routing performance significantly. Figure. 3
shows four ring-shaped trajectories, each of which has a VMF traveling along the
trajectory in a clockwise direction. There are 12 checkpoints in each trajectory.
The distances between any two adjacent checkpoints are all equal to d.

Upper layer
(route planning)

Lower layer
(virtual message 

ferry establishing)

1VMF

2VMF

3VMF

4VMF

5VMF

6VMF

8VMF
7VMF

7VMF

Checkpoint
(stall 3 sec)

Checkpoint
(stall 2 sec)

Checkpoint
(stall 3 sec)

Checkpoint

checkpoint

2v
1v

3v 4v

Current position

Exactly position

relay

Fig. 2 An example of the two-tiered multiple VMF backbone routing scheme [1]
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The collection of these checkpoints and the link between any two adjacent
checkpoints will form a graph G = (V, E), which is called the VMF backbone
graph. Assume the moving speed of each VMF is constant and is d. Then the
traveling time between any two adjacent nodes is equal to 1 (d/d = 1) unit of
time. The labeling value (range from 0–11) associated with each node stands for
the VMF show-up time at the checkpoint (i.e., the VMF dispatching time
scheduling). For example, the value associated with node v1 is 1 in the first
trajectory (and 11 in the second trajectory), which means at time t mod 12 = 1 (t
mod 12 = 11) there will be a VMF showing up at this intersection.

Assume that the all-pair of the source and destination paths in the VMF
backbone graph are given in advance. For example, the routing path between the
source node S and the destination node D in Fig. 3 is shown by the red arrow lines.
Firstly, the messages are transmitted to the first VMF at time t = 0; and then at
time t = 1, the message will arrive at the intersection point v1 and wait for the
second VMF to pass at time t = 11. Thus the transfer waiting time at the inter-
section point v1 will be equal to 10 (= 11-1). Continuing in the same way, the
message will eventually arrive at the destination node D with a total transfer
waiting time of (11-1) ? (11-1) ? (11-1) ? (7-5) = 32. We use TA

R vs; vdð Þ to
denote the total transfer waiting time between the source vs and the destination vd,
where R denotes the given all-pair routing paths and A denotes the VMF dispatch
time scheduling. Our considered network optimization problem, the Virtual
Multiple Message Ferries Dispatch Scheduling problem (VMMFDS), is defined
as: given a VMF backbone graph (G) and the all-pair source–destination routing
paths (R), the VMMFDS tries to find the optimum VMF dispatch time scheduling
(A*) such that the all-pair total transfer waiting time

P
vs;vd2V ;vs 6¼vd

TA�
R vs; vdð Þ is as

small as possible.

0 0 0 0
1 1 1 1
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2 2
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3 3 3
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Fig. 3 An example of the VMF dispatch time scheduling
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3 The Proposed Ring-Based VMF Backbone Routing
Scheme and a Property of the VMMFDS Problem
Solutions

In the following, we firstly describe the proposed VMF backbone graph (G) that
consist of multiple ring pattern trajectories and its optimum VMF dispatch time
scheduling (A*) for the VMMFDS problem. A theoretical property of the
VMMFDS problem solutions for any given VMF backbone graph (G) (not limited
to the ring-pattern VMF backbone graph) and its optimum VMF dispatch time
scheduling (A*) are then described in the next section.

3.1 The Ring-Based VMF Backbone Routing Scheme

Figure 4 gives an example of the proposed ring-pattern VMF backbone graph. The
numbers associated with each checkpoint in the graph form an optimum VMF
dispatch time scheduling (A*) for the VMMFDS problem. Since the transfer
waiting time at each intersection is 0, the total transfer waiting time for any given
source–destination path will be equal to the trivial lower bound (0). Due to the
article length limit, we omit the labeling method of the optimum scheduling (A*)
here and only briefly describe it using the example in Fig. 4.

In the upper-left corner of Fig. 4, there are two VMFs located at the checkpoint
with label 4. The value 4 in the two checkpoints mean that there will be two VMFs
passing through the checkpoints and moving toward the next checkpoints in a
clockwise direction at time t (mod 6 = 4) and t ? 6 (mod 6 = 4), respectively.
Then the message routing by the aid of the VMFs is very similar to a passenger
relocating his/her position to the destination via the mass rapid transit system in a
city. In our proposed VMF dispatch time scheduling, the message relaying from
one VMF to another in different trajectories at the intersection will not cause any
delay, since the two VMFs will arrive at the intersection at the same time.
Therefore it not only gains the advantage of a total transfer waiting time of 0, but
the proposed scheduling also has the benefit of no extra facilities being required to
be installed at each intersection to buffer the transferring messages, which is more
practical than other scheduling systems. In the following, we call the optimum
solution for the VMMFDS problem with a transfer waiting time at each
intersection point of 0, the seamless VMF dispatch time scheduling.

3.2 The Property of the VMMFDS Problem Solutions

Due to different VMF backbone graphs, the respective optimum VMF dispatch
time scheduling, the frequency of VMF dispatching, and the VMF speed will all
affect the performance of the message transmission significantly. For instance,
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shortening the frequency of VMF dispatching in a VMF trajectory (such as the
frequency of VMF dispatching in the ring trajectory of Fig. 4 being a half of
the frequency of Fig. 3) will increase the total number of VMFs required in the
network environment. However, it will gain the benefit of shortening the message
transmission delay. Therefore, how to adjust the VMF dispatch frequency of an
optimum VMF dispatch time scheduling to gain another optimum solution by only
minor computations is contributable. The following theorem gives a property for
the seamless optimum solution of the VMMFDS problem.

Theorem 1 Given a VMF backbone graph (G) and a respective optimum seam-
less VMF dispatch time scheduling (A*), let the VMF dispatching frequency of A*
be k. For any factor m of value k (i.e., m|k), if we replace each value a of A* that is
associated with a checkpoint by [a mod m], then the resulting VMF dispatch time
scheduling A** will also be an optimum seamless solution for the VMMFDS
problem.

Proof For any three adjacent nodes u, v, w in the VMF backbone graph (G), let the
labeling values that are associated with these nodes be [a mod k], [(a ? 1) mod k],
and [(a ? 2) mod k], respectively. Now, we want to show that [[a mod k] mod m],
[[(a ? 1) mod k] mod m], and [[(a ? 2) mod k] mod m] are adjacent values in a
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Fig. 4 An example of a ring-pattern VMF backbone graph and the optimum solution of the
VMMFDS problem

A Ferry Dispatching Optimization 147



cyclic number series of modular m (i.e., 0, 1, 2,…m-2, m-1, 0, 1, 2,…).
Conditioning on the possible outcomes for the three initial numbers, we have that,

Case 1 if aþ 2� k � 1
The value [[a mod k] mod m] = [a mod m], value [[(a ? 1) mod k] mod

m] = [(a ? 1) mod m], and value [[(a ? 2) mod k] mod m] = [(a ? 2) mod m].
Obviously, the resulting three values are adjacent values in a cyclic number series
of modular m.

Case 2 if a mod k = k-2, (a ? 1) mod k = k-1, (a ? 2) mod k = 0
The value [[a mod k] mod m] = [(k-2) mod m] = [(-2) mod m] = [(m-2)

mod m] (since m|k). The value [[(a ? 1) mod k] mod m] = [(d-1) mod m] = [(-1)
mod m] = [(m-1) mod m]. And the value [[(a ? 2) mod k] mod m] = [0 mod m]
Thus the resulting three values [(m-2) mod m], [(m-1) mod m], and [0 mod m] are
also adjacent values in a cyclic series of numbers of modular m.

Case 3 if a mod k = k-1, (a ? 1) mod k = 0, (a ? 2) mod k = 1
Similar arguments can be applied for deducting the results, but we omit them here.

To conclude the above three cases, we have that the resulting values are also a
feasible optimum seamless VMF dispatch time scheduling for the VMMFDS
problem. h

Figure 5 gives an example to demonstrate the property for the optimal seamless
solution of the VMMFDS problem in Theorem 1. Obviously, the scheduling A* in

Fig. 5 An example to demonstrate the property for the seamless optimal solution of the
VMMFDS problem
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Fig. 5a is optimum with a transfer waiting time at any trajectory intersection of 0.
Note that the VMF dispatching frequency (k) in Fig. 5a is equal to 12. Since 4 is a
factor of 12 (i.e., 4|12), we thus replace each value (a) shown in Fig. 5a by (a mod
4). The resulting scheduling A** is shown in Fig. 5b. Obviously, the scheduling
A** is also an optimum seamless solution of the VMMFDS problem with shorter
frequency.

4 Concluding Remarks

In this paper, an optimization problem (VMMFDS) for the VMF Backbone
Routing Scheme to minimize the total transfer waiting time of all-pair source–
destination paths is considered. We propose a ring-pattern VMF backbone graph
and the respective optimum seamless VMF issuing time scheduling. Besides, we
also give a theoretical property related to the seamless VMMFDS solution to ease
the network design.
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A Location-Estimation Experimental
Platform Based on Error Propagation
for Wireless Sensor Networks

Yih-Shyh Chiou, Sheng-Cheng Yeh and Shang-Hung Wu

Abstract This paper presents a location-estimation experimental platform based
on the error propagation approach to reduce the computational load of traditional
algorithms. For the experimental platform with the scalar information, the pro-
posed technique based on the Bayesian approach is handled by a state space
model; a weighted technique with the reliability of the information passing is
based on the error propagation law. As compared with a traditional Kalman fil-
tering (KF) algorithm, the proposed algorithm has much lower computational
complexity with the decoupling approach. Numerical simulations and experi-
mental results show that the proposed location-estimation algorithm can achieve
the location accuracy close to that of the KF algorithm.

Keywords Bayesian filtering � Error propagation � Location estimation �Wireless
sensor networks � ZigBee positioning system

1 Introduction

Location-based services (LBS) have received great attention for commercial,
public-safety, and military applications [1]. In the literatures, a number of posi-
tioning schemes have been reported [2]. Most of location-estimation approaches
are based on the received signal strengths (RSSs) in wireless network
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environments. For positioning systems based on RSSs in small areas, there are two
major approaches for location estimation of a mobile terminal (MT) in wireless
networks: one using wireless local area networks (WLANs) and the other using
wireless sensor networks (WSNs). However, providing customers with tailored
location-based services is a fundamental problem. In terms of previous study, the
location accuracy and the computational complexity are two major technical
challenges in location-estimation systems. In other words, not only are accurate
positioning algorithms essential to useful positioning systems, but also to reduce
energy consumption with low-complexity schemes is worth developing for wire-
less networks [3–5].

Traditionally, an accurate location can be improved with tracking algorithms,
which is to perform recursive state estimation by the state equation and the obser-
vation equation [3–5]. Furthermore, because Kalman filtering (KF) algorithm is
considered an optimal recursive computation of the least-squares algorithm, it has
been introduced to enhance the accurate estimation of the location-estimation sys-
tem [4–8]. Nevertheless, the high location accuracy in terms of the conventional KF
coupling algorithm requires high computational complexity, and direct implemen-
tation of the KF equations may be too complex to be applied to practical systems [4,
5]. In addition, for a linear dynamic system, a location tracking scheme based on a
state space model can be derived from the Bayesian dynamic model [9–11].
Therefore, the scheme can be viewed as the reliability information passing on a state
space model. In short, to improve localization efficiency, it would be useful to
develop algorithms with reduced-complexity approaches in practical systems.

In this paper, a localization technique with low computational complexity is
proposed to obtain a location of the MT in the experimental platform for WSNs,
where the network scenario combining WSNs with WLANs is used for the pro-
posed experimental platform. To improve the location accuracy, the proposed
technique is to perform recursive state estimation given by the state equation and
the observation equation. And then, a procedure based on the forward error
propagation (FEP) approach [12] is used to simplify the implementation of
Bayesian filtering and based on adaptive weighting approach for localization.
Furthermore, in terms of a classical decoupling approach for different tracking
groups, its computational complexity is much lower than that of the traditional KF
coupling tracking scheme.

2 Background

2.1 Error Propagation Law

The error propagation is the problem of finding the distribution of a function of
random variables in terms of the output as a function of the input and the system
components. For a multi-input multi-output system, if the mathematical model of
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the system and the distribution of the input are well known, the error propagation
law is to desire the distribution of the output [5, 12]. Suppose that the vector

x ¼ x1; x2; . . .; xn½ �T is distributed with known mean and variance. Let x is an n� 1
random vector with the mean matrix lx and the covariance matrix Px. The known
function z ¼ f xð Þ ¼ Axþ b is a linear transformation function, where z ¼ z1;½
z2; . . .; zm�T , A, and b ¼ b1; b2; . . .; bm½ �T are m� 1 vector, m� n matrix, and m�
1 vector, respectively. Consequently, the mean matrix of the z, lz, and the
covariance matrix of the z, Pz, resulting from the linear function are given by

lz ¼ Alx þ b ð1Þ

Pz ¼ APxA
T : ð2Þ

2.2 Bayesian Filtering Approach

For the Bayesian filtering at time k, assume that p(xk|z0:k) is well known, and we
want to find p(xk+1|z0:k+1). According to the Markov structure and Bayes’s theo-
rem, the prediction-correction recursion can be written as follows [5, 9–11].

Prediction step (time update)

p xkþ1jz0:kð Þ ¼
Z

p xk; xkþ1jz0:kð Þdxk ¼
Z

p xkjz0:kð Þp xkþ1jxk; z0:kð Þdxk ð3Þ

Correction step (measurement update)

p xkþ1jz0:kþ1ð Þ ¼ p zkþ1jxkþ1; z0:kð Þp xkþ1jz0:kð Þ
p zkþ1jz0:kð Þ ð4Þ

where p x0:K ; z0:Kð Þhp x0; . . .; xK ; z0; . . .; zKð Þ, p(zk+1|z0:k) is the predictive distri-
bution of zk+1 given the past observations z0:k. The recursion relations in (3) and
(4) form the basis for the Bayesian approach.

2.3 ZigBee Positioning System (ZPS)

The ZigBee network is based on IEEE 802.15.4, which can exchange information
during the route maintenance process with the features of low transfer rate, low
power, and low cost. A positioning system based on ZigBee network for location
estimation is illustrated in [13], where the RSS is a measurement of the power of
the received radio signal. This kind of ZigBee positioning system (ZPS) includes
three type nodes: coordinator, reference node (RN), and blind node (BN), as shown
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in Fig. 1. The coordinator is directly connected to a computer; RNs placed at a
known position would send device identifications and coordinates to BNs. The BN
is a node collects signals from all RNs responding to the respective RSS values of
RNs for location estimation. When a BN receives signal information from
neighboring RNs, the distance between the BN and RNs can be calculated by the
collecting RSSI samples and the path-loss model [14], and then the location of the
BN can be obtained with well known coordinates of RNs. Afterward, the estimated
location of the BN (MT) is sent to the coordinator through the WSN system.

3 The Proposed Algorithm

For the approaches of incorporated measurement uncertainties in WSNs, one of
the popular commercial ZPS systems is based on the CC2431 location engine
developed by Texas Instruments (TI) [14]. The BN (TI CC2431) is a hardware
location engine targeting low-power ZigBee applications in WSNs; it is used to
estimate the position of nodes in an ad-hoc wireless network with RSS values
from known RNs (TI CC2430) based on a centralized computation approach. In
terms of the RSSI values, the TI CC2431 location engine outputs X and Y
locations individually. Consequently, this paper focuses on a location-estimation
approach in terms of X and Y groups individually in two-dimensional (2-D)
coordinate system. That is, in terms of the idea of a classical decoupling approach
for different tracking groups, the proposed filtering procedure is used to simplify
the implementation of location estimation [15].

Fig. 1 The network scenario for estimating the BN’s location in terms of ZPS
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3.1 Experiment Setup

In this paper, the experimental platform was located on the sixth floor of a
building (Department of Computer and Communication Engineering, Ming Chuan
University, Taiwan). The floor layout and the setup of the experimental envi-
ronment are shown in Fig. 2; the sampled locations are denoted by red hollow
circles with 1 meter separation between adjacent points. RNs (RN: 1–8) are
widely distributed over the hallway. Furthermore, to achieve the best possible
accuracy of estimated locations, antennas having near-isotropic radiation char-
acteristics are used for the positioning system; to measure the RSSI information
more accurately, the simple antenna pattern-measurement method described in
[13] was adopted. Using these techniques, the RSS information in terms of dif-
ferent distances in the four directions was measured, the four measurements were
averaged, and then the information was entered into the TI CC2431 for
localization.

3.2 Problem Formulation

The TI CC2431 is based on the RSSI information, where the distances between an
MT (BN) and base nodes (RN) are calculated by the collecting RSSI information
and the path-loss model. Afterward, the MT location is addressed by combining all
the available distance measurements using a least-squares solution [14], and then it
provides 2-D estimated-location information about the MT. As a result, the idea of
decoupling X and Y dimensions for different groups is used to reduce the com-
putational complexity [15]. For a 2-D model in this paper, the vector

xk yk sx;k sy;k
� �T

denotes the state of the MT at time k, where xk and yk are the

Fig. 2 The floor layout and the setup of the experimental environment
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locations in the X and Y directions; sx;k and sy;k are the speeds in the X and Y
directions. For the motion model of the MT based on acceleration noise, by adding
a normal random component to the MT, the 2-D model describing the motion and
observing the location of the MT is taken as

xkþ1

ykþ1

sx;kþ1

sy;kþ1

2
664

3
775 ¼

1 0 Dk 0
0 1 0 Dk
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0 0 0 1
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� �
; ð6Þ

where Dk is the measurement interval between k and k ? 1; gx;k gy;k
� �T

is the

process noise; z1;k z2;k½ �T and vx;k vy;k½ �T are the observed information and
measurement noise, corresponding to the MT at time k, respectively. However,
according to (5, 6), many elements in the matrices are zeros for the KF tracking
algorithm [4, 5]. In other words, the computational load of the traditional KF
techniques must be considered and should be reduced for practical real-time
applications. Therefore, the results of X and Y estimated locations are decoupled
as individual observed information for location estimation, and then the idea of
scalar for different groups is used to replace the vector and to reduce the com-
putational complexity [15]. That is, the 2-D problem in (5) and (6) is reduced to
two one-dimensional (1-D) problems, and the example of the 1-D model
describing the motion and observing the location for X-coordinate group is taken
as

xkþ1

skþ1

� �
¼ 1 Dk

0 1

� �
xk
sk

� �
þ D2

k

�
2

Dk

� �
� gx;k ð7Þ

zk ¼ 1 0½ � xk
sk

� �
þ vx;k; ð8Þ

where the Y-coordinate group also can be described similarly. In terms of (1–8), it
is to perform recursive state estimation with the error propagation law, which is
given by the state equation for the time update phase and given by observation
equation for the measurement update phase [5]. As a result, time update and
measurement update are the fundamental phases of a recursive tracking approach.
In addition, for the linear Gaussian model, the sum of two independent Gaussian
probability density function (PDF) is Gaussian; the product of any two Gaussian
PDF is Gaussian [5]. Consequently, the idea of decoupling X and Y dimensions for
different groups can be used to reduce the complexity of the location-estimation
approach in WSNs.
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However, in terms of the Gaussian random components, according to (8), the
observed information is based only on the location information. If the speed
tracking scheme is performed without a speed observation, it may cause error
propagation in speed and thus reduce location accuracy. In terms of the error
propagation law and the relation in (9), two estimated locations and the known
measurement interval can be used to refine the speed observation for location
estimation [16].

sk�1 ¼
xk

Dk�1
� xk�1

Dk�1
� Dk�1

2
gx;k�1 $ N sk�1;

xk � xk�1

Dk�1
;
D2
k�1

4
Qx;k�1

� �
; ð9Þ

where N ar;me; vað Þ is defined as a Gaussian density function; ar, me, and va are
the argument, mean, and variance, respectively; Q is the model noise variance. As
a result, in terms of the Gaussian random components, the error propagation
calculation and the scalar information passing of (7) and (8) are given as (10–12).

xkþ1 ¼ xk þ Dksk þ
D2
k

2
gx;k $ N xkþ1; xk þ Dksk;

D4
k

4
Qx;k

� �
ð10Þ

skþ1 ¼ sk þ Dkgx;k $ N skþ1; sk;D
2
kQx;k

	 

ð11Þ

zk ¼ xk þ vx;k $ N zk; xk;Rx;k

	 

; ð12Þ

where R is the measurement noise variance. The experimental results of a 1-D
location-estimation technique based on the proposed FEP approach (FEP-based)
are illustrated in the following sections.

4 Experimental Results

The experimental investigation combines TI CC2430/CC2431 ZPS platform with
FEP approach for location estimation. As an MT moved along the test path in
Fig. 2, the experimental results of location estimation using the TI ZPS platform
with resolution 0.25 m are illustrated in Fig. 3. To verify the performances of
estimation results introduced by the proposed schemes, the location parameters are
based on the estimated result from TI ZPS platform. Without loss of generality, it
is assumed that the MT has a steady state in (5); Dk, the measurement interval
(sampling time) between k and k ? 1, is set to one second. In addition, the model
describing the observation location of the MT taken in (6) is based on the results in
Fig. 3, and the estimated results are conducted to demonstrate the accuracy of the
proposed approach.

In terms of the cumulative distribution function (CDF) of the error distance,
the simulation results of the location-estimation schemes are given in Fig. 4a. The
results demonstrate that more than 90 (60) percent of the non-tracking scheme,
the KF-based scheme, and the proposed FEP-based scheme had error distances of
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less than 4.6 (2.9) m, less than 3.2 (2.0) m, and less than 3.4 (2.1) m, respectively.
According to the results, the location accuracy of the proposed schemes is better
than that of the non-tracking scheme. In fact, the KF algorithm is an optimal
tracking scheme for the linear Gaussian model, and it gives the best linear esti-
mator in a mean-square error sense. Additionally, as an MT moved along the
same path in terms of accumulative laps of 10 in Fig. 2, the estimated results in
terms of the CDF of the error distance are given in Fig. 4b. As a nearly constant-
speed motion model is under the environment in Fig. 2, the results demonstrate
that more than 90 (60) % of the estimated locations with the TI ZPS have error
distances less than 6.32 (4.14) m. More than 90 (60) % of the estimated locations
with the KF-based scheme and the FEP-based scheme have error distances less
than 5.21 (3.50) m and 5.29 (3.56) m, respectively. In a real environment with the
ZPS platform, the distribution of RSSs in a fixed location is close to a Gaussian
distribution [7], and the motion path of the BN (MT) close to a linear trajectory.
However, the KF-based and FEP-based approaches are derived from the linear
Gaussian model; the multipath effect is much more complex than the simulation
in indoor environments. That is, in terms of the experimental results, the output of
the estimated locations (X and Y) with the ZPS is only Gaussian-like distribu-
tions. Therefore, Fig. 4b illustrated that the ZPS cannot estimate the location of
the BN (MT) very well in the complexity environment. Nevertheless, the pro-
posed algorithm using adaptive weighting scheme based on FEP approach can
improve the location accuracy.

Fig. 3 An illustration for the localization using ZPS as a BN moves along the test path in Fig. 2
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5 Conclusion

In this paper, we have proposed the FEP algorithm to implement the Bayesian
filtering approach for location-estimation platform in WSNs. The FEP algorithm is
based on passing the scalar reliability information between the prediction phase
and the observation phase. Therefore, the location accuracy of the proposed FEP-
based scheme is weighted and dominated by the information that has higher
reliability information between the prediction and observation, and then the error
propagation of the estimate results can be avoided in either high-reliability
incoming information. As compared the conventional KF tracking scheme with
proposed FEP tracking scheme, the differences between them are the decoupling
and scalar-distributive designs. For the purpose of increasing the execution speed,
the high computational complexity algorithms are not practical to implement for
location- estimation systems. Nevertheless, because of the proposed approach with
the feature of the lower computational complexity, the FEP-based approach is
worth presenting for estimating the location of an MT. By taking error-propagation
procedure based on weighting the scalar-information reliability and with the idea
of decoupling X and Y dimensions to simplify the implementation of location
estimation, the numerical simulations and experimental results show that the
proposed FEP approach based on the error propagation law, in comparison with
the conventional KF coupling scheme, achieves acceptable location accuracy and
makes it suitable for practical implementation. To sum up, the proposed FEP
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Fig. 4 Comparison of the non-tracking (observed), KF-based tracking, and FEP-based tracking
schemes in terms of the CDF of the error distances. a Simulation, b ZPS: a BN moving along the
same path with accumulative laps of 10 in Fig. 2
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location-estimation approach, with features of both acceptable location accuracy
and low computational complexity, is attractive for use in LBS applications.
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Performance Evaluation of WMNs Using
Hill Climbing Algorithm Considering
Giant Component and Different
Distributions

Xinyue Chang, Tetsuya Oda, Evjola Spaho, Makoto Ikeda,
Leonard Barolli and Fatos Xhafa

Abstract In this paper, we propose and implement a system based on Hill Climbing
algorithm, called WMN-HC. We evaluate the performance of the proposed system
by different scenarios using giant component and different distribution of mesh
clients. We present some evaluation scenarios and show that the proposed approach
has a good performance.

Keywords Wireless mesh networks � Hill climbing � Node placement � Giant
component

X. Chang (&) � T. Oda � E. Spaho
Graduate School of Engineering, Fukuoka Institute of Technology (FIT),
3-30-1 Wajiro-Higashi, Higashi-Ku, Fukuoka 811-0295, Japan
e-mail: keigetu.jyou@gmail.com

T. Oda
e-mail: oda.tetsuya.fit@gmail.com

E. Spaho
e-mail: evjolaspaho@hotmail.com

M. Ikeda � L. Barolli
Department of Information and Communication Engineering, Fukuoka Institute of
Technology (FIT), 3-30-1 Wajiro-Higashi, Higashi-Ku, Fukuoka 811-0295, Japan
e-mail: makoto.ikd@acm.org

L. Barolli
e-mail: barolli@fit.ac.jp

F. Xhafa
Department of Languages and Informatics Systems, Technical University of Catalonia,
C/Jordi Girona 1-3 08034 Barcelona, Spain
e-mail: fatos@lsi.upc.edu

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_17,
� Springer Science+Business Media Dordrecht 2013

161



1 Introduction

Wireless Mesh Networks (WMNs) are gaining a lot of attention because of their
low cost nature that makes them attractive for providing wireless Internet con-
nectivity. A WMN is dynamically self-organized and self-configured, with the
nodes in the network automatically establishing and maintaining mesh connectivity
among them-selves (creating, in effect, an ad hoc network). This feature brings
many advantages to WMNs such as low up-front cost, easy network maintenance,
robustness, and reliable service coverage [1]. Moreover, such infrastructure can be
used to deploy community networks, metropolitan area networks, municipal and
corporative networks, and to support applications for urban areas, medical, trans-
port and surveillance systems.

The main issue of WMNs is to achieve network connectivity and stability as
well as QoS in terms of user coverage. This problem is very closely related to the
family of node placement problems in WMNs [2, 4–6], among them, the mesh
router mesh nodes placement. Here, we consider the version of the mesh router
nodes placement problem in which we are given a grid area where to deploy a
number of mesh router nodes and a number of mesh client nodes of fixed positions
(of an arbitrary distribution) in the grid area. Node placement problems are known
to be computationally hard to solve [3, 7], in some previous works, Genetic
Algorithms (GAs) have been recently investigated [8–10].

In this paper, we deal with connectivity and coverage in WMNs. Because this
problem is known to be NP-Hard, we propose and implement a system based on
Hill Climbing algorithm, called WMN-HC. We evaluate the performance of the
proposed system by different scenarios using giant component and different dis-
tribution of mesh clients.

The rest of the paper is organized as follows. The mesh router nodes placement
problem is defined in Sect. 2. We give an introduction of our proposed and
implemented simulation system WMN-HC for mesh router placement of and Hill
Climbing algorithm in Sect. 3. The simulation results are given in Sect. 4. In
Sect. 5, we give some conclusions and future work.

2 Node Placement Problem in WMNs

In this problem, we are given a grid area arranged in cells where to distribute a
number of mesh router nodes and a number of mesh client nodes of fixed positions
(of an arbitrary distribution) in the grid area. The objective is to find a location
assignment for the mesh routers to the cells of the grid area that maximizes the
network connectivity and client coverage. Network connectivity is measured by
the size of the giant component of the resulting WMN graph, while the user
coverage is simply the number of mesh client nodes that fall within the radio
coverage of at least one mesh router node.
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An instance of the problem consists as follows.

• N mesh router nodes, each having its own radio coverage, defining thus a vector
of routers.

• An area W 9 H where to distribute N mesh routers. Positions of mesh routers
are not pre-determined, and are to be computed.

• M client mesh nodes located in arbitrary points of the considered area, defining a
matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNs and directly affect the network performance. In this
work, we have considered a bi-objective optimization in which we first maximize
the network connectivity of the WMN (through the maximization of the size of the
giant component) and then, the maximization of the number of the user coverage.

3 Proposed and Implemented WMN-HC System

We proposed and implemented a new simulator that uses Hill Climbing algorithm
to solve the problem of node placement in WMNs. We called this simulator
WMN-HC. Our system can generate instances of the problem using different
distributions of client and mesh routers. The GUI interface of WMN-HC is shown
in Fig. 1.

3.1 Hill Climbing Algorithm for Mesh Router Node
Placement

We present here the particularization of the Hill Climbing algorithm (see Algo-
rithm. 1) for the mesh router node placement problem in WMNs.

Initial solution: The algorithm starts by generating an initial solution either
random or by ad hoc methods [9].

Evaluation of fitness function: An important aspect is the determination of an
appropriate objective function and its encoding. In our case, the fitness function
follows a hierarchical approach in which the main objective is to maximize the
size of giant component in WMN.

Neighbor selection and movement types: The neighborhood N(s) of a solution s
consists of all solutions that are accessible by a local move from s. We have
considered three different types of movements. The first, called Random, consists
in choosing a router at random in the grid area and placing it in a new position at
random. The second move, called Radius, chooses the router of the largest radio
and places it at the center of the most densely populated area of client mesh nodes
(see Algorithm. 2). Finally, the third move, called Swap, consists in swapping two
routers: the one of the smallest radio situated in the most densely populated area of
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client mesh nodes with that of largest radio situated in the least densely populated
area of client mesh nodes. The aim is that largest radio routers should serve to
more clients by placing them in more dense areas.

Fig. 1 GUI tool for WMN-
HC system

Algorithm 1 Hill Climbing algorithm for maximization of f (fitness
function).

1: Start: Generate an initial solution s0;
2: s = s0; s* = s0; f_ = f (s0);
3: repeat
4: Movement Selection: Choose a movement m = select movement (s);
5: Evaluate & Apply Movement:
6: if d (s,m) C 0 then
7: s0 = apply (m, s);
8: s = s0;
9: end if
10: Update Best Solution:
11: if f (s‘)[ f (s*) then
12: f* = f (s0);
13: s* = s0;
14: end if
15: Return s*, f*;
16: until (stopping condition is met)
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We also considered the possibility to combine the abovemovements in sequences
of movements. The idea is to see if the combination of these movements offers some
improvement over the best of them alone. We called this type of movement
Combination:

\Rand1,…,Randk;Radius1,…,Radiusk; Swap1,…, Swapk[ , where k is a user
specified parameter.

Acceptability criteria: The acceptability criteria for newly generated solution
can be done in different ways (simple ascent, steepest ascent, or stochastic). In our
case, we have adopted the simple ascent, that is, if s is current solution and m is a
movement, the resulting solution s0 obtained by applying m to s will be accepted,
and hence become current solution, iff the fitness of s0 is at least as good as fitness
of solution s. In terms of d function, s0 is accepted and becomes current solution if
d(s,m) C 0. It should be noted that in this definition we are also accepting solu-
tions that have the same fitness as previous solution. The aim is to give chances to
the search to move towards better solutions in solution space. A more strict version
would be to accept only solutions that strictly improve the fitness function
(d(s,m)[ 0).

4 Simulation Results

In this work, the number of Mesh Routers is considered 16 and the number of
mesh clients 48. We took in consideration two distribution methods: Exponential
and Weibull. For the simulations we used the combination method. The total
number of iterations is considered 102400, the iterations per phase is considered
512. We carried out many simulations to evaluate the performance of WMNs
using WMN-HC system.

In Figs. 2 and 3 are shown the simulation results for Exponential and Weibull,
respectively. In Fig. 2a are shown the simulation results for size of giant com-
ponent versus number of generations for Exponential distribution. After 200
generations, all the 16 routers are connected with each-other. The number of
covered mesh routers versus the number of generations is shown in Fig. 2b. After
200 generations, all the mesh clients are covered by mesh routers.

Algorithm 2 Radius movement.

1: Input: Values Hg and Wg for height and width of a small grid area.

2: Output: New configuration of mesh nodes network.

3: Compute the most dense Hg 9 Wg area and (xdense, ydense) its central cell

point.
4: Compute the position of the router of largest radio coverage

(xlargest _cov, ylargest _cov).
5: Move router at (xlargest _cov, ylargest _cov) to new position (xdense, ydense).
6: Re-establish mesh nodes network connections.
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In Fig. 2a are shown the simulation results for size of giant component versus
number of generations for Weibull distribution. Also for Weibull distribution, all
16 mesh routers are connected with each other and they cover all mesh clients in
the grid size (see Fig. 3b).

The system has a very good performance for both distribution methods.

5 Conclusions

In this work, we evaluated the performance of Hill Climbing for the problem of
mesh router placement problem in WMNs. For evaluation, we have proposed
and implement a simulation system based on Hill Climbing algorithm called
WMN-HC and used Exponential and Weibull distributions of mesh node clients.

From the simulation results we observed that the system has a very good
performance for Exponential and Weibull distributions.

(a) (b)

Fig. 2 Simulation results for exponential distribution a Size of Giant Component, b Number of
covered mesh clients

(a) (b)

Fig. 3 Simulation results for Weibull distribution. a Size of Giant Component, b Number of
covered mesh clients

166 X. Chang et al.



In the future work, we would like to carried out extensive simulations and
evaluate the performance of the proposed system for different scenarios.
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Performance Evaluation of WMNs Using
Simulated Annealing Algorithm
Considering Different Number Iterations
per Phase and Normal Distribution

Shinji Sakamoto, Tetsuya Oda, Elis Kulla, Makoto Ikeda,
Leonard Barolli and Fatos Xhafa

Abstract Wireless Mesh Networks (WMNs) currently have a lot of attention in
wireless research and technology community due to their importance for providing
cost-efficient broadband connectivity. Issues for achieving the network connec-
tivity and user coverage are related with the node placement problem. In this work,
we consider the router node placement problem in WMNs. We want to find the
most optimal distribution of router nodes in order to provide the best network
connectivity and provide the best client coverage in a set of uniformly distributed
clients. We use our WMN-SA simulation system to calculate the size of Giant
Component (GC) and number of covered users with different number of iterations
per phase of Simulated Annealing (SA) algorithm calculations. From results, SA is
good algorithm for optimizing the size of GC. While in terms of number of
covered users, it does not cover all users. The performance of WMN-SA system
increases when we use more iterations per phase.
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1 Introduction

Wireless Mesh Networks (WMNs) [1–3] are important network infrastructure for
providing cost-efficient broadband wireless connectivity. They are showing their
applicability in deployment of medical, transport and surveillance applications in
urban areas, metropolitan, neighboring communities and municipal area networks.
At the heart of WMNs are the issues of achieving network connectivity and
stability as well as QoS in terms of user coverage. These issues are very closely
related to the family of node placement problems in WMNs, such as mesh router
nodes placement.

Node placement problems have been long investigated in the optimization field
due to numerous applications in location science (facility location, logistics, ser-
vices, etc.) and classification (clustering).

Facility location problems are thus showing their usefulness to communication
networks, and more especially from WMNs field. WMNs are currently attracting a
lot of attention from wireless research and technology community for providing
cost-efficient broadband wireless connectivity.

WMNs are based on mesh topology, in which every node (representing a ser-
ver) is connected to one or more nodes, enabling thus the information transmission
in more than one path. The path redundancy is a robust feature of this kind of
topology. Compared to other topologies, mesh topology needs not a central node,
allowing networks based on such topology to be self-healing. These characteristics
of networks with mesh topology make them very reliable and robust networks to
potential server node failures. In WMNs mesh routers provide network connec-
tivity services to mesh client nodes. The good performance and operability of
WMNs largely depends on placement of mesh routers nodes in the geographical
deployment area to achieve network connectivity, stability and user coverage. The
objective is to find an optimal and robust topology of the mesh router nodes to
support connectivity services to clients.

For most formulations, node placement problems are shown to be computa-
tionally hard to solve to optimality [4–7], and therefore heuristic and metaheuristic
approaches are useful approaches to solve the problem for practical purposes.
Several heuristic approaches are found in the literature for node placement
problems in WMNs [8–12].

In this work, we use our proposed and implemented WMN-SA system that is
based on SA to deal with the node placement problem in WMNs. For simulations,
we consider normal distribution of 48 mesh clients in a 32 9 32 sized grid. Then
we deploy 16 mesh routers and apply SA, to calculate the optimum solution for the
maximum size of GC, and then maximize the number of covered users.
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The rest of the paper is organized as follows. The definition of node placement
problem is shown in Sect. 2. The proposed and implemented WMN-SA system is
presented in Sect. 3. The simulation results are given in Sect. 4. We give some
concluding remarks and future work in Sect. 5.

2 Node Placement Problem in WMNs

In this problem, we are given a grid area arranged in cells where to distribute a
number of mesh router nodes and a number of mesh client nodes of fixed positions
(of an arbitrary distribution) in the grid area. The objective is to find a location
assignment for the mesh routers to the cells of the grid area that maximizes the
network connectivity and client coverage. Network connectivity is measured by
the size of the GC of the resulting WMN graph, while the user coverage is simply
the number of mesh client nodes that fall within the radio coverage of at least one
mesh router node.

An instance of the problem consists as follows.

– N mesh router nodes, each having its own radio coverage, defining thus a vector
of routers.

– An area W 9 H where to distribute N mesh routers. Positions of mesh routers
are not pre-determined, and are to be computed.

– M client mesh nodes located in arbitrary points of the considered area, defining a
matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNs and directly affect the network performance.
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In this work, we have considered a bi-objective optimization in which we first
maximize the network connectivity of the WMN (through the maximization of the
size of the GC) and then, the maximization of the number of covered users.

3 Proposed and Implemented WMN-SA System

In this section, we present WMN-SA system. Our system can generate instances of
the problem using different distributions of client and mesh routers.

The GUI interface of WMN-SA is shown in Fig. 1. We set the network con-
figuration parameters as distribution, number of clients, number of mesh routers,
grid size, radius of transmission distance and the size of subgrid.

Fig. 1 GUI tool for WMN-
SA system
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3.1 Simulated Annealing

3.1.1 Description of Simulated Annealing

SA algorithm [13] is a generalization of the metropolis heuristic. Indeed, SA
consists of a sequence of executions of metropolis with a progressive decrement of
the temperature starting from a rather high temperature, where almost any move is
accepted, to a low temperature, where the search resembles Hill Climbing. In fact,
it can be seen as a hill-climber with an internal mechanism to escape local optima
(see pseudo-code in Algorithm 1). In SA, the solution s0 is accepted as the new
current solution if d20 holds, where d = f(s0) – f(s). To allow escaping from a
local optimum, the movements that increase the energy function are accepted with
a decreasing probability exp (-d/T) if d[ 0, where T is a parameter called the
‘‘temperature’’. The decreasing values of T are controlled by a cooling schedule,
which specifies the temperature values at each stage of the algorithm, what rep-
resents an important decision for its application (a typical option is to use a
proportional method, like Tk = a Tk-11). SA usually gives better results in
practice, but uses to be very slow. The most striking difficulty in applying SA is to
choose and tune its parameters such as initial and final temperature, decrement of
the temperature (cooling schedule), equilibrium detection, etc.

For further details on initial solution, fitness evaluation and movement types,
refer to [14].1 However, the acceptability criteria of neighboring solutions is now
different, as explained next.

3.1.2 Acceptability Criteria

The acceptability criteria for newly generated solution is based on the definition of
a threshold value (accepting threshold) as follows. We consider a succession tk
such that tk[ tk ? 1, tk[ 0 and tk tends to 0 as k tends to infinity. Then, for any
two solutions si and sj, if fitness(sj)-fitness(si)\ tk, then accept solution sj.

For the SA, tk values are taken as accepting threshold but the criterion for
acceptance is probabilistic:

– If fitness(sj) - fitness(si) _ 0 then sj is accepted.
– If fitness(sj)-fitness(si)[ 0 then sj is accepted with probability exp[(fitness(sj)-

fitness(si))/tk] (at iteration k the algorithm generates a random number R 2 (0,1)
and sj is accepted if R\ exp[(fitness(sj)-fitness(si))/tk]).

1 Initial solution, fitness evaluation and movement types are the same for Hill Climbing and
Simulated Annealing
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In this case, each neighbor of a solution has a positive probability of replacing
the current solution. The tk values are chosen in way that solutions with large
increase in the cost of the solutions are less likely to be accepted (but there is still a
positive probability of accepting them).

4 Simulation Results

We carried out many simulations to evaluate the performance of WMNs using
WMN-SA simulation system. In these simulation scenarios, we consider a grid
with 32 9 32 size. The number of mesh routers is considered 16 and the number
of mesh clients 48. For evaluation, we considered normal distribution of mesh
clients. We set the value of SA temperature to 1 and conduct simulations for
different number of iterations for each phase.

In Figs. 2 and 3, we show results of size of GC and number of covered users,
respectively. For each phase of calculations, SA runs a number of 64, 128, 256 and
512 iterations. Because of the presence of random processes in our simulation
system, we conduct the simulations 10 times, in order to create a general view of
results. The maximum size of GC is 16, as we have 16 routers in our scenario. In
Fig. 2a, b, the performance of the system for optimizing the size of GC, is almost
the same. After 25 iterations the router backbone is completed with all 16 routers.
While in the cases of 256 and 512 iterations (Fig. 2c, d), the performance
increases, as the max size of GC is reached for less generations (10 and 8,
respectively). We show the results for 50 generations as the size of GC is always
maximum for more generations.

In Fig. 3 is shown the covered users for each iterations. First, we conducted
simulations with 50 generations. In that case, not all users were covered. Then, we
increased the number of generations per simulation to 200. The algorithm runs in
similar ways for all cases when number of iterations is different. The maximum
number of covered users goes up to 46. The performance becomes a little better
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when we move from 64 iterations up to 512 (see Fig. 3a–d), in terms of faster
optimization. In the cases of 256 and 512 iterations per phase, in Fig. 3c, d, in
around 10 phases there are more than 40 users covered. For less iterations per
phase the performance is worse.

5 Conclusions

We conducted simulations with our WMN-SA system, in a grid with size 32 9 32,
where we deployed 48 mesh clients and 16 mesh routers. Using SA, we optimized
the size of GC and then the number of covered users for different number of
iterations per phase.

From the simulation results, we conclude that, SA is a good algorithm for
optimizing the size of GC, while in terms of number of covered users, it does not
cover all the users. The performance of of WMN-SA system increases when we
use more iterations per phase. In the case of the size of GC, all the routers were
connected for less than 10 phases, when the number of iterations were 512.

In our future work, we would like to make a quantitative evaluation of the
calculation time for all cases and compare the performance with other approaches.
Moreover, we would like to implement other search optimization algorithms in our
simulation system.
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UBMLRSS–Cognitive Financial
Information Systems

Lidia Ogiela and Marek R. Ogiela

Abstract Intelligent information management systems that analyse management
processes and support strategic decision taking will be discussed based on the
example of cognitive data management systems. This group of information
management systems is about taking strategic decisions at enterprises by seman-
tically analysing selected groups of economic and financial ratios. This publication
will discuss systems classed as UBMLRSS (Understanding Based Management
Liquidity Ratios Support Systems)–cognitive systems for analysing enterprise
liquidity ratios which will reason about the resources and the solvency of the
working capital of the company as well as about its current operations based on a
semantic analysis of a set of selected ratios. UBMLRSS systems represent one of
four classes of Cognitive Financial Analysis Information Systems.

Keywords UBMLRSS systems � Semantic analysis � Cognitive systems � CFAIS
systems

1 Introduction

The purpose of management information systems is to support decision-making
processes [7]. A new direction in the development of these management infor-
mation systems is their ability to semantically reason based on analysed data sets
about possible future developments and the overall condition of the enterprise in
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the future. Hence work was undertaken to develop new classes of information
systems [1, 5] for analysing and interpreting economic and financial data, which
will support intelligent enterprise management. The development of cognitive
financial data analysis systems [6, 7] is made possible by the elaboration of IT
semantic reasoning formalisms [2–4] necessary for this purpose, which are used to
design systems supporting the perceptive interpretation of patterns presented in the
form of numerical sets. More precisely, these sets take the form of numerical
sequences and the purpose of the analysis is to support taking decisions of strategic
importance for enterprises [7].

The proposed approach is primarily based on the correct description, and
secondly on the correct building of new classes of systems for analysing and
interpreting numerical data, namely financial ratios selected for this analysis. The
ratio analysis systems currently developed operate using semantic analysis [5–7].
Thus the design of information systems is based on mathematical techniques of
linguistic reasoning used to describe the analysed data [7]. This description is
especially geared towards a perceptive analysis and the interpretation of the
analysed data sets.

2 CFAIS Systems as an Example of Systems
for Semantically Analysing Financial Ratios

Systems used for the semantic analysis of financial ratios represent one of three
types of systems for cognitive data analysis [7] (Fig. 1), which include:

Fig. 1 The classification of cognitive decision information systems
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• CFAIS systems–Cognitive Financial Analysis Information Systems,
• CIAIS systems–Cognitive Image Analysis Information Systems,
• CPIAIS systems–Cognitive Personal Identification and Authentication Infor-
mation Systems.

The CFAIS class of systems is divided into four sub-classes which include the
following new classes of systems cognitively analysing economic and financial
data (Fig. 2):

• UBMLRSS—Understanding Based Management Liquidity Ratios Support
Systems,

• UBMFLRSS—Understanding Based Management Financial Leverage Ratios
Support Systems,

• UBMARSS—Understanding Based Management Activity Ratios Support
Systems,

• UBMPRSS—Understanding Based Management Profitability Ratios Support
Systems.

The UBMLRSS are the cognitive systems for analysing enterprise liquidity
ratios which will reason about the resources and the solvency of the working
capital of the company as well as about its current operations based on a semantic
analysis of a set of ratios.

Fig. 2 The CFIAS information systems
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The UBMFLRSS are the cognitive systems for analysing financial leverage
ratios (financial debt ratios) which will reason about the sources financing the
company’s assets and the proportion of external capital by analysing short-term
and long-term liabilities, as well as the effectiveness of outlays and the interest
paid.

The UBMARSS are the cognitive systems for analysing turnover ratios which
will reason about how fast assets rotate and how productive they are.

The UBMPRSS are the cognitive systems for analysing profitability ratios
which will reason about the financial efficiency of business operations of a given
unit based on the relationship between financial results and the sales of goods and
services as well as the cost of sales.

Systems for the automatic interpretation of the analysed economic and financial
ratios use computational intelligence and mathematical linguistic algorithms. This
view of information systems for describing and interpreting the analysed data
distinguishes cognitive systems from traditional information systems operating
based on traditional informatics formalisms, e.g. neural networks or database
reasoning systems based on predicate calculus.

The methodology of designing information systems which improves processes
of automatic analysis and semantic interpretation of data forms the foundation of
the research work carried out.

The semantic analysis of financial ratios carried out using techniques of the
automatic interpretation and analysis of data, which work on the basis of the
semantic analysis of the analysed data, makes it possible to conduct a gradual and
comprehensive automatic semantic analysis of selected information.

3 Liquidity Analysis

Liquidity analysis is aimed at assessing the liquidity of an enterprise in the context
of servicing its debts. The main ratios used to assess this type of standing are as
follows:

1. In static methods:

• current ratio—the ratio of current assets (i.e. working assets made up of the
inventory, receivables and cash) to current liabilities (i.e. current liabilities
consisting of liabilities maturing within a short period of time and long-term
liabilities maturing in the specific period),

• quick ratio—shows the level to which current liabilities are covered by highly
liquid assets (i.e. receivables, short-term securities and cash),

• cash ratio—the ratio of cash and short-term securities available for sale to
current liabilities,

• mature liabilities ratio—describing the relationship of cash to mature
liabilities.
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2. In dynamic methods:

• cash capacity ratios–describe the level of cash receipts generated by the
enterprise at a given time from sales or invested assets,

• cash sufficiency ratios–tell about the relationship of cash (generated by the
primary business lines) to expenses and total liabilities of the enterprise.

Liquidity ratios are used to assess both short- and long-term liquidity. The first
type of assessment focuses on short-term forecasting of enterprise receipts and
expenditure using static methods. The second type of assessment is used to analyse
expenditure over a long period of time and has a dynamic character.

4 UBMLRSS Systems

The UBMLRSS system class serves to assess current liquidity by using static
methods of analysing liquidity ratios. The following formal grammar is proposed
for analysing current liquidity:

GL ¼ VNL;VTL;PL; SLð Þ

where:
VNL–the set of non-terminal symbols:
VNL{LIQUIDITY, EXCESS_LIQUIDITY, OPTIMAL_LIQUIDITY,

SOLVENCY_PROBLEMS},
VTL–the set of terminal symbols:
VTL{a, b, c, d, e}–Fig. 3.
where:
a [ [0; 1), b [ [1, 1, 2], c [ (1, 2; 1, 5), d [ [1, 2, 5], e [ (2; +?).
SL[ VNL, SLLIQUIDITY.
PL– set of productions:

1. LIQUIDITY ? EXCESS_LIQUIDITY | OPTIMAL_LIQUIDITY |
SOLVENCY_PROBLEMS

2. EXCESS_LIQUIDITY ? EEE | EDE | EED
3. OPTIMAL_LIQUIDITY ? DCA | DCB | DBB | DBC | DBA | CBA | CCA |

CBD
4. SOLVENCY_PROBLEMS ? DEE | AAA | ABA | AAB | ABB | BAB | BBA |

ABC | BAC | ACB | BCA | AAC | ACA | CAA | AAD | ADA | DAA | AAE |
AEA | EAA | ACD | ADC | ABD | ADB | DAB | ABE | AEB | BAA | BAD |
BAE | BEA | EAB | EBA | CAB | ACC | CAC | BCC | CAD | CDA | CAE | CEA
| ACE | ADE | AED | DAE | DEA | EAD | EDA | BBB | CCC | DDD | BBC |

Fig. 3 The set of terminal
symbols
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CBB | BDA | BCB | BBD | BDB | BBE | BEB | EBB | CCD | CDC | DCC | CCE |
CEC | ECC | DDE | DED | EDD | BCD | BDC | CDB | BCE | BEC | ECB | EBC |
CBE | CEB | CDE | CED | EDC | ECD | DEC | DCE | EEA | EAE | AEE | EEB |
EBE | BEE | CEE | ECE | EEC | DDA | DAD | ADD | BDD | DBD | DDB | DDC
| CDD | DCD | BDE | BED | CBC | CCB | DAC | DBE | EAC | EBD | ECA |
EDB | AEC | DEB

5. A ? a
6. B ? b
7. C ? c
8. D ? d
9. E ? e

Fig. 4 The examples of UBMLRSS system
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The semantic analysis of the liquidity of an enterprise is determined by the
assessment of the current and quick ratios of liquidity as well as of cash and
mature liabilities. Examples of cognitive analysis conducted by an UBMLRSS
system, which comprises not only the assessment of the current company
standing but primarily reasoning based on the analysed data, are shown in
Fig. 4.

5 Conclusion

The UBMLRSS systems for analysing enterprise liquidity presented here have
been developed for analysing the short-term or current liquidity. The data collected
in the knowledge base of the system makes it possible to carry out an analysis of
groups of financial ratios and to reason about the future of the enterprise. The
purpose of the analysis carried out is to identify the directions of changes within
the enterprise aimed at ensuring its current liquidity, and if the system identifies
optimum values of liquidity ratios of the enterprise, to maintain this situation for as
long as possible.

UMBLRSS systems, as a sub-class of cognitive data analysis systems, are
designed based on linguistic algorithms and formal grammars [8, 9].
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A Framework of Static Analyzer for Taint
Analysis of Binary Executable File

Young-Hyun Choi, Jae-Won Min, Min-Woo Park, Jung-Ho Eom
and Tai-Myoung Chung

Abstract In this paper, we proposed a tool framework of static analyzer for taint
analysis of binary executable file. Dynamic taint analysis is becoming principal
technique in security analysis. In particular, proposed system focuses on tracing a
dynamic taint analysis. Moreover, most existing approaches are focused on data-
flow based tainting. The modules of this paper use two kinds of input file type
which are taint_trace file and binary executable file. Proposed system analyzes the
result of dynamic taint analysis and makes control flow graph. Our proposed
system is divided by three modules; taint reader, crash analyzer and code tracker.
Trace reader converts trace file into readable/traceable information for a manual
analyzer. Crash analyzer find out a vulnerability that is a causative factor in
accrued crash. Code tracker supports a variety of binary executable file analysis. In
this paper, we suggest a tool framework for dynamic taint analysis.

Keywords Binary analysis � Vulnerability analysis � Static analysis � Taint
analysis
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1 Introduction

Dynamic taint analysis is a principal technique for tracking information flow. And
dynamic taint analysis is available approach to binary executable file without
source code. Dynamic taint analysis works by tagging inputs to a program as
tainted. And tainted data taints to other values that are influenced tainted inputs.
We can check for information well-known vulnerability in a application by
marking inputs as tainted, and then checking whether they propagate to inappro-
priate outputs.

Our proposed system is divided by three modules; taint reader, crash analyzer
and code tracker. Trace reader converts trace file into readable/traceable infor-
mation for a manual analyzer. Crash analyzer find out a vulnerability that is a
causative factor in accrued crash. Code tracker supports a variety of binary exe-
cutable file analysis. Code tracker draws a control flow graph for static analysis
with binary executable file. The control flow graph node represents a basic block in
the graph.

In this paper we present our approach, a tool framework of static analyzer for
taint analysis of binary executable file, as an advantage to an existing similar tools.
We also show demonstration of taint trace reader.

The rest of the paper is organized as follows. We provide related work and
motivation for the work in Sect. 2. Section 3 presents our approach, and Sect. 4
provides result demonstration. Finally, we conclude and discuss future-work
directions in Sect. 5.

2 Related Work and Motivation

There is plenty of related work for a tool framework for the static analyzer for taint
analysis of binary executable file. We discuss the most closely-related approaches.

2.1 Dynamic Taint Analysis

Taint analysis is a kind of data flow analysis. Other data are influenced by the data
flows. Dynamic taint analysis is a mechanism which tracks incoming data from the
user input throughout whole process. The reason why marking ‘tainted’ is that data
originating from the user input is untrusted. Operations on this data are kept
tagging, and taint tagging propagates to the result of operations.

The purpose of dynamic taint analysis is to trace information flow between
sources and sinks in accordance with the taint policies.

A taint policy determines exactly the way of tainted data flows as a program
executes and the consequences from influence of tainted value [1, 2] [DTA++][ddd].
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2.2 Motivation

Taint analysis provides various approach and powerful techniques to detect attacks
on vulnerabilities. For example, analyzer protects zero-day attacks using that trace
of the control flow and detection of an exploit. Analyzer do not need to well-
known vulnerabilities. Many intrusions are untrusted input data principal to a
process executing unexpected code. In fact, more than one third of all vulnera-
bilities notes reported by US-CERT in 2012 consisted of buffer overflows. An
attacker try to buffer overrun attack using inject code.

3 Our Approach

In this section, we describe our generic approach for static taint analysis. We
provide a general description of our framework, details of the inner module of the
framework. The inner module analyses a taint_trace file and a binary executable
file.

The taint information is the result of taint analysis of binary executable file.
Taint information pack into a trace file.

Proposed system can draw to analyze information of processor from disas-
sembled code. Proposed system is divided into a crash analyzer, a taint reader and
a code tracker.

A taint reader can determine the overall information of the results of the taint
analysis. A crash analyzer estimates a variety of vulnerability of activated pro-
cessor through the taint_trace file. A code tracker generates the assembly code of
binary executable file.

The taint_trace files generated by the taint analysis are used experimentally to
create brand new pieces of analysis policy.

3.1 Proposed Framework

Proposed framework statically analyzes the information of process. Proposed
framework consists of taint reader, crash analyzer and code tracker. Trace reader
converts trace file into readable/traceable information for a manual analyzer. Crash
analyzer finds out a vulnerability that is a causative factor in accrued crash. Code
tracker supports a variety of binary executable file analysis.

Figure 1 depicts the overall structure of proposed framework.
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3.2 Trace Reader

Trace Reader is comprised of Get Process Name, Init Module Information,
Initialize Output Stream, and Print Instruction.

Get Process Name is proposed system gets the subject’s process name of taint
analysis of program. Init Module Information initializes the information of loaded
modules on taint analysis of program. Initialize Output Stream is allowed to
designate an output stream to print the trace information of taint_trace file. Print
Instruction prints instructions in the trace information of taint_trace file through
the output stream.

Fig. 1 Framework of proposed static analyzer
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3.3 Crash Analyzer

Crash analyzer analyzes trace information of abnormal termination program.
Because of crash analyzer finds the software vulnerability on the inner program
and reports to user of proposed system. Crash analyzer is comprised of Parser,
Vulnerability Checker, Result Reporter.

First of all, Parser, the trace information converts to the token through the
tokenization. The tokenization is the process of demarcating and possibly classi-
fying sections of a string of input characters. The resulting tokens are then passed
on to the vulnerability checker. The meaningful token has been saved the infor-
mation at field in the structure. The Vulnerability checker compares with vul-
nerability information and taint_trace information, and then the vulnerability
checker detects concerned vulnerability for a program crash. The result reporter
sends the crash analysis information to user.

3.4 Code Tracker

Code Tracker supports a variety of binary executable file analysis. Code Tracker is
comprised of Intermediated Language, Binary Format Interface, Code Generator.

An intermediate language is the language of an abstract machine designed to
aid in the analysis of computer programs, as well as the analysis language for
binary format and code generator. The semantics of the intermediate language are
designed to be faithful to assembly languages [11]. Binary format interface sup-
ports to analysis program flow, instruction list, address of instruction, etc. Binary
format interface has two engines which a control flow graph engine and a data-
flow engine. Control flow graph engine generates to facilitate the graph for
analysis of data flow of binary code. Data-flow engine traces the extracted data
flow through intermediate language information. Data-flow engine verifies that
there is accurate operand available of binary codes. Code generator generates the
code from intermediate language to machine-level language.

4 Demonstration and Comparison

In this section, an explanation for the demo of trace reader in the proposed system
and making a comparison between the proposed system and other similar static
analysis programs will be followed.

Trace reader indicates the data of instruction address, instruction information,
operand information of source and operand information of destination condition.

Instruction address represents physical address for instruction. Instruction
information shows the entire process of instruction and operands.
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Operand information of source and operand information of destination gives
specific information of operands such as all kinds of the storage, value and taint
information. Users can confirm all of the information mentioned as above so that
they can find out what they want like vulnerability and carry out crash analysis
Table 1.

The demonstration of trace reader is shown by Fig. 2.
One of static analysis tools called ‘Airac’, which doesn’t have control flow

graph differ from the other tools, has abstract interpretation as a static analysis
technique. Also ‘Airac’ uses source code for input and ‘Airac’ is implemented in
nML. Other three tools named ‘Sparrow’, ‘Vine’ and ‘Proposed system’ provide
control flow graph, especially ‘Sparrow’ uses source code for input same as
‘Airac’ and using semantic and syntactic, etc. for static analysis, server-client
system and early detection. ‘Vine’ uses binary file for input and has program

Table 1 Comparison with other static analysis tools

Name Control flow
graph

Static analysis
technique

Input Note

Airac No Abstract
interpretation

Source code Implemented in nML

Sparrow Yes Semantic and
syntactic, etc.

Source code Server-client system
Early detection

Vine Yes Program
verification
analyses

Binary file Hybrid with TEMU in
BitBlaze project

Proposed
system

Yes Taint analysis Binary file and
taint_trace file

Practical use taint_trace
file

Fig. 2 Trace reader: taint_trace demonstration file
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verification analysis as a static analysis technique. Also hybrid with TEMU Bit-
Blaze project is on ‘Vine’. Lastly, in terms of ‘Proposed system’, it has taint
analysis as a static analysis technique and uses binary file and taint_trace file for
input. Practical use taint_trace file is one of its specific characters.

5 Conclusion and Future Work

We presented our framework for static analysis, which provides several approa-
ches. First, it is flexible input files that are taint_trace file and executable binary
file. Second, it is practicable taint analysis on static analysis. Finally, it works at
the application level and doesn’t need the source code.

Proposed system analyzes the result of dynamic taint analysis and makes
control flow graph. Our proposed system is divided by three modules; taint reader,
crash analyzer and code tracker. Trace reader converts trace file into readable/
traceable information for a manual analyzer. Crash analyzer finds out vulnerability
that is a causative factor in accrued crash. Code tracker supports a variety of binary
executable file analysis.

Proposed a Framework for Static Analyzer for Taint Analysis of Binary Exe-
cutable File is different detecting whole crash situation on the runtime. However,
analysis based on executable file can be efficiently the program without source
code supporting. Proposed system has wide range and finds out relatively much
vulnerability.
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An IoT-Based Framework for Supporting
Children with Autism Spectrum Disorder

Ardiana Sula, Evjola Spaho, Keita Matsuo, Leonard Barolli,
Fatos Xhafa and Rozeta Miho

Abstract In this paper, we propose a framework based on Internet of Things (IoT)
and P2P technology for supporting learning and improving the quality of life for
children with Autism Spectrum Disorder (ASD). Many children with autism are
highly interested and motivated by smart devices such as computers and touch
screen tablets. These types of assistive technology devices get children with autism
to interact, make choices, respond, and tell parents what they want, need, think,
and maybe even feel. Out framework uses JXTA-Overlay platform and smartbox
device to monitor the children and create P2P communication between children,
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parents and therapists. Various visual systems, such as objects, photographs,
realistic drawings, line drawings, and written words, can be used with assorted
modes of technology, as long as the child can readily comprehend the visual
representation. Vocabulary skills such as names of common everyday objects,
fruits, animals, toys, names of familiar people can be taught through our proposed
framework.

Keywords Assistive technologies � Smart environment �Assistive learning � IoT �
P2P

1 Introduction

Most of the socially assistive research to date is focused on Autism Spectrum
Disorder (ASD). Autism is a neurological disorder that affects the ability to
communicate and interact socially.

One of the issues to cope with this problem is how to benefit from the tech-
nology to help these children. Individuals with cognitive disabilities and devel-
opmental and social disorders constitute another growing population that may
benefit from assistive applications in the contexts of special education, therapy,
and training.

The cause of the increasing number of children with autism is not yet known.
However, early intervention is critical to enabling a positive long-term outcome,
and even with early intervention, many individuals will need high levels of support
and care throughout their lives.

An assistive smart environment have the potential to enhance the quality of life
for broad populations of users: the elderly, individuals with physical impairments
and those in rehabilitation therapy, and individuals with cognitive disabilities and
developmental and social disorders [1].

The advance of the technology is leading to smart objects being capable of
identifying, locating, sensing and connecting and thus leading to new forms of
communication between people and things and things themselves. Now in the
process of development is an increasing number of smart devices that allow users
to control and monitor events in consumer-based appliances, home electronics, and
home-security systems. As these devices become more common, the need will
increase for a home networking strategy that will allow all data, voice, and smart
devices to be accessed at anytime from anywhere.

IoT will be a key part of the future Internet. Radio Frequency Identification
(RFID) tags, allow objects to be uniquely identified, to determine the location, to
sense changes in physical data and to connect and communicate with a corre-
sponding transponder.

Children with autism are the subjects of the research presented here. As there is
no current cure for autism and the primary care goal is in creating a supportive
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environment. We propose a framework based on an assistive smart environment
for supporting learning and improving the quality of life.

The rest of the paper is organized as follows. In Sect. 2, we give an overview of
the various current networking technologies. An introduction of IoT and RFID is
given in Sect. 3. In Sect. 4, we discuss the proposed framework for children with
ASD. We present conclusions and future work in Sect. 5.

2 Networking Technologies

Advances in data collection technology, such as embedded devices and RFID
technology have lead to an increasing number of smart devices (see Fig. 1) that
allow users to control and monitor events in consumer-based appliances, home
electronics, and home-security systems. As these devices become more common,
the need will increase for a home networking strategy that will allow all data,
voice, and smart devices to be accessed at anytime from anywhere [2].

Home networking is the collection of elements that process, manage, transport,
and store information, enabling the connection and integration of multiple com-
puting, control, monitoring, and communication devices in the home.

Robots are being steadily introduced into modern everyday life and are
expected to play a key role in the near future. Typically, the robots are deployed
in situations where it is too dangerous, expensive, tedious, and complex for
humans to operate. Robots offer many advantages to accomplish a wide variety of
tasks given their strength, speed, precision, repeatability, and ability even in
extreme environments. Socially intelligent robotics is the pursuit of creating robots
capable of exhibiting natural-appearing social qualities. Beyond the basic capa-
bilities of moving and acting autonomously, research is focused on the use of the
robot‘s physical embodiment to communicate and interact with users in a social

Fig. 1 Smart devices in
children environment
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and engaging manner. Assistive robotics in general and socially assistive robotics
in particular have the potential to enhance the quality of life for broad populations
of users: the elderly, individuals with physical impairments and those in rehabil-
itation therapy, and individuals with cognitive disabilities and developmental and
social disorders [3].

A number of research groups have examined the response of children with
autism to robots [4–8]. Each of these studies has demonstrated that robots generate
a high degree of motivation and engagement in subjects, including subjects who
are unlikely or unwilling to interact socially with human therapists. This presents
the hope that a robot might be used to teach them social skills incrementally, and
assists in the transfer of this knowledge to interactions with humans.

Peer to Peer (P2P) systems appeared as a new paradigm after client–server and
became quite popular for file-sharing among internet users. Such systems benefit
from high scalability and fault tolerance. Today research is focused on the design,
implementation and deployment of full featured P2P networks that integrate end-
devices. P2P is a very good approach to an efficient platform for e-learning and
robot control.

A Wireless Personal Area Network (WPAN) is a low-range wireless network
which covers an area of only a few dozen meters. This sort of network is generally
used for linking peripheral devices (like printers, cellphones, tablets and home
appliances) or a Personal Digital Assistant (PDA) to a computer, or just two nearby
computers, without using a hard-wired connection. There are several kinds of
technology used for WPANs, but the main WPAN technology is Bluetooth.

Emerging WPAN standards (IEEE 802.15 standards) are focused in general to
provide cost effective and innovative smart wireless applications such as: Wireless
Sensor Networking and RFID Applications. Most popular WPAN Standards are:
Bluetooth IEEE 802.15.1, Zigbee IEEE 802.15.4, UWB (Ultra Wide Band) IEEE
802.15.3a and Proprietary standards based on Embedded Wireless Chips.

Wireless Sensor Networks (WSNs) are increasingly gaining impact in our daily
lives. They are finding a wide range of applications in various domains, including
health-care, assisted and enhanced-living scenarios, industrial and production
monitoring, control networks, and many other fields.

3 Internet of Things (IoT)

The term Internet of Things has recently become popular to emphasize the vision
of a global infrastructure of networked physical objects. IoT enables the things/
objects in our environment to be active participants with other members of the
network, often using the same Internet Protocol (IP) that connects the Internet.

In this way the things/objects are capable of recognizing events and changes in
their surroundings and are acting and reacting autonomously largely without
human intervention in an appropriate way.
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The major objectives for IoT are the creation of smart environments/spaces and
self-aware things for smart transport, products, cities, buildings, energy, health and
living applications (see Fig. 2).

The Internet of Things will accelerate and expand, since the IPv6 (Internet
Protocol version 6) implementation is to result in a tremendous growth of IP
addresses, giving broader ability for every physical thing to connect to the Internet
and communicate with any other object.

The IoT is partly inspired by the success of RFID technology, which is now
widely used for tracking objects, people, and animals.

RFID and sensor network technologies will rise to meet this new challenge, in
which information and communication systems are embedded in the environment.
RFID is primarily used to identify objects from a distance of a few meters, with a
stationary reader typically communicating wirelessly with small battery-free
functions for an IoT identification and communication RFID can also be used to
determine the approximate location of objects provided the position of the reader
is known.

RFID systems consist of three main components. They are RFID tags, the RFID
readers, and RFID software. An RFID tag or transponder carries the ID data which
is a unique string or code. In addition, a tag can also store information contents
depending on the size of its memory. A tag is tagged or attached physically to the
object to be identified. The tag is an electrical device designed to receive a specific
signal and automatically transmit a specific reply.

It consists of a coupling element (such as a coil, or a microwave antenna) and
an electronic microchip. Tags can be passive, semi-passive or active, based on
their power source and the way they are used, and can be read-only, read/write or
read/write/re-write, depending on how their data is encoded. Passive RFID tags
take the energy from the electro-magnetic field emitted by readers. An RFID
reader or interrogator is a hardware device that is used to read the transmitted data
from the tag. RFID software is a middleware that runs on the RFID reader.

Fig. 2 IoT applications
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4 Proposed System for Supporting Children with ASD

Technological advancements lead to smart objects being capable of identifying,
locating, sensing and connecting and thus leading to new forms of communication
between people and things and things themselves. Assistive Technologies (ATs)
such as Ambient Assisted Living (AAL) encompasses technical systems to support
children with autism in their daily routine to allow an independent and safe life-
style and an assistive learning environment. The combination of smart technolo-
gies results in an applied IoT infrastructure for AAL scenarios. A central AAL
paradigm can be realized through the IoT, where the children with autism live in
their homes with smart objects, thus smart homes, communicating to the outside
world in an intelligent and goal-orientated manner.

We propose the combination of IoT, P2P, Web and sensor technologies for
monitor, check, control the health situation and assist children with ASD. Our
proposed IoT based framework is shown in Fig. 3. Our system sends information
about the children state in real time to therapists using P2P technology and also
allows children to interact with other children and parents.

P2P communication can be build using JXTA-Overlay Platform. JXTA-Over-
lay project is an effort to use JXTA technology for building an overlay on top of
JXTA offering a set of basic primitives (functionalities) that are most commonly
needed in JXTA-based applications. The proposed overlay comprises the fol-
lowing primitives: peer discovery, peer’s resources discovery, resource allocation,
task submission and execution, file/data sharing, discovery and transmission,
instant communication, peer group functionalities (groups, rooms etc.), monitoring
of peers, groups and tasks.

Fig. 3 Proposed IoT based
framework for supporting
children with ASD
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The overlay is built on top of JXTA layer and provides a set of primitives that
can be used by other applications, which on their hand, will be built on top of the
overlay, with complete independence. The JXTA-Overlay project has been
developed using the ver-2.3 JXTA libraries. In fact, the project offers several
improvements of the original JXTA protocols/services in order to increase the
reliability of JXTA-based distributed applications [9] and to support group man-
agement and file sharing.

The architecture of P2P distributed platform which can be developed using
JXTA technology has two main peers: Broker and Client. Altogether these two
peers form a new overlay on top of JXTA. The structure of JXTA-Overlay is
shown in Fig. 4.

Except Broker and Client peers, the JXTA-Overlay has also Simple Client peers
as shown in Fig. 5. The control layer interacts with the JXTA layer, and is divided
into two parts: a lower part with functionality common to any kind of peer, and a
higher part with functionality specific to Brokers and Clients.

Fig. 4 Structure of JXTA-
overlay system

Fig. 5 JXTA-overlay
architecture
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• The common part provides functionality for doing JXTA messaging, discovery
and advertisement.

• The Broker specific part provides functionality for managing groups of Brokers
and keeping broker statistics.

• The Client specific part provides functionality for managing groups of Clients,
keeping client statistics, managing its shareable files, managing the user con-
figuration and creating the connection with a Broker.

The lower part queues the JXTA messages to be sent. Whenever a message
arrives, the JXTA layer fires an event to the lower layer, which in turn fires a
notifications to the upper layers.

The most important part in a P2P system is the communication between peers.
By using JXTA-Overlay, it is possible to overcome, firewalls, routers, NATs, and
bridges in the private networks.

We explain in following the message transmission by the JXTA-Overlay.
JXTA-Overlay uses Universally Unique Identifier (UUID) in order to identify

the peers in the private network from the Internet. The UUID is a general unique
identifier. It is generated by the NIC address of the computer, date and time.

By knowing the UUID and TCP address, it is possible to make address
translation.

A control system that is able to control a peer in a private network from a peer
in the Internet as showing in Fig. 6. The control targets are considered the network
devices such as RS232C port, LPT port and USB port. By implementing this kind
of control system, we are able to collect data and control the peers in a Wide Area
Network (WAN). Thus, we will be able to control all devices that are connected to
the peers. We can control the USB devices and RS232C equipment. This is
because USB devices are very popular and are used almost in every computer.
Also, by using USB it is possible to control motors and LEDs. The RS232C is a
legal interface and many devices have implemented it.

Fig. 6 Remote control in JXTA-overlay
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The SmartBox device is integrated with our system as a useful tool for monitoring
and controlling children activities. The size of the SmartBox is 35 9 7912 cm. The
SmartBox has the following sensors and functions:

• Body Sensor for detecting body movement
• Chair or Bed Vibrator Control for vibrating the chair or bed
• Light Control for adjusting the room light
• Smell Control for controlling the room smell
• Sound Control to emit relaxing sounds, and
• Remote Control Socket for controlling AC 100 V socket (on–off control).

These functions can calm and relax children with ASD that are anxious or on a
panic attack and increase concentration on tasks.

Assistive Technologies (ATs) are often presumed to improve health and social
care services for children with autism spectrum disorders.

Tagging physical objects to find and analyze data about the object is one way
the IoT can be used in education. In Fig. 7 is shown a part of the proposed
framework for assistive learning. A child can learn new words through touching
the physical objects that are in their vocabulary list.

Each physical object would have a RFID tag placed on the item. When this tag
is read by a RFID reader or scanned by an application running on a computer or
mobile device it would prompt the device to open up a page of information or send
a command for an action to happen.

RFID tags can be created and attached by the parents for each of the physical
items in the vocabulary list. When the child places the RFID card on the RFID
reader, it will say the word for the item in their native language. Touching the item
will give to the child another sense to be engaged and may help them learn new
words faster.

Fig. 7 Part of the proposed
framework for assistive
learning
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5 Conclusions and Future Work

Assistive applications are a new research area with large horizons of fascinating
and much needed research. Even IoT technology for assistive applications is still
in its early stages of development, the next decade promises systems that will be
used in schools and homes in therapeutic programs that monitor, encourage, and
assist children with autism.

In this work, we proposed a framework based on IoT and P2P for monitoring,
supporting learning and improving the quality of life for children with ASD. We
believe that smart environment help children with autism to learn language, social
skills, appropriate behavior and academic skills.

In the future, we would like to implement the proposed framework and make
experiments to evaluate its effectiveness.
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Improvement of Fingerprint Verification
by Using the Similarity Distribution

Seung-Hoon Chae and Sung Bum Pan

Abstract Mobile devices, with their excellent portability and increasing compu-
tational power, are increasingly being used for communication and financial
transactions. As they are used in close relation to people, their security is
becoming more important. Faceless verification systems with improved security
performance, including face or fingerprint verification, are recently being required.
Fingerprint verification is a suitable method in a faceless environment. However,
the commonly used Minutiae-based fingerprint verification shows a drop in the
performance of fingerprint verification, due to the decreased number of minutiae,
when the number of acquired images is small. Especially since the values around
the threshold of similarity are similar in the genuine and imposter, many errors
could occur here. The minutiae-based fingerprint verification has a limitation in
addressing these problems. A hybrid-based verification method that uses two or
more fingerprint matching methods can address these problems better. Therefore,
this paper has conducted the binary-image-based fingerprint verification in the
partial band around the threshold. From the results of the experiment, it can be
seen that the Equal Error Rate (EER) was improved by a total of 42 %, from
3.01 % to 1.73 %, by reducing the False Match Rate (FMR) in the partial band
area around the threshold. In addition, it was improved by reducing the FMR by a
total of 89 % from 2.77 % to 0.28 %.

Keywords Biometrics � Fingerprint verification � Hybrid fingerprint verification
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1 Introduction

Mobile devices such as computer, smart phones, PDAs, and mobile phones are
providing a wide range of applications and conveniences to users. With their
portability, miniaturization, price fall, diverse applications, and performance
improvements, their penetration rate is rapidly increasing. Community websites
such as Social Networking Services (SNSs) that are based on mobile devices are
recently being developed, and communication activities via mobile devices are
increasing. Accordingly, individual activities and financial information can be
known by analyzing the mobile device information of an individual. With the
increase in the number of activities for which mobile devices are used, the loss or
hacking of such devices is resulting in much more mental and financial damage
than before. Leaked information often leads to crimes. Thus, mobile device
security and privacy protection are the most important issues for mobile devices,
which have become very closely related to human life. Also, in the modern
society, the importance of faceless verification system has been increased from the
development of communication technology. The traditional authentication system
of using password and Personal Identification Number (PIN) holds the problem of
forgetting and misuse. Especially when the false-matching was successful in the
verification with the information illegally acquired, this may raise a security
problem. The biometrics draws a lot of attention as a method appropriate to solve
these problems. The biometrics can be owned only by oneself and has no risk of
forgetting or loss [1, 2].

As shown in Fig. 1, Android of Google, which is the representative operating
system for mobile devices, has released an OS that has a face unlock feature
that uses face verification, and has developed a smart-phone with a fingerprint
sensor for fingerprint verification. The biometric system is increasingly being
introduced to mobile devices. With the improvement of mobile device perfor-
mance, the performance of the camera installed in the device is also improving.
Contactless fingerprint verification methods are being studied to enable the use
of high-performance cameras in mobile devices to obtain fingerprint images,
which eliminates the need for an additional accessory [3, 4].

The fingerprint verification is the most widely used method of various bio-
metrics. The Minutiae-based Fingerprint Verification (MFV) is generally used as
the fingerprint verification method. Recently as the fingerprint verification system
is miniaturized, the size of fingerprint scan sensor has become small and hence, the
acquired size of fingerprint got smaller as well. Accordingly, this can raise the
problem that the number of extracted minutiae and region with two fingerprints
overlapped may not be sufficient from the fingerprint image acquired, hence
reducing the verification performance. The problem with the lack of minutiae
cannot be addressed using the conventional MFV that extracts minutiae only from
one fingerprint image. The methods that have been proposed to solve these
problems, include that of generating a super template by accepting several fin-
gerprints [5], and that of improving the template quality [6]. There is also the
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Hybrid-based Fingerprint Verification (HFV) that uses minutiae and phase infor-
mation [7], which is different from the method of using merely minutiae.

In this paper, HFV, which is based on MFV and uses, to a limited degree, the
Binary-image-based Fingerprint Verification (BFV), was proposed to improve the
fingerprint verification performance. Simultaneously using MFV and BFV for each
verification process will improve security, but the resulting increase in the cal-
culation volume will reduce the convenience of the user’s fingerprint verification.
Therefore, BFV was used to a limited extent to ensure security while addressing
the problem of the user’s long verification time. Since the value around the
threshold of similarity are similar to those of genuine and imposter, the overall
fingerprint verification performance could be reduced. In order to improve the
verification result of holding the similarity around the threshold of MFV, this
paper proposes the HFV that uses the BFV in the band around the threshold of
minutiae similarity. Generally although the binary fingerprint image is the infor-
mation generated and discarded for the extraction of minutiae, the binary finger-
print image holds more information than minutiae. Accordingly when performing
the fingerprint verification around the threshold of MFV by using the binary fin-
gerprint image of holding more comparison information than minutiae with the
same image size, the false matching error around the threshold could be reduced.
According to the result of experiment, we could see that the False Match Rate
(FMR) was reduced by 89 % from 2.77 % of the MFV to 0.28 % of the proposed
method. Also, we could check that the Equal Error Rate (EER) of fingerprint
verification was improved as well from 3.01 % to 1.73 %. The remainder of this
paper is organized as follows. In Sect. 2, we describe the HVF used by the pro-
posed method. The experimental results are presented in Sect. 3, and we conclude
in Sect. 4.

Fig. 1 The smart phones using biometrics
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2 Proposed Hybrid Fingerprint Verification
Using Partial Band

In this paper, the conventional MFV and the BFV were combined to improve the
fingerprint verification performance. The HFV is described, and then the combined
method that uses minutiae and binary images is described.

2.1 Hybrid Fingerprint Verification System

The HFV combines two or more supplemental verification methods. In this paper,
the conventional MFV and BFV were used. The hybrid-based verification method
that uses both theMFV and BFVmethods are described as follows. Letx1,x2,���,xn

represent the n users enrolled in the database. Minutiae (M), which is extracted from
the input fingerprint image using the minutiae extraction module, is inputted into the
matching module of the first system. The result of the first system is S(xi | M),
wherein S(xi | M) is the similarity of the minutiae of the input fingerprint (M) to xi.
In the second system, matching is conducted using the additional information on the
fingerprints. In this paper, the binary image of fingerprint (B) was used as the
additional fingerprint information. The user is verified using the result of the first and
second systems, S(xi | M, B). Figure 2 shows the integration of the two systems.
Unlike the conventional verification method that involves only one piece of infor-
mation and one verification process, the hybrid-based verificationmethod has two or
more verification processes that use different pieces of information. Accordingly, it
can reduce the security errors that may occur in the conventional verification
process.

In order to solve the problem held by the MFV, this paper has used the image-
based fingerprint verification method of using fingerprint image. Since the fin-
gerprint image holds more comparable information than minutiae, it can perform
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Fig. 2 Integration of BFV with MFV
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more accurate verification than minutiae when the overlapped area of two
fingerprints is small or the acquired fingerprint image is small.

The Fig. 3 shows the HFV that uses the minutiae and binary image proposed in
this paper. Since the fingerprint information is not aligned properly, this requires a
process of aligning two fingerprints. As for the alignment methods that use only
the finger image, there are the method [8] of using ridges and the method [9] of
using the singular points such as core and delta. However, the method of using
only the image has some limitations since this requires a lot of calculations and
there may be the cases that the singular points do not exist. Therefore, the
fingerprint correction of using only the image is less efficient than the method of
using minutiae. And, the BFV used in this paper has required more processing time
than the method of using minutiae. Accordingly, the BFV should be conducted
only to a limited extent. Also while the performance of MFV was excellent in the
place of high minutiae similarity, the fingerprint verification error has occurred
around the threshold low in the similarity. In this case, this paper refers the area
around the threshold as partial band. Accordingly as for the area excluding the
partial band high in the reliability, this paper intends to propose the HFV that uses
the BFV for the fingerprints holding the minutiae similarity of partial band without
performing the BFV. As for the fingerprint image, this paper has used the binary
fingerprint image that has gone through the fingerprint quality improvement and
binarization occurring in the process of MFV. The binary fingerprint image is
small in the data size as compared to that of gray-scale image. And, the contrast of
fingerprint image is more obvious than that of gray-scale. Also while going
through the image quality improvement and binarization process, it becomes more
appropriate for the fingerprint verification as the small noises such as skin wrinkles
and pores are removed. For these reasons, in this paper image verification stage is
done after the binarization of images.

Minutiae based on 
Matching

Binary Image 
based on Matching

Fingerprint Verification

Check Score

The score doesn t
Included in partial band

The score included
In partial band

Alignment Value

′

Fig. 3 Proposed HFV system
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2.2 Partial Band of Similarity Distribution

The proposed method in this paper has first performed the MFV. And then, this
paper determines whether or not to perform the BFV. If the minutiae similarity is
held in the partial band necessary to have the BFV, the verification is performed by
using the result of BFV after executing the BFV. However when the result of MFV
holds the minutiae similarity of the area excluding the reliable partial band, the
matching is performed only with the MFV. As for the correction phase of BFV,
this paper has used the correction result of MFV. The partial band, which deter-
mines execution of the BFV, uses the similarity distribution of MFV. The Fig. 4a
shows the similarity distribution of MFV.

The errors in the MFV are distributed around the threshold value th as shown in
the Fig. 4a. The cases, which errors have occurred in the MFV, were the case that

Score(%)
False Non-Match False Match

α βth
sgsi

(a)

(b) (c)

Fig. 4 Similarity distribution of fingerprint verification. a Similarity distribution of MFV,
b Similarity distribution of MFV within the partial band, c Similarity distribution of BFV within
the partial band
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the similarity of genuine becomes below the threshold value as well as the case
that the similarity of imposter exceeds the threshold value. These errors are
respectively referred to as ‘False Non-Match’ and ‘False Match’. As shown in the
Fig. 4a, this paper has used the partial band between the similarity a (where the
‘False Non-Match’ becomes ‘0’) and similarity b (where the ‘False Match’
becomes ‘0’) as the maximum band. The Si and Sg hold the similarity value
between th and a and the value between th and b, which are in the similarity range
of partial band. Since the similarity values of genuine and imposter around the
threshold within the partial band are similar from each other, this is the range that
errors occur most frequently. When performing the BFV excellent in the perfor-
mance of rejecting false matching within this partial band, the verification per-
formance could be improved.

Since the BFV has a lot of comparison information, the FMR could be reduced.
However as the False Non-Match Rate (FNMR) is raised, the EER performance
could be reduced as compared to the MFV. However as for the minutiae similarity
distribution, the gain obtained by the reduction of FMR is larger than the loss by
the mismatching error when performing the BFV within the partial band around
the threshold. Accordingly from the result of the BFV performed within the partial
band, the MFV holds the Zero False Match Rate (ZeroFMR) of 100 % as shown in
the similarity distribution of Figs. 4b and c. However since the ZeroFMR of BFV
holds the performance of 60 %, it is better than the BFV. Accordingly, this paper
has improved the security performance of fingerprint verification by reducing FMR
within the partial band area around the threshold. Also, the EER performance was
improved by the FMR reduction effect.

3 Experimental Results

This paper has performed the experiment by using the Set A of FVC [10]-DB1
fingerprint database [10]. In case of genuine and imposter, the test was performed
respectively for 2,800 times and 4,950 times. As for the similarity partial band of
the minutiae to execute the binary image fingerprint verification, this paper has
used the similarity distribution. The minutiae similarity partial band that holds the
P distribution is selected by using the Eq. (1).

P ¼ Iðth; SiÞ þ Gðth; SiÞ
Iðth; aÞ þ Gðth; aÞ � 100 ¼ Iðth; SgÞ þ Gðth; SgÞ

Iðth; bÞ þ Gðth; bÞ � 100

I i;jð Þ : Number of imposter between the similarity i and j

G i;jð Þ : Number of imposter between the similarity i and j

ð1Þ

In other words, the fingerprint verification performance was tested on the basis
of threshold value after finding the similarity below the threshold and above the
threshold that hold as many fingerprints for the P ratio. The Fig. 4 shows the
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fingerprint verification performance in accordance with the P ratio. As for the
partial band ratio, this experiment has checked the performance after measuring the
matching result within the partial band for the P value of 0 % up to 100 %. Binary
fingerprint matching used Dice overlap, define as 2(R \ B)/(R ? B) where R is
registration binary fingerprint image and B is input binary fingerprint image [11].

From the Fig. 5, the case with the partial band ratio P of 0 shows the experi-
mental result that has used only the MFV without using the BFV. In order to check
the improvement effect of FMR, this experiment has tested the changes in FMR by
fixing FNMR and has measured EER to evaluate the verification performance.

According when having fixed FNMR to 3.25 %, the FMR performance was
improved more than having used the MFV. Especially when having used only the
partial band ratio of 50 %, we could see that the performance was improved from
2.77 % to 0.28 %. Also, the EER of proposed method was improved to 1.62 %
from 3.01 %. Through these experimental results, we have verified that the pro-
posed fingerprint verification method not only improves the FMR but also the
verification performance.

4 Conclusions

The MFV is the fingerprint verification method most widely used due to its
excellent performance and quick processing speed. However, the verification
performance is reduced in the case when the acquired image is small. Likewise in
order to solve the problem of MFV and to improve the FMR in security, this paper
has proposed the HFV that uses both the MFV and BFV methods. In order to

Fig. 5 Fingerprint verification performance by the value of P
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combine two verification methods effectively, we have performed the BFV only
within the partial band with similar minutiae. After using the proposed method by
using the band ratio of 50 %, we could see that the FMR of proposed method was
improved by 89 % from 2.77 % to 0.28 % as compared to the MFV and the EER
performance was improved by 42 % when having fixed FNMR to 3.25 %. In the
future, we plan to study on the image comparison method to improve the pro-
cessing speed of image based fingerprint verification method.
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Improvement of Lung Segmentation Using
Volume Data and Linear Equation

Seung-Hoon Chae, Daesung Moon, Deok Gyu Lee and Sung Bum Pan

Abstract Medical image segmentation is an image processing technology prior to
performing a variety of medical image processing. Therefore, a variety of methods
have been researched for fast and accurate medical image segmentation. Per-
forming segmentation in various organs, you need the accurate judgment of the
interest region in medical image. However, the removal of interest region occurs
by the lack of information to determine the interest region in a small region. In this
paper, we improved segmentation results in a small region in order to improve the
segmentation results using volume data with a linear equation. In order to verify
the performance of the proposed method, lung region by chest CT images was
segment. As a result of experiments, volume data segmentation accuracy rose from
0.978 to 0.981 and from 0.281 to 0.187 with a standard deviation improvement
was confirmed.
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1 Introduction

By the improvement of the performance of medical imaging equipment, in
accordance with the acquisition of high-resolution digital images, computer image
analysis is being actively applied in the field of medical diagnosis and treatment.
Especially, the field of medical imaging are growing rapidly by new ways to
extract or visualize the organ tissue information from diagnostic medical images
obtained by a variety of medical imaging equipment such as X-Ray, Computerized
Tomography (CT), Magnetic Resonance Imaging (MRI), Ultrasound, Positron
Emission Tomography (PET), etc. [1]. Ritter et al. divided the major issues in the
field of medical image processing into Image Enhancement, Image Segmentation,
Image Registration, Quantification, Visualization, Computer-aided Detection [2].
Image Segmentation of these are important image processing that need to be ahead
of a variety of medical image processing such as Image Registration, Quantifi-
cation, Visualization, Computer-aided Detection. It is difficult for a radiologist to
manually segment the large size of data, and because of the similarity of the
biological characteristics of human organs, accurate medical image segmentation
is not easy. So, in the field of medical image segmentation, many researchers are
studying a variety of ways to obtain fast and accurate automatic segmentation
methods for medical images.

Many methods such as Threshold method, Watershed, Region Growing, Active
Shape Models (ASM), Clustering, Level-set, etc. have been researched for medical
image segmentation [3–8]. In performing segmentation, accurate judgment is
necessary in order to exactly extract the region of interest from medical images in
the presence of other organs. For example, if you want to segment the lung region
in chest CT images, the bronchi can be segment that exists within a chest CT
images. In case sufficient information is obtained from the region of the lungs and
bronchial region, the segmentation can be performed accurately distinguishing the
two regions. On the other hand, in case the size of the region, as shown in Fig. 1, is
small, the region could not be determined as lung region by the lack of information
for selecting the lung region.

Fig. 1 The small lung region
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In this paper, we researched how to improve the performance of exact
segmentation of small region with volume data which is a bunch of medical
images. Using chest CT images among the medical images, we improved the
segmentation result and evaluated the performance through the proposed method.

2 Proposed Improvement Method Using Volume Data
and Linear Equation

2.1 Chest CT Image

Chest CT images of human body uses the 12 bit images instead of general 8 bit
images. Generally 300 * 500 chest CT images region obtained from a patient,
and it varies depending on the performance of the CT scan equipment. Figure 2
shows the representation of three-Dimensional modeling of lungs. Because the top
and bottom parts of the lungs have diminishing structure becoming smaller and
smaller, the lung region of the top and bottom is small. It is difficult to determine
and segment lung region because small region of the top and bottom of the lungs
don’t have many features of the lung.

Chest CT images of the dataset consist of axial chest image slices as shown in
Fig. 3a. The bundle of axial chest CT images consisting dataset of chest image is
able to generate a volume data. Also, it is able to generate the coronal chest image
through the volume data as shown in Fig. 3b. Through coronal chest CT image, we
can find that shape of lung image doesn’t consist of drastic changes but naturally
connected slices. It means the previous form of lung slices and the next slices are
similar to each other and there are natural connections. Using such chest CT
images of volume data, predictions of small lung area can improve segmentation
results.

Fig. 2 Representation of
three-dimensional modeling
of lungs
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2.2 Linear Equation

The connection form of the coronal plane of the lungs does not have a complex
shape. In addition, because the information of the next slice is predicted using
standard slices, lung region was predicted without using higher-order linear
equations, but by the first linear equation which has less computation. The first
equation or linear equation is equation with the highest order term of the order of 1.
The first equation may have more than one variable. Linear equations with two
variables are actually linear functions. In addition, this is called ‘equation of the
straight line’ because it is a straight line in the coordinate plane and associated with
the geometric properties of the straight lines. If given two different points x1; f1ð Þ
and x2; f2ð Þ, the equation of a straight line is defined as follows.

f1 ¼ ax1 þ b

f2 ¼ ax2 þ b
ð1Þ

Using Eq. (1), a random coordinate x; fð Þ on the line can be obtained as the
following equation.

a ¼ f2 � f1
x2 � x2

b ¼ f2 �
f2 � f1
x2 � x1

� �
x2

f ¼ f2 � f1
x2 � x1

x� x1ð Þ þ f1

ð2Þ

That is, given x1; f1ð Þ and x2; f2ð Þ, xn; fnð Þ is able to be predicted through the
linear equations. As shown in Fig. 4, after contour information of lung is extracted
in the n-th and nþ 1th slices of chest CT images, the coordinates similar to the
actual contours coordinates can be obtained if the outline of the results of the
nþ 2th second installment is predicted through the linear equation.

Fig. 3 The configuration of chest CT images. a Axial chest CT image, b coronal chest CT image
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2.3 Improvement of Segmentation

Figure 5 is a flow chart of the whole, improving the segmentation results. First,
perform segmentation of lung region of each slice of chest CT image dataset. In
order to set the standard slices, measure the dispersion of each slice and select two
consecutive slices with low the dispersion. After selecting anchor points on the
contours of the reference slices, adjust results for the segmentation

In order to apply linear equations to segment region, the coordinate information
of contour should be extracted. Using the coordinates of all contour information is
not efficient. So, after setting the anchor point at regular intervals, linear equations
between the anchor points should be obtained. As shown in Fig. 6a, set the anchor
points on contour point of the segmentation results of n and nþ 1th slice at regular
intervals. Then, select a fixed pair of points of the shortest distance from n and
nþ 1th slice. Figure 6b shows the difference between the actual results (dotted line

Fig. 4 Principles of
prediction using linear
equations

Chest CT Image
Data set

Lung
Segmentation

Anchor Point 
Creation

Segmentation
Improvement

Reference Slice
Selection

Fig. 5 The flow chart of proposed segmentation method

n

n+1

n+2

(a) (b)

Fig. 6 Prediction process using a linear equation. a Building a linear equation, b measured
results and the predicted results
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of red) and predicted (line of blue). After searching a pair of fixed points of the
shortest distance between the two results, use the actual results if they exist within a
certain distance. On the other hand, if the actual results do not exist within a certain
distance, adjust segmentation results using the predicted results as the final result.

Lung region can be generated on lung slices that the region does not exist using
a linear equation to predict the contour of the segmentation results. Lung candidate
region information was generated by the threshold in order to solve this problem,
and the predictions were applied. Using reference image mn and mnþ1, generate
Pnþ2, segmentation prediction. Then, combining Pnþ2 and mnþ2, the actual seg-
mentation the result, with correction makes the results ML. ML predicted by the
linear equation creates the prediction region in a region that does not exist when
you choose a wrong pair of anchor points. In order to reduce such errors seg-
mentation information Inþ2 using threshold was used. Inþ2 is initial segmentation
information which contains all the regions of lung and bronchial. Therefore, given
that threshold segmentation region Tnþ2 combined with ML which predicted only
lung region, not the region that cannot be lung region but only the lung region is
detected. This can be expressed as the following equation.

Pnþ2 ¼ Fðmn;mnþ1Þ
ML ¼ Pnþ2 þ mnþ2

Inþ2 ¼ ML \ Tnþ2

ð3Þ

In order to obtain such linear equations at least two reference chest CT imaging
slice is needed. Objects having simpler shapes, the lower the probability of
occurrence of segmentation fault. Therefore, we used the dispersion which can
express the simplicity of the form in a numerical value to automatically select the
reference slice. By the perimeter of the image (p), and the region of the image (a),
the dispersion can be summarized as Eq. (4) [9]. Here, the lower the dispersion,
the object with the simpler form.

D ¼ p2

a
ð4Þ

The results of performing segmentation improvement generate rough segmen-
tation results because interval occurs between anchor points set for the linear
equation. Therefore, an extension of the segmentation results fit to the object is
necessary. In this paper, the segmentation results using the Level-set segmentation
method was extended to fit the object.

3 Experimental Results

In this paper, to improve the performance of segmentation Vessel Segmentation in
theLung 2012 (VESSEL12)DBusing experimentswere carried out. TheVESSEL12
was held as a workshop of International Symposium on Biomedical Imaging 2012
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(ISBI2012) introduced through the Grand Challenges in Medical Image Analysis
[10]. VESSEL12 DB is consists of a total of 20 chest CT image dataset and seg-
mentation mask dataset which is lung region segmentation information. Chest CT
images in VESSEL12 dataset are composed of 512 9 512 9 12 bit images. The
segmentation mask file consists of a 512 9 512 9 8 bit and, lung region were
classified as 0, 1. One dataset consists of average 430 slices and a total of 8,593 chest
CT image slices. Dice’s Overlap methods were used to measure lung region seg-
mentation performance. Result of lung segmentation A and segmentation mask
image B in VESSEL12 DB was calculated using the following equation [11].

Score ¼ 2ðA \ BÞ
ðAþ BÞ ð5Þ

Figure 7 shows the appearance that did not segment small lung region and the
result of the proposed method improves the segmentation results. Before using the
proposed method, small lung region was removed in the segmentation results as
shown in the Fig. 7b, in the lung segmentation process and lung region determi-
nation process. However, the segmentation improvement method using volume
data and linear equations shows segmentation result restoring the small lung region
as shown in Fig. 7c.

Level-set was used as the method to medical image segmentation, DRLS was
used for the speed function of the Level-set [12]. Table 1 shows the performance
of the existing segmentation methods and the proposed method. Score for chest CT
imaging of a volume data (S) was measured using Dice’s Overlap, and standard
deviation of score (Std) for each slice was measured. Compared to the conven-
tional method, score of the proposed method was improved from 0.978 to 0.981
and the standard deviation was improved from 0.281 to 0.187. Because the size of

Fig. 7 Result of lung segmentation improvement. a Original CT image, b segmentation result,
c proposed method

Table 1 Experiment result Existing segmentation result Proposed method

S 0.978 0.981
Std 0.281 0.187
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the improved segmentation area was small, the overall accuracy of the impact was
small. But, as shown in the Fig. 7, even in the slice of which lung region is too
small to perform lung region segmentation, lung region segmentation was
performed.

4 Conclusions

As the performance of medical imaging equipment improving, medical diagnostic
using a computer-assisted image analysis is becoming more important. In order to
effectively use the medical images, many researchers have been researching a
variety of methods for fast and accurate segmentation of medical images. In
performing segmentation, accurate judgment is necessary in order to exactly
extract the region of interest from medical images in the presence of other organs.
But the removal of interest region occurs by the lack of information to determine
the interest region in a small region. Because the top and bottom parts of the lungs
have diminishing structure becoming smaller and smaller, the lung region of the
top and bottom is small. It is difficult to determine and segment lung region
because small region of the top and bottom of the lungs don’t have many features
of the lung.

In this paper, we studied how to improve the performance of exact segmen-
tation of small region with volume data and linear equation. Through coronal lung
image, we can find that shape of lung image doesn’t consist of abrupt changes but
naturally connected slices. Therefore, linear equations using two standard slices
can predict the segmentation region of the next slice. Using dispersion information
of segmentation image, two standard slices were set, and then anchor points were
set on the contour of segmentation region in the slices. After obtaining a linear
equation using a pair of anchor points set in the two slices, segmentation region of
the next slice of the standard slice was predicted. By the combination of the
predicted results and the actual segmentation result, performance of segmentation
was improved. As a result of experiment, performance of segmentation was
improved from 0.978 to 0.981. In particular, the standard deviation of the slices of
the volume data is improved from 0.281 to 0.187, and even improvement of
segmentation performance in each slice was confirmed.

In the future, I plan to perform image segmentation using a variety of medical
imaging DB and conduct researches to detect lesions which exist within the
segmented region.
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WMN-GA System for Node Placement
in WMNs: Performance Evaluation
for Weibull Distribution of Mesh Clients

Admir Barolli, Tetsuya Oda, Fatos Xhafa, Leonard Barolli,
Petraq Papajorgji and Makoto Takizawa

Abstract In this paper, we evaluate the performance of WMN-GA system for
node placement problem in WMNs. For evaluation, we consider Weibull Distri-
bution of mesh clients and different selection and mutation operators. The popu-
lation size is considered 64 and the number of generation 200. For evaluation, we
consider the giant component and the number of covered users metrics. The
simulation results show that the WMN-GA system performs better for Single
Mutation and Linear Ranking.

Keywords Genetic algorithms � Mutation operators � Selection operators � Size
of giant component
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1 Introduction

Wireless Mesh Networks (WMNs) are based on mesh topology, in which every
node (representing a server) is connected to one or more nodes, enabling thus the
information transmission in more than one path. The path redundancy is a robust
feature of this kind of topology. Compared to other topologies, mesh topology
needs not a central node, allowing networks based on such topology to be self-
healing. These characteristics of networks with mesh topology make them very
reliable and robust networks to potential server node failures. In WMNs mesh
routers provide network connectivity services to mesh client nodes. The good
performance and operability of WMNs largely depends on placement of mesh
routers nodes in the geographical deployment area to achieve network connec-
tivity, stability and user coverage. The objective is to find an optimal and robust
topology of the mesh router nodes to support connectivity services to clients.
WMNs [1–3] are important networking infrastructure for providing cost-efficient
broadband wireless connectivity. They are showing their applicability in deploy-
ment of medical, transport and surveillance applications in urban areas, metro-
politan, neighboring communities and municipal area networks.

Node placement problems have been long investigated in the optimization field
due to numerous applications in location science (facility location, logistics, ser-
vices, etc.) and classification (clustering). In such problems, we are given a number
of potential facilities to serve to costumers connected to facilities aiming to find
locations such that the cost of serving to all customers is minimized. In traditional
versions of the problem, facilities could be hospitals, polling centers, fire stations
serving to a number of clients and aiming to minimize some distance function in a
metric space between clients and such facilities.

For most formulations, node placement problems are shown to be computa-
tionally hard to solve to optimality [4–7], and therefore heuristic and meta-
heuristic approaches are useful approaches to solve the problem for practical
purposes. Several heuristic approaches are found in the literature for node place-
ment problems in WMNs [8–12].

Genetic Algorithms (GAs) have been recently investigated as effective reso-
lution methods. In this work, we use our proposed and implemented WMN-GA
system that is based on GA to deal with the node placement problem in WMNs.
For evaluation, we consider Weibull Distribution of mesh clients and different
selection and mutation operators. The population size is considered 64 and the
number of generation 200. For evaluation, we consider the giant component and
the number of covered users metrics.

The rest of the paper is organized as follows. In Sect. 2 is presented Genetic
Algorithm template and its application to mesh router nodes placement. The
proposed and implemented WMN-GA system is presented in Sect. 3. The simu-
lation results are given in Sect. 4. We give some concluding remarks and future
work in Sect. 5.

224 A. Barolli et al.



2 Genetic Algorithms

Genetic Algorithms (GAs) [13] have shown their usefulness for the resolution of
many computationally combinatorial optimization problems. For the purpose of
this work we have used the template given in Algorithm 1.

We present next the particularization of GAs for the mesh router nodes
placement in WMNs (see [14] for more details).

2.1 Encoding

The encoding of individuals (also known as chromosome encoding) is funda-
mental to the implementation of GAs in order to efficiently transmit the genetic
information from parents to offsprings.

In the case of the mesh router nodes placement problem, a solution (individual of
the population) contains the information on the current location of routers in the grid
area aswell as information on links to othermesh router nodes andmesh client nodes.
This information is kept in data structures, namely, pos routers for positions of mesh
router nodes, routers links for link information among routers and client router link
for link information among routers and clients (matrices of the same size as the grid
area are used). Based on these data structures, the size of the giant component and the
number of users covered are computed for the solution.

It should be also noted that routers are assumed to have different radio cov-
erage, therefore to any router could be linked to a number of clients and other
routers. Obviously, whenever a router is moved to another cell of the grid area, the
information on links to both other routers and clients must be computed again and
links are re-established.

Algorithm 1 Genetic algorithm template

Generate the initial population P0 of size l; t = 0.
Evaluate P0;
while not termination-condition do

Select the parental pool Tt of size of size k;
Tt : = Select(Pt);
Perform crossover procedure on pairs of individuals in Tt with probability pc;
Ptc: = Cross(Tt);

Perform mutation procedure on individuals in Ptc with probability pm; Ptm : = Mutate Ptc
� �

;

Evaluate Ptm;
Create a new population Pt+1 of size l from individuals in Pt and/or Ptm;
Pt+1 : = Replace(Pt; Ptm)
t : = t ? 1;

end while
return Best found individual as solution;
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2.2 Selection Operators

In the evolutionary computing literature we can find a variety of selection oper-
ators, which are in charge of selecting individuals for the pool mate. The operators
considered in this work are those based on Implicit Fitness Re-mapping technique.
It should be noted that selection operators are generic ones and do not depend on
the encoding of individuals.

• Random Selection: This operator chooses the individuals uniformly at random.
The problem is that a simple strategy does not consider even the fitness value of
individuals and this may lead to a slow convergence of the algorithm.

• Best Selection: This operator selects the individuals in the population having
higher fitness value. The main drawback of this operator is that by always
choosing the best fitted individuals of the population, the GA converges
prematurely.

• Linear Ranking Selection: This operator follows the strategy of selecting the
individuals in the population with a probability directly proportional to its fit-
ness value. This operator clearly benefits the selection of best endowed indi-
viduals, which have larger chances of being selected.

• Exponential Ranking Selection: This operator is similar to Linear Ranking but
the probabilities of ranked individuals are weighted according to an exponential
distribution.

• Tournament Selection: This operator selects the individuals based on the result
of a tournament among individuals. Usually winning solutions are the ones of
better fitness value but individuals of worse fitness value could be chosen as
well, contributing thus to avoiding premature convergence. Particular cases of
this operator are the Binary Tournament and N-Tournament Selection, for dif-
ferent values of N.

2.3 Mutation Operators

Mutation operator is one of the GA ingredients. Unlike crossover operators, which
achieve to transmit genetic information from parents to offsprings, mutation
operators usually make some small local perturbation of the individuals, having
thus less impact on newly generated individuals.

Crossover is ‘‘a must’’ operator in GA and is usually applied with high prob-
ability, while mutation operators when implemented are applied with small
probability. The rationale is that a large mutation rate would make the GA search
to resemble a random search. Due to this, mutation operator is usually considered
as a secondary operator.

In the case of mesh routers node placement, the matrix representation is chosen
for the individuals of the population, in order to keep the information on mesh
router nodes positions, mesh client positions, links among routers and links among
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routers and clients. The definition of the mutation operators is therefore specific to
matrix-based encoding of the individuals of the population. Several specific
mutation operators were considered in this study, which are move-based and swap-
based operators.

Single Mutate
This is a move-based operator. It selects a mesh router node in the grid area and

moves it to another cell of the grid area.
Rectangle Mutate
This is a swap-based operator. In this version, the operator selects two ‘‘small’’

rectangles at random in the grid area, and swaps the mesh routers nodes in them.
Small Mutate
This is a move-based operator. In this case, the operator chooses randomly a

router and moves it a small (a priori fixed) number of cells in one of the four
directions: up, down, left or right in the grid. This operator could be used a number
of times to achieve the effect of Single Mutate operator.

Small Rectangle Mutate
This is a move-based operator. The operator selects first at random a Small

Mutate. This is a move-based operator. In this case, the operator chooses randomly
a router and moves it a small (a priori fixed) number of cells in one of the four
directions: up, down, left or right in the grid. This operator could be used a number
of times to achieve the effect of Single Mutate operator.

Small Rectangle Mutate
This is a move-based operator. The operator selects first at random a rectangle

and then all routers inside the rectangle are moved with a small (a priori fixed)
numbers of cells in one of the four directions: up, down, left or right in the grid.

3 Proposed and Implemented WMN-GA System

In this section, we present WMN-GA system. Our system can generate instances
of the problem using different distributions of client and mesh routers.

The GUI interface of WMN-GA is shown in Fig. 1. The left side of the
interface shows the GA parameters configuration and on the right side are shown
the network configuration parameters.

For the network configuration, we use: distribution, number of clients, number
of mesh routers, grid size, radius of transmission distance and the size of subgrid.

For the GA parameter configuration, we use: number of independent runs, GA
evolution steps, population size, population intermediate size, crossover proba-
bility, mutation probability, initial methods, select method.
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4 Simulation Results

We carried out many simulations to evaluate the performance of WMNs using
WMN-GA system. The grid size is considered 32 9 32. The number of mesh
routers is considered 16 and the number of mesh clients 48. For evaluation, we
considered Normal Distribution of mesh clients and six different selection oper-
ators (Best, Binary Tournament, N Tournament, Exponential Ranking, Linear
Ranking and Random) and four mutation operators (Rectangle Mutate, Single
Mutate, Small Mutate, Small Rectangle Mutate). The population size is considered
64 and the number of generation 200. As evaluation metrics, we consider the giant
component and the number of covered users. The WMN-GA system, first maxi-
mizes the connectivity among mesh routers and, than optimizes the mesh clients
coverage.

In Figs. 2, 3, 4 and 5 are shown the simulation results for Rectangle Mutate,
Single Mutate, Small Mutate and Small Rectangle Mutate operators, respectively.
In Fig. 2a, are shown the simulation results for Average size of giant component
versus number of generations for six different selection operators (Best, Binary
Tournament, N Tournament, Exponential Ranking, Linear Ranking and Random).
For all selection methods, the size of giant component is not maximized. In
Fig. 2b, are shown the results for average number of covered mesh clients versus
number of generations for different selection operators. The performance for all
selection operators is low and less than 40 % of the mesh clients are covered. For
Binary Tournament, all mesh routers are connected with each other but the number
of mesh clients that they cover is very small.

In Fig. 3a, for N Tournament only 80 % of mesh routers are connected with
each other but for other selection operators after 50 generations all mesh routers

Fig. 1 GUI tool for WMN-GA system
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(a) (b)

Fig. 2 Simulation results for rectangle mutate. a Average size of giant component versus
number of generations, b Average number of covered mesh clients versus number of generations

(a) (b)

Fig. 3 Simulation results for single mutate. a Average size of giant component versus number of
generations, b Average number of covered mesh clients versus number of generations

(a) (b)

Fig. 4 Simulation results for small mutate. a Average size of giant component versus number of
generations, b Average number of covered mesh clients versus number of generations
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are connected (see Fig. 3a). In this case, the best performance is achieved for
Linear Ranking operator where 75 % of mesh clients are covered.

In Fig. 4b, Exponential Ranking performs better than other selection operators
but it has still a low performance (only 40 % of mesh clients are covered).

Rectangle Mutate and Small Rectangle mutate have almost the same perfor-
mance (see Figs. 2 and 5).

5 Conclusions

In this work, we used WMN-GA system to deal with the node placement problem
in WMNs. For evaluation, we considered Weibull Distribution of mesh clients and
different selection and mutation operators.

From the simulations, we found out the following results.

• For all mutation methods and selection operators, the routers have a good
connectivity except the N Tournament.

• The best results for Weibull distribution are achieved for Single Mutate. In this
scenario, for Linear Ranking operator, number of covered mesh clients is higher
than all other operators.

In the future work, we would like to make extensive simulations for different
scenarios and compare the performance of WMN-GA system with other optimi-
zation algorithms.

(a) (b)

Fig. 5 Simulation results for small rectangle mutate. a Average size of giant component versus
number of generations, b Average number of covered mesh clients versus number of generations
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Indoor Navigation System for Wheelchair
Using Smartphones

Nattapob Wattanavarangkul and Toshihiko Wakahara

Abstract Recently, in order to assist the disabled people moving around, many
support systems and tools have been developed. However, a moving person sup-
ported by wheelchairs in the building has a significant problem of lacking GPS
signal. This paper presents a new indoor navigation system for wheelchairs, using
smartphones as a sensor and navigation medium. In this navigation system, the
wheel sensor in the wheelchair and the digital compass of the smartphone are used
to calculate the current location accurately. Moreover, the navigation system
provides a map function that displays possible and optimum routes of passage in a
wheelchair from the current location to a destination in the building. The exper-
imental results and evaluation are also presented.

Keywords Smartphone � Indoor � Navigation � Wheelchair � Disabled

1 Introduction

In this study, we build a navigation system for disabled people who are using
wheelchairs, in order that the wheelchair can move in department buildings,
apartments and offices without problems. This navigation system provides the
important information about the building for example stairs, ramps and slopes, and
linking the routes of indoor and outdoor locations. It can be used not only for
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people with disabilities but also for normal people, who can reach the destination
by the optimal route.

We avoid using GPS signal, because in indoor environment, the GPS signal is
weak and in may cause location errors and confusion. Instead, we use the infor-
mation provided by the wheelchair sensor and smartphone’s compass.

In order to use this information correctly, a user needs to download a detailed
map of the location of interest. This map information will be available to download
online (through web service) or onsite (through reading QR codes).

In our system, we use Java Open Street Map (JOSM) to create map databases
for indoor and outdoor locations. Furthermore, A* algorithm and pgRouting are
used to calculate the best route to destination. Then, we simulate two examples of
movement in our department building. One representing indoor-to-indoor move-
ment and the other one shows the best path for outdoor-to-indoor movement.

This paper is summarized as following. In Sect. 2, we describe the purpose and
motivation of our research. In Sect. 3, we show the methods used in our system. In
Sect. 4, we introduce our navigation system. In Sect. 5, we show results from
simulations. And finally, we summarize the paper in Sect. 6.

2 Purpose and Motivation of Research

2.1 Usage of Wheelchair

People with disabilities have many difficulties in moving alone if there is no
assistant to show the way or help with directions. Especially when they do not
know the location information, it is very difficult. The disabled people as well as
healthy people need to be notified about the current position, in order to reach the
destination safely. For this reason, a navigation system is introduced by using a
sensor on the wheel of the wheelchair to calculate the moving direction and using
compass in smartphone for displaying the direction of movement.

2.2 Indoor Navigation Techniques

As the power of GPS signal becomes small inside the buildings, this signal is hard
to be utilized. Although various indoor navigation systems have been developed
using different techniques, they often cannot navigate successfully because of the
positioning errors. There are methods to measure the received power of the
Bluetooth or Wi-Fi, and a method using an RFID sensor. Currently, the best
method for indoor navigation is using the GPS repeater, but it has a very high cost.
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2.3 Outdoor and Indoor Navigation

The disabled persons must select the location of the destination from the current
position. They must also select and specify the location of the destination from
indoor to outdoor or outdoor to indoor. Therefore it is necessary to find the optimal
route between the outdoor and indoor.

3 Positioning System’s Methods

3.1 Compass in Smartphone

The compass function is added recently in smartphones, and it can calculate the
direction of the wheelchair movement. The compass of smartphone shows values
from 0 to 359 degrees by measuring the Earth’s magnetic field. It shows the
direction of north at 0 degrees, east at 90 degrees, south at 180 degrees, and west at
270 degrees.

3.2 Wheel Sensor

A wheel sensor is used for measuring the speed of the wheel. The sensor is
attached to the wheels of the wheelchair, and communicates with smartphone.
In this paper, the smartphone collects data, such as speed, from the wheel sensor
by using Bluetooth.

3.3 Map Database

For creating indoor map database, Java OpenStreetMap [1] editor called JOSM [2]
is used. JOSM will be used to create the map database (a combination of map floor
and floor information) and details about room, corridor, door, stairs, and elevators.
Figure 1 shows the map of our department floor, which is saved in a file in the map
database. This map database will be available to download (using QR codes) near
the entrance of a building and in other possible locations, as well as available
online.

For people with disabilities, it is important to know the route conditions, for
example, the level of slope, stairs etc. By using map database, they can see all
these information. In Fig. 2 we show the outdoor map of our school, near our
department building.
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4 Indoor Navigation System

4.1 A* Algorithm

In order to search for the shortest route to the destination, we use A* search
algorithm [3]. In Fig. 3, is shown the calculation process of the algorithm.
It calculates the shortest path from the start node to the goal node.

Fig. 1 Indoor map database

Fig. 2 Outdoor map database
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4.2 pgRouting

Using an Open Source Software, called path selection pgRouting [4], we select and
display the optimal trace passage to navigate from the current location to desti-
nation. There are two types of points in our simulation system: can pass points and
cannot pass points. Taking in consideration these points, the pgRouting selects the
optimal route from the map database.

4.3 An Example of Navigation

Figure 4 shows an example of a navigation route obtained by the method described
above. The current position is shown with a green flag and the destination with a
red flag. The optimal route is displayed by a red line from the current position to
the destination.

Fig. 3 A*Algorithm

Fig. 4 Example of navigation
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4.4 Procedure of Indoor Navigation System

When the disabled person is inside the building, he/she uses his/her smartphone to
read QR [5] code on the walls in the entrance of the building and download the
information from the map database. When the disabled is outside the building, first
he/she can download the map data from the website. After downloading the map
data on the smartphone, the disabled choose the destination. Our navigation system
displays the route conditions and chooses the best route. After choosing the best
route, it starts the navigation to the destination point. If there is a problem with this
route, the system alerts the user and suggests a new route. The flow chart of this
procedure is shown in Chart 1.

5 Simulation Results

In order to show the effectiveness of our system, we conduct simulations in our
university for indoor and outdoor navigations.

Chart 1 Procedure of indoor/outdoor navigation
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5.1 Indoor-to-Indoor Navigation Simulation

For indoor-to-indoor navigation, we assume that a user want to move from our
laboratory, which is located in D building 5th floor, to the classroom in C building
3rd floor in the campus of Fukuoka Institute of Technology. Then we simulate the
route search by choosing to use the elevator without using stairs. Figure 5 shows
the selected route after simulations.

5.2 Outdoor-to-Indoor Navigation Simulation

For outdoor-to-indoor navigation, we suppose that a user wants to move from the
entrance square of our university to the first floor of Building C. We use our
simulation system to find the best route to destination. Assuming that the user is an
unassisted person using a wheelchair, the high slope and stairs are avoided for
reaching the destination (Fig. 6).

5.3 Distance Simulations

We also make outdoor measurements, using only one wheel sensor, without using
GPS signal. We record the distance of three different routes: long route (A-route),
short route (B-route), and curve route (C-route). We compare map results with
measured results in the campus. The length of A-route from the map is 117.6 m
and the distance measured is 116.6 m, so the error is 0.935 %. The length of the
B-route from the map is 28.9 m and when measured is 28.6 m, so the error is
1.038 %. And the length of the C-route from the map is 24.3 m and measured in
the campus is 24.1 m, so the error is 0.823 % (Fig. 7).

Fig. 5 Indoor-to-indoor navigation simulation
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6 Conclusions

In this paper, we have developed an indoor and outdoor navigation system for
disabled. In our system, we use a wheel sensor and digital compass of smartphone
to find the best route for a disabled to reach the destination. The simulation results
show a correct route for disabled people from the current position to the desti-
nation. The error of each route in the outdoor simulation was less than 1 %, in
general.

In the future, we would like to make extensive experiments using both the
wheel sensor and digital compass. Then we will consider new algorithms to
optimize the search procedure.

Fig. 7 Outdoor routes, a. Long route b. Short route c. Curve route

Fig. 6 Outdoor-to-indoor navigation simulation
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Performance Comparison of Wireless
Sensor Networks for Different Sink Speeds

Tao Yang, Elis Kulla, Leonard Barolli, Gjergji Mino
and Makoto Takizawa

Abstract Wireless Sensor Networks (WSNs) have become a hot research topic in
academia as well as in industry in recent years due to its wide range of applications
ranging from medical research to military. In this paper, we study the effect of
mobile sink in WSN performance. The WSNs should allow a systematic
deployment of sensor nodes including mobility among the sensor nodes. The
disseminated data from the sensor nodes are gathered at the sink node. Data
dissemination is the major source for energy consumption in WSNs. We consider
as evaluation parameter goodput and depletion to evaluate the performance of
WSNs considering different speeds of mobile sink. The simulation results show
that, when the Tr is lower than 10 pps, the network is not congested and the
goodput is higher when the sink node moves faster (20 m/s). When Tr is lower
than 10, the depletion is higher when sink moves with lower speed (5 m/s). But,
when Tr is larger than 10, the depletion is higher for higher values of the sink
speed (20 m/s).
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1 Introduction

Wireless Sensor Networks (WSNs) can be defined as a collection of wireless self-
configuring programmable multihop tiny devices, which can bind to each other in
an arbitrary manner, without the aid of any centralized administration, thereby
dynamically sending the data to the intended recipient about the monitored phe-
nomenon. By appropriately tuning the parameters of IEEE 802.15.4, WSNs can be
applied to a variety of applications. Research on WSNs has been stimulated by the
need of setting up the communication networks to gather information in situations
where fixed infrastructure cannot be employed on the fly, as it occurs in the
management of emergencies and disaster recovery. In a WSN, thousands of sensor
nodes are deployed in a random fashion. The sensor nodes sense the phenomenon
periodically and the sensed data is sent to the sink node. The information collected
at the sink node is queried to extract the relevant information. By shortening the
distance taken by the packets to reach the sink node, energy can be conserved.
Mobility of sensor and sink may result in retrieving the data quickly [1–6].

In this paper, we present the analysis of the effect of IEEE 802.15.4 MAC
protocol on the performance of AODV routing protocol in WSNs considering
mobile sensor nodes, which move with different speeds. We consider goodput and
depletion metrics to evaluate the performance of WSNs. The remainder of the
paper is organized as follows. In Sect. 2, we present the related work. In Sect. 3,
we explain the proposed network simulation model. In Sect. 4, we introduce
AODV routing protocol. In Sect. 5, we discuss the metrics used for performance
evaluation. In Sect. 6, we show the simulation results. Conclusions of the paper are
given in Sect. 7.

2 Related Work

In our previous work [7], we implemented a simulation system for WSNs con-
sidering different protocols and different propagation radio models. The authors of
[8] suggest a reinforcement learning algorithm for sensor nodes that they call
Hybrid Learning-Enforced Time Domain Routing (HLETDR). Each node con-
tinuously learns the movement pattern of the mobile sink and statistically char-
acterize it as a probability distribution function. Thus, sensor nodes always know
in which direction they have to route messages to the sink at a given time instant.
The advantage of the solution is that nodes do not need time synchronization, since
they make forwarding decisions in their local time-domain.

In [9], the authors consider scenarios where sensors are deployed within a
circle. The authors argue that in such cases the mobile sink should follow the
periphery of the network in order to optimize the energy consumption of the nodes.
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In our previous work [10], we obtained the simulation results for consumed
energy in case of mobile sink. We found that the consumed energy was better than
the stationary sink (about half of stationary in lattice topology). The goodput of
random topology was better than lattice topology and the consumed energy of
lattice topology was better than random topology.

In [11], we presented our simulation results of WSN for 4 cases of event
movement. We used the goodput and consumed energy metrics to measure the
performance. For the multi mobile sensors with TwoRayGround, the goodput was
stable. Also, the goodput of Shadowing of mobile sensors was better than Two-
RayGround. While, the consumed energy of mobile sensors using Shadowing was
better than TwoRayGround.

3 Proposed Network Simulation Model

In our WSN, every node detects the physical phenomenon and sends back to the
sink node the data packets. We suppose that the sink node is more powerful than
sensor nodes. We analyze the performance of the WSN in a fixed time interval,
which is the available time for the detection of the phenomenon and its value is
application dependent. Proposed network simulation model is shown in Fig. 1. For
simulation system implementation, we consider modeling and network stack. In
this paper, we consider a scenario that 4 sensors are embedded in vehicles and they
are moving randomly with 5 and 10 m/s speed in the WSN field.

Fig. 1 Network simulation
model
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3.1 Topology

For the physical layout of the WSN, two types of deployment has been studied so
far: the random and the lattice deployment. In the former, nodes are supposed to be
uniformly distributed, while in the latter one nodes are vertexes of particular
geometric shape, e.g. a square grid, as depicted in Fig. 2. In order to guarantee the
connectivity of the network we should set the transmission range of every node to
the step size, d, which is the minimum distance between two rows (or columns) of
the grid. In fact, by this way the number of links that every node can establish (the
node degree D) is 4. Nodes at the borders have D = 2.

3.2 Radio Models

In order to simulate the detection of a natural event, we used the libraries from
Naval Research Laboratory (NRL) [12]. In this framework, a phenomenon is
modeled as a wireless mobile node. The phenomenon node broadcasts packets
with a tunable synchrony or pulse rate, which represents the period of occurrence
of a generic event. As a consequence, this model is for discrete events. By setting a
suitable value for the pulse rate, it is possible in turn to simulate the continuous
signal detection such as temperature or pressure. These libraries provide the sensor
node with an alarm variable. The alarm variable is a timer variable. It turns off the
sensor if no event is sensed within an alarm interval. In addition to the sensing
capabilities, every sensor can establish a multi-hop communication towards the
Monitoring Node (MN) by means of a particular routing protocol. This case is the
opposite of the polling scheme. Although not optimal for multi-hops WSNs, we
assume that the MAC protocol is the IEEE 802.11 standard. This serves to us as a

Fig. 2 An example of lattice
network
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baseline of comparison to other contention resolution protocols. The receiver of
every sensor node is supposed to receive correctly data bits if the received power
exceeds the receiver threshold, s. This threshold depends on the hardware. Other
MAC factors affect the reception process, for example the Carrier Sensing
Threshold (CST) and Capture Threshold (CP) of IEEE.802.11 used in ns-2. As
reference, we select parameters values according to the features of a commercial
device (MICA2 OEM). In particular, for this device, we found that for a carrier
frequency of f = 916 MHz and a data rate of 34 KBaud, we have a threshold (or
receiver sensitivity) sjdB = -118 dBm [13].

In Fig. 3 is shown the transmission range of TwoRayGround model [14].
TwoRayGround model considers both the direct path and a ground reflection path.
It is applied in the environments which are like plains and have no obstacles.
However, the transmission range of Shadowing model is random, this model is
applied in the environments which have obstacles and are hardly to transmit data
directly. In particular, the emitted power of the phenomenon is calculated
according to a TwoRayGround propagation model. The received power at distance
d is calculated by:

PrðdÞ ¼
PtGtGrh2t h

2
r

d4L
ð1Þ

Fig. 3 Transmission rang of
TwoRay-Ground model
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where Gt and Gr are the antenna gains of the transmitter and the receiver. ht and hr
are the heights of the transmit and receive antennas respectively. L (L C 1) is the
system loss.

3.3 Energy Model

The energy model concerns the dynamics of energy consumption of the sensor. A
widely used model is presented in [15]. When the sensor transmits k bits, the radio
circuitry consumes an energy of kPTxTB, where PTx is the power required to
transmit a bit which lasts TB seconds. By adding the radiated power Pt(d), we have:

ETxðk; dÞ ¼ kTBðPTx þ PtðdÞÞ

Since packet reception consumes energy, by following the same reasoning, we
have:

Eðk; dÞ ¼ kPTxTB þ kTBPtðdÞ þ kPRxTB ð2Þ

where PRx is the power required to correctly receive (demodulate and decode) one
bit.

3.4 Interference

In general, in every wireless network the electromagnetic interference of neigh-
boring nodes is always present. The interference power decreases the Signal-to-
Noise-Ratio (SNR) at the intended receiver, which will perceive a higher bit and/
or packet error probability. Given a particular node, the interference power
depends on how many transmitters are transmitting at the same time of the
transmission of the given node. In a WSN, since the number of concurrent
transmissions is low because of the low duty-cycle of sensors, we can neglect the
interference. In other words, if we define duty-cycle as the fraction between the
total time of all transmissions of sensor data and the total operational time of the
network, we get always a value less than 0.5. In fact, the load of each sensor is
�1 because sensors transmit data only when an event is detected [15]. However,
it is intuitive that in a more realistic scenario, where many phenomena trigger
many events, the traffic load can be higher, and then the interference will worsen
the performance.
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3.5 MAC Protocols

The Media Access Control (MAC) data communication protocol sub-layer, also
known as the Medium Access Control, is a sublayer of the data link layer specified
in the seven-layer OSI model (layer 2). It provides addressing and channel access
control mechanisms that make it possible for several terminals or network nodes to
communicate within a multiple access network that incorporates a shared medium,
e.g. Ethernet. The hardware that implements the MAC is referred to as a medium
access controller. The MAC sub-layer acts as an interface between the Logical
Link Control (LLC) sublayer and the network’s physical layer. The MAC layer
emulates a full-duplex logical communication channel in a multi-point network.
This channel may provide unicast, multicast or broadcast communication service.

3.6 Event Detection and Transport

We use the data-centric model similar to [16], where the end-to-end reliability is
transformed into a bounded signal distortion concept. In this model, after sensing
an event, every sensor node sends sensed data towards the MN. The transport used
is a UDP-like transport, i.e. there is not any guarantee on the data delivery. While
this approach reduces the complexity of the transport protocol and well fit the
energy and computational constraints of sensor nodes, the event-reliability can be
guaranteed to some extent because of the spatial redundancy. The sensor node
transmits data packets reporting the details of the detected event at a certain
transmission rate. The setting of this parameter, Tr, depends on several factors, as
the quantization step of sensors, the type of phenomenon, and the desired level of
distortion perceived at the MN. In [18], the authors used this Tr as a control
parameter of the overall system. For example, if we refer to event-reliability as the
minimum number of packets required at sink in order to reliably detect the event,
then whenever the sink receives a number of packets less than the event-reliability,
it can instruct sensor nodes to use a higher Tr. This instruction is piggy-backed in
dedicated packets from the MN. This system can be considered as a control
system, as shown in Fig. 4, with the target event-reliability as input variable and
the actual event-reliability as output parameter. The target event-reliability is
transformed into an initial To

r . The control loop has the output event-reliability as
input, and on the basis of a particular non-linear function f �ð Þ, Tr is accordingly
changed. We do not implement the entire control system, but only a simplified
version of it. For instance, we vary Tr and observe the behavior of the system in
terms of the mean number of received packets. In other words, we open the control
loop and analyze the forward chain only.

Performance Comparison of Wireless Sensor Networks 249



4 AODV

We are aware of many proposals of routing protocols for ad-hoc networks [17].
Here, we consider AODV protocol. The AODV is an improvement of DSDV to
on-demand scheme. It minimizes the broadcast packet by creating route only when
needed. Every node in network maintains the route information table and partic-
ipates in routing table exchange. When source node wants to send data to the
destination node, it first initiates route discovery process. In this process, source
node broadcasts Route Request (RREQ) packet to its neighbors. Neighbor nodes
which receive RREQ forward the packet to its neighbor nodes. This process
continues until RREQ reaches to the destination or the node who knows the path to
destination. When the intermediate nodes receive RREQ, they record in their
tables the address of neighbors, thereby establishing a reverse path. When the node
which knows the path to destination or destination node itself receive RREQ, it
sends back Route Reply (RREP) packet to source node. This RREP packet is
transmitted by using reverse path. When the source node receives RREP packet, it
can know the path to destination node and it stores the discovered path information
in its route table. This is the end of route discovery process. Then, AODV per-
forms route maintenance process. In route maintenance process, each node peri-
odically transmits Hello messages to detect link breakage.

5 Performance Metrics

In this paper, we evaluate the performance of the proposed model considering two
metrics: goodput and depletion. The goodput is defined at the sink, and it is the
received packet rate divided by the sent packets rate. Thus:

GðsÞ ¼ NrðsÞ
NsðsÞ

ð3Þ

where Nr(s) is the number of received packet at the sink, and the Ns(s) is the
number of packets sent by sensor nodes which detected the phenomenon. Note that
the event reliability is defined as GR ¼ NrðsÞ=RðsÞ, where R is the required
number of packets or data in a time interval of seconds.

Fig. 4 Representation of the
transport based on the event-
reliability
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As long as the WSN is being used, a certain amount of energy will be con-
sumed. The energy consumption rate directly affects the life-time of the network,
i.e. the time after which the WSN is unusable. The energy depletion is a function
of the reporting rate as well as the density of the WSNs. It should be noted that the
density of the network in the event-driven scenario correlates with the number of
nodes that report their data. Accordingly, we define the depletion by the network in
the detection interval s as:

�DðsÞ ¼ NEI �
PN

i¼1 eiðsÞ
Ns

ð4Þ

where ei(s) is the node energy and the means are computed over the number of
nodes. The number of nodes N is set as power of integers in order to analyze the
behaviour of the scaled versions of the network.

6 Simulation Results

In this section, we present the simulation results. We simulated the network by
means of NS-2 simulator with the support of NRL libraries. Energy is uniformly
distributed among all the sensor nodes. Sensor nodes nearby to the sink disperse
large amount of data to the sink with less energy consumption while the nodes far
away from the sink require more energy.

We consider the case when sensor nodes are deployed in the observation field.
All sensor nodes are stationary. The sink moves randomly in the field and gathers
the data from the sensor nodes.

We investigate the performance of WSNs when the sink move with different
speeds. We have considered two mobile speeds: 5 m/s and 20 m/s.

In Table 1, we present the values of parameters used in our simulation system.
Let us note that the power values concern the power required to transmit and
receive one bit, respectively. They do not refer to the radiated power at all. This is
also the energy model implemented in the widely used NS-2 simulator [16].

We carried out simulations considering AODV protocol and TwoRayGround
radio model. For the simulations, the sample averages of Eqs. (3) and (4) are
computed over 20 simulation runs and they are plotted in Figs. 5 and 6,
respectively.

In Fig. 5 are shown the average values of goodput. We found that when the Tr is
lower than 10 pps, the goodput is higher when the sink node moves faster (20 m/s).
So, when the network is not congested, the goodput is higher for higher speeds of
moving sink.

In Fig. 6 are shown the average values of depletion. From the simulation
results, we found that, when Tr is lower than 10, the depletion is higher when sink
moves with lower speed (5 m/s). But, when Tr is larger than 10, the depletion is
higher for higher values of the sink speed.
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Table 1 Radio model and
system parameters

Radio model parameters

Path loss coefficient a ¼ 2:7
Variance a2db ¼ 16 dB
Carrier frequency 916 MHz
Antenna omni
Threshold (sensitivity) c ¼ �118 dB

Other parameters

Reporting frequency Tr ¼ ½0:1; 1000�ppsa
Interface queue size 50 packets
UDP packet size 100 bytes
Detection interval 30 s
Routing protocol AODV
Mobility model Random Trip Mobility Model
Mobile sensor speed 5 m=s, 10 m=s
Number of sensor nodes 16
Simulation area 800 � 800
Simulation time (sec) 30

a Packet per seconds

Fig. 5 Goodput for different
speeds
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7 Conclusions

In this paper, we presented our simulation system and discussed the simulation
results of a WSN when sink node moves with different speeds considering Two-
RayGround radio model and AODV protocol. We used the goodput and depletion
to measure WSNs performance.

From the simulation results, we conclude as follows.

• When the Tr is lower than 10 pps, the network is not congested and the goodput
is higher when the sink node moves faster (20 m/s).

• When Tr is lower than 10, the depletion is higher when sink moves with lower
speed (5 m/s). But, when Tr is larger than 10, the depletion is higher for higher
values of the sink speed (20 m/s).

In the future, we would like to carry out more extensive simulations for other
MAC protocols, WSN topologies and different speed of mobile sensor nodes and
sink together.

Fig. 6 Depletion for
different speeds
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Induction Motor Drive Based Neural
Network Direct Torque Control

Sy Yi Sim, Wahyu Mulyo Utomo, Zainal Alam Haron,
Azuwien Aida Bohari, Nooradzianie Muhd. Zin
and Roslina Mat Ariff

Abstract A neural network based direct torque control of an induction motor was
presented in this paper. The paper trained a neural network for speed controller of
the machine to use in the feed-back loop of the control system. The description of
the control system, training procedure of the neural network is given in this paper.
The complete neural network based direct torque control scheme of induction
motor drive is simulated using MATLAB. The acquired results compared with the
conventional direct torque control reveal the effectiveness of the neural network
based direct torque control schemes of induction motor drives. The proposed
scheme improved the performance of transient response by reduces the overshoot.
The validity of the proposed method is verified by the simulation results.

Keywords Induction motor drive � Direct torque control � Neural network control

1 Introduction

Formerly, d.c. motors were used extensively in areas where variable-speed
operation was required, since their flux and torque are inherent decoupled and could
be controlled easily by the field and armature current, even thought d.c. motors have
several disadvantages, due to the existence of the commutator and the brushes, such
as they required periodic maintenance, limited commutator capability under high-
speed and they cannot be used in explosive or corrosive environment. These
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problems can be solved by the applicant of a.c. motors, which have simple and
rugged structure, high maintainability and economy. The main drawback that
makes a.c. motors retreat from the industry was the inherent coupling between
torque and flux. However, this disadvantage was amend by the exits of vector
control credit to the latter development in power electronic device that expand the
use of AC electric machines instead of DC electric machines [1] and [2].

Vector control ensure dynamically decouples fast flux and torque control and
belongs to high-performance control implemented in a closed-loop fashion [1], [3],
[4], and [5]. The vector control can be implemented in many different ways but
only several basic schemes that are offered in the market. The most popular
strategies among are Field Oriented Control (FOC), Direct Torque Control (DTC)
and Direct Torque Control-Space vector Modulation (DTC-SVM).

Due to the merit over the IM compare with other motor drives and the char-
acteristic of fast torque response and high efficiency variable speed drives make it
the best choice for electric vehicle driving motor since the EV drive system must
have the following feature [6–8]. DTC provides a very quick and precise torque
response excluding the complex field-oriented block and inner current regulation
loop [4], in contrast to vector control. The Direct Torque Control was first
introduced by Takahashi and has found great success with the notion to reduce the
dependence on parameters of induction motor and increase the precision and the
dynamic of flux and torque response [5].

In Sect.2, the Direct Torque Control system is described. Development of the
proposed neural network DTC-SVM will be explained in Sect.3. Simulation result
is given in Sect. 4. The last section will be a discussion and conclusion.

2 DTC System Control Description

The generic DTC-SVM scheme consists of two hysteresis controller namely the
stator flux controller and torque. On the other hand, the DTC-SVM uses two errors
to produce stator reference voltage vectors, and then modulated by the SVM
algorithm [9] as illustrated in Fig. 1.

The induction model in the stator-fixed d-q reference frame is described by
[10].

Vs ¼ Rsis þ
d

dt
Wsð Þ : ð1Þ

Vr ¼ 0 ¼ Rrir þ
d

dt
Wrð Þ � jxrWr : ð2Þ

Ws ¼ Lsis þ Lmir : ð3Þ

Ws ¼ Lmis þ Lrir : ð4Þ
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Whereas the mechanical equation is given as below. The induction motor stator
flux and torque are calculated in the flux and torque calculator as follows:

Wds ¼
Z

Vds � Rsidsð Þdt� ð5Þ

Wqs ¼
Z

Vqs � Rsiqs
� �

dt� ð6Þ

Wsj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2

ds þW2
qs

q
: ð7Þ

hWs ¼ tan�1 Wqs

Wds

� �
� ð8Þ

Then, the electromagnetic torque is estimated as:

Te ¼
3
2
p

2
Wdsiqs �Wqsids
� �

: ð9Þ

3 Neural Network DTC-SVM

Inspired by the successful function of the human brains, the artificial neural net-
work (ANN) was developed for solving many large scale and complex problems.
Based on ability to process some information and also to analyze the input and
output simultaneously, it makes ANN suitable for dynamic and nonlinear system.
The development of the structure and learning algorithm of the Neural Network
Direct Torque Control (NNDTC) is explained as follows [11].

Fig. 1 DTC-SVM induction motor drive
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3.1 Proposed NN Speed Controller

This paper proposed a NN control method of DTC based on SVM to reduce the
overshoot and torque ripple. The NN control is added to the speed controller to
produce the torque reference. The block diagram of the proposed NN DTC-SVM
of induction motor drive is shown in Fig. 2.

3.2 Structure of NNDTC

To design the neural network control some information about the plant is required.
Basically, the numbers of input and output neuron at each layer are equal to the
number of input and output signals of the system respectively. Based on the type of
the task to be performed, the structure of the proposed NNDTC is as shown in
Fig. 3.

The controller consists of input layer, hidden layer and output layer. Based on
number of the neuron in the layers, the NNDTC is defined as a 1-3-1 network
structure. The first neuron of the output layer is used as a torque reference signal
a21 ¼ mf

� �
. The connections weight parameter between jthand ithneuron at

mthlayer is given by wm
ij , while bias parameter of this layer at ithneuron is given by

bmi . Transfer function of the network at ithneuron in mthlayer is defined by:

nmi ¼
XSm 1

j¼1

wm
ij a

m 1
j þ bmi : ð10Þ

The output function of neuron at mthlayer is given by:

ami ¼ f m nmi
� �

: ð11Þ

Fig. 2 Complete block diagram of proposed NN DTC-SVM
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where f is activation function of the neuron. In this design the activation function
of the output layer is unity and for the hidden layer is a tangent hyperbolic function
given by:

f m nmi
� �

¼ 2

1þ e�2nmi
� 1 : ð12Þ

Updating of the connection weight and bias parameters are given by:

wm
ij k þ 1ð Þ ¼ wm

ij kð Þ � a
oF kð Þ
owm

ij

: ð13Þ

bmi k þ 1ð Þ ¼ bmi kð Þ � a
oF kð Þ
obmi

: ð14Þ

where k is sampling time, a is learning rate, and F performance index function of
the network.

4 Simulation and Results

Simulation was carried out to investigate the performance of the NNDTC. In this
section the dynamic model of a three-phase induction motor, space vector PWM
and neural network control model have been developed. The simulation is
developed using Borland C++, and then embedded as S-function in Simulink-
Matlab. The parameters for the motor are given by:

• Frequency, f ¼ 50 Hz.
• Pole, p ¼ 4.
• Stator and rotor resistances, Rs ¼ 0:5X and Rr ¼ 0:25X:
• Stator and rotor self inductances, Ls ¼ 0:0415H and Lr ¼ 0:0412H
• Mutual inductance, Lm ¼ 0:0403H.
• Combined of inertia, J ¼ 0:1 kg�m2.

Fig. 3 Diagram block of neural network speed control for DTC induction motor drive
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To verify performance of the proposed NNDTC, the simulation results for a
conventional DTC-SVM and the neural network (NN) DTC-SVM proposed con-
troller are compared. With the same speed and load torque reference, the simu-
lations of both methods are run simultaneously. The simulation is start at the speed
on 80 rad/s with a constant load of 20 Nm applied. The startup response of both
system is shown in Fig. 4, the improvement of the startup response by great reduce
in overshoot as well as the settling time is observed.

Referring to Fig. 4, it shows that NN-controller have a start up response
improved from the conventional PID controller. It is clearly explain that the startup
response has a great improve by removed the overshoot from 94 rad/s. Besides
that, the settling time also can be reduced.

The simulation testing is carry on by vary the speed reference from 80 to
120 rad/s. The performance of two system is observed. The speed trajectory of the
motor when speed vary at the time of 1.5 s is shown in Fig. 5.

As illustrated in Fig. 5, with the constant load applied, the step up response of
the speed trajectory again show the vast reduce in overshoot as well as the settling
time. The overshoot is removed from 135 rad/s.

The simulation testing is continuing by step down the speed from 120 to
100 rad/s at the time of 3 s. The performance of two systems is observed. The
speed trajectory of the motor when load is applied to the system at the time of 3 s
is shown in Fig. 6.

As illustrated in Fig. 6, the overshoot of transient response is removed from
87 rad/s by apply of the proposed neural technique.
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Fig. 4 Start up speed response comparison between conventional PID-DTC and NN-DTC
controller
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5 Conclusion

The neural network controller for DTC-SVM speed controller induction motor
drive system has been presented in this paper. The proposed method employs a
single hidden layer neural network algorithm to generate the torque references.
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Fig. 5 Step up speed response comparison between conventional PID SVM and NN-SVM
controller when the speed reference is varied from 80 to 120 rad/s
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Fig. 6 Step down speed response comparison between conventional PID-DTC and NN-DTC
controller when the speed reference is varied from 120 to 100 rad/s
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The proposed controller is a nonlinear controller which can be employed without
required any motor parameter data. Two control methods have been tested and
compared: a conventional PID controlled DTC IM drive, and a NN controlled
DTC IM drive. Proposed scheme shows good simulated result that improved the
system performance. The improper transient response with high overshoot prob-
lem of the conventional PID-DTC can be solved. In addition, the results shows that
the performance of transient response is improved by reduce the settling time.
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Adaptive Keyword Extraction System
for the Hierarchical Category Search

Toshitaka Maki and Toshihiko Wakahara

Abstract As the Big Data is handled in the modern Internet, it needs various
efficient search methods to retrieve the required information in the flood of
information. In this paper, we propose a new Hierarchical Search Interface by Self-
Organizing search method with a smartphone. The users can search the objective
terms by pushing buttons for each adaptive hierarchical categories without any
input of keyword. We describe the experimental results and the effectiveness of the
proposed system is confirmed by the prototype simulation.

Keywords Big data � Morphological analysis � Complex network � Self-Orga-
nization � Category � Web mining � Keyword network

1 Introduction

In recent years, traditional concept of values has been diversified by the devel-
opment of social media such as weblogs, bulletin board system and SNS (Social
Networking Service). Therefore, the activity on the web, especially information
retrieval has become indispensable and there is a need for techniques that can be
searched efficiently from the explosively increased data.

Various data exists in the world of the Internet and the amount of information is
countless. If you search for ‘‘politics’’ keyword in Google, you perhaps get the
search results of approximately 600 million. If you add a ‘‘bulletin board’’ in the
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keyword, the search results will be reduced to about 38.4 million. In this way, you
will be able to find the information quickly and accurately by entering more than
one keyword in Yahoo! or Google search engine. However, smartphone users
often cause troubles in entering keywords. In particular, for those who are not
familiar with the manipulation of information, it requires complicated operation.
In this case, by using the category search service such as Yahoo! Japan or goo, etc.,
you will be able to easily find useful information without entering any keyword.
However, the category search service needs to be manually registered by the link
information in advance. Therefore, it is difficult to register the latest or minor
information. In another words, many link information cannot be registered in the
category search service.

In this study, we propose an ‘‘Adaptive Hierarchical Category Search Interface
[1]’’ and evaluate its effectiveness.

2 Related Work

Many studies about such as ‘‘Automatic extension of the dictionary’’ or ‘‘keyword
extraction method’’ have been conducted so far. Here, we describe about mor-
phological analysis and TF-IDF method.

2.1 Morphological analysis [2]

There are some engines of such as MeCab [3] or ChaSen [4] that can analyze
Japanese sentences morphologically using a computer, and they are often used in
natural language processing research.

e.g. ‘‘Fukuoka-ken is located in the northern part of the Kyushu region.’’
=[Fukuoka (Noun), ken (Noun), is (Verb), located (Participle), in (Particle),…

2.2 TF-IDF Method

The tf-idf method is a technique to extract important keywords from the text by
weight rating. The tf-idf method uses two indices of ‘‘Term Frequency (TF
Method)’’ and ‘‘Inverse Document Frequency (IDF Method)’’.
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2.2.1 TF Method: Definition of a high frequency keyword

Assumption: Words that appear repeatedly in the text are an important concept.

Wtd ¼ tf t; dð Þ ð1Þ

Weight value: Wtd; Word: t; Text: d;

2.2.2 IDF Method: Definition of a relatively high frequency keyword

Assumption: Keyword is a concept that the author has claimed.

idf tð Þ ¼ log
N

df tð Þ þ 1: ð2Þ

Number of documents in which the word exists: df
Total number of documents: N

2.2.3 TF-IDF Method: Keywords extraction method based on TF
and IDF

Assumption: The important keyword does not exist in many documents.

Wtd ¼ tf t; dð Þ � idf tð Þ: ð3Þ

Problems: If there is a high frequency word, TF Method is effective. However,
if there are many low frequency words, evaluation by TF Method may be constant
values and it is valued at only IDF Method.

3 Proposed Hierarchical Category Search

We propose an adaptive Hierarchical Category Search Interface. By using this
interface, users will be able to find the useful information easily without entering
any keyword. To accomplish this, at first, we propose an adaptive keyword
extraction system that composes the hierarchical category link.

3.1 Adaptive Keyword Extraction System

Adaptive Keyword Extraction System (AKES) evaluates the connectivity between
keywords by weight rating, and this system excludes the thin relation keywords.

AKES in Fig. 1 performs the unsupervised learning in the following steps.
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(1) The keyword tk is selected at randomly from the database (DB). 10 keywords
have been registered in the DB in advance.

(2) The new keyword tk is searched by the Yahoo! JAPAN site.
(3) The text data of title and description are extracted from the search results.
(4) The candidates of associative keyword ti. ti are extracted by the morphological

analysis. These are the noun or the adjective.
(5) The keyword tk is associated with ti by weight rating and registered in the DB.

If tk and ti are newly associated, weight rating of 100 points is added to the
rating. If this term is again associated, 5 points are added. If it is not associ-
ated, one point is deducted. More information is described in Sect. 3.2.

The maladaptive keywords are culled by the repetitive steps shown in above
steps. Accuracy of associative keyword extraction will continue to be improved.

3.2 Weight Rating Algorithm for AKES

There are many studies that attempt to extract keywords by TF-IDF Method or
proprietary technique. In this study, we have built the AKES by proprietary TF
method considering the category hierarchy. A weight rating method for the AKES
is shown as below. We evaluate two types of accuracy by introducing bi-direc-
tional association of tk and ti.

• If tk is associated with the ti, wm is set as the following Eq. (4).

wm ¼
X
j

tfe tk; ti; dj
� �

: ð4Þ

Information Search
(1520)

Information: Access
(1412)

…
School: Education

(1653)
…

: (Weight)

( , , )

Fig. 1 A Schematic diagram of AKES
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tfe tk; ti; dj
� �

¼
100; If the New registration

Wm þ 5; IfWiis associated

Wm � 1; IfWi isn
0t associated

8<
: ð5Þ

• If ti is associated with the tk, wn is set as the following Eq. (6).

Wn ¼
X
j

tfe ti; tk; dj
� �

: ð6Þ

tfe ti; tk; dj
� �

¼
80; If the New registration

Wn þ 2; IfWi is associated

Wn; IfWi isn
0t associated

8<
: ð7Þ

A connection between the keywords becomes clear by applying Eqs. (4), (5),
(6) and (7) in AKES. Then the keyword network has been constructed as shown in
Fig. 2. This network becomes suitable for a category search.

3.3 Hierarchical Category Search Interface

This time, a six layer model is tentatively defined. In addition, the number of
keywords of each layer is set as 10. Keywords of the first layer and the second
layer are fixed. A keyword from the third layer is replaced automatically by the
user’s selected keyword in the previous layer. By using this interface, it has
become possible to extract the appropriate search terms from a million (106)
words. Fig. 3 shows the system flow of the interface.

Education

Region

Unit

Home

People

School

Environment

Fig. 2 Keyword network example
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4 Experimental Results and Evaluation

4.1 Evaluation of Keyword Network

A keyword network of Fig. 4 has been constructed by AKES as shown in Fig. 1.
After a million times trials are conducted, the number of top rating is 20,000,
which is extracted in the keyword network. Other keyword network is culled as an
incompatible. Initial 10 keywords was extended to about 5,000 words, and key-
word network was formed about 550 thousand pieces.

$i = 0 ;

Adaptive Association Keyword

$i + + ;

START

Button operation

Display button

END

No

Yes
$i < 6

Fig. 3 System flow of the
AKES Interface

(a) (b)Fig. 4 Keyword Network (a)
Whole image; (b) Expanded
central part
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Looking at the keyword network of Fig. 4, it can be seen that most keywords
are connected to each other. Figure 5 shows the results of analyzing the keyword
network.

Figure 5a and 5 (b) shows a representation of Small-world characteristics of
keyword network. It can be seen that the majority of keywords are connected by
going through the three keywords, and all keywords are connected by through six
keywords (Six degrees of separation).

Figure 5b shows a representation of a Scale-free [5] characteristics of keyword
network. Keywords with a large number of connections are very few, and key-
words with a small number of connections are abundant. This figure consists of
both logarithmic basis. Equation (8) shows a representation of the power-law
distribution and it is determined by the power approximation.

p kð Þ ¼ 251:45 k�1:11; c ¼ 1:11 ð8Þ

A scale-free characteristic is expressed by the formula of power-law distribu-
tion (P kð Þ / k�c; k � 1). c value of keyword network is calculated as 1.11. This
value indicates that approximates the Zipf’s law (c ¼ 1:0). The Zipf’s law is the
rule of thumb that frequency is proportional to 1/n of the n-th largest element ratio
of the total. The Zipf’s law represents the access frequency of web pages or the
word frequency ‘‘like’’.

Keyword network and the Zipf’s law have similar properties. Therefore, we
judged the keyword network shown in Fig. 4 has similar characteristics as the
Zipf’s law and valid.

4.2 Evaluation of Interface

A hierarchical Categories Search Interface includes a function based on the key-
word network. Fig. 6 shows an example of searching for videos of the bike. It
shows six smartphone displays corresponding to each layer.

Fig. 5 The nature of the Keyword Network characteristics.(a) Small-word characteristics; (b)
Scale-free characteristics
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The proposed interface is evaluated by the average precision. When a con-
nectivity between keywords is weak, it is evaluated to be incongruent. Fig. 7
shows the evaluation results of the 400 keywords [6].

Fig. 6 Overview of the Interface. a First layer; b second layer; c third layer; d fourth layer;
e fifth layer; f sixth layer; g search result

(a)

(b)

Fig. 7 Keyword categories of the KAES interface. a appropriate keyword categories in the
second layer; b appropriate keyword categories in the third layer

270 T. Maki and T. Wakahara



As shown in Fig. 7, the average precision is different for each keyword.
Although the highest average precision is 1.0 (100 %), the lowest average preci-
sion is 0.49 (49 %). We think that it is because there is a bias connection in the
keyword of the Web page. For example, as keywords of ‘‘information’’ exist in
many Web pages, any other relational keywords are also hit and extracted
together.

5 Conclusions

In this study, we propose a hierarchical category search interface for eliminating
the complicated keyword entry in the smartphone. We make sure that users can
only select to some extent in the words they want to search using the interface.
However, it also contains a lot of noise. In the future, we intend to develop the
ability to analyze the syntax appropriate for the category hierarchy in order to
reduce the noise.

The main results of the study are described in the following;

(1) The keyword weight rating algorithm by the unsupervised learning can extract
the important candidate keywords. Hierarchical Category Search Interface by
using the above algorithm is proposed and a six hierarchical and ten category
model is also proposed.

(2) The characteristics of the keyword network are similar as the ones of com-
plicated network. Most keywords in the Web services are connected within six
links.

(3) Hierarchical category search algorithm is valid for obtaining the relational
information without any keyword entry in the smartphone. The experimental
results of the prototype show the effectiveness of the proposed interface.
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Fuzzy Logic Control Design for Induction
Motor Speed Control Improvement
Through Field Oriented Control

Roslina Mat Ariff, Dirman Hanafi, Whayu Mulyo Utomo,
Kok Boon Ching, Nooradzianie Muhd Zin, Sy Yi Sim
and Azuwien Aida Bhohari

Abstract This paper focuses on improving induction motor performance by
controlling its speed. The induction motor speed is controlled using field oriented
control based structure associated with an induction motor. The field oriented
control is implemented by combining with fuzzy logic control to reduce the
uncertainties factors. The fuzzy logic control is developed based on Mamdani
method. The inputs of fuzzy logic control are the error and derivative error
between actual and reference speed of induction motor. The output of fuzzy logic
control is the reference electric torque. The fuzzy logic control input output
variables membership functions are chosen based on the parameters of the motor
model. Motor state variables are identified indirect from induction motor model.
The controller develops is implemented MATLAB Simulink. The simulation result
shows that the fuzzy logic control is a suitable controller for improving induction
motor performance with gives less settling time and steady state error than Pro-
portional Integral Derivative control.

Keywords Induction Motor (IM) � Field Oriented Control (FOC) � Fuzzy
Logic Control (FLC)
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1 Introduction

Fuzzy Logic Control (FLC) as an Intelligent Control has widely applied for
solving nonlinear systems problems like an electric motor drives [1]. As an
intelligent control FLC does not depend on the system mathematical model [2–5]
and has ability to handle nonlinearity of arbitrary complexity system.

Basic concept of an induction motor operates on the basis of interaction
between induced rotor current and air gap field. In this condition often exists the
motor’s dynamic uncertainties like mechanical parameter uncertainty, external
load disturbance, and unmodelled dynamics properties that all influenced the
induction motor performance [6–8]. To solve this problem need to use the high
performance controller.

Field-oriented control (FOC) of induction motor (IM) drives has been used in
industrial applications [9]. High performance rotary machine drive required the
field-oriented control technique, which is one of the most effective vector controls
of IM due to the simplicity of designing and implementation [10]. Advent of high
switching frequency PWM inverters has made it possible to apply for sophisticated
control strategies to AC motor drives. The concept of the field oriented method is
to use a separate controller to make the rotor’s flux stabilizes to a desirable
reference set point and motor independently control the speed through conven-
tional linear control approaches. This technique makes variable speed drive with
independent torque and flux control of induction motor possible implement, which
also provides excellent dynamic response [11].

2 Induction Motor Model

The dynamic model of an induction motor is derived by first transformed to two-
phase ones is the three-phase variables [12–15].

Voltage induced in a rotor bar of an induction motor depends on the speed of
rotor relative to the magnetic field.

The magnetizing inductance of the motor Convenience or compatibility with
the presentations of other network components is d � q reference frames are
usually selected on the basis form. The currents of the rotor are decomposed into
d – q coordinates, thus resulting into idr and iqr. Since the frame d � q of the rotor
aligns with the frame a� b of the stator after rotation by an angle (h) d it holds
that:

iar
ibr

� �
¼ cos hð Þ � sin hð Þ

sin hð Þ cos hð Þ

� �
idr
idr

� �
ð1Þ

Each of voltage variable, current or flux linkage in synchronous frame is sta-
tionary and fixed to a constant magnitude in steady state. The relationship is
represented by Eq. 2.
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Vqs
Vds
0
0

0
BB@

1
CCA ¼

Rsþ LsP xeLs LmP xeLm
�xeLs Rsþ LsP �xeLm LmP
LmP xrLm Rr þ LrP xrLr
�xrLr LmP �xrLr Rr þ LrP

0
BB@

1
CCA

Iqs
Ids
Iqr
Idr

0
BB@

1
CCA ð2Þ

Regardless of reference frame, the instantaneous input power (Pin) is:

Pin ¼ ð3=2Þ VqsIds þ VdsLqs
� �

: ð3Þ

Electromagnetic torque defined as:

Te ¼ 3=2ð ÞPLm IqsIdr � IdsIqs
� �

¼ 3=2ð Þ P=2ð Þ Lm=Lxð Þkdriqs
ð4Þ

Speed of rotor defines as:

xr ¼ dhr=dt: ð5Þ

where, Vds and Vqs are d-q axis stator voltage, ids and iqs are axis stator currents, idr
and iqr are d–q axis rotor currents. Rs and Rr are stator and rotor resistance per
phase. Ls and Lrare the self-inductance of the stator and rotor respectively. Lm is
the mutual inductance and Te is electromagnetic torque. TLis load torque and Jm is
inertia. xe and xr are the speed of the rotating magnetic field and the speed of
rotor respectively. P is the number of pole and hr is the rotor position.

3 Field Oriented Control Model

The electric motor position can be expressed as:

he ¼
Z

xwdt ¼
Z

xr þ xslð Þdt ¼ hr þ hsl: ð6Þ

where, xr is rotor speed and xsl is slip frequency. Then xe is electric motor speed
formulated as Eq.7.

xe ¼ xr þ xsl: ð7Þ

Slip speed define as:

xsl ¼ 2LrTe=3PTrk�dr: ð8Þ

For decoupling control, the rotor circuit equations are given as:

dWdr=dt þ Rridr � xe � xrð ÞWqr ¼ 0: ð9Þ

Based on the induction motor model and FOC model, block diagram of
induction motor driver can be developed as in Fig. 1.
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The rotor time constant sr of IM is given by:

sr ¼ Lr=Rr: ð10Þ

The xr and kdr are determined using Eqs.11 and 12 respectively.

xr ¼ Lm=srð Þ Iqs=kdr
� �

: ð11Þ

pkdr ¼ ð1=srÞ �kdr þ LmIdsð Þ: ð12Þ

4 Fuzzy Logic Control Design

In this paper, a Mamdani-type of FLC is developed for controlling the IM speed
controller. The FLC input variables consist of the IM speed error and change of
speed error and the output variable is the electrical torque. Each input variables
have 5 membership functions and 7 membership functions as described in Figs. 2
and 3. Types of membership functions apply are triangular and trapezoidal func-
tions. The functional relation between input and output of FLC are given by:

Fig. 1 The IM drive

Fig. 2 The membership function for (a) error DxrðnÞ, b change in error DeðnÞ
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Te�ðnÞ ¼ Z

discrete
DTe�ðnÞ ¼ f DeðnÞ;DxrðnÞð Þ: ð13Þ

where, DeðnÞ is the change of speed error and DxrðnÞ is the sample of speed error.
T�
e ðnÞ is the electric torque reference and f is denotes the nonlinear function.
The data for rule of fuzzy logic control is show in table 1.

5 Result and Discussion

5.1 Result

The IM use as object of work has Frequency and Poles pairs are 50 Hz and 2, is
stator resistance (Rs) is 0.3 X, rotor resistance (Rr) is 0.25 X, stator inductance
(Ls) is 0.0415 mH, rotor inductance (Lr) 0.0412 mH, mutual inductance (Lm) is
0.0403 mH, Inertial moment and friction ceoficient are 0.1 and 0.02, and maxsi-
mum torque (Tmax) is 250.

The test is started for constant speed 150 rad/s. The controllers responses
comparison are represented in Fig. 4.

Based on graph responses above, FLC has steady state error and settling time
are 0.13 % and 0.14 s respectively, while PID controller produces 0.53 % steady
error and 0.5 s settling time.

Fig. 3 The membership functions of output Te�ðnÞ

Table 1 Rule of fuzzy logic
control (FLC)

e de

PS P PM PB PG

PS NM NM NM NM NM
P NM NM NM NS NS
PM NM NS Z PM PB
PB P PM PB PB PB
PG PB PB PB PB PB
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The second test is done by increasing the IM speed from 100 rad/s to 150 rad/s
and the result is shown by Fig. 5.

In this test FLC response has steady state error 0.13 % and settling time is
0.52 s. Then, PID controller response has steady state error and settling time are
0.87 % and 0.54 s respectively.

The final test is done by reducing the IM speed from 150 rad/s to 100 rad/s. The
response of each controller is illustrated in Fig. 6.

For this kind of input signal, the steady state error of FLC and PID controller
are 0.6 % and 0.22 % respectively.
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Fig. 4 Controller responses comparison for constant speed
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6 Discussion

The IM speed control improvement has been representing. The improvement is
done through control the FOC using FLC. The proposed method has been
implemented using the MATLAB Simulink. Three kinds of input have applied to
test and analyze the controller response.

7 Conclusion

This paper explains the method to improve the performance of the IM speed as a
driver by control the FOC using FLC. Based on the test results for three types of
input signals, FLC has better performance than PID controller. FLC has lower
steady error and settling time. It means FLC is suitable controller for improve the
IM speed performance.

Acknowledgments This work has been supported by Center of Graduate Studies Universiti Tun
Hussein Onn Malaysia and Ministry of Higher Education.

References

1. Rathi MG (2010) Speed control of induction motor/: Fuzzy Logic Control v/s PI
Control10:223–230

2. Lin CT, Lee CSG (1996) Neural Fuzzy Systems: A Neuro-Fuzzy Synergism to Intelligent
Systems. Prentice-Hall, Upper Saddle River

3. Lai YS, Lin JC (2003) New hybrid fuzzy controller for direct torque control induction motor
drives. IEEE Trans Power Electron 18:1211–1219

4. Youb LA, Craciunescu (2009) Direct torque control of induction motors with fuzzy
minimization torque ripple. In: Proceeding WESCO, 2, pp 713–717

0.4 0.45 0.5 0.55 0.6 0.65
100

110

120

130

140

150

160

time (s)

sp
ee

d 
(r

ad
/s

)
ref
FLC
PID

Fig. 6 simulation speed step down response of the drive of the FLC compare with the PID

Fuzzy Logic Control Design for Induction Motor Speed Control Improvement 279



5. Uddin MN, Member S, Hafeez M (2012) FLC-Based DTC Scheme to Improve the Dynamic
Performance of an IM Drive.48: 823–831

6. Wai RJ, Chang JM (2003) Implementation of robust wavelet neural network sliding mode
control for induction servo motor drive. IEEE Trans Ind Electron 50:1317–1334

7. Wai RJ, Chang HH (2004) Backstepping wavelet neural network control for indirect field-
oriented induction motor drive. IEEE Trans Neural Netw 15:367–382

8. Brdys MA, Kulowski GJ (1999) Dynamic neural controllers for induction motor. IEEE Trans
Neural Netw 10:340–355

9. Ebrahim OS, Salem MF, Jain PK, Badr MA (2010) Application of linear quadratic regulator
theory to the stator field-oriented control of induction motors. IET Electr Power Appl
4:637–646

10. Bose BK (2002) Modern Power Electronics and AC Drives. Prentice Hall, Knoxville
11. Vas P (1998) Sensorless vector control and direct torque control. Clarendon Press, Oxford
12. Bodson M, Chiasson J, Novotnak R (1994) High-performance induction motor control via

input output linearization. In: IEEE Control Syst Mag, 24–33
13. Georges D, De WC, Ramirez J (1999) Nonlinear H2 and H1 optimal controllers for current-

fed induction motors. IEEE Trans Automat Control 44:1430–1435
14. Marino R, Peresada S, Valigi P (1993) Adaptive input-output linearizing control of induction

motors. IEEE Trans Automat Control 38:208–221
15. Marino R, Peresada S, Tomei P (1999) Global adaptive output feedback control of induction

motors with uncertain rotor resistance. IEEE Trans Automat Control 44:967–983

280 R. M. Ariff et al.



Considering Lifetime of Sensors
for Clusterhead Selection in WSN Using
Fuzzy Logic

Qi Wang, Leonard Barolli, Elis Kulla, Gjergji Mino, Makoto Ikeda
and Jiro Iwashige

Abstract In Wireless Sensor Networks (WSN), cluster formation and cluster head
selection are critical issues. They can drastically affect the network’s performance
in different environments with different characteristics. In order to deal with this
problem, we have proposed a fuzzy-based system for cluster-head selection and
controlling sensor speed in Wireless Sensor Networks (WSNs). The proposed
system is constructed by two Fuzzy Logic Controllers (FLC). We use four input
linguistic parameters for evaluating lifetime of a sensor in FLC1. Then, we use the
output of FLC1 and two other linguistic parameters as input parameters of FLC2 to
control the probability of headcluster selection. By considering the moving speed
of the sensor we are able to predict whether the node will leave or stay in the
cluster. In this paper, we evaluate FLC1 and FLC2 by simulations and show that
they have a good behavior.
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1 Introduction

Recent developments in technologies such as wireless communication and
microelectronics have enabled Wireless Sensor Network (WSN) applications to be
deployed for many applications such as battlefield surveillance and environment
monitoring. An important aspect of such networks is that the nodes are unattended,
resource-constrained, their energy cannot be replenished and network topology is
unknown. The resource-constrained limitations make it essential for these sensor
nodes to conserve energy to increase life-time of the WSN [1–4].

Recently, there are lot of research efforts towards the optimization of standard
communication paradigms for such networks. In fact, the traditional Wireless
Network (WN) design has never paid attention to constraints such as the limited or
scarce energy of nodes and their computational power. Also, in WSN paths can
change over time, because of time-varying characteristics of links, local contention
level and nodes reliability. These problems are important especially in a multi-hop
scenario, where nodes accomplish also the routing of other nodes’ packets [4].

There are many fundamental problems that WSNs research have to address in
order to ensure a reasonable degree of cost and system quality. Some of these
problems include sensor node clustering, Cluster Head (CH) selection and energy
dissipation. There are many research works that deal with these challenges [5–13].

The cluster based algorithms could be used for partitioning the sensor nodes into
subgroups for task subdivision or energy management. Cluster formation is one of
the most important problems in WSN applications and can drastically affect the
network’s communication energy dissipation. Clustering is performed by assigning
each sensor node to a specific CH. All communication to (from) each sensor node is
carried out through its corresponding CH node. Obviously one would like to have
each sensor to communicate with the closest CH node to conserve its energy,
however CH nodes can usually handle a specific number of communication
channels. Therefore, there is a maximum number of sensors that each CH node can
handle. This does not allow each sensor to communicate to its closest CH node,
because the CH node might have already reached its service capacity. CHs can fuse
data from sensors to minimize the amount of data to be sent to the sink. When
network size increases, clusters can also be organized hierarchically.

In the conventional cluster architecture, clusters are formed statically at the
time of network deployment. The attributes of each cluster, such as the size of a
cluster, the area it covers, and the members it possesses, are static.

When a sensor with sufficient battery and computational power detects (with a
high Signal-to-Noise Ratio: SNR) signals of interest, it volunteers to act as a CH.
This is a simple method, because no explicit leader (CH) election is required and,
hence, no excessive message exchanges are incurred. However, selecting of the
CH in this way is not easy in different environments which may have different
characteristics such as error rate, SNR, throughput and so on.

The heuristic approaches based on Fuzzy Logic (FL) and Genetic Algorithms
(GA) can prove to be efficient for traffic control in wireless networks [14, 15].
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In our recent works [16, 17], we proposed a fuzzy-based cluster selection
method for WSNs, which used three parameters for CH selection: Distance of
Cluster Centroid, Remaining Battery Power of Sensor and Number of Neighbor
Nodes. We compared the performance with previous methods. The performance of
our method was better than the previous methods. But, we found that for CH
selection also sensor speed is very important. However, another important
parameter in WSNs is the lifetime of sensors. In this work, we propose and
implement a new Sensor Lifetime Fuzzy-based System (SLFS), which has two
FLCs. We evaluate by computer simulations the performance of FLC1 and FLC2
and we show that the system has a good behavior.

The paper is organized as follows. In Sect. 2, we show some related work. In
Sect. 3, we describe the proposed SLFS. In Sect. 4, we discuss the simulation
results. Finally, conclusions are given in Sect. 5.

2 Related Work

In this section, we review related work in clustering algorithms. Several clustering
methods such as weighted clustering [5], hierarchal clustering [6] and dynamic
clustering [7] algorithms have been proposed to organize nodes as a cluster. Most
algorithms elect CHs based on certain weights or iteratively optimize a cost
function or use heuristic to generate minimum number of clusters. The Distributed
Clustering Algorithm (DCA) [8] assumes quasi-stationary nodes with real-valued
weights.

The Weighted Clustering Algorithm [5] selects a node based on the number of
neighbors, transmission power and so on. The Max–Min d-Clustering Algorithm
[9] generates dhop clusters with a run time of O(d) rounds. This algorithm does not
minimize the communicating complexity of sending information to the informa-
tion center.

The hierarchical clustering scheme [6] uses spanning tree-based approach to
produce cluster with certain properties. However, energy efficiency is not
addressed in this work. In [10], the authors have proposed an emergent algorithm
that iteratively tries to achieve high packing efficiency, however negotiation
among nodes to be CH and join cluster based on degree and proximity leads to
high amount of communication overhead, thus wastage energy.

LEACH [11, 12] uses two-layered architecture for data dissemination. In this
scheme, sensors periodically elect themselves as CHs with some probability and
broadcast an invitation message for nearby nodes to join the cluster. The nodes that
do not intend to be CHs join the cluster based on the proximity of CH, thus
minimizing the communicating cost. However, LEACH and PEGASIS [13]
require the apriory knowledge of the network topology.

In [18], the authors propose a self-reconfiguring protocol for Wireless Personal
Area Networks (WPAN) using an unsupervised clustering method. A fuzzy logic
system is used to select the master/controller for each cluster. In our previous work
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[19], we had shown by simulation results that the selection surface of our system
was better than the system in [18]. But, we found that for CH selection the number
of neighbor nodes is very important. For this reason, we proposed and imple-
mented a CH system using FL and number of neighbor nodes [20, 21].

3 Proposed SLFS

The structure of the proposed SLFS is shown in Fig. 1. It consists of two Fuzzy
Logic Controllers (FLCs). The FLC is the main part of SLFS and its basic ele-
ments are shown in Fig. 2. They are the fuzzifier, inference engine, Fuzzy Rule
Base (FRB) and defuzzifier.

As shown in Fig. 3, we use triangular and trapezoidal membership functions for
both FLCs, because they are suitable for real-time operation [22]. The x0 in f(x) is
the center of triangular function, x0(x1) in g(x) is the left (right) edge of trape-
zoidal function, and a0(a1) is the left (right) width of the triangular or trapezoidal
function. We explain in details the design of FLC1 and FLC2 in following.

3.1 Description of FLC1

We use three input parameters for FLC1:

• Remaining Battery Power of Sensor (RPS);
• Transmission and Reception Data Volume of Sensor (TRDV);
• Transmission and Reception Time of Sensor (TRT).

The term sets for each input linguistic parameter are defined respectively as:

Fig. 1 Proposed SLFS
scheme

284 Q. Wang et al.



T RPSð Þ ¼ Low Loð Þ;Middle Mið Þ;High Hið Þf g;
T TRDVð Þ ¼ Light Lið Þ;Moderate Moð Þ;Heavy Heð Þf g;
T TRTð Þ ¼ Short Shð Þ;Moderate Mdð Þ; Long Lgð Þf g:

:

The output linguistic parameter is the Lifetime of sensor (LS). We define the
term set of LS as: {Very Short (VS), Short (S), Little Short (LS), Medium (MD),
Little Long (LL), Long (L), Very Long (VL)}.

The linguistic parameters and their term sets of proposed system are shown in
Table 1. The fuzzy membership functions for input parameters are shown in
Fig. 4.

The FRB is shown in Table 2 and forms a fuzzy set of dimensions |T
(RPS)| 9 |T (TRDV)| 9 |T (TRT)|, where |T (x)| is the number of terms on T (x).
The FRB has 27 rules. The control rules have the form: IF ‘‘conditions’’ THEN
‘‘control action’’.

Fig. 2 FLC structure

Fig. 3 Triangular and trapezoidal membership functions
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Table 1 Parameters and their term sets for FLC1

Parameters Term sets

Remaining battery power of sensor (RPS) Low, middle, high
Transmission and reception data volume of

Sensor (TRDV)
Light, moderate, heavy

Transmission and reception time of sensor
(TRT)

Short, moderate, long

Lifetime of sensor (LS) Very short, short, little short, medium, little long,
long, very long

Fig. 4 Membership functions of FLC1

Table 2 FRB of FLC1

Rule RPS TRDV TRT LS 14 Mi Mo Md LS

1 Lo Li Sh VS 15 Mi Mo Lg S
2 Lo Li Md VS 16 Mi He Sh LS
3 Lo Li Lg VS 17 Mi He Md S
4 Lo Mo Sh VS 18 Mi He Lg VS
5 Lo Mo Md VS 19 Hi Mo Sh VL
6 Lo Mo Lg VS 20 Hi Mo Md L
7 Lo He Sh VS 21 Hi Mo Lg MD
8 Lo He Md VS 22 Hi Mo Sh L
9 Lo He Lg VS 23 Hi Mo Md LL

10 Mi Mo Sh LL 24 Hi Mo Lg LS
11 Mi Mo Md MD 25 Hi He Sh LL
12 Mi Mo Lg LS 26 Hi He Md MD
13 Mi Mo Sh MD 27 Hi He Lg S
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3.2 Description of FLC2

For FLC2, we use three input parameters:

• Lifetime of sensor (LS);
• Distance from Cluster Centroid (DCC);
• Sensor Speed (SS).

The term sets for each input linguistic parameter are defined respectively as:

T LSð Þ ¼ Short Shð Þ;Middle Mdð Þ; Long Loð Þf g;
T DCCð Þ ¼ Near Neð Þ;Moderate Moð Þ;Far Frð Þf g;

T SSð Þ ¼ Slow Slð Þ;Medium Með Þ;Fast Fað Þf g:

The membership functions for input parameters of FLC2 are defined as:

lSh LSð Þ ¼ g LS; Sh0; Sh1; Shw0; Shw1ð Þ;
lMd LSð Þ ¼ g LS;Md0;Md1;Mdw0;Mdw1ð Þ;
lLo LSð Þ ¼ g LS; Lo0; Lo1; Low0; Low1ð Þ;

lNe DCCð Þ ¼ g DCC;Ne0;Ne1;New0;New1ð Þ;
muMo DCCð Þ ¼ f DCC;Mo0;Mow0;Mow1ð Þ;
lFr DCCð Þ ¼ g DCC;Fr0; Fr1; Frw0; Frw1ð Þ;

lSl SSð Þ ¼ f SS; Sl0; Slw0; Slw1ð Þ;
lMe SSð Þ ¼ f SS;Me0;Mew0;Mew1ð Þ;
lFa SSð Þ ¼ f SS; Fa0; Faw0; Faw1ð Þ:

The output linguistic parameter is the Possibility of CH Selection (PCHS). We
define the term set of PCHS as: {Very Weak (VW), Weak (W), Little Weak (LW),
Medium (MD), Little Strong (LS), Strong (S), Very Strong (VS)}.

The membership functions for the output parameter PCHS are defined as:

lVW PCHSð Þ ¼ g PCHS; VW0; VW1; VWw0; VWw1ð Þ;
lW PCHSð Þ ¼ f PCHS;W0;Ww0;Ww1ð Þ;
lLW PCHSð Þ ¼ f PCHS; LW0; LWw0; LWw1ð Þ;
lMD PCHSð Þ ¼ f PCHS;MD0;MDw0;MDw1ð Þ;
lLS PCHSð Þ ¼ f PCHS; LS0; LSw0; LSw1ð Þ;
lS PCHSð Þ ¼ f PCHS; S0; Sw0; Sw1ð Þ;

lV S PCHSð Þ ¼ g PCHS; V S0; V S1; V Sw0; V Sw1ð Þ:

The linguistic parameters and their term sets of proposed system are shown in
Table 3. The fuzzy membership functions are shown in Fig. 5. The FRB of FLC2
is shown in Table 4 and has 27 rules.
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4 Simulation Results

In our system, we decided the number of term sets by carrying out many simu-
lations in MATLAB. We present the simulation results for SLFS, by showing the
evaluation results for FLC1 and FLC2.

Table 3 Parameters and their term sets for FLC2

Parameters Term sets

Lifetime of sensor (LS) Short, medium, long
Distance from cluster centroid (DCC) Near, moderate, far
Sensor speed (SS) Slow, medium, fast
Probability (possibility) of CH

selection (PCHS)
Very weak, weak, little week, medium, little strong,

strong, very strong

Fig. 5 Membership functions of FLC2

Table 4 FRB of FLC2

Rule LS DCC SS PCHS 14 Md Mo Me LS

1 Sh Ne Sl VS 15 Md Fr Lg S
2 Sh Mo Me VS 16 Md Ne Sl LS
3 Sh Fr Lg VS 17 Md Mo Me S
4 Sh Ne Sl VS 18 Md Fr Lg VS
5 Sh Mo Me VS 19 Lo Ne Sl VL
6 Sh Fr Lg VS 20 Lo Mo Me L
7 Sh Ne Sl VS 21 Lo Fr Lg MD
8 Sh Mo Me VS 22 Lo Ne Sl L
9 Sh Fr Lg VS 23 Lo Mo Me LL

10 Md Ne Sl LL 24 Lo Fr Lg LS
11 Md Mo Me MD 25 Lo Ne Sl LL
12 Md Fr Lg LS 26 Lo Mo Me MD
13 Md Ne Sl MD 27 Lo Fr Lg S
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In Fig. 6, we show the results of LS (the output of FLC1), for different values of
TRT. The results in each figure are shown as a relationship between RPS and LS,

Fig. 6 FLC1 results for
different TRT values
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Fig. 7 FLC2 results for
different SS values
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for different values of TRDV and TRT. We consider three values of TRT: 0, 5 and
10, which are for non active sensors, active sensors, and highly active users or
cluster-head sensors, respectively. In general, when the TRT increases, the battery
will be used more and the value of LS will be shorter, as we can see from Figs. 6a–
c.

Let us consider Fig. 6b, where we consider an active sensor. The amount of
data sent in the network is represented by the linguistic parameter TRDV. When
TRDV is low the LS will be longer, as there will be less power used by the sensor.
The same is true also for other values of TRT.

The LS is highly affected by the RPS. In the region where RPS is from 0.2 to
0.8 the relationship is almost linear and LS increases as the RPS increases. For
RPS lower than 0.2, the LS will be near to zero for all values of TRT and TRDV.
Otherwise, when RPS is higher than 0.8, LS will be higher value, depending on the
values of TRT and TRDV.

In Fig. 7, we show the results of PCHS (the output of FLC2), for different
values of SS and DCC. When the LS is lower than 0.2, the PCHS has the lowest
value, because the cluster will not rely on a low-lifetime sensor as a CH. Then, for
LS higher than 0.2, the PCHS tends to increase, because the sensors will be more
reliable. On the other hand, PCHS will decrease when DCC is higher, because a
sensor in the center of the centroid has higher probability to become a clusterhead.

Finally, the value of PCHS is also affected by SS. As the speed gets higher,
PCHS will decrease. Especially, when SS is 50 PCHS decreases a lot, for all
values of DCC and LS. Fast-moving sensors will jump from a cluster to another, so
they should not be choosen as CHs.

5 Conclusions

In this paper, we proposed a simulation system based on FL for calculating life-
time of a sensor and cluster-head selection probability in WSNs. We implemented
SLFS with two FLC: FLC1 and FLC2 and evaluated the performance by
simulations.

From simulation results, we conclude as follows.

• When TRT increases, the value of LS will be shorter.
• When TRDV is low, the LS will increase for all values of TRT.
• For RPS lower than 0.2, LS will be near to zero. LS will increase linearly, as

RPS increases from 0.2 to 0.8. When RPS is higher than 0.8, LS will be in its
higher value, depending on TRT and TRDV.

• When the LS is lower than 0.2, the PCHS has the lowest value. For LS higher
than 0.2, the PCHS increases.

• PCHS increases when DCC is lower, because sensors has higher probability to
become a VH.
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• As the speed gets higher, PCHS decreases. Fast-moving sensors will jump from
a cluster to another, so they should not be choosen as CHs.

We have implemented the proposed system in MATLAB. We are working to
implement it also in NS-2 in order to compare with other approaches. We would
also like to use different input parameters, which will affect CH selection in
different ways.
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Speed Control of Permanent Magnet
Synchronous Motor Using FOC Neural
Network

Nooradzianie Muhd. Zin, Wahyu Mulyo Utomo, Zainal Alam Haron,
Azuwien Aida Bohari, Sy Yi Sim and Roslina Mat Ariff

Abstract This paper presents the performance analysis of the field oriented
control for a permanent magnet synchronous motor drive with a proportional-
integral-derivative and artificial neural network controller in closed loop operation.
The mathematical model of permanent magnet synchronous motor and artificial
neural network algorithm is derived. While, the current controlled voltage source
inverter feeding power to the motor is powered from space vector pulse width
modulation current controlled converter. The effectiveness of the proposed method
is verified by develop simulation model in MATLAB-Simulink program. The
simulation results prove the proposed artificial neural network controller produce
significant improvement control performance compare to the proportional-inte-
gral-derivative controller for both condition controlling speed reference variations
and constant load. It can conclude that by using proposed controller, the overshoot,
steady state error and rise time can be reducing significantly.

Keywords: Permanent magnet synchronous motor drive � Field oriented control �
Artificial neural network

1 Introduction

Permanent magnet synchronous motors (PMSM) are widely used in low and mid
power applications such as computer peripheral equipment, robotics, adjustable
speed drives and electric vehicles. Permanent magnet synchronous motor has the
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characteristics of high power density, free maintenances and high efficiency, which
has been widespread application in the various electric drives applications [1]. In
1988 Pillay and Krishnan, R. presented PMSM drives and classified them into two
types such as PMSM and brushless dc motor (BDCM) drives [2]. The PMSM has a
sinusoidal back emf and requires sinusoidal stator currents to produce constant
torque while the BDCM has a trapezoidal back emf and requires rectangular stator
currents to produce constant torque. There are two methods to achieve zero steady
state error: switching and integration. To eliminate steady state error, a Propor-
tional-Integral-Derivative (PID) controller should be employed [3]. By using PID
controller exact dq axis reactance parameters can be obtained. Moreover, to step
change of command speed, parameter variations and load disturbances is very
sensitive. Since it is slightly simple to implement, PID controller become most
widely used for PMSM. So, a real time self-automated intelligent hardware
implementation of PID controller as well as Field Oriented Control (FOC) is
desired [4]. The PMSM can be used in Vector Control (VC) or so called FOC
applications [5]. In FOC, motor stator currents & voltages are manipulated in the
direct-quadrature (d-q) reference frame of the rotor. The inverter and motor is
treated as one part in space vector pulse width modulation (SVPWM), and the
algorithm has been extensively used, since it has superior features such as low
pulsating torque, low current harmonic distortion and high voltage efficiency [6].
The artificial neural networks (ANN) are best suited for solving the problems that
are nonlinear in nature. In ANN we can use parallel processing methods to solve
some real-world problems where it is difficult to define a conventional algorithms.
The ability of ANN to learn large classes of nonlinear functions is well known
[8, 9]. It can be trained to emulate the unknown nonlinear plant dynamics by
presenting a suitable set of input/output patterns generated by the plant [7]. In this
paper, a model of closed-loop PMSM control system controlled by ANN develops
and presents a comparative analysis of PID controller for speed performance in
FOC PMSM drive. The effectiveness of the proposed method is verified by
develop simulation model in MATLAB-Simulink.

2 Dynamic Modeling of PMSM

PMSM is essentially a three phase AC motor with sinusoidal back EMF driven by
a DC source, which is converted to three-phase alternating currents supplying to
the three stator windings of PMSM. The mathematic model of PMSM idq syn-
chronous rotating reference frame can be obtained from synchronous machine
model. Due to constant field produced by permanent magnets, the field variation is
zero. It is also assumed that saturation and losses of core are negligible, the
induced emf is sinusoidal and there is no damper winding on rotor. Using these
assumptions, the voltage equations can write as follow:
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vd ¼ Rsid þ Ld
d

dt
id � Lqxe

d

dt
iq: ð1Þ

vq ¼ Rsiq þ Lq
d

dt
iq � Ldxe

d

dt
id þ xekPM: ð2Þ

The produced torque of the machine can be presented as follow:

Te ¼
3
2
P kPMiq þ Ld � Lq

� �
idiq

� �
: ð3Þ

While, the maximum speed can be identified from the relationship:

Te ¼ TL þ Kfxm þ J
d

dt
xm: ð4Þ

3 FOC System Description

Field oriented control also known as decoupling or vector control, came into the
field of ac drives research in the late 1960s and was developed prominently in the
1980s to meet the challenges of oscillating flux and torque response in inverter fed
induction and synchronous motor drive. The inexplicable dynamic behavior of
large current transients and the resulting failure of inverters was a curse and barrier
to the entry of inverter fed ac drives into the market. FOC is a control procedure
for operating the motor that results in fast dynamic response and energy efficient
operation at all speeds. It commutates the motor by calculating voltage and current
vectors based on motor current feedback. It maintains high efficiency over a wide
operating range and allows for precise dynamic control of speed and torque. The
FOC controls the stator currents represented by a space vector. It transforms three-
phase stator currents into a two-phase time variant system (a,b). A two-coordinate
time invariant system (dq) is obtained from that time variant system (a,b). A two-
coordinate time invariant system (dq) is obtained from that time variant system. In
this structure the motor flux generating part is d (direct) and a toque generating
part is q (quadrature). In FOC, motor stator currents and voltages are manipulated
in the direct- quadrature (d-q) references frame of the rotor, which means must be
mathematically transformed by using Park and Clarke transformation before they
can be used for SVPWM output. Figure 1 is the diagram of velocity/current
control loop using FOC technology based on PID controller.
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4 Proposed ANN Speed Controller

Inspired by the successful function of the human brains, the ANN was developed
for solving many large scale and complex problems. Based on ability to process
some information and also to analyze the input and output simultaneously, it
makes ANN suitable for dynamic and nonlinear system.

4.1 Proposed ANN Speed Controller Description

The ANN control is added to the speed controller to produce the torque reference.
The block diagram of the proposed ANN speed controller of FOC for PMSM drive
is shown in Fig. 2.

4.2 Structure of ANN Speed Controller

To design the neural network control some information about the plant is required.
Basically, the numbers of input and output neuron at each layer are equal to the
number of input and output signals of the system respectively. Further the number
of hidden layers and the total neurons is depended on the complexity of the system
and the required training accuracy [10]. To implement search efficiency optimal
control of PMSM drive, a multilayer perceptron neural network control is devel-
oped. Based on the type of the task to be performed, the structure of the proposed
ANN speed controller is as shown in Fig. 3 [11].

Fig. 1 A block diagram of PMSM drive based on PID controller
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The controller consists of input layer, hidden layer and output layer. Based on
number of the neuron in the layers, the ANN is defined as a 1-3-1 network
structure. The first neuron of the output layer is used as a torque reference signal
(a1

2 = mf). The connections weight parameter between jth and ith neuron at mth

layer is given by wm
ij , while bias parameter of this layer at ith neuron is given by bmi .

Transfer function of the network at ith neuron in mth layer and output function of
neuron at mth layer is defined by:

nmi ¼
XSm�1

j¼1

wm
ij a

m�1
j þ bmi : ð5Þ

The output function of neuron at mth layer is given by:

ami ¼ f m nmi
� �

: ð6Þ

where f is activation function of the neuron. In this design the activation function
of the output layer is unity and for the hidden layer is a tangent hyperbolic function
given by:

Fig. 3 Diagram block of ANN speed controller for FOC PMSM drive

Fig. 2 The proposed block diagram of PMSM drive based on ANN speed controller
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f m nmi
� �

¼ 2

1þ e�2nmi
� 1: ð7Þ

Updating of the connection weight and bias parameters are given by:

wm
ij k þ 1ð Þ ¼ wm

ij kð Þ � a
oF kð Þ
owm

ij

: ð8Þ

bmi k þ 1ð Þ ¼ bmi kð Þ � a
oF kð Þ
obmi

: ð9Þ

where k is sampling time, a is learning rate, and F performance index function of
the network.

5 Simulation Results and Discussions

To verify the feasibility of the proposed ANN speed controller of PMSM FOC
method, some of the variations speed references and constantload has been
observed. Both ANN and PID controller are run simultaneously. The simulation is
developed in Simulink-Matlab. The parameters for the motor are 240 V, 50 Hz,
Poles = 4, Rs = 2.875X, Ld = 0.0085H, Lq = 0.0085H, Moment of inertia
(J) = 0.0008 kgm2 and Flux linkage (w) = 0.175Wb. The simulation is testing by
observe the system during start up response. The speed of the motor when a 7 Nm
constant load is applied to the both system as show in Fig. 4.

Fig. 4 Response comparison between conventional SVPWM and ANN speed controller when
load is applied
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The simulation is continuing with constant 7 Nm load and the speed is vary
from 70 rad/s to 140 rad/s at the time of 0.5 s for step up response for both systems
as shown in Fig. 5.

Fig. 5 Step up response comparison between conventional SVPWM and ANN speed controller

Fig. 6 Step down response comparison between conventional SVPWM and ANN speed
controller
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While, for the step down response simulation, also start with constant 10 Nm
load but the speed is vary from 100 rad/s to 50 rad/s at the time of 0.15 s for both
systems as shown in Fig. 6.

The results show the overshoot of transient response is reduce and improved the
settling time. As shown in figure above the improvement of both step responses by
reduce in overshoot as well as the settling time. As illustrated in the figure, the
settling time and the overshoot is also reduce by apply of the proposed neural
technique, thus, improve the system performance at the same time.

6 Conclusion

This paper has presented the model of closed-loop PMSM control system con-
trolled by ANN speed controller develops and presents a comparative analysis of
PID controller for speed performance in FOC PMSM drive. The performance
differences due to both ANN speed controller and PID controller were examined.
The simulation results show that the ANN speed controller produce significant
improvement control performance compare to the PID controller for both condi-
tion controlling speed reference variations and load disturbance variations. It can
conclude that by using ANN speed controller, the overshoot, steady state error and
rise time can be reducing significantly.
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An Interactive Learning System Using
Smartphone for Improving Students
Learning Motivation

Noriyasu Yamamoto and Toshihiko Wakahara

Abstract The number of smartphonesis increased exponentially and they are
promising tools for interactive learning during lectures in the universities. How-
ever, when in a lecture roomtens of sets of smartphones want to make simulta-
neous connection by Wi-Fi, the traffic will be increased and the network will be
congested. In this study, we examined the effective use of the smartphones during
the lectures. We considereda method of acquiring/utilizing the study records,
which improves the students’learning motivation. In this research, we use smart-
phones as information terminals and carried out experiments in a real lecture room.
The proposed method improves the degree of lecture understanding, thus
improving students’ learning motivation.

Keywords Learning Log � Life Log � Smartphone � Lecture System

1 Introduction

Recently,in many universities the information terminals such as note PC, work-
stations, servers and mobile phones are used successfully during the lectures. Also,
there are many e-learning systems [1–7] that use these devices. The amount of
information that a lecturer transmits to the participant during the lecture can be
improved by using different information terminals. However, in a lecture, if par-
ticipants’ motivation for learning is low, the learning results are not good.
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However, in universities is required to increase the learning motivation using
information terminals.

Usage of the desk-top computers and notebook PCs for lecture may be
inconvenient and they occupy a lot of space. Therefore, it will be better that
students use small and lightweight terminals like Personal Digital Assistant (PDA)
devices. Also, because of wireless networks are spread over university campuses,
it is easy to connect mobile terminals to the Internet and now the students can use
mobile terminals in many lecture rooms, without needing a large-scale network
facility.

In this paper, we consider a method of acquiring/utilizing the study record,
which improves students’motivation for learning. In this our research, we use
smartphonesas information terminals.

2 Learning System

In this section, we consider the learning systemsin universities and investigate the
problems they have during the lectures.As solution of these problems, we propose
the use of lecture study records (logs).

2.1 Learning at Universities

During lectures in university, very often are used information terminals such as
computers and projectors to display the distributed data in the Web and present the
power point files orpdf files. Thus, the amount of information that a lecturer
transmits to the participant in a lecture is improving by use of information ter-
minals. In a lecture, if students’ motivation for learning is low, their knowledge
and learning ability will not be improved [8, 9]. However, in universities is
required to increase the learning motivation using information terminals.

2.2 e-Learning System

In order to check the students’ concentration, the lecturer carries out periodical
tests. The lecturer can control thelecture by checking the tests results. These-
methods have been used in conventional learning systems, but we can also use
them in e-Learning systems [1–5]. In fact, the tests do not require time and effort
for implementation and processing of the resultsis easy. With the spread and
miniaturization of an information terminal, the students can learnanywhere and
anytime using smartphones [6, 7]. If a student utilizes an e-Learning system
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positively, it will have a high learning efficiency. However, an e-learning system
can’t increase the learners’ motivation.

2.3 Learning-Logsduring a Lecture

In order that students can use the content of the lectures for learning in the future,
the lectures are recorded. However, how the contents of a lecture are saved cor-
rectly is an important issue. Also, the mechanism that distributes lecture record
efficiently is required. But, in such kind of system, the student motivation will
influence the learning efficiency.

In this paper,we consider an interactive learning process in order to increase the
motivation of the students for learning. Therefore, we save thestudents’ active
actions as study their records. A student is enforced to be in interactive learning
status because the lecturer performs frequently actions during the lecture. Also, by
using the recorded information, the lecturer can adjust the speed of a lecture. As a
result, the learning process is more efficient.

3 Network Environment

In order to perform the study records, all students’ smartphones need to connect to
the network. In order to connect thesmartphones to the network, the information
outlet for each seat is required. It is difficult to install the information outlets in all
lecture rooms. Moreover, maintenance and deployment of many information
outlets require a lot of expenses.

However, now it is easy to make Wi-Fi connection with mobile terminals such
smartphones. We installed the terminal adopter for Wi-Fi connection to improve
the network environment for the lecture room. It should be noted that many
devices can make Wi-Fi connection simultaneous during the lecture.

4 Smartphone Application Support for Lectures

In this section, we present the software configuration for lecture record. We install
the server for performing the lecture records in a LAN environment. The records
are recorded on the server database. Each student and the lecturer use their
smartphonesto connect with the server through the wireless network during the
lecture and the lecturer can check the records and take appropriate actions.
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4.1 Lecturer’s Smartphone Application

The application software in the lecturer’s smartphone terminalconsists of the
lecture control program that controls the lectureand the study record display
program that displays the student’s study record.

We show the function of a lecture control program below.

(T1) The progress of a lecture can be checked by a ‘‘point’’ and a ‘‘selection type
examination’’. The ‘‘point’’ describes the main point of the contents of a
lecture.

(T2) A lecturer can progress the lecture by moving the ‘‘point’’ or ‘‘selection type
examination’’ to the next part. The lecturer can ask students about the lecture
difficulty and speed of progress at the time of progress of the ‘‘point.’’ The
replies of the students for the lecture difficulty and lecture speed are recorded
in the server as study records.

The study record display program consists of the following functions.

(T3) The lecture difficulty and lecture speed of progress that the students select
and the accuracy rate of the ‘‘selection type examination’’ are displayed on
the screen of a lecturer’s smartphone terminal in real time.

(T4) After the end of a lecture, the displays of (T3) can be accessed by students.

4.2 Studentssmartphone Application

Using their smartphone terminals, the student can actively participate in the lecture
by simple operations. The functions of thestudents’smartphone applications are as
follows.

(S1) The students login to the server through a wireless network at the time when
the lecture starts.

(S2) At the time when the lecture moves the ‘‘point’’ by his application to progress
the lecture, the students reply for the lecture difficulty and the lecture speed
of progress. The students can choose a reply operation at the time of selection
test for making questions for the exam.

4.3 Lecture Flow

The flow of the lecturer’s application, student’s application, and the study record
server described above are shown below.
[Teacher01] The lecturer uses hissmartphone application to connect to the

server
[Server01] The attendance registration for a student is started
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[Student01] The students use smartphone application and login to a server
[Server02] A server notifies the attendance situation to the lecturer’s smart-

phone application
[Teacher02] After that the lecturer pushes the start button to start the lecture
[Teacher03] The ‘‘point’’ shift to a student who makes questions for the exam of

a selection type problem is directed to a server
[Server03] Next ‘‘point’’ or selection type examination is transmitted to a

student. Then, the ‘‘point’’ or a selection type examination is
recorded

[Student02] At the moment of ‘‘point’’ shift, for a defined period of time the
student replies the lecture difficulty and lecture speed of progress.
When a selection type examination is decided, the student answers
in a defined period of time

[Server04] The server collects the information of [Student02] and sends it to
the lecturer’s smartphone terminal application. The total informa-
tion is saved as study record in the server

[Teacher04] The total data of lecture difficulty and lecture speed of progress that
the student answered is displayed. Then when the selection type
examination is set by [Teacher03], the problem answer rate is
displayed

[Teacher05] When shifting to the next ‘‘point’’, it returns to [Teacher03]
[Teacher06] In order to end the lecture, the lecturer connects to the server
[Server05] The end of a lecture is transmitted to student application and the

recording process is ended
[Student03] Logoff. The end of a lecture is displayed

5 Evaluation Experiment

We performed experimental evaluation of the study record system. In the evalu-
ation experiment, we used the lecture room with a capacity of 50 seats. We carried
out two lectures of the same contents for two classes and the number of students
was 40. We compared the learning effect by the case where it is not used with the
case when a study record system is used.

One of the lectures was performed for 60 min. We carried out the quiz (ten-
question full marks) for the degree of understanding and after thatwe checked the
learning effect (See Table 1). In both classes, in those who students use the study
record system, the average mark of the degreeof understanding is ten percent - .5
premiums and the number of failures is decreased.Therefore, the study record
system has good effectsfor improving students’ motivation for learning.
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6 Conclusions

In this paper, we presented the study record system to improve the students’
motivation for learning. As information terminals are used smartphones. We
carried experiments during real lectures. The results showed that the proposed
study record system can improve degree of understanding the lecture. Therefore,
the study record system has a good effect for improving students’ motivation for
learning.In our future work, we will carry out extensive experiments to evaluate
the proposed system.
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Table 1 The degreeof understanding test result after a lecture

Lecture 1 Lecture 2

Class A [41 persons] Used the Study Logs Not Used
91 (5) 65 (18)

Class B [45 persons] Not Used Used the Study Logs
80 (14) 70 (9)

Average mark (the number of unsuccessful applicants)
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Design and Implementation of H.264/AVC
Reverse Biorthogonal Wavelet-Based
Flexible Macroblock Ordering

Jing-Siang Wei, Zeng-Yao Lin and Chian C. Ho

Abstract Evolved from conventional Flexible Macroblock Ordering (FMO) that
is coded out of raster sequence in spatial domain, this paper presents Wavelet-
domain slice group partition and unequal error protection for H.264/AVC video
communication. In detail, this paper develops Wavelet-based FMO (WFMO)
algorithm to adaptively allocate macroblocks into 4 slice groups based on Reverse
Biorthogonal (rbio) Wavelet transform, and then adopts unequal Reed-Solomon
error correction to enhance the robustness of the packet carrying the slice group of
most significance and psychovisual sensitivity. Experimental results show H.264/
AVC codec with proposed Reverse Biorthogonal (rbio) WFMO can achieve better
subjective and objective video quality under various packet loss conditions than
that without FMO and that with conventional FMO. On the other hand, a DaVinci
embedded platform implementation of H.264/AVC surveillance camera featuring
rbio WFMO is accomplished. Implementation results demonstrate the video
communication quality of H.264/AVC surveillance camera featuring rbio WFMO
is superior under error-prone network environments and feasible for embedded
real-time applications.

Keywords H.264/AVC � Flexible macroblock ordering � Reverse biorthogonal
wavelet � DaVinci embedded platform

1 Introduction

The demand for low-bitrate and reliable video communication over error-prone
wireless network has been growing dramatically. The latest block-based H.264/
AVC video codec standard featuring high compression and error resilience can
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fulfill the demand and requirements smoothly, and it has popularly been applied to
video conferencing, remote surveillance, distance learning, and streaming TV.
However, since high-performance H.264/AVC standard emerged, all relevant
researches have so far been focusing on redundancy of information in intra frames
(spatial domain) or in inter frames (temporal domain). In the same way, researches
on Flexible Macroblock Ordering (FMO) have so far been focusing on spatial-
domain slice group partition or temporal-domain slice group partition.

FMO is one of the new error resilience methods involved in H.264/AVC [1–3].
With FMO, H.264/AVC can accomplish more robust transmission of compressed
video than former video codec standards in the packet lossy environment. This is
because FMO allocates macroblocks into slice groups in non-raster scan order and
forms arbitrary-shaped slice groups when each frame is partitioned into more than
one slice group. Once the packet loss is inevitably occurred, FMO can help H.264/
AVC encoder disperse the distortion risk to anywhere spatially in the decoded
frame in a number of flexible ways, and can help H.264/AVC decoder perform
error concealment well and easily. With FMO, neighboring macroblocks in the
encoded frame can be assigned to different self-contained slice groups and
encapsulated to different corresponding packets so that lost macroblocks in the
decoded frame can be scattered elsewhere or concealed by neighboring
macroblocks.

In H.264/AVC standard, FMO provides several predefined MacroBlock Allo-
cation map (MBAmap) policies, e.g. well-known dispersed (checkerboard) type,
foreground/background type, and explicit type, to adaptively specify which slice
group each macroblock belongs to [4]. Figure 1a–c illustrates these three default
MBAmap policies of FMO in H.264/AVC standard. However, in fact, all MBA-
map policies of standardized or newly-released FMO methods in recent years can
be merely summarized to two main categories.

One category is MBAmap policy from spatial domain perspective, such as
foreground/background type to divide each frame into a few regions of interest as a
high-bitrate slice group and one remaining region of disinterest as a low-bitrate
slice group [5], fully explicit type based on each macroblock’s encoded bitrate [6],
fully explicit type to individually assign each macroblock into three various-
importance slice groups by means of each macroblock’s reconstruction distortion
extent in the decoder [7], foreground/background type to partition the frame into
the foreground region as a basic-quality slice group and the background region as
an enhancement slice group by motion activity evaluation [8], fully explicit type to
classify each macroblock into two various-protection slice groups according to its
influence on the decoded video quality after error concealment [9], and error-
resilient scheme based on explicit spiral-interleaved-type FMO and dynamic
redundant slice allocation depending on two wireless channel fading parameters
[10]. The other category is MBAmap policy from spatial and temporal domain
perspective, such as 3D FMO MBAmap to scatter the distortion effect in the
current frame to the previous and next frames during packet loss [11]. Figure 1d
illustrates MBAmap policy of 3D FMO method.
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In this paper, a novel H.264/AVC FMO scheme is proposed from spatial-
frequency domain perspective. It intends to extract the most psychovisually sen-
sitive component from each frame as a significant slice group. In the proposed
algorithm, each original frame is divided into 4 quarter-size slice groups by single-
level two-dimensional Reverse Biorthogonal (rbio) Wavelet transform, and each
slice group is encoded and packetized separately in the original H.264/AVC
encoder. Then H.264/AVC encoder applies unequal Reed-Solomon error correc-
tion to enhance the robustness of the relatively significant and lowest-frequency
slice group. So this proposed FMO algorithm is referred to as Wavelet-based FMO
(WFMO).

2 Proposed rbio WFMO

In the last decade, Wavelet theory has developed itself as a versatile and promising
tool for many fields, like modern signal processing, digital wireless communica-
tion, and interdisciplinary informatics. More technically, Wavelet theory has been
playing an important role in time–frequency analysis techniques, like multi-
resolution signal processing, multimedia subband coding, and Wavelet series

Fig. 1 MBAmap policies of conventional FMO methods
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expansions. Despite there are lots of common Wavelet families eligible to perform
frame-to-slice-group decomposition and slice-group-to-frame reconstruction for
H.264/AVC codec, the following 4 key properties can be taken into account to
make the best choice [12–15].

1. Compact support: This property determines if the filter length is finite so that
the implementation is feasible.

2. Symmetry: This property is especially useful for linear-phase edge coding. In
addition, human visual system is insensitive to the symmetric quantization
error.

3. Orthogonality: This property preserves the lowest-dimensional representation
and simplifies the computational complexity. But it is not necessarily essential
for image decomposition and reconstruction.

4. Smoothness: This property brings image reconstruction a lower and smoother
error. It is related to the filter length.

Table 1 compares pros and cons of 5 common Wavelet families, including Haar
(haar), Daubechies (db), Coiflet (coif), Biorthogonal (bior), and Reverse
Biorthogonal (rbio), on account of 4 aforementioned properties. Here, s repre-
sents the Wavelet family conforms to the requirement of the property, and 9

represents it does not. From Table 1, it reveals that bior and rbio Wavelet families
are better at image decomposition and reconstruction for H.264/AVC codec.
Because bior and rbio Wavelet families not only can accomplish all desired
properties of compact support, symmetry, and smoothness by relaxing the
orthogonal condition, but also can apply two sets of dual basis functions to image
decomposition and reconstruction separately.

In the meanwhile, this paper runs a H.264/AVC multimedia communication
simulation through an ideal packet lossless channel as shown in Fig. 2. It
concentrates on determining which Wavelet family is the best method for frame-
to-slice-group decomposition at the pre-state of H.264/AVC encoder and slice-
group-to-frame reconstruction at the post-stage of H.264/AVC decoder. Figure 2
shows the architecture of H.264/AVC multimedia communication simulation with
various Wavelet-based decomposition/reconstruction methods, and Table 2 lists
all adopted simulation parameters of H.264/AVC JM Reference Software [16].
‘‘Forman’’ video sequence with CIF resolution is used as a testing pattern.
Figure 3a, b displays Peak Signal-to-Noise Ratio (PSNR) and bitrate comparison
between H.264/AVC simulations with various Wavelet-based decomposition/

Table 1 Property comparison between Wavelet families

Wavelet
Properties

Haar Daubechies Coiflet Biorthogonal Reverse biorthogonal

Compact support s s s s s

Symmetry s 9 9 s s

Orthogonality s s s 9 9

Smoothness 9 s s s s
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reconstruction methods, in terms of Quantization Parameter (QP) values. In
Fig. 3a, b the number appearing behind the short names of Wavelet families
indicates the order of Wavelet filters . bior and rbio Wavelet families have two
numbers separated by a dot because of two orders available for decomposition and
reconstruction filters respectively. From Fig. 3a, b it is verified that the objective
decoded video quality of H.264/AVC codec with rbio WFMO is the best among 5
common Wavelet families, despite its transmission bitrate is merely the second
lowest. Therefore, this paper decides to apply ‘‘rbio1.3’’ Wavelet transform to the
proposed WFMO algorithm for H.264/AVC codec.

Figure 4 illustrates the complete architecture and flowchart of H.264//AVC
codec with proposed rbio WFMO and unequal error protection. Similar to con-
ventional foreground/background-type FMO, in H.264/AVC encoder, the slice

Fig. 2 Architecture of H.264/AVC codec simulation with various WFMO

Table 2 Simulation
parameters of H.264/AVC
with various WFMO

Reference software JM 10.2

Profile Baseline
Frame size 352 9 288 (CIF)
Frames to be encoded 20
Intra period 10
Frame rate 30 fps
Entropy coding UVLC
Out file mode RTP
Error concealment Motion copy
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group of most significance and psychovisual sensitivity is encoded and packetized
with stronger Reed-Solomon protection than all three other slice groups [17, 18].
Once the packet loss over the unreliable network is happened, H.264/AVC decoder
utilizes Reed-Solomon protection as well as possible to correct the lowest-
frequency slice group while working a simple error concealment on all three other
slice groups with poor or even no error protection. Therefore, with the proposed
rbio WFMO algorithm, packet loss effect does not destroy the lowest-frequency
slice group seriously or produce block artifacts from imperfect error concealment,
but just causes the high-frequency edges blurred.

Fig. 3 a Objective video quality comparison and b transmission bitrate comparison, between
H.264/AVC with various WFMO methods

Fig. 4 Architecture of
H.264/AVC codec with
proposed rbio WFMO
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3 Implementation Methodology

Across most H.264/AVC video communication applications, not only rate-
distortion optimization but also real-time processing is the fundamental require-
ment of H.264/AVC codec implementation. Especially, it definitely takes longer
for H.264/AVC codec to run on the embedded platform. As a result, DaVinci, the
asymmetric dual-core embedded platform composed of ARM general-purpose
processor and TI digital signal processor, is rightly the best solution to the
dilemma between frequently-updated protocol stacking and real-time codec
computation [19]. In addition, DaVinci supports open-source embedded Linux
operating system, and offers feature-rich video software development kit [20].
Comprehensive peripheral interfaces like Ethernet, camera, LCD, harddisk, and
USB, are also available [21]. Thus, through high-performance and cost-effec-
tiveness DaVinci embedded platform, H.264/AVC codec implementation can be
extensively integrated and applied to video conferencing, remote surveillance,
distance learning, and streaming TV.

Figure 5a illustrates the implementation architecture of H.264/AVC codec
featuring proposed rbio WFMO on DaVinci embedded platform. In order to
manifest the error-resilience effect of proposed rbio WFMO for H.264/AVC
codec, H.264/AVC codec architecture with conventional dispersed-type FMO
schemes as shown in Fig. 5b is also implemented for comparison. Here, both the
network environments for Fig. 5a, b are simulated by SHUNRA\Cloud WAN
Emulator with 5 % packet loss rate. Because FMO methods can work as a
preprocessing operation before H.264/AVC encoder at the transmitter end, and
work as a post-processing operation after H.264/AVC decoder at the receiver
end. From Fig. 5a, it can be seen that the proposed WFMO algorithm can be
easily implemented onto ARM general-purpose processor at the transmitter and
receiver ends, and the original H.264/AVC codec must still be implemented
onto TI digital signal processor at the transmitter and receiver ends. So the effort
and complexity of the proposed WFMO implementation on DaVinci embedded
platform is really insignificant. In Fig. 5a, each incoming frame from the camera
is divided into four quarter-size slice groups by two-dimensional rbio Wavelet
transform, and similarly, in Fig. 5b, each incoming frame from the camera is
divided into four quarter-size slice groups by conventional FMO of dispersed
(checkerboard) type.

Figure 6a, b randomly demonstrate four subsequent displayed frames at the
H.264/AVC receiver with proposed rbio WFMO and with conventional dis-
persed-type FMO, respectively, under the network condition of 5 % packet loss
rate. The subjective video quality comparison of the implementation results in
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Fig. 6 is quite similar to that of the simulation results. The proposed WFMO
implementation indeed disperses the distortion effect to high-frequency band
rather than elsewhere in spatial domain, so the decoded video quality of the
proposed rbio WFMO is better than that of conventional dispersed-type FMO
under packet loss condition.

Fig. 5 Architecture of H.264/AVC codec implementation with a proposed rbio WFMO and
b conventional dispersed-type FMO

318 J.-S. Wei et al.



Fig. 6 Subjective video quality comparison at the H.264/AVC receiver with a proposed rbio
WFMO and b conventional dispersed-type FMO
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4 Conclusions

In the paper, rbio Wavelet-domain slice group unit is a brand-new concept for
FMO methods in H.264/AVC standard, against conventional spatial domain or
temporal domain slice group unit. The proposed rbio WFMO algorithm with
unequal error protection scheme can help H.264/AVC encoder disperse the dis-
tortion risk to anywhere high-frequency in the decoded frame by rbio Wavelet
transform, and can help H.264/AVC decoder perform unperceived error con-
cealment. Once the packet loss effect is inevitably occurred, the proposed rbio
WFMO algorithm sacrifices the high-frequency fidelity in the decoded frame.
Moreover, through DaVinci embedded implementation, it is verified that the
proposed rbio WFMO algorithm can perform well and can be smoothly integrated
to H.264/AVC surveillance camera applications.
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Design and Characteristics
of Two-Dimensional Color Code
Editor with Dotted Images

Toshihiko Wakahara, Damri Samretwit, Toshitaka Maki
and Noriyasu Yamamoto

Abstract In recent years, QR code is widely used in the accessing to the Internet
by cellular phones. As this code is a set symbol of simply black and white dots, it
is very simple and insipid. In order to improve this weakness, a color two-
dimensional color code editor with dotted images has been developed. This paper
presents the design method and reading characteristics of the code editor. The
experimental results show good performances of the decoding characteristics by
the existing QR decoder and the effectiveness of the editor is also confirmed.

Keywords Two-dimensional code � QR code � Image processing � Color coding

1 Introduction

Recently Quick Response (QR) code [1] has been widely used in the accessing the
various Internet services by mobile phones or smart phones. As it is standardized
internationally by ISO/IEC [2] and is very convenient, it is widespread used
globally in various services. But as the ordinary QR code is composed of simply

T. Wakahara (&) � D. Samretwit � T. Maki � N. Yamamoto
Information and Communication Engineering, Fukuoka Institute of Technology, 3-30-1
Wajiro-higashi, Higashi-ku, Fukuoka-shi 811-0295, Japan
e-mail: wakahara@fit.ac.jp

D. Samretwit
e-mail: mgm100007@bene.fit.ac.jp

T. Maki
e-mail: s09b1046@bene.fit.ac.jp

N. Yamamoto
e-mail: nori@fit.ac.jp

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_34,
� Springer Science+Business Media Dordrecht 2013

323



black and white modules, the visibility is not good. The proposed two-dimensional
color code editor provides a means to solve the above problems.

This paper presents a two-dimensional color code editor which can draw the
colorful dotted image, its configuration and reading characteristics. The outline of
QR code is described in Sect. 2. In Sect. 3, the configuration and characteristics of
the editor is discussed. The experiments and their results are shown in Sect. 4.
Finally, conclusions are described in Sect. 5.

2 QR Code Outline

2.1 Features of QR code

Figure 1 shows a QR code example of version 2, which consists of 25 9 25
modules and quite zone. In this figure, there are special marks, 3 position detection
patterns and 1 alignment pattern and 28 data code words (yellow) and 16 error
correcting words (light blue). There are 40 versions and a maximum size of QR
code symbol is 177 9 177 modules, which becomes bigger 4 modules per one
version. Each dot consists of a black (dark) or white (bright) module. Although
there are 7 modules of a remainder bit in the left side, there is no pad codeword.
This symbol is set at the optimal version and there is no redundancy codeword. If
the version is selected more than 2, the pad codeword generates and a redundancy
area becomes large. As the dotted image is inserted into the redundancy area of

Fig. 1 QR code example
(version 2-M)
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this QR code, this area is better to be large. There are some conditions for image
insertion.

(1) If the version number is larger than 6, the redundancy area becomes smaller
because plural alignment patterns generate.

(2) If the error correction level is high, there are many error correction code words
and the redundancy area becomes small.

(3) If RS (Reed Solomon) code are partitioned by the plural blocks, data code
words are more complex arrangement and it’s hard to draw the image.

The structure of the QR code is shown in Fig. 2. The main redundant modules
are calculated as shown in Fig. 3.

2.2 Related Works

As the QR code is composed of simply black and white dots, design is not good

and it is very monotonous and innocent. In order to improve the appearance and
design of the QR code, D-qr.net [3], QR-JAM [4] or LogoQ [5] have been
developed. Then colorful MultifuctionQR [6] and colorful QR code [7] have also
been developed. The Unitag [8] has also been developed in France. It can be
inserted characters and logos. These examples are shown in Figs. 4 and 5.

Fig. 2 Redundancy area
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3 Two-Dimensional Color Code Editor

3.1 Color Characteristics and Monochrome Conversion
Black dots and white dots of QR code are corresponds to dark modules and bright
modules, respectively. Although the existing QR decoder can read the color
components, the reading characteristics are not clear and it may depend on the
maker’s decoding algorithms. The color of dark module can be read as black and
the bright module can be read as white [9]. For example, the deep red, blue and

Fig. 4 MultiFunctionQR

Fig. 5 Unitag

Fig. 3 Redundancy area capacity
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green colors are read as dark color. On the other hand, light blue, yellow, green are
read as bright color. Figure 6 shows these characteristics.

The color is specified by RGB values or HSB (Hue, Saturation and Brightness).
Although brightness and luminance show the similar brightness characteristics,
luminance may include the human point of view. In this study, luminance value is
used by monochrome conversion. Equation (1), which shows luminance value, can
be obtained by converting from RGB signal values to the monochrome signal
value.

Y ¼ 0:299Rþ 0:587Gþ 0:114B

0\R,G, B\255:
ð1Þ

The existing QR reader may usually be considered to be judged by the lumi-
nance value.

3.2 Two-Dimensional Color Code Editor

The two-dimensional color code editor can make not only usual QR code but also
colorful two-dimensional code or colorful two-dimensional code with dotted
images. The process flow of the code editor is shown in Fig. 7.

In Fig. 7, the feedback process is introduced if the dotted image cannot be
drawn. In that case, by changing the parameters, such as the version and error
correction level of QR code, the dotted images may able to be drawn. Any color of
dots can be drawn in the redundancy area. But each color of dots in the data cord
word area and error correction code word area can be changed by considering the
above dark and bright luminance value. Figure 8 shows the interface of the two-
dimensional color code editor. In this window, we can draw the dotted image again
and again by pushing a pencil button and an eraser button. Then each color of any
module can be changed in the interface of Fig. 9. In this interface, RGB value is

Fig. 6 Dark and bright modules
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shown and the luminance value is also shown in a red square box. If this luminance
value is less than 50, the module color is judged to be dark and if the value is more
than 90, the module is judged to be bright.

The colorization example of a two-dimensional code is described in the
following:

Step 1: At first, the data is inputted by setting the version and error correction
level. A fundamental QR code is generated.

Step 2: The dotted image is drawn in the vertical central part of the code with
black and white dot.

Step 3: The color of this two-dimensional code is converted to appropriate color
considering the luminance of the color (Fig. 10).

Fig. 7 Process flow of two-dimensional color code editor
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Figure 11 shows the conversion of color and it can be read by the existing QR
decoder.

4 Experiments and Results

The prototype system is configured and the experiments have been carried out. The
experimental conditions are shown in Table 1.

The version is set at 5 and the error correction level is L. The reading char-
acteristics by the existing QR decoder are shown in Fig. 12. This figure shows
luminance values by change of hue values (from 0: red to 360: red). Bright or dark
can be judged when the luminance value is more than 230(90 %). The luminance
values of between 128(50 %) and 230 are judged bright or dark, which depends on
the conditions. The luminance value of less than 128 is judged as dark. The
luminance value is the highest when the hue value is 60, yellow, which is between
red and green. This color can be read as bright most easily. On the other hand, the
luminance value is the lowest when the hue value is 240, cyan. It is confirmed that
the bright or dark is determined by the luminance value and the reference value is
gained.

Fig. 8 Two-dimensional color code editor

Design and Characteristics of Two-Dimensional Color Code 329



Fig. 9 Color indicator interface

Fig. 10 Typical example of colorized two-dimensional code. a Dotted image is inserted, b two-
dimensional code, c color conversion
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Fig. 11 Dark is converted to green and brown. Bright is converted to light green and light yellow

Table 1 Experimental conditions

Item Specifications

QR code Coding data 15 Alphanumeric characters
Version 5 (37 9 37 modules)
Error correcting level 1 H (30 %), Q (25 %), M (15 %), L (7 %)

QR coding software Two-dimensional color code editor
QR code display MacBook Air (11 in.)
Lighting condition Normal lighting (Fluorescent lamp)
Luminance conditions 80 % luminance
QR code reader iPhone 4
QR decode software i-nigma

QRReader for iPhone
Best barcode scanner

Fig. 12 Reading characteristics of the two-dimensional color code
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5 Conclusions

We discussed about the architecture of the two-dimensional color code editor and
evaluated the reading characteristics of the prototype by the experiments.

The following results become clear:

(1) The QR code can be superimposed images in the redundancy area and also be
changed colors from simple white and black patterns. The version of the QR
code is selected to be less than 6 considering the alignment patterns. Then the
error correction level is set to be low to ensure the area.

(2) The redundant area of the QR code is longitudinal central portion. The colorful
dotted images can be superimposed without affecting the error correction
function.

(3) In order to change colors by using the existing QR decoder as it is, the
brightness of the color value is better to be set as follows:

Dark modules: less than 50 %
Bright modules: more than 90 %.
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Studies on Loss Evaluation of Bending
in Post Wall Waveguide for Microwave
Transmission

Hiroshi Maeda, Kazuya Tomiura, Huili Chen
and Kiyotoshi Yasumoto

Abstract Post wall waveguide is important structure for microwave transmission
of integrated circuits with multi-layered substrates. It has simple periodic array of
metallic or dielectric cylinders between parallel conducting plates. In this study,
loss of bending part with the angle of 120� in post wall waveguide was evaluated
both numerically and experimentally for microwave. We proposed the best con-
figuration for bending part of the post wall waveguide.

Keywords Post wall waveguide � Bend � Loss �Microwave �Measurement � CIP
method

1 Introduction

Post wall waveguides are attracting attentions as transmission line for microwave
and millimeter wave. The structure is quite simple such as periodic array of
dielectric or metallic cylinders, but shows good confinement of microwaves. As
well-known similar periodic structure, photonic crystal (PC) waveguide [1] has
intensively studied as substance of conventional metallic rectangular waveguides
and optical waveguides using total internal reflection. The PC structure has pho-
tonic band gap (PBG) or electromagnetic band gap (EBG) for limited range of
frequency band and direction. Authors’ group has been investigated transmission
characteristics of two dimensional photonic crystal waveguide by numerical
method and confirmed the results by scale model in microwave frequency. The
experiment by scale model [2, 3] is easily transformed to the post wall waveguide,
because both structures consist of periodic array of dielectric or metallic cylinders
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[4–7]. In this paper, basic transmission characteristics of bending waveguides with
post wall structure are reported. For the waveguide with metallic cylinders,
experimental results and numerical results showed same tendency on transmission
characteristics. These results are applicable for design of microwave and optical
integrated circuits, especially for highly integrated circuits with many bending
parts.

2 Setup of the Measurement

In Fig. 1, top view of unit triangular cell is illustrated, together with height of the
cylinder. Diameter of the cylinder / is 7.5 mm and the lattice period P is 26.5 mm,
and height of the cylinder h is 29.5 mm, respectively. The coordinate axis is also
shown in the figure. The longitudinal axis of the cylinder corresponds with
polarization direction of electric field, as is shown in Fig. 2. Transverse electric
(TE) mode with components (Hx, Hy, Ez) is excited in the input waveguide adapter.

To demonstrate two dimensional experiments, we put periodic metallic cylin-
ders between two aluminum plates, as is depicted in Fig. 3. These aluminum plates
were grounded to assume this structure is artificially two dimensional under
‘principle of mirror image’ in electromagnetic theory. These metallic rods were
put periodically by using shallow guide holes, which were fabricated by
mechanical mill machine with precision order of 1 lm. Material of the cylinder is
also aluminum.

Measurements were done by using vector network analyzer Agilent Technol-
ogies E5071C after the calibration, which is illustrated in Fig. 4. Coaxial-to-
waveguide adapters were used for input and output. Frequency range of the
measurement is from 3.6 to 4.2 GHz, which corresponds to operation range of
input and output waveguide adapters.

Schematic illustrations of two dimensional post wall waveguides were shown in
Fig. 5. In Fig. 5a, fundamental single-layered post wall waveguide with two

P=26.5mm

h=29.5mm

Metallic Cylindersz

y

x

φ= 7.5mm
Fig. 1 Illustration of unit
cell of periodic triangular
array

TE-wave

z

y

x (Hx, Hy, Ez)

Fig. 2 Polarization of TE-
wave and the coordinate
system
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Aluminum plates Periodic array of cylinders

Coaxial-to-waveguide
adapter  (3.6 – 4.2 GHz)

Fig. 3 Side view of a microwave experiment model of two dimensional photonic crystal
structure. Through coaxial-to-waveguide adapter, microwave is excited and received

Vector Network Analyzer
Agilent E5071C

Post Wall Waveguide

Coaxial cable

Coaxial cable

Input port #1
Output 
port #2

Fig. 4 Experimental setup of microwave measurement

Fig. 5 Illustrations of post wall waveguide with periodic metallic cylinders. a Single-layered
b Double-layered c Triple-layered
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bending parts is situated, by making use of periodic triangular array in Fig. 1. In
Fig. 5b, the waveguide was composed of post wall with double layers. In Fig. 5c,
the waveguide is surrounded by triple layers of cylinders.

3 Results of Measurement and Simulation

3.1 Fundamental Results of Bending Waveguides

In Fig. 6, amount of measured transmission S21 is shown. The transmission of
single-layered bending waveguide which is shown as blue line is the lowest among
all of three types of structures. In Fig. 7, calculated results by CIP method [8–12]
is shown for typical frequencies. From these results, radiation wave from bending
point is expected in single-layered structure. The CIP method is a kind of finite
difference scheme and the third order polynomials are used to express profiles.
Compared with other conventional numerical technique, there exists a big
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Fig. 6 Measured transmission characteristics of waveguides depicted in Fig. 5a–c
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Fig. 7 Calculated transmission characteristics of waveguides depicted in Fig. 5a–c. The result of
double-layered waveguide corresponded with that of triple-layered, and is completely hidden
behind
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advantage in method to provide more precise result around material boundary. For
computation by CIP method, the space grid size Dx = Dy = 0.5 mm and
Dt = 1.7 9 10-13 s was used.

In Fig. 8, the total electric field profile Ez in single-layered waveguide depicted
in Fig. 5a is shown for frequency f = 4.0 GHz and time step 60,000Dt as a typical
result. As is well observed from the figure, very strong radiation is clearly
observed at the first bending point. To suppress this radiation, improvement of
confinement around the bending point is required, for example, by adding other
layers around the bending.

3.2 Improvement of Transmission S21

To improve the transmission characteristics shown in Figs. 6 and 7, additional post
wall layers were installed around bending. Here, four kinds of layers were
examined as shown in Fig. 9a–d. The transmission characteristics S21 are shown in
Fig. 10 as experimental results and in Fig. 11 as numerical results. Considering the
radiation in Fig. 8, Type-I could not suppress it and showed poorest improvement.
This is because additional layer was installed at outside of the bending points. It is
similar for Type-II. For Type-III and Type-IV, additional layers could suppress the
radiation, however, totally double layered at the bending was not sufficient.
Consequently, Type-IV showed the best improvement on transmission.

Frequency 4.0GHz

at 60,000Δt

Amplitude of Ez

x

yFig. 8 Electric field profile
of Ez at typical time step and
frequency for the structure
depicted in Fig. 5a
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Fig. 9 Variation of single-layered post wall waveguide with guarding layers around bending
point. a Type-I b Type-II c Type-III d Type-IV
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Fig. 10 Comparison of measured transmission characteristics S21 after the improvement as is
shown in Fig. 9a–d
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4 Concluding Remarks

In this paper, experimental and numerical results of transmission in post wall
waveguides with bending were demonstrated. It was found that periodic post wall
with three layers is necessary for the confinement of electromagnetic field.
Improvement of transmission characteristics for single-layered waveguide is
achievable by adding posts around bending point. For the best confinement, we
found that installing cylinders to be three layers at both sides of bending is
effective. This result is applicable for integrated microwave and millimeter wave
circuit. By applying scaling rule under holding the material parameters and nor-
malized frequency to be constant, this circuit operates for optical frequency range.
The result is expected to be applicable for optical integrated circuit.
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Resource Management for Hybrid 3.75G
UMTS and 4G LTE Cellular
Communications

Ben-Jye Chang, Ying-Hsin Liang and Kai-Xiang Cao

Abstract The UMTS and LTE/LTE-Advanced specifications have been proposed
to offer high data rate for the forwarding link under high-mobility wireless com-
munications. The keys include supporting multi-modes of various coding schemes
(e.g., VSF-OFCDM, OFDM, OFDMA), multiple-input multiple-output, relay
networks, etc. To balance loads among different communication interfaces is one
of the most important issues that should be addressed for achieving efficient radio
resource allocations. In a shared packet service, the 3GPP UMTS adopts the VSF-
OFCDM interface to allocate orthogonal codes of an OVSF code tree in two-
dimension (2D) spreading of the time and frequency domains. Conversely,
although the LTE/LTE-Advanced interface offers a high data rate, it suffers from
unbalanced loads and moderate reward. This paper thus proposes an adaptive radio
resource allocation for balancing loads between the UMTS and LTE/LTE-
Advanced interfaces according to various interference and mobility environments.
Additionally, an adaptive multi-code allocation is proposed for the UMTS to
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minimize the bandwidth waste rate while guaranteeing quality of service.
Numerical results indicate that the proposed approach outperforms other approa-
ches in fractional reward loss and system utilization.

Keywords Adaptive radio resource management � Adaptive modulation and
coding � Load balancing � Resource block � 2D-spreading � Multiple input
multiple output � Multicode � LTE-A

1 Introduction

As the extensively demanding of high bandwidth for real-time streaming trans-
missions in high-speed cloud-based applications increases, the fourth (4G) cellular
communications [1, 2] are specified to offer high data rate for the shared packet
service of the forward link. Moreover, NTT DoCoMo XG-PHS [3] proposes the
Variable Spreading Factor-Orthogonal Frequency and Code Division Multiplexing
(VSF-OFCDM) that spreads a single data bit with a two-dimensional (2D)
spreading in the time and frequency domains. 3GPP [4] specifies the Long Term
Evolution (LTE) [5, 6] in 3GPP release 8 as the 3.9th generation (3.9G) cellular
communication. Several efficient techniques are extendedly adopted in LTE,
including the multiple-input multiple-output (MIMO), the adaptive modulation
and coding (AMC) mechanism, etc. [7]. To extend the service coverage by using a
simple relay mechanism, 3GPP specifies the LTE-Advanced (LTE-A) specifica-
tion [8–10], denoted by 3GPP Release 10, as the fourth generation (4G) standard.
The relay node (RN) is adopted to extend the BS’s service coverage, but not
increases the BS deployment cost significantly. LTE-A adopts the 8� 8 MIMO
and three multiplexing modes are included: spatial diversity, spatial multiplexing,
and beamforming.

Different modulation modes: UMTS’s WCDMA, LTE’s OFDMA, etc., are
adopted and operated between the base station (BS) and a user-equipment (UE).
An efficient radio resource management is required in a BS to balance loads among
different modulation modes while maximizing the system reward. The related
studies of the radio resource management and load balancing of UMTS/LTE are
discussed as follows.

First, in UMTS, the novel OFCDM 2D spreading [11, 12] spreads a data symbol
into the time and frequency domains to reduce the interference by using the
orthogonal subcarriers. However, the VSF-OFCDM managed by an OVSF code
tree needs an efficient algorithm to allocate codes to different arrival connections.
The code allocation algorithms of the VSF-OFCDM scheme can be classified into
three types: the allocations of 2D-based single code [13, 14], single code [15–21],
and multicode [22–29] for a single connection request.
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Although several different radio resource managements have been extensively
proposed for UMTS cellular communications, a base station supporting various
modulation modes for different-generation cellular communications requires to
achieve balancing loads among the supported modulation modes and to consider
the interference according to the location of the mobile node. Specifically, a
mobile node located at the boundary of the serving BS uses a QPSK scheme for
data transmission, and thus a higher data rate radio resource (or the channelization
code) cannot be allocated to it. In addition, a mobile node with a very high
mobility up to 300 km/h (i.e., in a high speed train) should use the LTE interface,
rather than the UMTS one. Thus, to allocate the radio resources to different mobile
nodes that are with different speeds and AMC schemes needs an efficient adaptive
radio resource allocation approach. The objectives are to maximize system reward,
to balance loads among different interfaces, and to increase network utilization.

This paper thus proposes an Adaptive Radio resource Allocation, namely ARA,
for the LTE and UMTS interfaces according to the conditions of a mobile node.
ARA consists of three phases: the conditions detection phase, the LTE and UMTS
loads determination, and the radio resource allocation phase. Finally, the ARA
approach can maximize reward, balance loads, and minimize bandwidth waste rate
in 4G UMTS and LTE Communications.

This paper thus proposes an Adaptive Radio resource Allocation, namely ARA,
for the LTE and UMTS interfaces according to the conditions of a mobile node.
ARA consists of three phases: the conditions detection phase, the LTE and UMTS
loads determination, and the radio resource allocation phase. Finally, the ARA
approach can maximize reward, balance loads, and minimize bandwidth waste rate
in 4G UMTS and LTE Communications.

The rest of this paper is organized as follows. Section 2 defines the network
model. Next, the proposed loads of UMTS and LTE Determination Phase (LDP)
and the connection Admission control and Classification Phase (ACP) are
described in Sect. 3. The Dynamic resource Allocations of UMTS and LTE Phase
(DAP) are detailed in Sect. 3.3. Section 4 presents the numerical results. Finally,
conclusions and future works are given in Sect. 5.

2 Network Model

In Fig. 1, a 4G eNodeB consisting of two types of interfaces of UMTS and LTE is
modeled as a system, SidUmts;Lte, where id represents the system’s ID and ðUmts; LteÞ
are two-interface types offered by the eNodeB. The eNodeB dynamic allocates
radio resource to different mobile nodes that are with different classes of traffic and
different speeds, etc. In the UMTS interface, an OVSF code tree of eNodeB in
VSF-OFCDM is modeled as a full binary tree, T , which has a maximum spreading
factor, SF.
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As demonstrated in Fig. 1a, the OVSF code tree has height K, i.e., the number
of levels, and the level index k, where k ¼ 1; . . .;K. A channelization code of level
k is denoted as Csfk ;i, where sfk is the spreading factor of level k, sfk ¼ 2k�1, and i is
the channelization code index of level k, 1� i� sfk. The maximum spreading
factor of the OVSF code tree is thus SF ¼ 2K�1. As a result, the total number of

channelization codes of the OVSF code tree, N, is thus N ¼
PSF

j¼1 j or N ¼ 2K � 1.
A level k channelization code, Csfk ;i, spread in the time and frequency domains.
The time domain code is denoted as CT

sfkt ;it
, where sfkt is the time domain spreading

factor of level kt, sfkt ¼ 2kt�1, and it is the time domain code index of the level kt,
1� it� sfkt . The frequency domain code is denoted as CF

sfkf ;if
, where sfkf is the time

domain spreading factor of the level kf , sfkf ¼ 2kf�1, and if is the time domain code
index of the level kf , 1� if � sfkf . For instance, same channelization codes, C8;2

can be spread in different time and frequency domains as, C8;2 ¼ CT
2;1C

F
4;2;

or CT
4;1C

F
2;2; as demonstrated in Fig. 2.
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In the LTE interface, a generic LTE PHY frame structure consists of 10 sub-
frames in the time domain and each subframe consists of two slots. Each subframe
can carry 14 OFDM symbols. A subchannel in the frequency domain consists of 12
subcarriers. Different bandwidth spectrums uses different numbers of subchannels,
e.g., in a 1.4 MHz bandwidth spectrum, 1 channel consists of 6 subchannels.

In LTE, the transmission unit for a user equipment (UE) is denoted as a
Resource Block (RB) within a subframe (in time) and a subchannel (in frequency),
as shown in Fig. 1b.

We assume that the system adopts Spatial multiplexing with four antennas, and
the eNodeB uses individual Reference Signal symbol as the pilot symbol for every
channel. The receiver channel can receive the data symbols correctly.

In the multiuser access case of OFDMA, all RBs of the same subframe can be
allocated to different UEs. However, in the single user access case of OFDM, the
RMs belonging to the same subframe only can be allocated to the same UE, rather
than allocated to different UEs [30–33].

For any UEs, they can use different AMCs as the modulation and coding
scheme to communicate with the eNodeB. For instance, in Fig. 3 a UE requires a
12R bandwidth. Then, the eNodeB can allocate 6 RBs with the QPSK coding, 3
RBs with the 16QAM coding, or 2 RBs with 64QAM coding.
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In LTE’s OFDMA, a UE is allocated at least one RB and the eNodeB can
allocate various numbers of RBs to different UEs at the same subframe time. As a
result, the access delay can be reduced. When the channel bandwidth is 1.4 MHz,
the LTE can use 6 RBs within a subframe time. Conversely, when the channel
bandwidth is 10 MHz, it can use 50 RBs instead.

Thus, the total data rate of the forwarding link offered by LTE in a PHY frame
can be determined as shown below,

RDL ¼ NRB NNSCNNSSN
AMC
bit

� �� �
NTTI ; ð1Þ

where NRB is the number of RBs can be supported within a subframe time; NNSC is
the number of subcarriers of a subchannel; NNSS is the number of OFDM symbols
of a subframe; NAMC

bit is the number of data bits of a symbol, and NTTI is the number
of TTIs within a LTE PHY frame. Note that NAMC

bit can be obtained, which is
summarized from [34].

3 Adaptive Radio-Resource Allocation (ARA)

To adaptively allocate radio resource to mobile nodes with different velocities and
channel quality indications (CQIs) and to balance loads between 3.5G’s HSDPA
and 4G’s LTE, this paper proposes an Adaptive Radio-resource Allocation (ARA)
approach for managing radio resource in the next generation high-speed cellular
communication. The ARA approach consists of three phases: the Loads of UMTS
and LTE Determination Phase (LDP), the connection Admission control and
Classification Phase (ACP), and the Dynamic resource Allocations of UMTS and
LTE Phase (DAP).

3.1 Phase 1: The Loads of UMTS and LTE Determination
Phase (LDP)

The drawback of unbalanced loads among various supported communication
modes (e.g., UMTS, LTE, etc.) significantly degrades the system utilization and
reduces the network revenue because of rejecting the connections that can be
accepted. Thus, LDP determines the loads of UMTS and LTE dynamically. The
loads of any communication mode is changed and computed when a new incoming
connection is accepted or an existing connection has been released completely.
LDP is detailed as follows.

In UMTS, the radio resource of UMTS is coded and managed by the VSF-
OVSF code tree. A channelization code is allocated to every accepted or carried
connection. Note that the orthogonal characteristic of the VSF-OVSF code tree
exhibits in two cases. First, the channelization codes at the same level are
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orthogonal. Second, the orthogonal characteristic is met if the relationships of the
codes are not ancestor descendant, because the code of the ancestor is the prefix of
the descendant codes. Thus, the UMTS load, LUMTS, is computed according to the
allocated bandwidth and the total capacity supported by the UMTS mode, as
indicated in Eq. (2)

LUMTS ¼

PK
k¼1

ak � 2k�1R
� �

2K�1R
� 100% ð2Þ

where ak is the number of allocated channelization codes of level k and 2K�1R
denotes the total capacity of the VSF-OVSF code tree in UMTS.

Conversely, in LTE, the radio resource of LTE is coded and managed by the
OFDMA Resource Blocks (RBs), and every RB is coded as shown in Fig. 3. In a
multiuser MIMO LTE, the RBs of the same subframe can be allocated to different
connections. Thus, in the multiuser MIMO LTE, the total number of RBs NRBsð Þ
managed by an eNodeB in a frame time is determined by NRB ¼ NRBNTTI , where
NRB is the number of RBs within a subframe time and NTTI is the number of
subframes (TTIs) within a PHY frame. Thus, the LTE load, LLTE, is formulated
according to the allocated RBs and the total number of RBs offered by the LTE
mode, as shown in Eq. (3),

LLTE ¼
NRBAllocated

NRB
100%: ð3Þ

3.2 Phase 2: The Connection Admission Control
and Classification Phase (ACP)

Connection Admission Control (CAC)
When a new class k connection arrives at an eNodeB, the eNodeB first adopts

the capacity-based Connection Admission Control (CAC) to check whether the
residual bandwidth is enough for the connection or not. In the capacity-based
CAC, the eNodeB accepts an incoming connection, if the residual bandwidth is
sufficient; otherwise, it rejects the connection.

Connection Classification (CC)
After the eNodeB accepts the connection, the eNodeB decides to allocate which

mode of communication interface (i.e., UMTS or LTE) to the connection in terms
of three factors:

(1) the interface loads of the eNodeB LUMTS and LLTEð Þ;
(2) the reward rmð Þof the required traffic class mð Þ, and
(3) the velocity við Þ of mobile node i.
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Based on the three impact factors, ACP proposes an interface determination
algorithm that consists of two criteria to select the most proper one for the new
incoming connection.

First, if both loads, LUMTS and LLTE, of the eNodeB are all below or all above
their individual thresholds, i.e., LLTE\LSLTE and LUMTS\LSUMTS

� �
or LLTE �

�
LSLTE and LUMTS� LSUMTSÞ, the eNodeB determines the communication interface
by using the factors of mobile node velocity við Þ and the carrying reward rmð Þ.
ACP allocates LTE to a new connection if the carrying reward of using LTE is
larger than that of using UMTS (i.e., rLTEm [ rUMTS

m ), or the mobile node is with a
high speed (e.g., vi� vS). Otherwise, ACP allocates UMTS to the new connection.
Figure 4 demonstrates two different scenarios. Figure 4a allocates LTE to the
incoming connection because rLTEm [ rUMTS

m or vi� vS. Conversely, Fig. 4b allo-
cates UMTS to the incoming connection because rLTEm � rUMTS

m or vi\vS.
Second, if only one mode exceeds its load threshold, i.e., in the cases of

LLTE\LSLTE and LUMTS� LSUMTS

� �
and LLTE � LSLTE and LUMTS\LSUMTS

� �
, ACP

allocates the interface with a lower load to the new incoming connection.
Thus, ACP achieves the objectives of maximizing system reward and balancing

loads between UMTS and LTE. After determining the interface mode for an
incoming connection, the resource allocations of UMTS and LTE are proposed to
maximize the interface reward and to minimize the interface overhead, as detailed
in next section.

3.3 Phase 3: The Dynamic Resource Allocations of UMTS
and LTE Phase (DAP)

This section details the Dynamic resource Allocation of UMTS and LTE Phase.
A. UMTS Resource Allocation
The UMTS resource allocation consists of four steps:

(1) the AMC scheme (area) determination,
(2) the multicode partition,
(3) the determination of all 2D spreading combinations of all possible codes, and
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(4) the cost-based code assignment.

Step 1. The AMC scheme (area) determination
The 4G communications support AMC [35] mechanism to dynamically use

different modulation schemes when the distance or interference between the
eNodeB and the mobile node are varied. For its simplicity, this paper considers
four AMC schemes in UMTS: BPSK, QPSK, 16-QAM, and 64-QAM, according
to the interference, in which 64-QAM can bring a higher data rate, but BPSK only
brings the lowest data rate. The maximum data rate of a single channelization code
used by different UMTS’s AMC schemes is shown in Fig. 1c [36, 37].

Step 2. The multicode partition
This work adopts the multicode-based resource management for minimizing the

bandwidth waste rate when the required data rate is not power of 2 of the basic rate
1Rð Þ. Assume that a classm connection arrives at the system, the approach first maps
the required data rate,mR, into a binary format by calling the function ofm2BinðmÞ.
In addition, the partition procedure checks whether the data rate of the partitioned
codes satisfy the maximum data rate supported by current AMC scheme or not.

If yes, the partitioned codes are obtained, ~A m2BinðmÞ, where ~A is the
assignment code set vector. If no, the un-satisfied codes, i.e., the data rate is larger
than the maximum data rate offered by current AMC scheme, will be split into

several smaller channelization codes by calling the function of SplitðA!Þ.
In UMTS, an antenna supports several rake-combiners [38] for transmitting

multiple streaming via various channelization codes. Assume that the specified

maximum number of rake-combiners is denoted as NCS. Thus, if A
!���
����NCS,

where A
!���
��� is the number of the partitioned codes, it will enter Step 3 to assign

every partitioned code. Otherwise, the multicode partition fails and the connection
is rejected.

Step 3. To determine all 2D spreading combinations of all possible codes of
Afg

After determining the multicode partition in Step 2, the required bandwidth of
the incoming connection has been successfully mapped to a group of channeli-
zation codes. To do the code assignment of the group codes, Step 3 is executed.
The objectives of Step 3 is to determine all 2D spreading combinations of all
possible codes of Afg, i.e., CANDfg  Afg.

Step 3 consists of four processes: (1) to determine all combinations of a free
channelization code, (2) to check the number of candidates, (3) to check the
channel load of the selected code, and (4) to recombine the 2D spreading of the
selected code.

Step 4. Cost-based code assignment
In Step 4, several codes with the determined 2D spreading combinations exhibit

in CANDfg, i.e., CANDfgj j[ 1. The cost-based code assignment [14] is per-
formed. Since the optimal selected channelization code requires the least carrying
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cost that is computed based on sum of cost of all affected codes on the entire
OVSF tree, the selected code can achieve a global optimal result.

B. LTE Resource Blocks Allocation
In LTE, the radio resource management unit is a Resource Block (RB) that is

multiplexed by OFDMA and TDMA, as demonstrated in Fig. 3. All RBs in LTE
are orthogonal and the RBs of the same subframe time can be allocated to different
User Equipments (UEs), i.e., the case of multiuser access of OFDMA. We assume
that the LTE system adopts 1.4 MHz channel bandwidth, and it has total 60 RBs
within a PHY frame, in which a PHY frame consists of 10 subframes (i.e., TTIs).

As a result, we can determine the offered data rate of 1 RB for each AMC
modulation, as indicated in Table 1. The minimum and maximum data rates of a
RB are 144 Kbps (QPSK) and 3.456 Mbps (64-QAM), respectively. Thus, the
number of RBs needed for a 16R required rate under different AMC modulations
can be determined. For instance, the 16R required rate located at 64-QAM (with
the single antenna case) needs 3 RBs, as determined as follows.

NRRB ¼
16 � 144 kbps
864 kbps

¼ 2304 kbps
864 kbps

¼ 2:666 ’ 3RBs ð4Þ

Although the eNodeB can allocate sufficient number of RBs for a 16R connection
located in QPSK, it brings too much overhead and degrades the system reward and
interface utilization. Thus, to maximize the system reward, theMaximum number of
RBs (namely MRB) allocated for an incoming connection should be specified in
LTE. In this paper, the eNodeB in LTE only can allocate maximumMRBRBs for an
incoming connection. Otherwise, the eNodeB rejects the connection.

For instance, we assume that MRB is set to 4. If a vehicle located at the QPSK
location requires 16R data rate, the incoming connection will be rejected. The
reason is the number of required RBs is 16 that is more than MRB (i.e., 4).
Conversely, if a vehicle located at the 64QAM location requires 16R data rate, the
incoming connection can be accepted by the LTE interface. The reason is the
number of required RBs is 3. That is smaller than MRB.

4 Numerical Results

This section evaluates the performance of the Adaptive Radio-resource Allocation
(ARA) approach in the hybrid modes of UMTS and LTE in several important
metrics: fairness, Fractional Reward Loss (FRL), utilization, etc. The compared

Table 1 Number of RBs
used for 16R under different
AMC modulations

AMC modulation The number of required RBs for
a 16R data rate connection (RBs)

QPSK � 16
16QAM � 8
64QAM 3
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approaches include the 3GPP multicode specification (denoted by 3GPP_MS)
[39], the 2D spreading single code assignment (denoted by 2D_single) [14], the
crowded first multicode code assignment (denoted by CF_MC) [17] and the ran-
dom multicode code assignment (denoted by RAND_MC) [17].

In the network model, the evaluated UMTS OVSF code tree, CT , with the total
capacity of 256R. This paper considers multiple classes of traffic arrival at the
eNodeB and the required bandwidth of class m traffic, bm, is normalized to the data
rate of the leaf code, i.e., bm ¼ m � 1R, where 1�m� 16. In the traffic model, the

class m traffic arrives at an eNodeB with the arrival rate of km ¼ k=m, where k
ranges from 2 to 22. The average holding time of all classes of traffic is expo-
nentially distributed and the mean is normalized to one.

UMTS and LTE with considering the load balancing, in which the threshold is
set to 0. That is, the eNodeB always allocates the incoming connection to the
interface with a lower utilization. In Fig. 5, the LTE utilization (between 20 and
33 %) is higher than the UMTS utilization (between 18 and 23 %). The fairness is
between 92 and 98 %, i.e., the utilizations of UMTS and LTE are fair.

Figure 6 evaluates FRL under various arrival rates ranging from 2 to 22. The
FRLs of all approaches increase as the arrival rate increasing. ARA_NCS8 yields
the lowest FRL, but CF and LM lead to the highest FRL. In addition, 3GPP_MS
results in worse FRL because it neglects the 2D spreading, resource state, and load
balancing. In Fig. 6, we can observe that the proposed ARA with different NCS
can achieve lower FRL, because it simultaneously considers to maximize system
reward and to balance loads of various interface-types. As a result, ARA avoids
blocking the connection that can bring a high reward. In addition, AVCS_MAX
and AVCS_MIN neglect the AMC modulation scheme, and thus yield a higher
blocking probability and FRL.

Figure 7 compares total reward under various arrival rates, in which the total
rewards of all approaches increase as the arrival rate increasing. ARA_NCS8
yields the highest reward. However, 2D_single yields the lowest reward. Clearly,

Fig. 5 Loads (Utilization) and fairness with considering load balancing of LTE and UMTS
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since the single code approaches: 2D_single, LM and CF only allocate a single
code for an incoming connection, the connection is easily to be rejected. As a
result, the total reward of them are very low.

5 Conclusions

For balancing loads among different communication modes (UMTS/LTE/LTE-A,
etc.) while maximizing system reward and to minimize bandwidth waste rate are
the open issues that should be addressed in order to achieve high efficient radio
resource management in high speed multimode cellular communications. This
paper thus proposed the Adaptive Radio-resource Allocation (ARA) approach that
consists of three phases: (1) the Loads of UMTS and LTE Determination Phase
(LDP), (2) the connection Admission control and Classification Phase (ACP), and
(3) the Dynamic resource Allocations of UMTS and LTE Phase (DAP). The first
two phases: LDP and ACP efficiently achieve the load balancing feature. The DAP
phase achieves the least bandwidth waste rate and increases network utilization
and reward. Numerical results demonstrate that the proposed ARA approach
outperforms the compared studies (3GPSS_MS, 2D_single, LF, and LM) in FRL,
utilization, etc.

Fig. 6 FRLs under different
arrival rates and various NCS

Fig. 7 Total reward under
different arrival rates
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Automatic Travel Blog Generator Based
on Intelligent Web Platform and Mobile
Applications

Yi-Jiu Chen, Wei-Sheng Zeng and Shian-Hua Lin

Abstract It is very convenient to carry smartphones and take photos on the trip.

With Apps installed in smartphones, users can easily share photos to friends on

social networks. Huge amount of interesting photos are therefore accumulated

through smartphones without facilities to manage these photos. We propose an

integrated system that provides a mobile App for photographing on the trip, a

desktop App for synchronizing photos with the web platform for sharing and

organizing photos. While photographing, the web service recommends significant

tags to photos and gets manual tags, the App transparently accumulates context-

information for travel photos. Then, the desktop App facilitates users to collect and

choose interesting photos for sharing and storing on the web platform. Finally, the

system applies search engine and web mining techniques to extract textual sen-

tences from pages that contain relevant information about photos for writing travel

blogs easily and efficiently.
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1 Introduction

As the rapid development of smartphones, mobile network services and applica-

tions (Apps), users are familiar to take photos with smartphones on their trips and

share photos to friends on social networks. With facilities provide mobile services

and smartphone Apps, rich metadata information of a photo taken by the smart-

phone can be stored on the device and be uploaded to the website automatically.

First, the Exchangeable Image File Format (EXIF) is a standard that specifies the

formats for images, sound, and ancillary tags used by digital cameras (including

smartphones) [7], so that the orientation, resolution, camera parameters, etc. of a

photo are stored with the photo. Next, Based on Location-Based Services (LBS),

the location information such as the position on the map, near attractions, or near

friends on the social network, can be easily added into the photo through just one

or two clicks on the App. Therefore, smartphones transparently help users to

accumulate many interesting photos with location and textual information. Fur-

thermore, many users write blog articles for recording their journey during or after

the trip. However, writing travel blogs is still a tedious work that consists of

collecting photos from several devices (smartphones or digital cameras), selecting

interesting or valuable photos and uploading them to the blog site, thinking con-

tents and stories for describing photos, finding references from the Web, deco-

rating the article for readability, and designing template for presenting the blog

article. Consequently, users frequently own many travel photos scattered on dif-

ferent devices, hard drives or web storages without generating nice contents. Based

on aforementioned problems and motivations, we develop an intelligent web

system for travelers to organizing travel photos and writing travel blogs easily and

efficiently. The system consists of three parts of subsystems.

• Mobile App (mApp) for taking photos: By installing mApp on the smartphone,

the photo with EXIF and location information is sent to iTravel and the web API

returns significant tags [14] to the user for adding meaningful tags into photo.

• Synchronization App (sApp) for collecting interesting photos: By connecting

smartphones and digital cameras, the sApp automatically extracts important

photos from devices according to the space–time information near to those

tagged photos. Consequently, sApp saves time for users by avoiding tedious

manual selections for collecting photos from several devices.

• iTravel is an intelligent web platform for travel-related services that integrates

social network services and blog services. First, iTravel partitions all photos into

groups according to space–time information. Significant tags and the photo’s

metadata are employed to perform meta-search and fetch relevant pages from

search engines. Applying information extraction techniques, relevant textual

sentences are extracted for the photo. The traveler easily clicks relevant sen-

tences as the title, annotation (caption, keywords or tags), and description.

Consequently, writing travel blogs is easy on iTravel.
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2 Related Works

The travel blog is composed of both travel photos and textual contents. Given a

blog topic such as “two-day tour around the Sun Moon Lake”, we can obtain tens

millions pages from search engines and tens thousands photos with tags from

Flickr. Hence, the Web contains all materials for writing blogs, but how to write

high-quality blogs efficiently by utilizing web resources? As for writing travel

blogs, travelers surely want to use photos taken on the trip and mention stories and

contents about objects in the photo. Web mining, including research topics of

search engines, data mining, web information extraction, etc., provides key

techniques for solving the problem. These and useful web resources techniques

will be illustrated in the following sections.

However, to mining related information for a travel photo, some metadata like

tags, location, time, etc. have to bind with the photo. Fortunately, the rapid

development of mobile services and smartphones seal the gap by transparently

storing photo metadata. Smartphones can manage acquisition, processing, trans-

mission, and presentation of multiple modal data such as image, video, audio and

text information, as well as rich contextual information like location and direction

from the equipped sensors [13].

Research papers about computer-aided blog generators are not plentiful. In [3],

authors proposed Travel Blog Assistant System (TBAS) that facilitates the travel

blog writing by automatically selecting for each blog paragraph written by the user

the most relevant images from an uploaded image set. By building relations

between uploaded images and textual keywords, the system recommends images

for the paragraph written by the user. The motivation is contrast to this paper that

tagging photos on the trip with smartphone App, then applying tags and photos

metadata to mine relevant contents for writing blogs. In [13], authors review

blogging services based on manual efforts and categorize into three paradigms.

• Manual mobile blogging defines three steps to “choose photos”, “input texts”,

and “publish or share”. Facebook App already carried out this approach.

• Text-free automatic blogging organizes photos by space–time order and presents

photos on the map without using additional text. Nowadays, users take photos

with iPhone and manage photos with iPhoto App installed in Mac OS.

• Text-rich automatic blogging provides a relatively friendly interface to help users
create blogs in an automatic (or semi-automatic) manner.

3 The System

To provide travel-related information and knowledge for annotating the photo,

search engine and data mining methods are applied to do following processes.
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3.1 Domain Data Collection

In this paper, we focus on providing travel services in Taiwan. By querying

keywords like “旅遊 (travel)” and “旅遊部落格 (travel blog)” to search engines,

we collected tens thousands of pages from various websites. Based on the statis-

tical information of page counts from individual sites, several important com-

mercial travel sites and blog sites are discovered. Accordingly, the following DME

module can extract travel objects with metadata from travel sites and find huge

amount of textual sentences relevant to some travel objects from blog sites. To

provide tag information for photos, the DDC module also crawls Flickr [8], the

famous social network site for tagging landscapes. The photo tagged in Flickr

consists of metadata: author’s ID (author may be associated to the quality),

position (location), data and time, title, annotations, tags, albums, etc., as shown in

Fig. 1. Therefore, DME is able to extract the metadata of travel objects from

Flickr. Those tags extracted will be stored in a dictionary table and the Location-

Based Search Engine (LBSE of our works in [14]) create inverted index (Location-

Tag) to efficiently retrieve tags related to a position. We also collect pages from

travel or blog sites for accumulating introductions to some travel objects, so that

more sentences are extracted for decorating the photo while writing blogs, as

examples shown in Fig. 2.

3.2 Domain Metadata Extraction

Many methods of Information Extraction [10–12, 15] were proposed for various

purposes. In this paper, DME employs Cardie’s five pipe-lined processes, toke-

nization and tagging, sentence analysis, extraction, merging and template gener-

ation [4], to perform information extraction tasks that mine metadata of travel

objects from aforementioned websites. First, tags and titles of landscapes are

Fig. 1 Photos with metadata

can be collected from Flickr
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extracted into the dictionary by crawler programs customized for Flickr, blog and

travel sites. Next, relevant pages are parsed by the DOM [6] parser to elicit

sentences to re-estimate the relevance based on tokens appearing in the dictionary.

High-relevant sentences are analyzed for extracting novel phrases as new tags or

titles. Statistics-based term-segmentation proposed in [5] is employed to explore

new Chinese phrases. The DOM-tree node containing those sentences are applied

to extract texts as the values of metadata attributes manually labeled and defined as

templates of specific sites. Consequently, extracted metadata and objects are

summarized in Table 1.

3.3 Significant Tag Recommendation

In the past study [14], we propose the Tag Recommendation System (TRS) for
mining significant tags from Flickr’s photos. TRS consists of three modules. First,

Location-Based Search Engine (LBSE) is designed to create inverted index [2, 9]

of Location-Object for retrieving domain objects close to some location. Extracted

metadata of domain objects are stored in the structured database. Tags and titles of

domain objects are also merged into the dictionary table. Therefore, Tag Asso-

ciation Miner (TAM) applies the mining association method [1] to discover

Fig. 2 Introductions and

metadata of photos

extractable from travel sites

Table 1 Travel-related objects with photos, tags, and itineraries extracted by DME

Object types Counts Relevant information

Tags for landscapes 73,846 Flick tags, titles, and extracted phrases

GPS data 33,148 Positions of photos, landscapes, restaurant, etc.

Landscape objects 3,315 Most photos are tagged with landscapes.

Restaurant objects 3,151 Frequently mentioned in blogs with landscapes

Accommodations objects 3,804 Frequently mentioned in blogs with landscapes

Photo objects 619,279 Many tags for camera parameters are useless.

Itinerary objects 686 The itinerary forms the framework of a blog.
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significant tags based on mining association rules between tags within the dic-

tionary. Finally, TRS proposes ranking and scoring methods for recommending

significant tags to photos with locations.

To facilitate the development of mobile applications and web services, we

implement TRS services as Web API. Following examples show that the user took

photos with our mApp, and click tags recommended from TRS API. These photos

are taken around ChiChi, Nantou County, Taiwan (集集, 南投縣, 台灣), as shown

in Fig. 3. The first photo received tags CheCheng (車埕) and huts (木屋). The

former tags is corresponding to the location, the attraction may appear in Facebook

“Where are you?” service; the latter is a significant tag applied to search valuable

contents and stories by querying “車埕木屋” to Google. That’s why significant

tags are more important than general tags like attractions while retrieving valuable

information.

3.4 Photo Annotation Recommendation

Given a photo with some tags, photo annotation recommendation (PAR) rapidly

retrieves relevant sentences based on the Tag-Sentence inverted index created in

advanced. Then, PAR calculates scores of each sentence associated to the photo.

Finally, high-score sentences are categorized into title, annotation (caption) and

description according to score and length of the sentence. The result of a photo

recommended by PAR is shown in Fig. 4. Given a photo (p) with several tags

(t ∈ p), the score (Sip) of a string (Sj) to the photo is derived from the product of the

tag weight to the photo (wt) and the weight of the tag to the string (wti). The length

of tag and string in Equation (1) is for normalization that avoids the bias of short

tag and long string. The remaining task is to assign strings as title, annotation or

description of the photo.

Fig. 3 Photos and recommended tags (red: significant tags) returned by TRS
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sip ¼
X

t2p

tj j � wt � wti

sij j : ð1Þ

As we mentioned previously, sApp uploads travel photos to iTravel, re-ranks

these photos according to date and time, and simply clusters them into several

photo groups based on space–time information, in which photos were taken in near

place and at close time. The data flow diagram of PAR is shown in Fig. 5. First,

tags of a photo are employed to retrieve segments that are partitioned from the

sentence according to punctuations. If some photos have no tags, tags of photos in

the same group are applied. Of course, user can manually add new tags to any

photos at this step. Obviously, shorter segments with high Photo-Segment scores

will be categorized into annotations or titles. Then, adjacent segments are merged

to extend to the whole sentence, and re-calculate the Photo-Sentence score. If we

focus on sentence-level, titles or annotations are hard to be discovered due to lower

score of the sentence. On the other hand, concentrating on the segment-level will

obtain too many segments that cannot form a complete sentence for decorating the

photo’s description. Finally, PAR categorizes strings (segments or sentences) into

three classes: title, annotation, and description, based on following criteria.

Fig. 4 Textual sentences extracted and recommended as title, caption, or description that can be

manually selected by clicking the check box

Fig. 5 Retrieving texts and recommending as title, caption, or description
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• Title: matching with landscape tags, segment or short-length sentence and high

Photo-String score.

• Annotation: segment or short-length sentence and high Photo-String score.

• Description: sentence and medium Photo-String score.

3.5 Travel Blog Generation

After selecting photos with sentences of titles, annotations and descriptions, the

user can select templates and preview the blog results. By revising contents and

decorating sentences and articles, the travel blog can be published on iTravel and

other blog sites concurrently. Designing templates and implementing the web UI

for manually revising contents is a tedious work and omitted in this paper. The

system integrates iTravel, mApp, sApp and social network services and is

summarized in Fig. 6.

4 Evaluation

To evaluate the performance of the proposed system, we actually take 12 photos

around ChiChi as the test data and ask two users to write blogs on iTravel and

Wretch (http://www.wretch.cc/, one of the most famous blog sites in Taiwan),

respectively. Consequently, user A spends 510 s on writing 1,378 Chinese

mApp: take photo

Return
Tags?

GPS location

Send
clicked tags

iTravel

Select Sentences
as Photo’s
Metadata

Publish
Blog

Recommended Tags

(Sun Moon Lake)

(ItaThao)

rosy clouds, 
ShueiShe Pier, 
Sun Moon Lake

sApp: select photos

Any
Photo?

No

No

Yes

Yes Select
Templates

Revise
Contents

1. Match tagged photos
2. Merge photos metadata
3. Re-rank photos (timeline)
4. Generate photo clusters
5. Retrieve photo segments
6. Assign segments or 

sentences to photos
7. Select recommendations
8. Revise content
9. Select template
10. Publish blog

Social
Networks

(ShueiShePier)

(rosy clouds)

Recommended Tags

Fig. 6 The summarization of the integration on iTravel system, mApp and sApp

362 Y.-J. Chen et al.

http://www.wretch.cc/


characters on iTravel; user B spends 3,605 s on writing 1,547 Chinese characters

on Wretch. As the example shown in Fig. 7, each photo with title, caption, and

description is generated by manual clicks on relevant sentences. The system also

adds hyperlinks for strings covering specific terms appearing in the dictionary, like

smart tags. By revising texts directly, set formats, and select various templates to

present photos with different styles, the travel blog is generated easily and

efficiently.

According to Fig. 8, the top/bottom DFD shows steps of writing blogs on

Wretch/iTravel, respectively. Similar processes are mapped into the same color.

Writing on traditional blog sites suffers from the cycle of (Choose Photos, Write

Contents), each iteration spends a long time to think contents and type words.

However, mApp and sApp communicate with iTravel based on smartphones and

mobile services that would constantly accumulate metadata for guiding the mining

process run on the backend of iTravel. Therefore, the system saves a lot of time for

bloggers while thinking and writing.

5 Conclusion

In this paper, we carry out a system that seamlessly integrates mobile and desktop

Apps with the proposed web platform, iTravel. Using smartphone App on the

travel time, the traveler enjoys his or her trip by taking photos without efforts for

40

7 11

Fig. 7 The title, caption, and description with smart tags for specific strings is generated for the

photo by manual clicks

Upload Photos Create Blog Choose Photos Write Contents Preview/Publish BlogTake Photos

mApp sApp iTravel

Fig. 8 Creating blogs: blog site versus this paper’s system
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typing annotations into each photo. The desktop App automatically collects photos

from not only smartphones installed with Apps but also other digital cameras that

contains photos of the trip, and synchronizes those photos with iTravel. Based on

search engine, web mining and information extraction techniques, iTravel auto-

matically explores related metadata for the trip and recommend sentences for

annotating photos. Consequently, writing travel blogs on iTravel is very simple

and efficient.
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Thai Wikipedia Link Suggestion
Framework

Arnon Rungsawang, Sompop Siangkhio, Athasit Surarerk
and Bundit Manaskasemsak

Abstract The paper presents a framework that exploits the Thai Wikipedia
articles as a knowledge source to train the machine learning classifier for link
suggestion purpose. Given an input document, important concepts in the text have
been automatically extracted, and the chosen corresponding Wikipedia pages have
been determined and suggested to be the destination links for additional infor-
mation. Preliminary experiments from the prototype running on a test set of Thai
Wikipedia articles show that this automatic link suggestion framework provides
reasonably up to 90 % link suggestion accuracy.

Keywords Thai Wikipedia � Wikify � Wikification � Sense disambiguation �
Keyword extraction � Link suggestion � Machine learning

1 Introduction

Wikipedia, the most active and visited encyclopedia ever existence, has become one
of the largest online repositories of knowledge with millions of articles available in
number of languages. Terms in each Wikipedia article have been anchored to

A. Rungsawang (&) � B. Manaskasemsak
Massive Information and Knowledge Engineering, Department of Computer Engineering,
Faculty of Engineering, Kasetsart University, Bangkok 10900, Thailand
e-mail: arnon@mikelab.net

B. Manaskasemsak
e-mail: un@mikelab.net

S. Siangkhio � A. Surarerk
Engineering Laboratory in Theoretical Enumerable System, Department of Computer
Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok 10330, Thailand
e-mail: sompoptuck@gmail.com

A. Surarerk
e-mail: athasit.s@chula.ac.th

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_38,
� Springer Science+Business Media Dordrecht 2013

365



provide users with a quick way of an access to additional information. Those
annotations have been done by Wikipedia contributors following the same guide-
lines concerning the selection of important concepts in the article, and assigning
them with links to other related articles. Since each important concept in a page has
been selected by human, many researchers have applied Wikipedia as a human
crafted knowledge source in many natural language processing tasks [1–3, 6]. Here
we interest in wikification process of Thai-language Wikipedia pages in which
important concepts (or keywords) and their corresponding destination Wikipedia
pages have been automatically identified.

Currently, Thai Wikipedia consists of around 79,000 pages [11] of which its size
is only around one-fifth of the English Wikipedia volume. To promote the Thai
Wikipedia usage and to facilitate Wikipedia contributors to easily create novel
Thai-language based Wikipedia pages, an additional automatic utility is then
required. To our knowledge, this work is the first attempt to explore the wikification
process for Thai Wikipedia pages. Since Thai language attributes are different from
the English ones, such that there is no separation between words, no inflected form
for verb, no clearly form for a proper noun, etc., all methods reported and explored
in the literatures [2, 3] that work with good performance in wikification processes
are not suitable for Thai Wikipedia pages. Therefore, in this paper we propose a link
suggestion framework especially for Thai wikification process.

Difference from the literature works [2, 3], our Thai Wikipedia link suggestion
combines two main wikification processes, i.e., keyword extraction and link dis-
ambiguation, into one framework. Given an input document, features of the
controlled vocabulary keywords have been extracted, and sent to a machine
learning based classifier for identifying the proper destination Wikipedia pages. In
case an ambiguity occurs, e.g., a polysemous word, other unambiguous keywords
nearby will be examined, and their features will be extracted and used to determine
the most appropriate sense for the considering ambiguous keyword. Our pre-
liminary experiments that are based on a version of July 2012 Thai Wikipedia
pages show a promising wikification performance in term of link suggestion
accuracy.

In the following, we start by a brief overview on the state of the art in English
wikification processes. We continue to our proposed link suggestion framework
which describes how we pre-process the Thai Wikipedia data and extract features
to train the machine learning classifier. We then provide the preliminary evaluation
results. Finally, we conclude our findings, and recommend some interesting future
research direction.

2 Related Work

Automatic link suggestion using Wikipedia as a knowledge source has been well
explored in English language. Mihalcea and Csomai’s Wikify work [2] seems to
be one of the first proposals to use Wikipedia for wikification process. Their
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system works in two separate phases. The first, keyword extraction involves
identifying important words or phrases from which links should be made. This
phase is divided into another two steps; candidate extraction, and keyword rank-
ing. The candidate extraction step first parses the input document and extracts all
possible n-grams that are also present in either Wikipedia titles or anchors (i.e.,
those words or phrases that have ever found to be linked to other Wikipedia
articles.) Then the ranking step assigns a numerical value to each candidate,
reflecting the link probability of a given candidate. Finally, candidate terms whose
link probability exceeds a certain threshold will be selected as the keywords to be
linked to other Wikipedia pages.

The second, link (or sense) disambiguation ensures that the extracted keywords
found in the first phase are linked to the appropriate senses or articles. Since an
anchor in Wikipedia can have more than one meaning, the correct sense can be
selected based on the context where it occurs. To choose the appropriate desti-
nation, Mihalcea and Csomai [2] employ two disambiguation algorithms. The first
one attempts to identify the most likely meaning for a word in a given context
based on a measure of approximate contextual overlap calculated from the cor-
responding Wikipedia pages and the context where the ambiguous word occurs.
The second one extracts features from the candidate term and its surrounding (the
terms themselves and their parts of speech), and compares them to training
examples obtained from the training data.

On the other hand, Milne andWitten [3] propose to use a machine learning based
sense disambiguation in the first phase to inform keyword extraction in the second
phase. They first select Wikipedia articles containing quite number of links as the
training set, and divide the connection pair between an anchor term and its chosen
Wikipedia article as a positive example, and the remaining possible pairs with other
destinations as negative ones. Then two main features, i.e., commonness and
relatedness, have been extracted. The commonness of a sense is defined as the
number of times it is used as a destination in Wikipedia, while the relatedness of a
sense compares the appropriate match between possible destination senses and
other non-ambiguous keywords of the considering ambiguous word’s context.

In contrast to Wikify’s keyword extraction approach [2] that relies exclusively
on link probability, Milne and Witten [3] propose to employ a machine learning
based link detection (aka. keyword extraction.) The relatedness and disambigua-
tion confidence features learned from Wikipedia articles in the previous disam-
biguation phase have been reused, including with the link probability value of
Mihalcea and Csomai [2]. In addition, the generality feature of a topic which
measures the minimum depth at which that topic is located in Wikipedia’s cate-
gory tree, and location/spread features which record the location of the first
occurrence and the distance between the first and last occurrences of the consid-
ering candidate word have also been extracted to train the link detection classifier.

The key difference between our approach and the wikification processes pro-
posed in [2, 3] is that we combine the keyword extraction and the link disam-
biguation into one shot. A candidate keyword is first detected, and then, when
ambiguity occurs, the destination Wikipedia pages have been examined and
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selected based on their semantic relatedness. Features extracted from pair of
keywords and their destination pages are then used to train a machine learning
classifier to learn how to suggest links in a new document.

3 Proposed Link Suggestion Framework

Link suggestion framework consists of four steps; pre-processing, feature extrac-
tion, training and testing the machine learning classifier.

3.1 Pre-Processing

All the experiments described in this paper are based on the 9th July, 2012 Thai
Wikipedia version. Titles and contents of the whole Wikipedia have been parsed
from the provided XML file [11]. Since Thai Wikipedia articles contain both
English and Thai keywords, and the Thai language has no word boundary, we then
first tokenize each word using Thai-English Lexitron (Lexeme Tokenizer, aka.
Lexto) [8]. All words found once either in titles or anchor texts have been accu-
mulated to build the controlled vocabulary set for later usage in both training and
testing phases.

As we will treat each word in the controlled vocabulary as a candidate keyword
for link suggestion, its term and document frequency, the number of times that
term has and has not been used as keyword, type of that keyword (i.e., English or
Thai, title or anchor), the list of destination Wikipedia articles, the list of articles
that the keyword have been appeared, and the link probability, have been col-
lected. In addition, other statistics such as article’s length (i.e., the number of
words), list of the incoming articles, the number of out-going links, and the type of
article (i.e., either redirect or disambiguation page), have also been recorded for
later usage in feature extraction process.

3.2 Feature Extraction

Given the controlled vocabulary setting, all controlled words and phrases (i.e., at
least two consecutive tokens) found in a document will be treated as candidate
terms. Since our link suggestion framework uses the machine learning classifier to
determine whether the candidate term found in a document should be selected as
link, we extract a training feature vector for each of its occurrence. The component
features are explained as follows.

Link probability. As explained in [2], the link probability of a candidate term
W to be selected as a keyword in a new document is defined as the number of
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documents where that term has already been chosen as keyword (count(Dkey))
divided by the total number of documents in which the term appears (count(DW)).
This statistic can be collected from the Wikipedia articles.

LP keywordnWð Þ �
count Dkey

� �
count DWð Þ : ð1Þ

Semantic relatedness. The meaning of an appearing keyword in a document can
be indirectly interpreted in term of its relatedness with the surrounding context [4].
For an ambiguous word, the appropriate destination sense can be determined by
semantic relatedness between its candidate senses and context in which the word
occurs. To calculate the relatedness between two articles A and B, here we employ
the traditional cosine similarity measure [7] as follows:

sim A;Bð Þ ¼ A � B
Ak k � Bk k ð2Þ

where A and B represent two tf.idf based vectors [10] of the two articles of interest.
To disambiguate an ambiguous word, we consider senses of at most three

unambiguous words on its left and right as the context. To select the most
appropriate sense, we calculate the probability of which the candidate sense has
already been chosen, and the similarity values between the input document and the
candidate senses, using Eq. (3).

Destination C; kð Þ ¼ argmax
bj2B

P k; bj
� �

� sim C; bj
� �� �

ð3Þ

where C is an input document, k is the keyword under consideration, B is the set of
possible senses (i.e., destination Wikipedia pages) for k, and P(k,bj) is the prob-
ability that bj is the destination page of k.

Position. To avoid the over-link problem, link to another Wikipedia page
should be annotated only when clarification or context is needed. Here we let the
machine to learn which position in a document (counting the first appearing
keyword as one, the second as two, etc.) a keyword should be linked.

Title\English\Ambiguous\Redirect. These features record whether the keyword
is found in a Wikipedia’s title, or the keyword is written in English, or an
ambiguous word, or the underlying article is a redirect page.

3.3 Training and Evaluating the Classifier

During the training phase, we extract the training features from pairs of keywords
and their corresponding destinations found in a Wikipedia page. During the
evaluation phase, a feature vector whose link is a pair of the controlled vocabulary
term and its corresponding destination Wikipedia page is extracted and sent to the
classifier to decide whether that link is appropriate to suggest. Both training and
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testing instances have been converted into an ARFF (Attribute-Relation File
Format) [9], as an example record depicted in Fig. 1

In Fig. 1, line number 2-4, as well as 6-8, represent the semantic relatedness
scores (calculated by Eq. (2)) between the sense (aka. the destination page chosen
by Eq. (3)) of the keyword under consideration and the senses of other three
context keywords on its left and right. Other lines provide the example of feature
components as previously explained in Sect. 3.2.

4 Preliminary Results

We first pre-process the whole Thai Wikipedia version of July, 2012, as described
in Sect. 3.1. Controlled vocabularies composing of around a hundred thousand
terms of both Thai and English keywords have been extracted from both Wikipedia
titles and anchors.

4.1 Training and Evaluation Data Set

To let the classifier learn how to suggest links in both training and evaluation
phases, we randomly select Wikipedia articles containing at least 50 links. A total
of 500 articles are chosen for training the classifier, and further 100 articles for
evaluation.

A pair of anchor and their destination page can represent many training
instances. For an ambiguous word, the connection between the anchor and its
chosen destination Wikipedia page (i.e., the appropriate sense) provides a positive
example, while the remaining possible pages provide negative ones. Since we

Fig. 1 An example record of a feature vector written in an ARFF
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normally annotate only once to a keyword in a Wikipedia page, then the same
keyword that re-occurs (including with its intended sense) is also treated as a
negative example. On average, a set of 500 training articles produces around
25,000 positive examples, and 80,000 negative ones.

4.2 Experimental Results

Though we here combine both keyword identification and disambiguation pro-
cesses into one framework, we investigate and report them separately during the
evaluation. For the first, precision and recall which depend on the number of
correctly identified keywords are observed. For the later, accuracy that measures
the number of correctly chosen destinations for all correct identified keywords is
recorded.

We test our framework with the C4.5 decision tree classifier [5] using the
WEKA machine learning toolkit [9]. Since each training and testing article has
been selected randomly, we re-select them and repeatedly perform the experiments
five times and average all the results. Finally, we obtain on average 72 % preci-
sion, 69 % recall, and 90 % link suggestion accuracy.

Figure 2 shows a sample snapshot of a Thai Wikification system1 that can
automatically suggest links for any Thai text to Thai Wikipedia pages. This
interface allows the user to either paste the local text, or enter an URL of the web
page. The system then processes the input provided by the user, automatically
identifies the important keywords in that document, suggests the appropriate links,
and finally returns and displays the link-augmented text as the result. In case that
an URL is input into the system, the structure of the original web page is also
maintained at the output with the wikified keywords.

Fig. 2 A sample snapshot of a Thai Wikification system

1 We have provided all data test and the Thai Wikification prototype to all interesting readers at
http://www.mikelab.net/ThWikify.
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5 Conclusion

In this paper, we present a framework that uses the Thai Wikipedia as a knowledge
source for Thai-language based wikification process. We integrate both keyword
extraction process that automatically identifies the important keywords from the
input document, and disambiguation process that suggests appropriate destination
Wikipedia pages as links, into one framework. Features extracted from all can-
didate keywords have been used to train a classifier to learn how to suggest the
important links to other Wikipedia pages. Although we have obtained a reasonable
wikification performance in terms of accuracy (90 %), the precision (72 %) and
recall (69 %) are still not favorable when we compare them with those successes
reported in the literature [2, 3]. We thus believe that there are still rooms to
improve and investigate. Since the report here has only concluded from our pre-
liminary experimental results, we still not explore the framework with other
classifiers’ setting. We also look forward to finding other additional relevant
language features that are especially for Thai, and studying how to give more bias
to the important features that have more classification power than the others. In
addition, we plan to do further user study with our proposed framework.
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Computing Personalized PageRank Based
on Temporal-Biased Proximity

Bundit Manaskasemsak, Pramote Teerasetmanakul,
Kankamol Tongtip, Athasit Surarerks and Arnon Rungsawang

Abstract Dynamic behaviors of World Wide Web is one of the most important
characteristics that challenge search engine administrators to manipulate their
search collection. Web content and links are changed each day to provide up-to-
date information. In addition, a fresh web page, like new news article, is often
more interesting to web users than a stale one. Thus, an analysis of temporal
activities of the Web can contribute to improve better search and result ranking. In
this paper, we propose a web personalized link-based ranking scheme that
incorporates temporal information extracted from historical page activities. We
first quantify page modifications over time and design a time-proximity model
used in calculating inverse propagation scores of web pages. These scores are then
used as a bias of personalized PageRank for page authority assessment. We
conduct the experiments on a real-world web collection gathered from the Internet
Archive. The results show that our approach improves upon PageRank in ranking
of search results with respect to human users’ preference.

Keywords Temporal-biased personalized PageRank � Time-proximity model �
Temporal analysis � PageRank computation � Web ranking algorithm
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1 Introduction

Web link-based ranking schemes have been proved to play a successful role in
ranking search results for years. The PageRank algorithm [18], for example,
analyzes a web link structure in order to assess an authoritativeness of web pages.
A page having many referrers (i.e., in-link pages) will implicitly be conveyed a
high authority and thus should be ranked highly in the result list. However, one of
the weakest point of the traditional PageRank scheme is that it computes an
authoritative score for each web page based on only one crawled snapshot without
incorporating temporal information concealed in pages and their connections. It is
not surprising that PageRank prefers old pages and may bias against more recent
ones [1, 6] since such recent pages have had less time to accumulate in-links in
order to contribute their ranking. Therefore, some stale pages usually achieve high
authorities than new fresh ones.

The Web is obviously dynamic. Page content and links are continually created,
deleted, and changed over time. Moreover, web authors normally updated their
pages to provide the recent and up-to-date information. Hence, it could be argued
that in many situation a web user may be more interested in recently updated web
pages rather than older ones. A new news article page is often more interesting
than an old article; a web page for an upcoming conference is clearly more
expected to be seen than a page for a past conference, for instance. In this case
search engines indeed need a time-aware ranking technique for finding newer and
more dynamic content.

In this work, we contribute a time-aware ranking that incorporate temporal
aspects in the PageRank paradigm. The approach considers historical activities of
web pages and extracts their modification timestamps. Then, we design a time-
proximity model for estimating how much the closeness of each of two connected
pages is, based on their modified times. To achieve this, we exploit five kernel
functions, motivated by previous work [7, 8, 17, 19], to determine each of a weight
for each linkage. All weights are then employed in the inverse propagation pro-
cedure in order to construct a temporal preference vector that is subsequently used
as a bias in personalized PageRank computation to finally assess page authority.
Experiments conducted on a real-world web data show a great improvement of our
approach upon the traditional PageRank algorithm in term of relevance to the
human users’ preference.
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2 Background

2.1 Web Model and Representation

For a snapshot of the Web, we can model it as a directed graph G = (V,E), with
N web pages as a set of vertices V and their hyperlinks as a set of edges E , V2 in
which multiple edges (i.e., several hyperlinks pointing from the same source to the
same target) are early unified by a single one. We also remove self hyperlinks.
Figure 1 on the left-hand side illustrates a very simple web graph.

In practice, the web graph can simply be represented as a matrix. We first let
O(p) be the number of pages that are pointed by a page p, called out-degree; and
I(p) be the number of pages that point to a page p, called in-degree. Hence, we
introduce here two versions of matrix representations. The first, a transition matrix
A is defined as (also, depicted on the center of Fig. 1):

A q; pð Þ ¼
1

O pð Þ if p; qð Þ 2 E;
0 otherwise:

�
ð1Þ

The second, an inverse transition matrix B is defined as (also, depicted on the
right-hand side of Fig. 1):

B p; qð Þ ¼
1

I qð Þ if p; qð Þ 2 E;
0 otherwise:

�
ð2Þ

2.2 PageRank

PageRank has been known as the most effective link-based ranking algorithm
since the advent of Google [5, 18]. It analyzes the link structure, i.e., a web graph,
to assess an authoritative score of web pages. Here, the basic concept behind
PageRank is that if there is a hyperlink from a web page p to a web page q, then it
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Fig. 1 An example of small web graph with two corresponding representations: the transition
matrix A and the inverse transition matrix B
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can be implied the author of p is interested in q and thus implicitly confers some
authoritativeness to it. Furthermore, a page mostly referred by other authority
pages has a high authority as well. The PageRank score of a page q, symbolized
r(q), is defined as:

r qð Þ ¼ a
X
p: p;qð Þ

r pð Þ
O pð Þ þ 1� að Þ 1

N
; ð3Þ

where the coefficient a is a decay factor that in practice is usually set to 0.85 [11].
In addition, the PageRank computation is also equivalent to solving the prin-

cipal eigenvector r* (i.e., representation of the PageRank scores of all web pages)

of the problem r
* ¼ kAr* over the transition matrix A, defined in Eq. (1), with the

dominant eigenvalue k ¼ 1 in an eigensystem [9]. Then, the equation can be
expressed as:

r
* ¼ aAr* þ 1� að Þd

*

; ð4Þ

where d
*

is a static score propagated over the whole pages. In a case of the
traditional PageRank, this vector is defined by a uniform distribution 1

N

� �
N�1.

However, many studies, including this work, attempt to employ a non-uniform one
for determining a bias to some particular web pages [4, 12, 15], known as the
personalized PageRank algorithm. Furthermore, the PageRank vector in Eq. (4)
can be computed iteratively, for instance, by applying either the power method or
Jacobi method [9].

2.3 Inverse PageRank

Inverse PageRank is a variation of PageRank that was introduced in [10]. In the
opposite to PageRank, the inverse PageRank paradigm is a process of authority
propagation backwards. That is, considering a hyperlink pointing from a page p to
a page q, if the page q is supposed to have a high authoritative score, then the page
p will also have high authoritative score. Therefore, this approach is to give
preference to pages that can reach many other authority pages.

The computation of inverse PageRank is identical to that of the traditional
PageRank algorithm, unless the inverse transitionmatrixB, defined in Eq. (2), is used

instead of the regular transition matrix A. Let s* be a vector containing the inverse
PageRank scores of all web pages. Then, the computation can be formulated as:

s
* ¼ aBs* þ 1� að Þd

*

: ð5Þ

Similarly, a and d
*

are the decay factor and a static score distribution, respec-
tively, and those also can be the same values used in the tradition PageRank.

378 B. Manaskasemsak et al.



3 Temporal-Biased Personalized PageRank

In this section, we present the proposed time-aware link-based ranking algorithm,
named temporal-biased personalized PageRank (TPPR). Our scheme is composed
of four consecutive steps: the first, modeling the Web with respect to historical
page activities; the second, determining temporal information based on the time-
proximity model; the third, determining temporal-biased vector using the inverse
PageRank paradigm; and the last, assessing authoritative scores by employing the
bias obtained from the previous step in the traditional PageRank algorithm.

3.1 Web Model Over the Time

In our web model, the Web will be considered over time based on multiple
snapshots at different time {t0, t1,…, tn}. A change can be detected by considering
difference in both page content and link connectivity from two consecutive
snapshots. Figure 2 below shows a simple example of an archival web of four
snapshots.

From the figure, a solid node and edge denote a page and a hyperlink having
been changed, i.e., just creation or modification, at that time point; otherwise, they
are symbolized by the transparent and dash ones, respectively. If a page (or a
hyperlink) was deleted, it will not appear in that snapshot.

3.2 Time-Proximity Model

For any two pages, suppose that at time ti, an author of a page p has created a link
to a page q. One can argue that, at time ti, p may be more interesting than
q because of its recent up-to-dateness. However, since the Web is changing in an
arbitrary time, it can possibly be that, at time tj[ ti, the page q is modified to
provide more up-to-date information while the author of p does not know and thus
stales his/her page.

time 

ti
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tk

tl

a

b

b

b

b

a

a

c d

c d

c d

),(feb j itΔ

),(tfa l jtΔ
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Fig. 2 An example of web
model over the four snapshots
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We introduce here the time-proximity model for determining temporal infor-
mation, i.e., how much the closeness of modification timestamps is of any two web
pages that have a link connectivity. Consider the web model depicted in Fig. 2,
suppose that we would like to find the time-proximity between the page a and b at
time tl. Since the page a was created and had a link to b at time tj after the creation
of b, and afterwards b was modified without informing to the author of a, this time-
proximity can be thus separately considered by two intervals: Dtbef(j,i) (i.e., the
smallest gap before a was updated) and Dtaft(l,j) (i.e., the largest gap after a was
updated). The former determines how much the page a is up-to-dateness com-
paring to the last version of b before being seen by the author of a. In opposite
way, the latter determines how much the page a is outdated comparing to the last
version of b that has never be seen by the author of a.

Let wpq(Dtbef,Dtaft) be the weight representing the influence between two con-
nected pages for a link p; qð Þ 2 E;considering by the intervals Dtbef and Dtaft.
Motivated by the previous work [7, 8, 17, 19] that used proximity-based methods,
we modify five kernel functions and employ them in our time-proximity model:
circle (Eq. (6)), cosine (Eq. (7)), gaussian (Eq. (8)), laplace (Eq. (9)), and triangle
(Eq. (10)) kernels.

wcirclepq Dtbef j;ið Þ;Dtaft k;jð Þ
� �

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

bDtbef j;ið Þ þ 1� bð ÞDtaft k;jð Þ
Tj j

� 	s 2

: ð6Þ

wcos inepq Dtbef j;ið Þ;Dtaft k;jð Þ
� �

¼ 1
2

1þ cos
bDtbef j;ið Þ þ 1� bð ÞDtaft k;jð Þ
� �

p

Tj j

� 	� 	
:

ð7Þ

wgaussianpq Dtbef j;ið Þ;Dtaft k;jð Þ
� �

¼ exp �
bDtbef j;ið Þ þ 1� bð ÞDtaft k;jð Þ
� �2

2 Tj j2

 !
ð8Þ

wlaplacepq Dtbef ðj;iÞ;Dtaftðk;jÞ
� �

¼ exp �
ffiffiffi
2

p
bDtbef j;ið Þ þ 1� bð ÞDtaft k;jð Þ
� �

Tj j

 !
ð9Þ

wtrianglepq Dtbef ðj;iÞ;Dtaftðk;jÞ
� �

¼ 1�
bDtbef j;ið Þ þ 1� bð ÞDtaft k;jð Þ
� �

Tj j : ð10Þ

Where ti\ tj\ tk, jT j is defined to the total number of snapshots, and b is
determined the significance of before and after intervals. Since the larger the
interval time is, the lower the weight is produced, we suggest the value of b should
be in [0,0.5]. Finally, we normalize sum of all out-links of p to 1:

w0
pq Dtbef ;Dtaft
� �

¼
wpq Dtbef ;Dtaft
� �

P
r:ðp;rÞ2E

wpr Dtbef ;Dtaft
� � ð11Þ
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3.3 Temporal-Biased Vector

We next employ the weights determined during the previous step in order
to estimate a preference score (i.e., a bias) of web pages with respect to their
historical activities. To achieve this, we hypothesize that when an author update
his/her page, the author would completely inspect the entire page including up-to-
dateness of content and relatedness of out-links. Thus, a page having many
out-links can implicitly reflect activeness in itself since the author has to pay more
effort in inspection. One approach to give more preference to that page is to exploit
the inverse PageRank paradigm. However, instead of directly use the original
inverse transition, we modify the Eq. (2) with incorporating temporal information,
defined as:

B0 p; qð Þ ¼
w0
pq Dtbef ;Dtaftð ÞP

r:ðr;qÞ2E w
0
rq Dtbef ;Dtaftð Þ if p; qð Þ 2 E;

0 otherwise:

8<
: ð12Þ

We then compute temporal-biased vector s
*
followedEq. (5), but replaceBwithB0.

3.4 Time-Aware Ranking

In the last step, we compute an authoritative score of web pages with respect
to time-awareness based on the traditional PageRank defined in the Eq. (4).
Motivated by the personalized PageRank concept [4], we therefore replace the

static uniform vector d
*

with the temporal-biased one s*, obtained from the Sect. 3.3.

4 Experiments

4.1 Data Set Preparation

We defined a list of URLs selected from the ODP1 and gathered them from the
Internet Archive.2 We started downloading snapshots provided from Feb.1996
until Dec.2012. Our web collection consists of around 65.6 Kpages and 194.6
Klinks in each snapshot.

To evaluate the performance of result ranking of our TPPR comparing to the
traditional PR, we implemented a prototype Lucene-based searching system. For

1 http://www.dmoz.org/
2 http://archive.org/
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the experiments, the last web snapshot was extracted the link structure for com-
puting authoritative scores and the web pages were indexed for searching. We
conducted the searching scenarios using a set of 35 sample queries, chosen from
words frequently appearing in the title field of web pages in the data collection. For
a given query, we excerpted top-twenty results ranking only by the tf-idf weight [2]
and asked a number of volunteers to grade them. Each user can freely assign a
score to each resulting page from 0 (unsatisfactory) to 4 (most satisfactory) based
on his/her own preference.

4.2 Evaluation Metrics

We use the normalized discounted cumulative gain (NDCG), proposed in [13, 14],
to measure ranking accuracies when there are multiple levels of relevance judg-
ment. Given a query and a ranking s, the NDCG computed at top-k document is
given as:

NDCGk sð Þ ¼ Zk
Xk
i¼1

2r ið Þ � 1
log2 iþ 1ð Þ ; ð13Þ

where r(i) is the gain value associated with document at the i-th position of ranking
and Zk is a normalization factor to guarantee that a perfect of this top-k ranking
will receive the score of one. Note that the gain value of a document is usually
defined as a relevant score; however, in our experimental evaluation we define it as
a users’ preference score when seeing that document corresponding to a given
query.

4.3 Results

To compare the quality of result ranking, we set the static parameter a used in the
computation of both TPPR and PR to the same value of 0.85, and preliminarily set
b used in TPPR to 0.2. Figure 3 below shows the results on average of NDCG over
all queries produced at top-5 and 10 of the rankings, respectively.

It is clearly seen in Fig. 3 that all variations of TPPR achieve higher NDCG
scores than does PR, indicating that temporal aspects can indeed influence
authoritativeness in the ranking scheme. Moreover, by employing the Gaussian
kernel function, we can obtain the highest values at top-10 of results, indicating
that it can identify the pages most relevant to human users’ preference within the
top few results.
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4.4 Sensitivity Analysis

We now investigate the effect of parameter b specified in the time-proximity
model of TPPR. We thus vary the value of 0.0 until 0.5 and then illustrate the
results in Fig. 4.

We can see the NDCG scores on average are increasing when varying b from
0 to 0.2. The reason is that when b = 0, TPPR does not consider recently updated
target pages before a result page has a link pointing to. This may lead to loss of
some valuable information. However, increasing b from 0.2 does not influence
better the results (some decrease).

5 Related Work

Although the traditional PageRank [18] works well and has successfully been
applied in several fields, many studies still attempt to improve it by incorporating
various aspects: combining with topic of content [12], learning from users’
behavior and log [16], and including other temporal features [3, 20], etc.

Our work differs from the priori study proposed in [3] in two aspects. First, we
determine a temporal information based on the time-proximity model, instead of
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directly considering page and link freshness from observing their last modification.
Second, we influence authoritative scores using a temporal-biased vector obtained
from inverse PageRank paradigm, instead of incorporate temporal features in the
page transition. In addition, our work differs from the work proposed in [20] in
case that we propose the ranking scheme on web collection while that work is
applied on scientific publication. Hence, some characteristics of both data are
different.

6 Conclusions

One can conclude that recent information today is more probably interesting to
most web users. In this paper, we present an alternative web link-based ranking
scheme that incorporate temporal aspects in assessing web authoritativeness. The
approach can be concluded by four steps. Firstly, we model the Web with respect
to time based on web historical activities. Secondly, we propose a time-proximity
model to determine the temporal information between two connected pages.
Thirdly, we employ the concept of inverse PageRank in order to determine tem-
poral biases to web pages. Lastly, we compute personalized PageRank using those
biases to produce authoritative scores. The experiments conducted from real-world
web historical data provided by the Internet Archive with a set of sample queries
show the promising results with high improvement comparing to the traditional
PageRank.

There are still some interesting experiments needed to be carried out. For
instance, employing the time-proximity weights in between page transitions that
we expect to achieve better improvement. In addition, we would further do more
experiments on larger web data set.
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KSVTs: Towards Knowledge-Based
Self-Adaptive Vehicle Trajectory Service

Jin-Hong Kim and Eun-Seok Lee

Abstract The most of very large traffic system by growing the variety of services,
the relationships between the vehicle network and the infrastructure are more
complex. Moreover, intelligent transportation systems are getting more and more
to develop a better combination of travel safety and efficiency since long time ago.
Vehicle is being evolved and traffic environment is especially also organized well-
defined schedules priorities, which is real time based wireless network traffic
condition, variable traffic condition, and traffic pattern from the vehicle navigation
system. Accordingly, we propose to Knowledge-based Self-adaptive Vehicle
Trajectory Service using genetic algorithm in this paper.

Keywords Vehicle network � Intelligent transportation system (ITS) �
Knowledge-based trajectory data (KTD) � Self-adaptive trajectory service (STS)

1 Introduction

Intelligent Transportation System (ITS) are getting more and more to develop a
better combination of travel safety and efficiency from prehistoric times to the
present. Vehicle is being evolved and traffic environment is especially also
organized well-scheduled priorities, which is real time based network traffic
condition, variable traffic condition, and traffic pattern for their destination, from
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the vehicle navigation system with GPS [1]. Namely, their remarkable evolution is
strongly popularization of next generation wireless internet technology and
stabilized the network platform. As these result, vehicle and transportation system
are getting smart, they provide newly smart space and experience for drivers.
However, intelligent vehicle (Smart vehicle) and transportation system are sadly to
seek drivers which had road construction, collisions, debris in the roadway, and
heavy traffic freeways particularly in a phenomenon known as traffic weaves [2].
Although, we have search navigation (general two trajectory with same destination
at least) again or select the other way to avoid present situation, it is not good case
with which occur another traffic jam, consume a great amount of fuel, and dete-
riorate the status of the vehicle and increase driver fatigue. To solve these prob-
lems exiguously, as we known that could a very difficult apply in real world, we
propose Knowledge-based Self-adaptive Trajectory service (KSTs) model in
intelligent vehicle and transport environment. The rest of the paper is organized as
follows. Section 2 is intelligent transport system design, and Sect. 3 presents
Knowledge-based Trajectory Data (KTD). Section 4 shows Self-adaptive Trajec-
tory Service (STS). Finally, Sect. 5 is conclusion.

2 Intelligent Transport System Model

Generally, Intelligent Transport System encompasses the application of information
and communication technologies to transport [3], as well as include standard-alone
infrastructure applications such as traffic management system, and cooperative ITS
application involving telematics, vehicle-infrastructure and vehicle to vehicle
communications. These technologies cover private and public transport by road,
expressway, as well as industrial way, together with application for cross model
transport [4]. The focus of this design is on ITS as they are applied to road transport
and to interactions between road transport and other transportmodes. This ITSmodel
is defined in Fig. 1 where the link between components of system is described.

Fig. 1 ITS system model. It
presents transport telematics
and intelligent transport
systems that are based on the
transport engineering to
achieve better management
framework of transport and
processes by using the
existing transport
infrastructure
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The management domain shown in Fig. 1 shows the framework of smart ITS
design and maintenance with help of a significant model of an ITS system. We
could suggest the basic management domain as follows: (1) optimization of tele-
communication environment between subsystems; (2) maximal exploitation of the
existing ITS service; (3) unified implementation of aspect oriented software
component; (4) recommendation of intelligent trajectory strategy; (5) protocol
definitions for the whole set of ITS applications.

3 Knowledge-Based Trajectory Data

Data collected for use in ITS basically includes information about vehicles, traffic,
and events that affect them. Such as, the position, speed, and heading of individual
vehicles could be monitored and recorded, or the flow and congestion of traffic in a
network of roads could be stored along with any possibly related incidents or
interruptions to traffic flow elsewhere in the network/vehicle network [5]. These
can all then be correlated against events like accidents, network changes due to
planned construction, or the dissemination of traffic data. For our research, the
KTD to which the genetic algorithm is used [6–8], and our newly techniques are
going to apply as part of CAAS Project at the SungKyunKwan University. KTD
approach has potential for any search problem in which knowledge of good cases
for sub-problems can be exploited to improve the case of the problem itself. The
main idea is to use genetic algorithm to explore the space of problem subdivisions
rather than the space of cases themselves, and thus capitalize on the near linear
scaling qualities generally inherent in the divide and conquer approach [9–11]. In
order to help operators in these problems of traffic trajectory, define decision-
making with ITS system model-based approach. Namely, the goal was designed to
a formal abstraction of the knowledge domain that we describe to come close to
real-time traffic environment as possible. We assume that a case to a problem can
be described by a finite number of parameters. Every parameter is coded into a
number (for instance, a binary number is 0, 1, and so on.). We could simply
explained example if were either ‘‘Desired value = 0’’or ‘‘Computing = 2x2 ? x
- 1’’, it is possible to comparison computed value. But, if it were other case, that
is ‘‘error’’ when the above problem has 2 cases, such as x = -1 or x = 1/2, we
could not help modified of X. Of course, for such a simple problem, these cases
research loop is much less efficient than using a formal mathematical method that
directly solves the problem. However, for ITS of real world, direct formal methods
may be becomes a ITS model with a determine about equal to zero (we think that
may be positive or negative). Accordingly, Generic algorithm for ITS is iterative
loops of optimization, that is a fitness function measure the adaptation of a case to
the problem needs. Every case is represented by a set of numbers that we call a set
of ‘‘parameters’’ as shown in Fig. 2.
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Phenotypes are filtered by the fitness function that reproduces the most adapted
phenotypes. The more the adaptation is needed to the more the reproduction.
Phenotypes are modified through two ways in Fig. 3 by genetic algorithm.

4 Self-Adaptive Trajectory Service

In this section, we explain how to compute the STS at an intersection, using an ITS
system model. Suppose that an element at intersection i is delivered towards
intersection j. Let mij be the link moving for edge eij, that is Mij = mij ? E. We
note the expected shorten path STS at an intersection depends on the forwarding
direction [12–14]. When we use this STS model to compute the STS at intersection
i because of the traversal will be delivered with some probability to one of out-
going edges at intersection j. This means that when the carrier of this traversal
arrives at intersection j, the next carrier on each outgoing edge towards intersection
x will be met with probability Pjx. We suppose that as shown in Fig. 4 in this case,

Fig. 2 ITS system model based genetic algorithm. It is shown that is going destination from
Strathfield to Burwood in Australia. This shows a figure consisting of same red color of different
each line, but we just consider fourth location in order to example

Fig. 3 This case is shown that phenotypes are modified through two ways. Firstly, it is mutation
that it consists in moving one parameter through a random modification (upper). Secondly, it is
crossing over from the two randomly selected genotypes (lower)
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a traversal carried by a vehicle arrives at intersection � and is sent towards
intersection `.

Contact Probability: Contact Probability is defined as the chance that a vehicle
can encounter another vehicle at an intersection. Let R be communication range.
Let v be the mean vehicle speed in the intersection area of intersection i which is a
circle of radius R. Let Ti be the duration during which a vehicle is able to com-
municate with the vehicles around the intersection i. Clearly, Ti is affected by the
vehicle speed, the communication range, the traffic signal pattern. Forwarding
Probability: At an intersection, forwarding is to probabilistic in nature, therefore a
traversal is forwarded with best-effort. Let’s define the forwarding probability as
the chance that a traversal carrier at intersection i can forward a traversal to
another vehicle moving towards one of the neighboring intersections jx for
x = 1…m. We note there is a clear distinction between the contact probability and
forwarding probability, because a traversal will not be forwarded to a contacted
vehicle that moves to a wrong direction. Accordingly, we are shown in Fig. 5, let
the trajectory be � ? ` ? ´ in the road traversal in `.

Fig. 4 STS computation for edges (e). First, it will take m1,2 seconds to deliver a traversal to the
intersection 2 via e1,2. Once the traversal arrives at intersection 2, there are three possible cases to
deliver the traversal. In other words, the traversal can be forwarded to one of three neighboring
intersections of intersection 2 with some probability

Fig. 5 The vehicle at intersection. First, the vehicle at intersection � can try to forward the
traversals to the neighboring intersections ` and Þ. If it cannot forward the traversals at the
intersection �, it must carry them by the next intersection `. When it arrives at intersection `, it
can try to forward again. If it cannot forward again, it will carry the traversal to the third
intersection ´. At the destination, if the vehicle cannot forward, it discards the traversals
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5 Conclusions

This research paper has introduced the Knowledge-based Self-adaptive Vehicle
Trajectory Service with the genetic algorithm. Our Self-adaptive vehicle trajectory
service is good approaches using both KTD and STS. However, this limitation is
resolved by simple prototype, as well as we don’t have to easily apply by the
restrict environment in real world. Nevertheless, our research is getting to more
advantage, supporting the self-adaptive vehicle service of the aspect mechanism
and the associating policies depending on adaptive traffic information variation
especially. In our advanced future research, we will explore in-depth research on
the KTD forwarding from vehicle network access points to moving vehicles for
supporting the V2V/V2I infrastructure.
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Secure and Reliable Transmission
with Cooperative Relays in Two-Hop
Wireless Networks

Yulong Shen, Xiaohong Jiang, Jianfeng Ma and Weisong Shi

Abstract This work considers the secure and reliable information transmission in
two-hop relay wireless networks without the information of both eavesdropper
channels and locations. This papers focuses on a more practical network with finite
number of system nodes and explores the corresponding exact results on the
number of eavesdroppers the network can tolerant to ensure a desired secrecy and
reliability. For achieving secure and reliable information transmission in a finite
network, two transmission protocols are considered in this paper, one adopts an
optimal but complex relay selection process with less load balance capacity while
the other adopts a random but simple relay selection process with good load
balance capacity. Theoretical analysis is further provided to determine the exact
and maximum number of independent and also uniformly distributed eavesdrop-
pers one network can tolerate to satisfy a specified secrecy and reliability
requirements.

Keywords Two-hop wireless networks � Physical layer secrecy � Relay coop-
eration � Transmission outage � Secrecy outage
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1 Introduction

Two-hop ad hoc wireless networks, where each packet travels at most two hops
(source-relay-destination) to reach its destination, has been a class of basic and
important networking scenarios [1]. Actually, the analysis of basic two-hop relay
networks serves as the foundation for performance study of general multi-hop
networks. Due to the promising applications of ad hoc wireless networks in many
important scenarios (like battlefield networks, emergency networks, disaster
recovery networks), the consideration of secrecy (and also reliability) in such
networks is of great importance for ensuring the high confidentiality requirements
of these applications. This paper focuses on the issue of secure and reliable
information transmission in the basic two-hop ad hoc wireless networks.

Traditionally, the information security is provided by adopting the cryptogra-
phy approach, where a plain message is encrypted through a cryptographic algo-
rithm that is hard to break (decrypt) in practice by any adversary without the key.
While the cryptography is acceptable for general applications with standard
security requirement, it may not be sufficient for applications with a requirement of
strong form of security (like military networks and emergency networks). That is
because the cryptographic approach can hardly achieve everlasting secrecy, since
the adversary can record the transmitted messages and try any way to break them
[2]. That is why there is an increasing interest in applying signaling scheme in
physical layer to provide a strong form of security, where a degraded signal at an
eavesdropper is always ensured such that the original data can be hardly recovered
regardless of how the signal is processed at the eavesdropper. We consider
applying physical layer method to guarantee secure and reliable information
transmission in the two-hop wireless networks.

By now, a lot of research efforts have been dedicated to providing security
through physical layer methods. A power control scheme is proposed in [3] to
ensure that an eavesdropper can never reach its desired signal-to-noise-plus-
interference ratio (SINR). However, such scheme is not effective when the
eavesdropper has a better channel than the receiver. The technique of artificial
noise generation has also been widely explored to jam the eavesdroppers and
provide secure transmission in the relay communications [4–7]. Recently, the
cooperative jamming through node cooperation has been demonstrated to be
efficient in ensuring physical layer security [8–10]. It is notable that these schemes
generally reply on the knowledge of eavesdropper channels and locations to jam
eavesdroppers. In practice, however, it is difficult to gain such information, spe-
cifically in untrusted network environment. To address this constraint, a cooper-
ative protocol based on artificial noise generation and multi-user diversity has been
proposed recently in [11] to achieve secure transmission in two-hop wireless
networks without the knowledge of eavesdropper channels and locations. In par-
ticular, the asymptotic behavior of such cooperative protocol in a network has been
reported there to illustrate how the number of eavesdroppers the network can
tolerate scales as the number of system nodes there tends to infinite.
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This paper focuses on applying the relay cooperation scheme to achieve secure
and reliable information transmission in a more practical finite two-hop wireless
network without the knowledge of both eavesdropper channels and locations.

The remainder of the paper is organized as follows. Section 2 introduces the
system models and two cooperative transmission protocols considered in this
paper. Section 3 provides theoretical analysis and also related discussions of the
two protocols, and Sect. 4 concludes this paper.

2 System Models and Transmission Protocols

2.1 Network Model

As illustrated in Fig. 1 that we consider a network scenario where a source node
S wishes to communicate securely with its destination node D with the help of
multiple relay nodes R1, R2,…, Rn. In addition to these normal system nodes, there
are also m eavesdroppers E1, E2, …, Em that are independent and also uniformly
distributed in the network. Our goal here is to ensure the secure and reliable
information transmission from source S to destination D under the condition that
no real time information is available about both eavesdropper channels and
locations.

2.2 Transmission Model

Consider the transmission from a transmitter A to a receiver B, and denote by xðAÞi

the ith symbol transmitted by A and denote by yðBÞi the ith signal received by B. We
assume that all nodes transmit with the same power Es, path loss between all pairs
of nodes is equal and independent, and the frequency-nonselective multi-path

S
D

R1

R3

R4

R2

E1

E2 E3

E4

Fig. 1 System scenario
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fading from A to B is a complex zero-mean Gaussian random variable. Under the
condition that all nodes in a group of nodes,R, are generating noises, the ith signal
received at node B from node A is determined as:

y Bð Þ
i ¼ hA;B

ffiffiffiffiffi
Es

p
x Að Þ
i þ

X
Aj2R

hAj;B

ffiffiffiffiffi
Es

p
x Aið Þ
i þ n Bð Þ

i ð1Þ

where the noise fn Bð Þ
i g at receiver B is assumed to be i.i.d complex Gaussian

random variables with E n Bð Þ
i

���
���
2

� �
¼ N0, and hA;B

�� ��2 is exponentially distributed

with mean E hA;B
�� ��2h i

. Without loss of generality, we assume that E hA;B
�� ��2h i

¼ 1.

The SINR CA;B from A to B is then given by

CA;B ¼
Es hA;B
�� ��2

P
AjeR Es hAj;B

�� ��2 þ N0=2
ð2Þ

For a legitimate node and an eavesdropper, we use two separate SINR
thresholds cR and cE to define the minimum SINR required to recover the trans-
mitted messages for legitimate node and eavesdropper, respectively. Therefore, a
system node (relay or destination) is able to decode a packet if and only if its SINR
is greater than cR, while the transmitted message is secure if and only if the SINR at
each eavesdropper is less than cE.

2.3 Transmission Protocols

We consider here two transmission protocols for secure and reliable information
transmission in two-hop wireless networks. The first is optimal relay selection
protocol, in which the optimal relay node with the best link condition to both
source and destination is always selected for information relaying. The optimal
relay selection protocol works as follows.

(1) Channel measurement between source S and relays: The source S broadcasts a
pilot signal to allow each relay to measure the channel from S to itself. The
relays, which receive the pilot signal, can accurately calculate
hS;Rj ; j ¼ 1; 2; . . .; n.

(2) Channel measurement between destination D and relays: Analogous to the
step 1, the destination D broadcasts a pilot signal to allow each relay to
measure the channel from D to itself. The relays, which receive the pilot
signal, can accurately calculate hD;Rj ; j ¼ 1; 2; . . .; n.

(3) Relay section: The relay with the largest min hS;Rj

�� ��2; hD;Rj

�� ��2� �
; j ¼ 1; 2; . . .; n

is selected as relay, indexed by j*. Using the same method with step 1 and step
2, each of the other relays Rj; j ¼ 1; 2; . . .; n; j 6¼ j� exactly knows hRj;Rj� .
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(4) Message transmission from source S to the selected relay Rj� : The source
S transmits the messages to Rj� . Concurrently, the relay nodes in cooperative
relay node set R1, consists of cooperative nodes with the first t small

hRj;Rj�

�� ��2; j ¼ 1; 2; . . .; n; j 6¼ j�, transmit noise to generate interference at
eavesdroppers.

(5) Message transmission from the selected relay Rj� to destination D: Similar to
the Step 4, the relay Rj� transmits the messages to destination D. Concurrently,
the relay nodes in cooperative relay node set R2, consists of cooperative nodes

with the first t small hRj;D

�� ��2; j ¼ 1; 2; . . .; n; j 6¼ j�, transmit noise to generate
interference at eavesdroppers.

The second is random relay selection protocol, in which the relay node is
randomly selected. The random relay selection protocol works as follows.

(1) Relay selection: A relay node, indexed by j*, is selected randomly from
candidate relay nodes Rj; j ¼ 1; 2; . . .; n.

(2) Channel measurement between the selected relay and the other relays: The
selected relay j* broadcasts a pilot signal to allow each of other relays to
measure the channel from j* to itself. Each of the other relays Rj; j ¼
1; 2; . . .; n; j 6¼ j� then knows the corresponding value of hRj;Rj� .

(3) Channel measurement between destination D and the other relays: The des-
tination D broadcasts a pilot signal to allow each of other relays to measure the
channel from D to itself. Each of the other relays Rj; j ¼ 1; 2; . . .; n; j 6¼ j� then
knows the corresponding value of hRj;D.

(4) and (5) These two steps are same with that of the optimal relay selection
protocol.

3 Theoretical Analysis

This section first defines the transmission outage and secrecy outage adopted in
this paper to depict transmission reliability and transmission secrecy, and then
provides theoretical analysis to determine the numbers of eavesdroppers a network
can tolerate based on the proposed protocol.

The parameter t involved in the proposed protocol determines whether the relay
and destination can receive the messages successfully and whether sufficient noise is
generated to suppress eavesdroppers. For the analysis of the proposed protocol, we
first determine the range for the parameter t o ensure both secrecy requirement and
reliability requirement, based on which we then analyze the number of eaves-
droppers a network can be tolerate by applying the protocol. There are two constants

s1 and s2, which satisfies hRj;Rj�

�� ��2 � s1;Rj 2 R1 and hRj;D

�� ��2 � s2;Rj 2 R2.

Secure and Reliable Transmission 401



3.1 Transmission Outage and Secrecy Outage

For a transmission from the source S to destination D, we call transmission outage
happens if D cannot decode the transmitted packet, i.e., D received the packet with
SINR less than the predefined threshold cR. The transmission outage probability,

denoted as PðTÞ
out , is then defined as the probability that transmission outage from

S to D happens. For a predefined upper bound et on PðTÞ
out , we call the communi-

cation between S and D is reliable if PðTÞ
out � et. Notice that for the transmissions

from S to the selected relay Rj� and from Rj� to D, the corresponding transmission

outage can be defined in the similar way as that of from S to D. We use OðTÞ
S!Rj�

and

O
ðTÞ
Rj�!D to denote the events that transmission outage from source S to Rj� happens

and transmission outage from relay Rj� to D happens, respectively. Due to the link
independence assumption, we have

P Tð Þ
out ¼ P O Tð Þ

S!Rj�

� �
þ P O Tð Þ

Rj�!D

� �
� P O Tð Þ

S!Rj�

� �
� P O Tð Þ

Rj�!D

� �
ð3Þ

Regarding the secrecy outage, we call secrecy outage happens for a transmis-
sion from S to D if at least one eavesdropper can recover the transmitted packets
during the process of this two-hop transmission, i.e., at least one eavesdropper
received the packet with SINR larger than the predefined threshold cE. The secrecy

outage probability, denoted as PðSÞ
out, is then defined as the probability that secrecy

outage happens during the transmission from S to D. For a predefined upper bound

es on PðSÞ
out, we call the communication between S and D is secure if PðSÞ

out � es.
Notice that for the transmissions from S to the selected relay Rj� and from Rj� to D,
the corresponding secrecy outage can be defined in the similar way as that of from

S to D. We use O
ðSÞ
S!Rj�

and O
ðSÞ
Rj�!D to denote the events that secrecy outage from

source S to Rj� happens and secrecy outage from relay Rj� to D happens, respec-
tively. Again, due to the link independence assumption, we have

P Sð Þ
out ¼ P O

Sð Þ
S!Rj�

� �
þ P O

Sð Þ
Rj�!D

� �
� P O

Sð Þ
S!Rj�

� �
� P O

Sð Þ
Rj�!D

� �
ð4Þ

3.2 Analysis of the Optimal Relay Selection Protocol

We first establish the following two lemmas regarding some basic properties of

PðTÞ
out , P

ðSÞ
out and t, which will help us to derive the main result in Theorem 1.

Lemma 1 Consider the network scenario of Fig. 1 with equal path-loss between
all pairs of nodes, under the optimal relay selection protocol the transmission
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outage probability PðTÞ
out and secrecy outage probability PðSÞ

out there satisfy the
following conditions.

P Tð Þ
out � 2 1� e�2cRtmaxðs1;s2Þ

h in
� 1� e�2cRtmaxðs1;s2Þ
h i2n

ð5Þ

P Sð Þ
out � 2m � 1

1þ cE

� 	t

� m2 � 1
1þ cE

� 	2t

ð6Þ

Lemma 2 Consider the network scenario of Fig. 1 with equal path loss between

all pairs of nodes, to ensure PðTÞ
out � et and PðSÞ

out � es by applying the proposed
protocol, the parameter t must satisfy the following condition.

t 2
log m

1�
ffiffiffiffiffiffiffi
1�es

p
� �

log 1þ cEð Þ ;
log 1� 1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1� et

p
 �1
n

h i

�2cRmax s1; s2ð Þ

2
4

3
5 ð7Þ

The proof of Lemma 1 and Lemma 2 can be found in [12].
Based on the results of Lemma 2, we now can establish the following theorem

about the performance of the proposed protocol.

Theorem 1 Consider the network scenario of Fig. 1 with equal path loss between

all pairs of nodes. To guarantee PðTÞ
out � et and PðSÞ

out � es based on the optimal relay
selection protocol, the number of eavesdroppers m the network can tolerate must
satisfy the following condition.

m� 1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1� es

p� �
� 1þ cEð Þ

log 1� 1�
ffiffiffiffiffi
1�et

pð Þ
1
n

h i
2cRmaxðs1 ;s2Þ ð8Þ

Proof From Lemma 2 we know that to ensure the reliability requirement, we have

t�
log 1� 1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1� et

p
 �1
n

h i

�2cRmax s1; s2ð Þ ð9Þ

To ensure the secrecy requirement, from Lemma 2 we know

m� 1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1� es

p� �
� 1þ cEð Þt ð10Þ

By letting t take its maximum value. Substituting (9) into (10), we get (8).
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3.3 Analysis of the Random Relay Selection Protocol

We first establish the following two lemmas regarding some basic properties of

PðTÞ
out , P

ðSÞ
out and t, which will help us to derive the main result in Theorem 1.

Lemma 3 Consider the network scenario of Fig. 1 with equal path-loss between
all pairs of nodes, under the random relay selection protocol the transmission

outage probability PðTÞ
out and secrecy outage probability PðSÞ

out there satisfy the
following conditions.

PðTÞ
out � 1� e�cRt s1þs2ð Þ ð11Þ

PðSÞ
out � 2m � 1

1þ cE

� 	t

�m2 � 1
1þ cE

� 	2t

ð12Þ

The proof of Lemma 3 can be found in [12].

Lemma 4 Consider the network scenario of Fig. 1 with equal path loss between

all pairs of nodes, to ensure PðTÞ
out � et and PðSÞ

out � es by applying the random relay
selection protocol, the parameter t must satisfy the following condition.

t 2
log m

1�
ffiffiffiffiffiffiffi
1�es

p
� �

log 1þ cEð Þ ;
log 1

1�et

� �

cRt s1 þ s2ð Þ

2
4

3
5 ð13Þ

The proof of Lemma 4 can be found in [12].
Based on the results of Lemma 4, we now can establish the following theorem

about the performance of the proposed protocol.

Theorem 2 Consider the network scenario of Fig. 1 with equal path loss between

all pairs of nodes. To guarantee PðTÞ
out � et and PðSÞ

out � es based on the proposed
protocol, the number of eavesdroppers m the network can tolerate must satisfy the
following condition.

m� 1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1� es

p� �
� 1þ cEð Þ

log log 1
1�etð Þ

cRt s1þs2ð Þ ð14Þ

Proof From Lemma 4 we know that to ensure the reliability requirement, we have

t�
log 1

1�et

� �

cRt s1 þ s2ð Þ ð15Þ
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To ensure the secrecy requirement, from Lemma 3 we know

m� 1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1� es

p� �
� 1þ cEð Þt ð16Þ

By letting t take its maximum value, Substituting (15) into (16), we get (14)

4 Conclusion

This paper explores reliable and secure information transmission through multiple
cooperative systems nodes in two-hop relay wireless network with passive
eavesdroppers of unknown channels and locations, for which two transmission
protocols are considered. For each protocol, theoretical analysis has been provided
to show the number of eavesdroppers the network can tolerate subject to con-
straints on transmission outage probability and secrecy outage probability. These
two protocols, each has different performance in terms of eavesdropper tolerance,
load and energy consumption distribution among nodes, and also relay selection
complexity, are suitable for different network scenarios depending on network
scale and also energy consumption constraint there.
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RC4 Stream Cipher with a Random Initial
State

Maytham M. Hammood, Kenji Yoshigoe and Ali M. Sagheer

Abstract Rivest Cipher 4 (RC4) is one of the modern encryption techniques
utilized in many real time security applications; however, it has several weak-
nesses including a correlation problem in the initially generated key sequences. In
this paper, we propose RC4 stream cipher with a random initial state (RRC4) to
solve the RC4’s correlation problem between the public known outputs of the
internal state. RRC4 solves the weak keys problem of the RC4 using random
initialization of internal state S. Experimental results show that the output streams
generated by RRC4 are more random than that generated by RC4. Moreover,
RRC4’s high resistivity protects against many attacks vulnerable to RC4 and
solves several weaknesses of RC4 such as predictable first bytes of intermediate
outputs by RC4.

Keywords Stream cipher � Random number generator � RC4

1 Introduction

Due to power limitation, low bandwidth, small storage, and limited computing
capacity, cryptographic algorithms that can provide fast implementation, small
size, low complexity and high security for resource-constrained devices such as
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wireless sensor devices are imperative. Cryptographic algorithms are sequences of
processes, or rules, used to encrypt or decrypt messages in a cryptographic system
to provide security services. It includes symmetric and asymmetric key algorithms,
but asymmetric key algorithms are inappropriate for resource-constrained devices
for several reasons including the limited storage space and power [1]. Conse-
quently, security systems should depend on a symmetric key cryptography in such
cases. Stream ciphers can be classified as synchronous and asynchronous. In a
synchronous stream cipher, a sequence of keys is generated independently from
the plaintext and ciphertext. The drawback of synchronous is that both the sender
and the receiver have to be synchronized for key usages. It can detect any deletion
or insertion of bits by an active attack directly, yet such an attack can cause
immediate loss of synchronization [2]. Asynchronous stream ciphers depend on
the previously generated ciphertext in order to continue generating new ones, yet it
cannot regenerate the same sequence of ciphertext. On the other hand, synchro-
nous stream ciphers can regenerate a sequence of ciphertext because a key
sequence is independent of the plaintext. This case is named self-synchronized
because of the ability to re-synchronize after insertion or deletion of bits. Though,
self-synchronization can be an important property, this type of stream cipher did
not receive much interest [3].

Stream cipher relies on robustness of Pseudo Random Number Generator (PRNG)
which has passes the statistical tests. Menezes et al. [4] considered one-time pad as a
separate type of stream cipher. Consequently, the sequence key is truly random and
not generated in a deterministic manner as it happens in other algorithms.

Rivest Cipher 4 (RC4) belongs to the stream cipher family which was devel-
oped in 1987 by Ron Rivest. RC4 is commonly used in security software based on
stream cipher with communication protocols as in the encryption of traffic form-to
secure web sites such as Secure Socket Layer (SSL), Wired Equivalent Privacy
(WEP) and Transport Layer Security (TLS) implementations. RC4 has a simple
design hardware implementation and it is fast, compared with other algorithms [5].
Furthermore, RC4 is fifteen times faster than Triple-DES and five times faster than
Data Encryption Standard (DES) [3].

Sharif and Mansoor [6] provided comparisons between different encryption
algorithms using different data sizes and key sizes. The simulation results clarify
preponderance of RC4 algorithm over other algorithms in terms of speed and
throughput.

The structures of stream ciphers are presented more than block ciphers. The
security of the cryptographic algorithms can assess by cryptanalysis. Numerous
weaknesses found in stream ciphers triggered by mathematical relations between the
key, ciphertext, and plaintext. The main aim is to produce a random key asymptotic
to the true random key [7]. Cryptanalyst refers to the theoretical knowledge and uses
numerous statistical tools to find weaknesses in the ciphertext or cryptosystems.

The rest of the paper is organized as follows. Section 2 reviews some related
works. Section 3 provided description of RC4, and Sect. 4 describes some
weaknesses of RC4. We present our algorithm to enhance randomness of RC4 in
Sect. 5, and evaluate it in Sect. 6. Section 7 is a conclusion.
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2 Related Work

Many researchers tried to enhance the RC4 and create several algorithms. Variably
Modified Permutation Composition (VMPC) presented by Zoltak [7] was designed
to be efficient in software implementations to solve a weakness found in the RC4
Key Scheduling Algorithm (KSA) that was defined by Fluhrer et al. in [13]. The
structure of Pseudo-Random Generation Algorithm (PRGA) in VMPC was more
complex compared to RC4, which increased the resistant against attacks. In the
same year, Paul and Preneel [9] presented RC4A as an enhancement over RC4
after finding out a new statistical weakness in the first two output bytes of the RC4
key stream generator. They presented that the number of outputs required for
distinguishing the output of the RC4 random sequence with the presence of bias is
128, and they recommended to use 256 to overcome this bias. RC4A is considered
to be robustness against most weaknesses of RC4, particularly its weakness of
distribution in the first two output bytes. However, after one year, Maximov [8]
proposed distinguishing attack on both VMPC and RC4A which can distinguish
the cipher output from truly random number.

Mironov [11] presented a new model of RC4 and analyzed it by applying the
theory of random permutation. Based on this analysis, he recommended to discard
at least the first 512 bytes to avoid these weaknesses which have led to an increase
in the execution time. Pardeep and Pateriya [14] presented PardeepCipher-RC4
(PC-RC4) as an extension to RC4 algorithm to improve randomness in KSA and
PRGA, yet it increased the execution time.

Kamble and Meshram found that RC4 has weakness to differential attack, and
showed how the plain text can be retrieved. In addition, the authors recommended
how to avoid this attack using different sizes of key of greater than 32 bit [10]. Mousa
and Hamad analyzed the effect of different parameters of the RC4 algorithm include
the file size and the execution time, and concluded that the length of encryption key
and the file size of influence the speed of encryption and decryption [15].

Chefranov and Mazurova [12] presented an extension of RC4 (RC4E) where
they combined RC4 with a simple Heap’s algorithm to provide enumeration of all
potential permutations for periodic change of RC4 state. However, their algorithm
requires additional memory to keep one more permutation compare with RC4.
Hammood, et al. [16] presented an RC4 with two state tables (RC4-2S) which has
improved the key generation time of the conventional RC4 while also outper-
forming randomness of the keys generated.

3 Description of RC4

Numerous stream cipher algorithms depend on Linear Feedback Shift Registers
(LFSRs), especially in hardware. However, the RC4 design avoids the use of
LFSRs. The algorithm involves KSA and PRGA which are implemented
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sequentially. The idea of RC4 is to manipulate the elements by swapping them to
achieve highest randomness. The RC4 algorithm has a variable key length which
ranges between 0 and 255 bytes to initialize a 256-byte in initial state array by
elements from S [0] to S [255]. For secure RC4, it must use a key long at least 128
bytes [13]. The key of RC4 is initialized the KSA while the pseudo-random
number is produced from PRGA part. The pseudo codes for the two parts of RC4
algorithm are shown in Algorithm 1 and Algorithm 2 where m is the message
length of a plaintext, L is the length of the initial key in bytes, N is the size of the
array or state S, and i and j are index pointers. The output of the second algorithm
is a key sequence that will be XOR-ed with plaintext to get ciphertext or XOR-ed
with ciphertext to get plaintext.

4 The Weaknesses of RC4

After RC4 was exposed to public in 1994, the interest in the cryptanalysis of RC4
grew faster, especially after being used for the Wired Equivalent Privacy (WEP)
implementations. Therefore, several weaknesses in RC4 were recognized
including the one in KSA and the one in the relations between the S-box in
different time. Some of these weaknesses are simple and can be resolved, but
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others are serious because it can be exploited by attackers. Roos [17] studied the
weaknesses of RC4 and found a significant correlation between the first few
values in the state table and generated value. The main reason for that is the state
table is first initialized to the sequence (0, 1, 2,…, 255). For at least one out of
every 256 possible keys, the initial byte of the key generated by RC4 is strongly
correlated with a few bytes of the key. Occasionally, therefore, the keys allow
prediction of the first bytes from the output of the PRGA. To eliminate this
problem, it was suggested to ignore the first bytes of the output of the PRGA [11].
Our algorithm will address this problem without the need to neglect the first byte
of output. The reason behind this weakness is the use of regular sequence of
numbers from 0 to 255 as initial state. This gives the attacker a starting point to
track numbers because the initial state has a regular sequence. Furthermore, there
is a major statistical bias in the first output bytes which can be used to mount a
ciphertext-only attack [13]. It has been recommended to reject at least the first 256
bytes of the key-stream output to discourage this attack [11]. Our algorithm with
random initial state is resistant against these ciphertext-only attacks. There are
many other attacks described in [13] such as subkey guessing attack, linear
consistency attack, inversion attack, etc. In addition, an algebraic attack is a new
type of higher order correlation attack. In order to protect from this attack, we will
use a random initial state.

5 RC4 Stream Cipher with a Random Initial State

RC4 has a significant number of weaknesses in the phases of KSA and PRGA. One
of the reasons which leads to these weaknesses is that the initialization process
produces a deterministic sequence, (0, 1, 2,…, 255) which gives the attacker an
initial advantage. In this section, we present RRC4 as one of the RC4 stream
cipher algorithm family to improve RC4 using random initialization of state table.
Since the correlation among the publicly known outputs of the internal state
depends on the randomness of the key sequence, RRC4 further tries to reduce the
correlation problem in RC4 by resolving various RC4 attacks which exploit strong
correlation among the publicly known outputs of the internal state.

The new algorithm consists of initialization phase (KSA) as shown in
Algorithm 3 and output phase (PRGA) which is identical to the one used in RC4 as
shown in Algorithm 2, respectively. All addition operations are carried out modulo
N. KSA takes a key k consisting of 16 n-bit word. After the setup, the round
algorithm is executed once for each word output. Indeed, all practical applications
of the developed RC4 is implemented with n = 8, in which case, all entries of
S along with i and j are bytes.

In the first phase of KSA, S is randomly generated by a sender from 0 to N-1
without duplication and initial S is shared with the receiver as an additional secret
key. The input secret key k is used as a seed for the state S. In the systems or
implementations which dynamically update k between a sender and a receiver,
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S and k can be shared at the same time. Consequently, S becomes secret random
inputs for the PRGA phase as shown in Algorithm 3.

S in PRGA is used to produce the sequence of output stream which will be
XOR-ed with plaintext to get ciphertext or XORed with ciphertext to get plaintext.
This technique solves the correlation between the public known outputs of the
internal state with initial randomization of S.

6 Evaluation

The generated output sequences are tested by NIST suite of statistical tests
(National Institute of Standards and Technology) which is a randomness testing
suite that consists of 16 statistical tests to measure the randomness of the output
sequences of true random number generators or pseudorandom number generators
as shown in Table 1. The design of the RRC4 was done using MATLAB and the
tests of this PRNG were done by using NIST STS-1.6 [18]. We checked the
produced binary sequence from RRC4 by NIST statistical tests. The probability of
a good random number generator is represented by p value. Testing process
compared p-value to 0.01. If the p-value is more than 0.01 then the sequence is
accepted, else, the sequence is rejected because of the sequence non-randomness.
However, some tests accepted large sizes of sequence and failed in the small size
as well as other tests accepted both sizes. In our program, a large size, 134,000
bytes (1,072,000 bits), generated by each key and these sequences were tested, and
subsequently calculated the average of the p-values result from these tests. As
shown in Table 1, the p-values are acceptable when greater than 0.01, and the
produced sequence can be deemed random, uniformly distributed, and suitable for
cryptography.

If the tests give p-value asymptotically to 1, then the sequence appears to have
perfect randomness. A p-value of zero indicates that the sequence appears to be
completely nonrandom. The SUCCESS indicates the sequence is acceptable and
has good randomness, where FAILURE means the sequence is not acceptable due
to non-randomness.

412 M. M. Hammood et al.



There are some statistical tests of PRBG that are very common and must be
included in test suite such as Runs test, Frequency test, and Universal test (#15, #6,
and #17 in Table 1) [19]. In these tests, the p-values of our algorithm are greater
than the p-values of the standard RC4. Moreover, RRC4 is better than RC4 in most
of the other tests.

7 Conclusion

Many security applications use stream cipher for data encryption, where the
robustness of stream cipher depends on the strength of key stream generated.
Rivest Cipher 4 (RC4) cipher system is an important encryption algorithm that can
be used to protect the information on the common channel. The RC4 cipher shows
some weaknesses including a correlation problem in the initially generated key
sequences. The proposed RC4 with a random initial state (RRC4) solves the RC4’s
weak keys problem using a random initialization of internal state. The generated
output sequences of the proposed RRC4 have passed the NIST suite of statistical
tests. The RRC4 algorithm is not complicated one, thus it can be implemented in
both hardware and software.
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14 Rank 0.547991 SUCCESS 0.600732 SUCCESS
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16 Serial 0.562766 SUCCESS 0.576859 SUCCESS
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Abstract A client usually issues a request to one server in a cluster of servers and
the server sends a reply to the client. Once the server stops by fault, the client is
suspended to wait for a reply. In order to be tolerant of server faults, each request
is redundantly performed on multiple servers. Here, the more number of servers a
request process is redundantly performed, the more reliable but the more amount
of electric energy is consumed. Thus, it is critical to discuss how to realize energy-
aware, robust clusters of servers. In this paper, we newly propose the improved
redundant power consumption laxity-based (IRPCLB) algorithm where once a
process successfully terminates on one server, meaningless redundant processes
are not performed on the other servers. We show the total power consumption of
servers is reduced in the IRPCLB algorithm.
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1 Introduction

In information systems, a client issues a request and a server is selected for the
request in a cluster of servers. A request process has to be redundantly performed
on multiple servers to be tolerant of server faults [1, 2]. However, the total power
consumption of a server cluster is increased to redundantly perform a process on
multiple servers. In this paper, we discuss a reliable and energy-aware server
cluster where a process is redundantly performed on multiple servers but the total
electric power consumption can be reduced. Here, we consider computation type
applications like scientific computation, where CPU resources are mainly con-
sumed. In our previous studies [3–5], the simple power consumption (SPC) model
and the extended SPC (ESPC) model are proposed to show how a server consumes
the electric power to perform application processes of computation type. In the
SPC model, the rotation speed of each fan is assumed to be fixed, i.e. the power
consumption of each fan is constant. On the other hand, the total power con-
sumption of a server depends on not only the power consumption of CPU but also
cooling devices like fans in the ESPC model.

Suppose a request qs is issued to a server st from a client but the server st stops
by fault. The client cs is suspended by waiting for a reply from the server st. Then,
the client cs issues the request qs to another server. Thus, it takes time to recover
from a server fault. Application requests have to be reliably performed in presence
of server faults in a cluster. The redundant power consumption laxity-based
(RPCLB) [6] algorithm to select multiple servers for redundantly and energy-
efficiently performing an application process is proposed so that the total power
consumption can be reduced in a cluster of servers. Here, a request qs is sent to
multiple servers in a cluster. As long as at least one server is operational, the
request qs is successfully performed. Since each application process is redundantly
performed on multiple servers, the larger amount of electric power is consumed in
a cluster. In this paper, we try to reduce the total power consumption of servers to
redundantly perform a process. Suppose a process pi is redundantly performed on a
pair of servers st and su and terminates at times sti and sui on the servers st and su,
respectively. If sti\ sti, it is meaningless to perform the process pi on the server su
after time sti. In this paper, once one process terminates on a server, meaningless
processes on the other servers are forced to be terminated. This means, the power
consumption to perform meaningless process is reduced. In this paper, we propose
the improved RPCLB (IRPCLB) algorithm where meaningless redundant processes
of each request are terminated. We evaluate the IRPCLB algorithm in terms of the
total power consumption and the execution time compared with the RPCLB and
round robin (RR) algorithms.

In Sects. 2 and 3, we present the computation model and the power
consumption model of a server. In Sect. 4, we discuss the IRPCLB algorithm to
reduce the total power consumption of servers. In Sect. 5, we evaluate the
IRPCLB algorithm.
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2 System Model

2.1 System Model

Let S be a cluster of multiple servers s1, …, sn (n C 1). We assume each server
may stop by fault. Let Nfault be the maximum number of servers which stop by
fault in the cluster S. Here, if 0 B Nfault\ n, the cluster S is tolerant of stop faults
of servers. Let CSs be a subset of servers in the cluster S, on each of which a
request qs from a client cs is performed. Here, Nfault ? 1 B |CSs| B n. A client cs
first issues a request qs to a load balancer K. The load balancer K selects a subset
CSs of servers in the cluster S and forwards the request qs to every server st in the
subset CSs. On receipt of the request qs, a process pi is created for the request qs
and performed on the server st. Here, a notation pti shows a process pi performed
on a server st. A term process means an application process for a request. Then,
the server st sends a reply rs to the client cs. This means, each client cs can receive
at least one reply rs from a server st even if the number Nfault of servers stop by
fault in the cluster S. The client cs takes only the first reply rs and ignores the other
replies after receiving the first reply rs. Thus, we can redundantly perform even a
non-deterministic process on multiple servers.

2.2 Simple Computation (SC) Model

We overview the simple computation (SC) model [5] with a multi-core CPU. Let
nct be the number of cores in a CPU of a server st. Let CPt(s) be a set of current
processes being performed on a server st at time s and NCt(s) be |CPt(s)|.
Processes which are being performed and already terminate are current and
previous at time s, respectively. Let Tti be total computation time of a process
pti, i.e. a process pi on a server st [sec]. minTti is minimum computation time
[sec] of a process pi which is exclusively performed on a server st where
minTti B Tti. minTi = min(minT1i, …, minTni). The more number of processes
are concurrently performed, the longer time it takes to perform each process on a
server st. Let at(s) be the computation degradation ratio of a server st at time s
(0 B at(s) B 1). at(s1) B at(s2) if NCt(s1) C NCt(s2). at(s) = 1 if NCt(s) B 1.
In this paper, at(s) is assumed to be et

NCt(s)-1 where 0 B et B 1. If et is 1, the
elapse time lineally increases for the number NCt(s) of processes.

In this paper, the total amount of computation of a process pi is defined to be
minTi [sec], i.e. how long it takes to perform the process pi without any other
process on the fastest server in the cluster S. The computation rate fti(s) [1/sec]
(B 1) [5] gives the ratio of amount of computation of a process pi to be done on a
server st at time s to the total amount of computation of the process pi:
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[Computation rate]

ftiðsÞ ¼
minTi=minTti if NCtðsÞ� nct:
atðsÞ � minTi=minTti � nct=NCtðsÞ; otherwise:

�
ð1Þ

The maximum computation rate maxfti of a process pi on a server st showsminTi/
minTti where pi is exclusively performed on one core. 0 B fti(s) B maxfti B 1.
The simple computation (SC) model [5] is defined in terms of the computation rate
as follows:

[Simple computation (SC) model] maxfti = maxftj = Maxft for every pair of
different processes pi and pj on a server st.

Maxft is the maximum computation rate of a server st, i.e. Maxft = minTi/minTti
for every process pi.

Next, suppose that a process pi starts and terminates on a server st at time stti
and etti, respectively, i.e. Tti = etti-stti and

Z etti
stti

ftiðsÞds = minTi. Thus, minTi
shows the total amount of computation to be performed by a process pi. The
computation laxity lcti(s) shows how much computation a server st has to spend to
perform the process pi at time s, i.e. lctiðsÞ ¼ minTi � Rs

stti
ftiðsÞds:

3 Power Consumption Models

In our previous studies [3–5], the simple power consumption (SPC) model and the
extended simple power consumption (ESPC) model to show how a server st
consumes the electric power to perform processes are proposed. Let maxEt and
minEt be the maximum and minimum electric power consumption rates [W] of a
server st, respectively. Et(s) shows the electric power consumption rate [W] of a
server st at time s. Here, minEt B Et(s) B maxEt. NFEt (B maxEt) shows the
maximum power consumption rate where a rotation speed of each fan is minimum.
In the SPC model [3], the power consumption rate Et(s) [W] is given as follows:

[Simple power consumption (SPC) model]

EtðsÞ ¼
NFEt if NCtðsÞ� 1:
minEt otherwise:

�
ð2Þ

If at least one process pi is performed on a server st, the server st consumes
electric power at fixed rate NFEt. Otherwise, Et(s) is minimum, minEt. The power
consumption rate Et(s) actually depends on the rotation speed of fans. The ESPC
model [5] for a server st is given as follows:

[Extended simple power consumption (ESPC) model]

EtðsÞ ¼
minEt if NCt sð Þ�Mt:
qt � NCt sð Þ � 1ð Þ þ NFEt if 1\NCtðsÞ\Mt:
minEt otherwise

8<
: ð3Þ

420 T. Enokido et al.



Here, qt is the increasing ratio of the power consumption rate on a server st. Here,
qt C 0 if NCt(s)[ 1 and qt = 0 if NCt(s) = 1. If NCt(s) = 0, Et(s) = minEt. Mt is
the minimum number of concurrent processes where the server st consumes electric
power at maximum rate. If NCt(s) C Mt, Et(s) = maxEt. If 1 B NCt(s)\Mt, Et(s)
linearly increases as the number NCt(s) of current processes.

4 A Server Selection Algorithm in a Cluster

4.1 Estimation of Power Consumption Laxity

The procedure PLaxity(st, s) [5] is proposed to estimate the total power con-
sumption laxity lpct(s) [Ws] of a server st at time s. The power consumption laxity
lpct(s) shows how much amount of power to be consumed to perform every
current process at time s on the server st. We assume the minimum computation
time minTi of each process pi is a priori defined. If a new process pti is started on
the server st at time s, the process pti is added to a set CPt(s). If a process pti
terminates, the process pti is removed in CPt(s).At time s, a process pti starts on a
server st, lcti(s) = minTi. The computation laxity lcti(s) of each current process pti
in CPt(s) is decremented by the computation rate ft(s)/NCt(s) at time s. ft(s)/NCt(s)
shows how much amount of computation the process pti does at time s. If lcti(s)
gets 0, the process pti terminates. Given a process set CPt(s) at time s, the power
consumption laxity lpct(s) of the server st is given by the following procedure
PLaxity(st, s):

 + 1
 + 1

4.2 The RPCLB Algorithm

In the redundant power consumption laxity-based (RPCLB) algorithm, a subset
CSs (( S) of multiple servers in a cluster S is selected at time s for a process pi,
where the total power consumption laxity

P
st2CSs lpctðsÞ is the minimum in the

cluster S. Let rdi be a redundancy of a process pi, i.e. a number |CSs| of servers
where a process pi is redundantly performed. Nfault ? 1 B rdi B n. A subset CSs of
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the servers to perform a process pi are selected at time s by the following pro-
cedure RPCLB_select:

The load balancer K issues a request qs of a process pi to every server st in the
subset CSs. A process pti is created and performed on each server st. Then, the
reply rs is sent to the client cs. Once the client cs receives a reply from a server,
the request qs commits. The client cs then ignores a reply from every other server.
Suppose a process pi is redundantly performed on a pair of servers st and su in the
subset CSs. In the RPCLB algorithm, if the server su is operational, the process pui
is still performed on the server su even if the process pti had correctly terminated
on another server st. Here, if the process pti terminates on the server st at time s and
the server st has sent a reply to the client cs, the process pui to be performed after
time s on the server su is meaningless. The server su just consumes the electric
power for performing a meaningless process pui. In this paper, we improve the
RPCLB algorithm by forcing meaningless processes to terminate to reduce the
total power consumption of a cluster S.

4.3 Improved RPCLB (IRPCLB) Algorithm

In the IRPCLB algorithm, the load balancer K selects a subset CSs of the servers to
redundantly perform a process pi by using the procedureRPCLB_select(S, pi, rdi, s).
If a process pi terminates on one server st, meaningless processes on the other servers
have to be terminated. Here, in order to force to terminate meaningless processes, a
server st sends a termination notification Tnotif(pti) of a process pti to every other
server in the subset CSs. Suppose a server su in the subset CSs receives a termination
notification Tnotif(pti) from a server st. If a process pui is still performed on the server
su, the process pui is terminated, i.e. CPu(s) = CPu(s)- {pui}. If the process pui had
been already terminated on the server su, the termination notification Tnotif(pti) is
ignored. Here, the client cs might receive the replies of the process pi from multiple
servers. In this paper, once a client cs receives a reply from a server in the subset
CSs, the client cs commits. The client cs then ignores the other replies.

By forcing meaningless processes to terminate, the electric power of each
server can be reduced. The computation rate to be used to perform meaningless
processes can be used for performing other processes on each server. As a result,
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the computation time of each process on a server can be also shortened. Hence, the
total power consumption in a cluster to redundantly perform each process can be
more reduced in the IRPCLB algorithm than the RPCLB algorithm.

5 Evaluation of the IRPCLB Algorithm

We evaluate the IRPCLB algorithm in terms of the total power consumption and
execution time compared with the RPCLB algorithm [6] and the basic round-robin
(RR) algorithm [7]. There are nine heterogeneous servers s1, …, s9 as shown in
Table 1, S = {s1, …, s9}. The parameters of each server st (t = 1, …, 9) are given
based on the experimentations [5]. The rotation speed of each fan in the servers s1, s2,
and s3 is changed to keep the temperature of devices and server’s case. Hence, the
ESPCmodel holds for the servers s1, s2, and s3. On the other hand, the rotation speed
of every fan in other servers is fixed. Hence, the SPC model holds for other servers.
The number m of processes are issued to the nine servers s1, …, s9 in the total
simulation time 500 [sec]. The starting time of each process pi is randomly selected
between 1 and 500 [sec]. Theminimum computation timeminTi of each process pi on
the fastest server is randomly selected between 1 and 5 [sec] as a real number. In the
evaluation, the IRPCLB, RPCLB, and RR algorithms are performed on the same
traffic pattern.We assume the redundancy rdi of each process pi is the same rd. In this
evaluation, IRPCLB(rd), RPCLB(rd), and RR(rd) stand for the IRPCLB, RPCLB,
and RR algorithmswith redundancy rd, respectively. Themaximum communication
delay time among every pair of servers in the cluster S is assumed to be one second.

Figure 1a shows the total power consumption [KWs] to perform the total
number m of processes. The smaller amount of power consumption is spent in the
RPCLB(1) algorithm than the other algorithms since each process is not redun-
dantly performed. The smaller amount of power consumption is spent in the
IRPCLB(rd) and RPCLB(rd) algorithms than the RR(rd) algorithm for rd = 1, 2,
3. In the IRPCLB algorithm, meaningless processes are terminated. Hence, total
power consumption in the cluster S can be reduced in the IRPCLB(2) and

Table 1 Servers

Server st s1 s2 s3 s4 s5 s6 s7 s8 s9

PC model ESPC ESPC ESPC SPC SPC SPC SPC SPC SPC
nct 2 2 2 4 4 4 1 1 1
Maxft 1.0 1.0 1.0 1.0 1.0 1.0 0.76 176 0.76
et 1 1 1 1 1 1 1 1 1
maxEt 224 224 224 – – – – – –
NFEt 175 175 175 155 155 155 142 142 142
minEt 97 97 97 96 96 96 105 105 105
qt 0.7 0.7 0.7 – – – – – –
Mt 70 70 70 – – – – – –

(1 B minTi B 5[sec])
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IRPCLB(3) algorithms than the RPCLB(2) and RPCLB(3) algorithms, respec-
tively. Figure 1b shows the total power consumption [KWs] for rd = 1, …, 8
where the total number 400 of processes are issued to the cluster S. In the
RPCLB(rd) and RR(rd) algorithms, the total power consumption in the cluster
S increases as the redundancy rd increases. The total power consumption in the
IRPCLB algorithm is O(log rd) while the total power consumption in the RR and
RPCLB algorithms is O(rd). The smaller amount of power consumption is spent in
the IRPCLB(rd) algorithm than the other algorithms. Especially, for rd[ 5, the
total power consumption to redundantly perform processes can be more reduced in
the IRPCLB(rd) algorithm since the electric power to perform meaningless pro-
cesses can be reduced and the computation rate to be used to perform meaningless
processes can be used for performing other processes by forcing the meaningless
processes to terminate.

Figure 2 shows the average increasing ratio of the execution time of each
process in the IRPCLB(rd), RPCLB(rd), and RR(rd) algorithms for rd = 1, 2, 3 to
the execution time of each process in the RPCLB(1) algorithm. Here, if rd C 2,
there are multiple execution times for each process pi since the process pi is
performed on multiple servers. The average increasing ratio of the RR algorithm is
always larger than the IRPCLB and RPCLB algorithms. The average increasing
ratios of the execution time in the RPCLB(2), IRPCLB(2), and IRPCLB(3)
algorithms are almost 0. This means the execution time of each process in the
RPCLB(2), IRPCLB(2), and IRPCLB(3) algorithms is almost the same as the
RPCLB(1). The average increasing ratio of RPCLB(3) is higher than the
RPCLB(2), IRPCLB(2), and IRPCLB(3) algorithms since meaningless processes
are not terminated in the RPCLB algorithm for m 400. The evaluation result shows
the computation resource of servers is more efficiently used in the IRPCLB
algorithm than the RPCLB and RR algorithms. From the evaluation results, we
conclude the total power consumption and execution time of each process can be
more reduced in the IRPCLB(rd) algorithm than the RPCLB(rd) and RR(rd)
algorithms for each redundancy rd. Therefore, the IRPCLB algorithm is more
useful than the RPCLB and RR algorithms.

Fig. 1 Total power consumption. a Total power consumption for m. b Total power consumption
for rd (m = 400)
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6 Concluding Remarks

In our previous studies [6], the RPCLB algorithm is proposed to select multiple
servers for redundantly performing an application process so that not only processes
can be reliably performed in presence of server faults but also the total power
consumption in a server cluster can be reduced in computation type applications. In
this paper, we proposed the IRPCLB algorithm where the meaningless processes
are forced to be terminated. By forcing meaningless processes to terminate on
servers, the total power consumption of a server cluster can be reduced in the
IRPCLB algorithm than the RPCLB algorithm. We evaluated the IRPCLB
algorithm with redundancy rd in terms of the total power consumption and the
execution time compared with the RPCLB and RR algorithms. From the evaluation,
the IRPCLB algorithm is more useful than the RPCLB and RR algorithms.
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Security of Cognitive Information Systems

Marek R. Ogiela and Lidia Ogiela

Abstract In this publication will be described the most important security issues
connected with a new generation of information systems focused on cognitive
information systems (CIS). Such systems are mainly designed to perform a
semantic analysis of complex visual structures, as well as human-being behavioral
analysis. In our paper will be presented the ways of ensuring the secrecy of
information processing in such systems, as well as some new opportunities of
using semantic information processed by CIS to develop a new cryptographic
protocol for personal authentication and secret information distribution. The paper
will describe both CIS internal security features, and external possible application
of authentication procedures along with intelligent information management.

Keywords Cryptographic protocols � Bio-inspired cryptography � System
security

1 Introduction

Cognitive Information Systems were developed to support the complex visual data
analysis (like a scene or context analysis), semantic interpretation of various sit-
uation, as well as supporting the decision-making processes [4]. The general idea
of these systems is based on using cognitive resonance processes which imitate the
natural human brain inference and understanding processes [1, 3]. There are
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several types of Cognitive Information Systems developed for particular purposes
or application areas [3, 4]. Most of them are dedicated for interpretation of visual
patterns e.g. medical images or biometric patterns, or some numerical values e.g.
economic data.

The most important class of Cognitive Information Systems is E-UBIAS class
(Extended Understanding Based Image Analysis System) [4]. Such systems are
constructed for performing an extended visual pattern semantic interpretation
based on analysis of particular images or complex scene. As a result of such
analysis it is possible to receive a very large information record which contains
many global or local parameters describing the analyzed pattern or complex sit-
uation. This means that such cognitive information systems may play a great role
in various application connected with security or safety. In this paper we try to
describe some selected, and most important areas of application CIS for security
purposes, connected with particular persons or users, as well as with global
application e.g. in homeland security.

2 CIS Systems in Various Security Applications

As a result of cognitive resonance processes performed in CIS systems, it is
possible to construct a very large information record which contain various
numerical values and semantic information. Such information may be local
(describing particular object or feature) or global (describing the complete image
or several objects), but also may has form of semantic information, describing the
meanings of the analysed pattern. All these form of information after collecting by
CIS system may be used for many different purposes connected with security
areas.

In particular we can try to use cognitive data analysis systems in the following
important application:

• Application of CIS system for homeland security areas
• Application of CIS systems for personal characteristic and biometric extraction
• Various crypto-biometric application
• Secure information splitting and management

In the following section such possible application will be described more
extensively.

3 Features of CIS Security Application

Having information connected with particular person or complex situation, we can
try to use it in different manners, and develop some new security procedures,
which allow to introduce a new systems for local (personal) or global application.
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3.1 Cognitive Systems in Homeland Security

One of the areas of homeland security is wide possibilities of performing personal
identification for particular bodies or citizens. For such purposes may be used the
CIS system.

There are many circumstances in which state agencies should allow to perform
a biometric identification e.g. airports transportation, banking systems or personal
id infrastructure, forensic investigation at the crime scene or similar. All such task
required to have abilities for quick and convenient acquisition of personal data,
patterns or information. But having such personal information sometimes may
generate some additional problems with management and proper selection of most
important personal features which should be used for particular identification task,
or even generate problems how can we used such personal information for another
purposes beside straight identification. So the main theme of this paper will be
connected with the latest achievements in the field of creation and application of
cognitive information systems for analysis if personal data, and possible appli-
cation of such patterns for identification purposes. This may be very important in
future homeland security computer systems, and ambient intelligent systems
allowing performing ubiquitous human monitoring tasks.

An identification analysis aimed at correctly recognising a given person, and in
particular the assignment of the analysed characteristic features of a given indi-
vidual to a specific person, are performed by correctly comparing traits with the set
of data kept in knowledge bases. The personal data set of a given individual
contains all the personal data that is available (i.e. is obtained during the data
collection process). The personal data collected in the personal data set makes it
possible to define characteristic traits of a given individual which will form the
basis of the verification analysis. The verification of a person must be unambig-
uous, as it is not acceptable for the personal data collected in the system to point to
more than one person characterised by specific traits. Thus the verification process
must be unambiguous. If it is not, then the set of characteristic features must be
supplemented with additional personal data which will make the identification
process unambiguous.

Biometric analysis processes are conducted by a class of systems called Cog-
nitive Personal Information Analysis and Identification Systems—CPIAIS. These
systems represent one of classes of cognitive information systems whose operation
is based on the cognitive resonance processes and inference.

3.2 CIS Systems in Personal and Biometric Analysis

A new technique of personal authentication and identification based on selected
standard or non-standard biometric patterns was proposed using Cognitive Infor-
mation Systems [5]. CIS systems carry out personal verification and identification
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processes using some standard biometric patterns in the form of face images,
fingerprints, DNA sequences, as well as using non-standard biometric patterns in
the form of medical images presenting hand bones and heart arteries (Fig. 1).

Anatomical features play an important role in personal analysis processes. The
former are subjected to complex analysis processes which are to produce an
unambiguous identification of the person whose anatomical features were ana-
lyzed. The most widespread types of biometric analyses include analyses of the
face, hand and voice. In the analysis of characteristic features of the face, it is
important to describe and interpret parameters that can help describe a human face
(e.g. the height face, the forehead height, the height nose etc.). The proposed CIS
system has also been used to propose a formal description of the analysis of others
biometric features [5, 6]. These features, with the added elements of the semantic
data analysis, make an extended identification analysis possible. A formal solution
based on defining a set of biometric characteristic features of the hand is proposed
for analyzing the biometric features of hand bones [6].

In biometrics analysis also it’s possible to analyze medical 3D images por-
traying lesions in large heart vessels—coronary arteries [6]. Images of this type are
acquired, inter alia, in heart disease diagnostics used to assess the lesions of the
cardiac muscle and also of coronary vessels.

Fig. 1 Personal verification and identification processes
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3.3 CIS in Crypto-Biometric Application

Personal information obtained using CIS systems can be used for various purposes,
and also for authenticating parties in communication protocols or for generating
cryptographic keys used in encrypted communications. Unique personal data
extracted from selected biometric patterns can be used to create personalised
cryptographic keys which can also be used to ensure the confidentiality of data
stored or transmitted, and on the other, will contain biometric features allowing
these keys to be assigned to a specific person. The general methodology demon-
strating the opportunities for using personal information to create unique bit
sequences that can be included in cryptographic keys has been described in [6].

The algorithm generating keys from biometric patterns works in two stages. At
the first stage, it will use a CIS system which will analyse selected types of
biometric images with a view to extracting a feature vector.

Such analysis, employing image pre-processing techniques, produces an
information record containing many significant unique and personal parameters
describing particular person.

In the second step, the keys are generated using selected personal characteristics
and one of the hashing abbreviating functions. It is possible to generate any
number of personalised keys in the following way:

• A hashing function must be selected to generate the keys
• For each personalised key a random set of several numerical features is selected
• For selected features a hash function are called
• The obtained hash value is entered as the sequence initiating a new key, while
the random generation of bits allows supplementing it to the length required

The idea of crypto-biometric key generation is presented in Fig. 2.

Fig. 2 Key generation based
on medical visualization
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3.4 CIS in Secure Information Management

There are many types of methods for classifying information and protecting it from
being accessed by unauthorized persons. They include threshold schemes and
sharing techniques. In CIS system it is possible to use personal or biometric
information to split or share important strategic data [7–10]. For such biometric
sharing we can use any personal information e.g. features of the iris or coronary
arteries layouts, which is material for the verification analysis while revealing
secret information.

Using iris templates the melanin content can be a component for recognition
processes executed as part of processes of information concealment (by splitting
information into parts of the secret) after the stage of the proper personal verifi-
cation. The same role may play the information record containing some personal
information about coronary vessels conditions and spatial topology. Such infor-
mation may be extracted using CIS system or during medical examination for
particular person.

Information splitting algorithms dealing with concealing biometric information
contained in the iris can be executed by two mutually independent ways of data
splitting—both by a layer split and by a hierarchical split. The former means
splitting the information between n secret holders and its reproduction by n-
m trustees of the secret. The latter case means that the secret is split between
n holders of the secret, but the information can be reproduced by superior groups
of secret holders within which the specific secret has been split into k parts (k\ n).
Thus the splitting methods depend on the purpose for which the information is split
and concealed. In the case of personal identification systems or recognition sys-
tems, the methods of biometric data splitting most frequently used are layer splits.
It plays a great role in modern information management models and systems.

4 Conclusion

Cognitive Information Systems were developed especially for performing
semantic interpretation of visual patterns and complex data. As has been shown in
this paper such systems play also a very important role in various aspect of secure
computing. Such system allow to implement many biologically inspired algo-
rithms, which are directed not only for semantic information extraction, but also
for using such information, especially describing personal features, for imple-
menting various security procedures important both from global and personal point
of view. The most important areas of security features implementation using CIS
systems are homeland defence information systems, personal and biometric
identification, as well as intelligent and secure information management. It seems
that in near future such systems due to theirs flexibility will have some other
important applications in security areas.
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The Design of a Policy-Based
Attack-Resilient Intrusion
Tolerant System

Jungmin Lim, Yongjoo Shin, Seokjoo Doo and Hyunsoo Yoon

Abstract In order to identify and reduce the chance of vulnerability, a novel
policy-based intrusion tolerant system (ITS) is studied in this paper. The suggested
scheme quantifies the vulnerability level first, and then applies it to decide the
candidate of the next rotation based on a policy. Experiments using CSIM 20
proved that it has enough capability to hide the VM rotation pattern which
attackers are generally interested in and reduces the data leakage of the system
greatly in spite of increasing the number of exposures.

Keywords Intrusion tolerant system (ITS) � Self-cleansing intrusion tolerance
(SCIT) � Adaptive recovery

1 Introduction

In general, as most information systems are open to the public using online ser-
vices, attackers are trying to intrude into those systems using their increased
vulnerabilities. There are many popular defense mechanisms to malicious packet
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attack: firewalls and intrusion detection systems (IDSs). However, it is not possible
for those defense systems to shield our network from all attacks in reality. For these
reasons, the capability to maintain good services under extremely threatening
environment must be established, and intrusion tolerant systems (ITSs) are getting
attention recently as one of the good solutions. They have been successfully applied
in many huge projects such as MAFTIA [1] and OASIS [2]. Moreover, many
research studies based on virtualization have been conducted these days [3, 4].

1.1 ITS Based on Virtualization

Most of virtual schemes focus on proactive recovery of each virtual machine (VM)
as in the case of self-cleansing intrusion tolerance (SCIT) [3]. As shown in Fig. 1,
the central controller has the responsibility of rotating each VM and each VM
rotates its own state from online, grace, cleansing, and live spare in SCIT [4].

However, when a proactive recovery method based on virtual schemes is used
simply, several weaknesses could be existed as follows.

Remark 1 Vulnerabilities of each VM might be repeatedly exposed to attackers
because the system does not consider if VMs are contaminated from outside, or not.

Remark 2 The VM rotation pattern can be detected by attackers in case the system
does not modify the VM rotation pattern while providing services.

Remark 3 According to the exposure of vulnerabilities and the VM rotation
pattern, information leakage can be occurred.

Fig. 1 State rotation in SCIT
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This paper presents a novel method for quantifying the degree of vulnerability
through both file integrity monitoring and malicious code detection before entering
the cleansing step. The calculated degree of vulnerability is applied to the selection
of active VMs for the next rotation. By doing so, it is expected to hide the VM
rotation pattern from attackers and to decrease data leakage. It should be noted that
SCIT is based on random selection of VM.

Chapter 2 describes the architecture of the proposed system. Chapter 3 shows
simulation results of the proposed scheme and compares them to SCIT. Finally,
Chap. 4 concludes the study.

2 Policy-Based Intrusion Tolerant System Model

In our approach, the central controller has more responsibilities than SCIT in
associated with selecting the next active VMs. Based on the degree of vulnera-
bilities, selecting less-vulnerable VMs is the main concern in this paper.

2.1 System Architecture

The proposed system architecture is illustrated in Fig. 2. The system consists of
HW servers having several associated VMs, online VM group supplying services,
and offline VM group preparing for the online state. It is assumed that all VMs
provide the same web services with the same functionality to clients via the Internet
even though they have different operating systems and applications one another.

After a VM supplies services during a certain designated period, the VM enters
into the offline VM group. While the VM is on cleansing state, crucial files and
memory integrity should be examined by the central controller. Through this process,
theVM table is generated and stored in a secured database. The generatedVM table is
used to select the next online VMs which will be entered into the online VM group.

2.2 Algorithm

The detail process in the proposed scheme is explained in Fig. 3 and Algorithm 1.
As shown in Fig. 3, file and memory analyses of every VM are executed after
finishing online states. FileVerifier [5] is used for examining the integrity of
crucial files and folders such as password, /usr/bin, and /usr/local/www. Basically,
the initial hash values of the designated files and folders are stored in FileVerifier,
and hash values after online state are investigated for the file integrity check. In
addition, Yarascan-plugin in Volatility [6] is used for detecting main malicious
codes from volatile memories such as RAM samples. The results from FileVerifier
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and Volatility are used to create a VM table by a certain policy which an operator
designs. The VM table is used to select the next online VMs. Considerable policy
will be introduced in Chap. 2.4.

Algorithm 1 explains the decision process for selecting online VMs in brief.
In order to include online VM group, the current score of each VM should be
greater than the previous score stored in the table, or the current exposure time
should be longer than the previous time value.

Algorithm 1 Decision Process

Parameters
VM_Group = [VM(0), VM(1), VM(2), VM(3), VM(4)]
temp_score {the score saved temporarily}
temp_time {the exposure time saved temporarily}
Decision Process
if VM (i) is on LiveSpare && score of VM(i)[ temp_score

then temp_score = score of VM(i)
Exposure VM(i)

else if VM(i) is on LiveSpare && score of VM(i) ==temp_score
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Fig. 2 Proposed system architecture
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&& time of VM(i)[ temp_time
then
Exposure VM(i)

2.3 Availability Check

The following table describes the experiment environment for checking the
availability of the suggested scheme.

Virtual image (web server) Central controller

Windows XP(Service Pack 3), Windows 7
Apache 5, IIS

Intel Core i3 CPU 3.19 GHz, 4G RAM,
32bit Windows 7
VMware Workstation 7.0.0, Python

In order to measure time consuming taken by Volatility and FileVerifier,
experiments with several compositions have been conducted 20 times. It was
turned out that the average amount of time for FileVerifier was extremely short
(about 0.67 s) because only hash values are checked. And the average time

Online State
Supply services to clients
within a designated period

Inspection
File Analysis: FileVerifier

Memory Analysis:Volatility 

VM Table 
update

Score update stored 
incentral controller 

Cleansing Reload the pristine image

Live Spare Stand-by for active states

Y: Vulnerabilities

N: No
Vulnerabilities 

Fig. 3 Flow chart for the
proposed scheme
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consuming taken by Volatility was about 24.27 s. After that, it was checked if the
additional resources are needed due to the added time consuming, or not.

According to SCIT, the required number of VM images is calculated from (1)
after adding time consumed by Volatility and FileVerifier [4].

N ¼ Wgrace þ Tcleansing þ Tinspection
Wonline

þ 1 ð1Þ

Wonline: OnlineWindow;Wgrace: Grace period;

Tcleansing: Cleansingperiod; Tinspection: Integrity inspection

In connection with the minimal size of intrusion tolerant system consisting of 1
web server, 1 DB server and only 1 spare server (in case Wonline is 120 s and
Wgrace þ Tcleansing is 300 s),

N ¼ 300þ 25
120

þ 1 ¼ 3;

which is the same values as in SCIT. This means that additional resource is not
needed for checking file integrity and memory analysis even in a larger system
including more spare servers.

2.4 Example of a Policy

The following policy is applied to examine the proposed scheme

• All the scores are controlled by the central controller.
• All VMs have the same score of 100 initially and lose the score via a scoring
policy. Also, exposure time of each VM is decreased depending on the
following equation.

Winext : next online window; Wi: current online window

Si: Score of VMðiÞ; x: scoring variable

• The score of each VM is valid only for one round. (i.e. it is reset in the next round)
• Exposure time should not be reset.
• Exposure order is set by the score and exposure time (random if both are same)
• In case the decreased exposure time is exceed 10 % of the initial exposure time,
overall exposure time is modified to normal distribution in order to prevent
increasing the number of exposure of a specific VM.

As shown in Table 1, eight malicious codes referenced by 2012-AhnLab Report
[7] are selected and the scores of CVEs are set by Common Vulnerability Scoring
System (CVSS) of National Institute of Standards and Technology (NIST) [8].
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Initially the score and exposure time for every VM are 100/500, respectively.
Under scoring policy described in Table 1, the values can be changed depending
on the events in Table 2.

3 Simulation and Results

3.1 Experiment Environment

To evaluate the performance of the suggested scheme, a series of simulations was
done with CSIM 20 [9] which is useful in validating the feasibility of complex
systems. Several experiment results in associated with expected information
leakage of the suggested system were compared to the ones in SCIT.

For this, information leakage can be acquired by figuring out the area at a
certain exposure time on information loss curve map suggested in several papers
[10, 11]. For example, information leakage at the point A in Fig. 4 is the same as
the area colored with black.

3.2 Performance Verification

To measure performance of proposed scheme, it is assumed that only one among
1000 packets is contaminated while VM is online state for 500 s. Then, the
probability of successful attack is

pattack ¼ 0:001 � expðVMÞ
500

; where expðVMÞ is the exposure time of VM ð2Þ

Table 1 Scoring policy

Volatility FileVerifier

Yarascan Score Yarascan Score File integrity Score

CVE-2011-2140 10 CVE-2010-0806 9.3 Passwd 15
CVE-2010-0754 4.3 CVE-2011-0611 9.3 /usr/bin 15
CVE-2012-0754 10 CVE-2011-3544 10 /usr/local/www 15
CVE-2012-0003 9.3 CVE-2009-0075 9.3

Table 2 Example according to some events

Round Event VM1 VM2 VM3 VM4 Total

Initial Start(score/exposure time) 100/500 100/500 100/500 100/500 2000
1 VM1: CVE-2012-2140, injected code 85/425 100/500 100/500 100/500 1925
2 VM3: Passwd,/usr/bin 100/425 100/500 70/350 100/500 1775
Exposure time modification 100/500 100/500 70/300 100/700 2000
3 VM4: CVE-2012-0754 100/500 100/500 100/300 90/650 1950
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Intruder’s residence time can be obtained by using (Exposure time-Initial
attack time) where the initial attack time means the first attack launches based on
Pattack. The intruder’s residence times are shown for each exposure time in
Table 3.

By using the information loss curve in Fig. 4 and intruder’s residence time in
Table 3, the information leakage rate were calculated. As shown in Fig. 5, as the
number of exposure increases, the rate of information leakage for the proposed
scheme is decreased, while the rate in SCIT keeps the same value of 100.

Fig. 4 Data leakage on
information loss curve

Table 3 Intruder’s residence time

Exposure time 300 400 450 500 600 650

Initial attack 273.8 273.8 273.8 273.8 273.8 273.8
Intruder residence time 26.2 126.2 176.2 226.2 326.2 376.2

Fig. 5 The comparison of
data leakage rate between the
proposed scheme and SCIT
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4 Conclusion

Recently, ITSs based on virtual schemes focusing on fast proactive recovery have
been widely researched. As a result of first proactive recovery, however, VMs
could be easily contaminated by attackers even for a short period of online state
with uniform exposure pattern. In addition, the repeated pattern of rotation and the
same exposure time of each VM with vulnerabilities can be targets for attackers. In
this paper, in order to provide attack-resilient services, the suggested novel scheme
quantifies the vulnerability of each VM and applies it to select the candidate of the
online VM for the next rotation. This procedure is done with a series of policy
prepared in advance. Experiment results clearly showed that the proposed scheme
can reduce the data leakage rate remarkably compared to SCIT. Ultimately, it is
expected that the proposed policy-based attack-resilient method complements the
current existing ITS in that it not only hides the pattern of rotation but also reduces
the exposure of vulnerabilities of the systems.
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Algorithms for Batch Scheduling
to Maximize the Learning Profit
with Learning Effect and Two
Competing Agents

Jen-Ya Wang, Yu-Han Shih and Jr-Shian Chen

Abstract Due to the prevalence of e-learning and information technology, a wide
choice of various learning styles is offered. So we might have multiple learning
paths for a teaching material. However, learners differ from one another in their
information literacy and cognitive load. These will influence the learning
achievements greatly. Learners lacking information literacy are probably not able
to determine their leaning paths easily. For example, obligatory courses, prece-
dence relationship, time limit, and leaning effect should be taken into account. In
light of these observations, we propose a genetic algorithm for determining leaning
paths with many topics and a branch-and-bound algorithm for providing optimal
learning paths of few learning topics.

Keywords Job scheduling �Learning path � Information literacy �Cognitive load �
Learning effect

1 Introduction

Due to the prevalence of e-learning and information technology, a wide choice of
learning styles is offered. In today’s web-based learning environments, personal-
ized curriculum sequencing is an important research issue [1, 2]. This is because
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there is no single learning path which is suitable for everyone. Unlike traditional
textbooks providing routine and fixed curriculum sequencing, web-based learning
materials offer learners more flexible and complicated sequencing. Learners can
determine their own learning paths according to their preferences. Especially for
learners with different backgrounds, interests, and goals, different learning paths are
thus called for. However, to decide a proper learn path for each learner is not easy.
There are many things needed to be taken into account. That is, determining an
on-line learning path for each individual is a very time-consuming process.

Information literacy and cognitive load will influence the learning achievements.
As stated in [3], people may have different viewpoints on information literacy.
However, the following definition is widely acceptable. Information literacy indi-
cates the ability to identify when and what information is required and the ability to
retrieve, evaluate, integrate, and utilize the information to solve problems [3–5].
Therefore, we learn that people with higher information literacy are easy to acquire
new knowledge. Thus, we can conclude that people with lower information literacy
cannot determine suitable learning paths efficiently.On the other hand, cognitive load
is defined as the information load in the working memory. As long as the load is not
beyond the capacity, people can process a specific amount of information. Therefore,
the more difficult learners think the learning materials, the more intellective efforts
they need tomake. It implies that the loads cannot exceed the amount that learners are
able to take. When designing learning paths, overdoing is harmful to learning.

When designing learning paths, something need to be noticed first. There are
compulsory topics and optional topics, course precedence exists, time limits need
to reach, or learning effect is considered. Taking the data structure course as an
example, array is basic and compulsory topic, whereas red–black tree belongs an
advanced topic. For a given course, the compulsory topics need to be included in
the learning paths. As for the optional topics, learners can choose some in order to
increase their literacy and extra profits. Thus, we can design suitable learning paths
by considering all the issues.

In typical scheduling problems, the processing time of a job is usually assumed
to be a constant. However, in many realistic scheduling problems, workers and
machines should be considered as a whole. If workers complete small and easy
jobs first, the experiences can benefit the subsequent large jobs and workers can
accelerate the processing times of these large jobs. Therefore, the position order of
the jobs can influence the total completion time significantly. This phenomenon is
called learning effect [6]. Therefore, we assume the large and difficult topics
should be scheduled in the last parts of a learning path.

So far we have had many algorithms for generating learning paths, but few of
them can provide suitable learning paths according to learners’ backgrounds. In
this study, we introduce two algorithms for batch scheduling to maximize the
learning profit. Finally, the experimental results show the convergence speed and
solution quality of the proposed algorithms. Using the proposed algorithms, an
e-learning provider requires only a little run time to provide suitable learning
paths.
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2 Problem Definition

We consider n candidate jobs forming a partially ordered set J ¼ f1; 2; . . .; ng. For
each job j, both its profit and normal processing time are denoted by pj. We must
choose some subset for processing sequentially on a single machine within m K-
length time intervals Ti’s. All jobs are from two agents AG1 and AG2 and available at
time zero, where jobs from AG1 are compulsory and jobs from AG2 are optional.
Furthermore, there are precedence relationships among jobs. e.g., job imay precede
job j. Let lðrÞ ¼

Qr
k¼0 aðkÞ denote the learning effect, where aðrÞ is a coefficient at

position r, að0Þ ¼ 1, and aðkÞ� 1 for all k. The actual processing time of job j at
position r is pj½r� ¼ pjlðrÞ. Therefore, the objective function is defined asPm

i¼1

P
j2Ti \AG2

pj subject to

(1) all jobs from AG1 need to be chosen,
(2)

P
j2Ti pj½r� �K for all i,

(3) all precedence constraints need to be satisfied,

where j 2 Ti \ AG2 means job j is from AG2 and scheduled within Ti.

3 Proposed Algorithms

In this section, we propose a genetic algorithm for obtaining near-optimal
schedules and a branch-and-bound algorithm for obtaining optimal solutions.

3.1 Genetic Algorithm

We modify traditional genetic algorithms [7] by considering the following four
issues: solution representation, population initialization, convergence speed, and
solution quality.

Solution representation. Each solution, i.e., schedule, is denoted by a per-
mutation of integers 1 to n. For example, a schedule [1–4] means that we assign
job 3 to T1 and subsequently assign job 2 to T1 and so on. If T1 is full, then we start
to assign jobs to T2.

Population initialization. We use 100 random permutations of integers 1 to n
as the first generation.

Selection. A standard roulette wheel is employed in this study [7]. The prob-
ability we select solution i is defined by fi=

P
k fk, where fi, the ith fitness or the

profit gained schedule i.
Crossover. We use a PMX crossover operation [8]. First, two parent solutions

are chosen according to the selection operation. Second, two distinct random
numbers x and y are generated to form a substring for each parent. Without loss of
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generality, we assume x\y. The relationship between the two corresponding jobs
at the same position r are recorded, where r ¼ x; xþ 1; . . .; y. Third, we exchange
the two substrings and obtain two new children. Finally, the two children are
legalized according to the recorded relationships if there are duplicate jobs outside
the substrings.

Mutation. A mutation operation based on the extraction and reinsertion is
designed. We select two distinct random positions x and y and denote it by
x ? y. Then we mutate it as follows. For example, a schedule of [1–6] is mutated
to [1–6] if 2 ? 5 and the schedule is mutated to [1–6] if 5 ? 2.

3.2 Branch and Bound

A dominance property is developed in order to save unnecessary visits in a branch-
and-bound tree. Suppose that p ¼ ½a; i; j; b� and p0 ¼ ½a; j; i; b� are two schedules of
jobs and the difference between them is a pairwise interchange of two adjacent
jobs i and j, where a and b are two partial sequences.

Property 1 If i 2 Ti, j 2 Ti, and i\j, then p dominates p0.

The algorithm assigns jobs in a forward manner starting from the first position.
The operations of the algorithm are described as follows.

Step 1 (Branching) By Property 1, we can eliminate the dominated nodes in
the branch-and-bound tree. Therefore, we can reduce the
run time greatly.

Step 2 (Bounding) For the non-dominated nodes, we utilize a simple upper
bound to eliminate the nodes if their partial profits
including their corresponding upper bounds are lower than
current completed profits.

4 Experimental Results

This section shows the experimental results conducted on a Pentium IV, 3.2 GHz
CPU, with 2 GB RAM. The results consist of two parts: one for smaller problems
and the other one for larger problems.

In the first part, the numbers of jobs n are set at two levels, i.e., four and eight.
The number of time intervals m is fixed at five and the time limit K is
1:5

Pn
j¼1 pj=m. For each Ti, we set the learning effect to l ið Þ ¼ maxf0:975i; 0:8g.

The processing times (pj) follow a uniform distribution U 1; 100ð Þ. The ratios of
the numbers of jobs from AG2 are set 0:25 and 0:5. Parameter PRCD controls the
number of precedence relationships, e.g., PRCD = 0.5 means there are 0:5n
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precedence relationships. Moreover, for GA, the evolutionary population size is
100 and the number of generations is 100. The crossover rate and mutation rate are
0.8 and 0.1, respectively. Finally, all the following experimental results are the
averages of 20 trials. We report the means and the standard deviations of
(BB-GA)/BB and (UB-GA)/UB, where GA denotes the profit value obtained by
the genetic algorithm, BB denotes the optimal profit value obtained by the branch-
and-bound algorithm, and UB denotes the profit value obtained by a simple upper
bound. The run times are not reported since they are all smaller than 1 s. As seen
from the ratios of (BB-GA)/BB, the genetic algorithm performs well since the
error percentages are all 0s, which implies all suggested schedules are optimal.
However, our upper bound is little overestimated. The maximal value of the
(UB-GA)/UB is 71.86 %. Even for the worst case, all the solutions generated by
the genetic algorithm are the optimal. It implies that the performance of the GA
algorithm is good if (UB-GA)/UB\ 100 %.

In the second part, we set m ¼ 10 and n ¼ 100 for testing larger problem
instances. For GA, the evolutionary population size is 200 and the number of
generations is 200. The other settings are the same to the settings of the first part.
The results are summarized in Table 2. As seen from the ratios of (UB-GA)/UB,
the performance of GA is still good for instances with a large number of jobs. The
mean and the maximum ratios of (UB-GA)/UB are smaller than 100 %. According
to the experiences of Table 1, the solutions generated by GA in Table 2 are still
likely to be the optimal ones. A closer look at Table 2 reveals that (UB-GA)/UB
slightly increases as the number of jobs from AG1 increases. This is because the
more we have jobs from AG1, the less free space we can accommodate the jobs
from AG2.

Table 1 The performance of GA for with small problem sizes

n AG1 PRCD (BB-GA)/BB (100 %) (UB-GA)/UB (100 %)

Mean Stdv Mean Stdv

4 0.25 0.25 0.00000 0.00000 62.28054 10.22801
4 0.25 0.50 0.00000 0.00000 62.87234 8.42901
4 0.25 0.75 0.00000 0.00000 58.93599 9.31566
4 0.50 0.25 0.00000 0.00000 71.86231 11.21115
4 0.50 0.50 0.00000 0.00000 70.06278 10.10776
4 0.50 0.75 0.00000 0.00000 70.36109 9.22500
8 0.25 0.25 0.00000 0.00000 46.27574 3.92009
8 0.25 0.50 0.00000 0.00000 45.92407 3.72299
8 0.25 0.75 0.00000 0.00000 45.28478 3.37406
8 0.50 0.25 0.00000 0.00000 56.30509 5.59594
8 0.50 0.50 0.00000 0.00000 56.32860 6.57562
8 0.50 0.75 0.00000 0.00000 55.62817 4.94329
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5 Conclusion

In recent years, everyone knows that e-learning has been more prevalent and
managing learning materials and providing suitable leaning paths have also
become more important than ever. In this paper, we introduce a learning path
scheduling problem where the objective is to maximize the total profit given a
maximum time limit for each time interval. We propose a genetic algorithm and a
branch-and-bound algorithm. Experimental results show that the proposed genetic
algorithm performs well with average error percentages 0 % for small problem
sizes. We hope that this study will encourage more discussion on scheduling
problems related to learning path design.
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Abstract In this paper, we propose a new fuzzy-based trustworthiness system for
P2P Communications in JXTA-Overlay. This system decides the Peer Reliability
(PR) considering three parameters: Actual Behaviour Criterion (ABC), Reputation
(R) and Peer Disconnections (PD). We evaluate the proposed system by computer
simulations. The simulation results have shown that when there are too many peer
disconnections, although the reputation and the ABC are improved, the peer
reliability remains very low. For few peer disconnections, peer reliability is
increased with the increasing of ABC, R and PD and the system have a good
performance.
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1 Introduction

Peer-to-Peer (P2P) architectures will be very important for future distributed
systems and applications. In such systems, the computational burden of the system
can be distributed to peer nodes of the system. Therefore, in decentralized systems
users become themselves actors by sharing, contributing and controlling the
resources of the system. This characteristic makes P2P systems very interesting for
the development of decentralized applications [1, 2].

JXTA-overlay is a middleware built on top of the JXTA specification, which
defines a set of protocols that standardize how different devices may communicate
and collaborate among them. It abstracts a new layer on the top of JXTA through a
set of primitive operations and services that are commonly used in JXTA-based
applications and provides a set of primitives that can be used by other applications,
which will be built on top of the overlay, with complete independence.

In P2P networks, peers collaborate with each other by sending request services
and providing services to other peers. As there is no central authority for identity and
content authentication, selfish peers that do not share their resources and malicious
peers that inject malicious contents can be connected in the network. These mis-
behaviors greatly reduce the overall performance of P2P systems. Therefore, it is
critical to discuss how a peer can trust each of its neighbor peers [3, 4].

Fuzzy Logic (FL) is the logic underlying modes of reasoning which are
approximate rather then exact. The importance of FL derives from the fact that
most modes of human reasoning and especially common sense reasoning are
approximate in nature. FL uses linguistic variables to describe the control
parameters. The fuzzy set theory uses the membership function to encode a
preference among the possible interpretations of the corresponding label. A fuzzy
set can be defined by exemplification, ranking elements according to their typi-
cality with respect to the concept underlying the fuzzy set.

In our previous work [5–7], we proposed and implemented a fuzzy-based
trustworthiness system, which considered only positive effect parameters. In this
paper, we propose a new fuzzy-based trustworthiness system for P2P communi-
cations in JXTA-overlay that decides the Peer Reliability (PR) considering three
parameters: Actual Behaviour Criterion (ABC), Reputation (R) and Peer Dis-
connections (PD). We evaluate the proposed system by computer simulations. The
simulation results has shown that the proposed system can effectively help peers to
select reliable peers to download information.

The structure of this paper is as follows. In Sect. 2, we introduce FL used for
control. In Sect. 3, we introduce the Project JXTA and JXTA-overlay. In Sect. 4,
we present the proposed fuzzy-based peer trustworthiness system. In Sect. 5, we
discuss the simulation results. Finally, conclusions and future work are given in
Sect. 6.
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2 Application of Fuzzy Logic for Control

The ability of fuzzy sets and possibility theory to model gradual properties or soft
constraints whose satisfaction is matter of degree, as well as information pervaded
with imprecision and uncertainty, makes them useful in a great variety of
applications.

The most popular area of application is Fuzzy Control (FC), since the
appearance, especially in Japan, of industrial applications in domestic appliances,
process control, and automotive systems, among many other fields.

FC: In the FC systems, expert knowledge is encoded in the form of fuzzy rules,
which describe recommended actions for different classes of situations represented
by fuzzy sets.

In fact, any kind of control law can be modelled by the FC methodology,
provided that this law is expressible in terms of ‘‘if… then…’’ rules, just like in the
case of expert systems. However, FL diverges from the standard expert system
approach by providing an interpolation mechanism from several rules. In the
contents of complex processes, it may turn out to be more practical to get
knowledge from an expert operator than to calculate an optimal control, due to
modelling costs or because a model is out of reach.

Linguistic Variables: A concept that plays a central role in the application of FL
is that of a linguistic variable. The linguistic variables may be viewed as a form of
data compression. One linguistic variable may represent many numerical vari-
ables. It is suggestive to refer to this form of data compression as granulation [8].

The same effect can be achieved by conventional quantization, but in the case
of quantization, the values are intervals, whereas in the case of granulation the
values are overlapping fuzzy sets.

FC Rules: FC describes the algorithm for process control as a fuzzy relation
between information about the conditions of the process to be controlled, x and y,
and the output for the process z. The control algorithm is given in ‘‘if–then’’
expression, such as:

If x is small and y is big, then z is medium;
If x is big and y is medium, then z is big.

These rules are called FC rules. The ‘‘if’’ clause of the rules is called the
antecedent and the ‘‘then’’ clause is called consequent. In general, variables x and
y are called the input and z the output. The ‘‘small’’ and ‘‘big’’ are fuzzy values for
x and y, and they are expressed by fuzzy sets.

Control Knowledge Base: There are two main tasks in designing the control
knowledge base. First, a set of linguistic variables must be selected which describe
the values of the main control parameters of the process. Both the input and output
parameters must be linguistically defined in this stage using proper term sets. The
selection of the level of granularity of a term set for an input variable or an output
variable plays an important role in the smoothness of control. Second, a control
knowledge base must be developed which uses the above linguistic description of
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the input and output parameters. Four methods [9–12] have been suggested for
doing this: expert’s experience and knowledge, modelling the operator’s control
action, modelling a process, self organization.

Among the above methods, the first one is the most widely used. In the mod-
eling of the human expert operator’s knowledge, fuzzy rules of the form ‘‘If error
is small and change-in-error is small then the force is small’’ have been used in
several studies [13, 14]. This method is effective when expert human operators can
express the heuristics or the knowledge that they use in controlling a process in
terms of rules of the above form.

3 JXTA Technology and JXTA-Overlay

JXTA Technology: JXTA technology is a generalized group of protocols that
allow different devices to communicate and collaborate among them. JXTA offers
a platform covering basic needs in developing P2P networks [15].

By using the JXTA framework, it is possible that a peer in a private network
can be connected to a peer in the Internet by overcoming existing firewalls as
shown in Fig. 1. In this figure, the most important entity is the router peer. A router
peer is any peer which supports the peer endpoint protocol and routing messages
between peer in the JXTA networks. The procedure to overcome the fire wall is as
follows. In the Router Peer is stored the private address of Peer 1 by using the
HTTP protocol to pass the firewall from Peer 1. The Router Peer receives the data
from Peer 2 and access the Private address of Peer 1 to transmit the data.

JXTA is an interesting alternative for developing P2P systems and group ware
tools to support online teams of students in virtual campuses. In particular, it is
appropriate for file sharing given that the protocols allow to develop either pure or
mixed P2P networks. This last property is certainly important since pure P2P
systems need not the presence of a server for managing the network.

JXTA-Overlay: JXTA-Overlay project is an effort to use JXTA technology for
building an overlay on top of JXTA offering a set of basic primitives

Fig. 1 P2P communication
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(functionalities) that are most commonly needed in JXTA-based applications. The
proposed overlay comprises the following primitives: peer discovery, peer’s
resources discovery, resource allocation, task submission and execution, file/data
sharing, discovery and transmission, instant communication, peer group func-
tionalities, monitoring of peers, groups and tasks.

This set of basic functionalities is intended to be as complete as possible to
satisfy the needs of JXTA-based applications. The overlay is built on top of JXTA
layer and provides a set of primitives that can be used by other applications, which
on their hand, will be built on top of the overlay, with complete independence. The
JXTA-Overlay project has been developed using the ver-2.3 JXTA libraries. In
fact, the project offers several improvements of the original JXTA protocols/
services in order to increase the reliability of JXTA-based distributed applications
[16, 17] and to support group management and file sharing.

Except Broker and Client peers, the JXTA-Overlay has also Simple Client peers
as shown in Fig. 2. The control layer interacts with the JXTA layer, and is divided
into two parts: a lower part with functionality common to any kind of peer, and a
higher part with functionality specific to Brokers and Clients.

4 Proposed Fuzzy-Based Trustworthiness System

We show our proposed system in Fig. 3. To complete a certain task in JXTA-
Overlay network, we must select the most reliable peer. For peer reliability, we
took in consideration three parameters: ABC, R and PD. Every time a peer joins
JXTA-Overlay, these parameters are fuzzified using fuzzy system, and based on
the decision of fuzzy system a reliable peer is selected. After peer selection, the
data for this peer are saved in the database.

Fig. 2 Internal architecture
of JXTA-overlay
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The membership functions for our system are shown in Fig. 4. In Table 1, we
show the Fuzzy Rule Base (FRB) of our proposed system, which consists of 36
rules.

The input parameters for peer-reliability assessment are: ABC, R and PD, while
the output linguistic parameter is Peer Reliability (PR). The term sets of ABC, R
and PD are defined respectively as:

lðABCÞ ¼ fBad; Partially Good; Goodg
¼ fB; Pg; Gg:

lðRÞ ¼ fBad; Minimally good; Partially good; Goodg
¼ fBa; Mg; P; Gog:

lðPDÞ ¼ fFew; Many; Toomanyg
¼ fF; Ma; Tmg:

and the term set for the output (PR) is defined as:

Fig. 3 Proposed
trustworthiness system

Fig. 4 Membership functions
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l(PRÞ ¼ fVeryVery Low; Very Low; Low; Middle; High;

VeryHigh; VeryVeryHighg
¼ fVVL; VL; L; M; H; VH; VVHg:

Table 1 FRB

Rule R ABC PD PR

1 Ba B Tm VVL
2 Ba B Ma VVL
3 Ba B F VVL
4 Ba Pg Tm VVL
5 Ba Pg Ma VL
6 Ba Pg F L
7 Ba G Tm VVL
8 Ba G Ma L
9 Ba G F M
10 Mg B Tm VVL
11 Mg B Ma VVL
12 Mg B F VVL
13 Mg Pg Tm VVL
14 Mg Pg Ma L
15 Mg Pg F M
16 Mg G Tm VVL
17 Mg G Ma M
18 Mg G F H
19 P B Tm VVL
20 P B Ma VVL
21 P B F VVL
22 P Pg Tm VVL
23 P Pg Ma M
24 P Pg F H
25 P G Tm VVL
26 P G Ma H
27 P G F VH
28 Go B Tm VVL
29 Go B Ma VVL
30 Go B F VVL
31 Go Pg Tm VVL
32 Go Pg Ma H
33 Go Pg F VH
34 Go G Tm VVL
35 Go G Ma VH
36 Go G F VVH
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5 Simulation Results

In this section, we present the simulation results for the proposed system. The
simulations are carried out using MATLAB. In Figs. 5, 6, 7 we show the per-
formance of the system for three different values of PD: 0, 5, and 10, respectively.
For each case, we keep the PD value constant and change the values of ABC and R
and show the relation between PR with R, ABC and PD. In Fig. 5, are shown the
simulation results for PD = 0. In this case, in the network there are only few peer
disconnection and with the increasing of ABC and R, PR is increased. In Fig. 6,
there are many peer disconnections. With the increasing of ABC and R, the
performance in improved, but is decreased compared with the results for PD = 0
(see Fig. 5).

The results for PD = 10 are shown in Fig. 7. In this scenario there are too many
peer disconnections and although the reputation and the ABC are improved, the
peer reliability remains very low.

Fig. 5 Peer reliability for
PD = 0

Fig. 6 Peer reliability for
PD = 5
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6 Conclusions and Future Work

In this paper, we proposed a fuzzy-based trustworthiness system for P2P Com-
munications in JXTA-Overlay. This system decides the peer reliability considering
three parameters: ABC, R and PD. We evaluate the proposed system by computer
simulations.

The simulation results have shown that when there are too many peer discon-
nections, although the reputation and the ABC are improved, the peer reliability
remains very low. For few peer disconnections, peer reliability is increased with
the increasing of ABC, R and PD. The proposed system have a good behavior and
can select reliable peers to download the information.

In the future work, we would like to make extensive simulations to evaluate the
proposed system.
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Applying Cluster Techniques of Data
Mining to Analysis the Game-Based
Digital Learning Work

Shu-Ling Shieh, Shu-Fen Chiou, Gwo-Haur Hwang
and Ying-Chi Yeh

Abstract Clustering is the most important task in unsupervised learning and
applications is a major issue in cluster analysis. Digital learning, which arises in
recent years, has become a trend of learning method in the future. The environ-
ment of digital learning may enable the learners work anytime and everywhere
without the limitation of time and space. Another great improvement of digital
learning is the ability of recording complete portfolio. These portfolios may be
used to gain critical factors of learning if they are analyzed by data mining
methods. Therefore, in this research will to analyze the records of students’
portfolios of game-based homework by using Clustering Algorithm Based on
Histogram Threshold (HTCA) method of data mining. The HTCA method
combines a hierarchical clustering method and Otsu’s method. The result indicates
that the attributes or categories of impacting factors and to find conclusions of
efficiency for the learning process.

Keywords Data mining � Clustering method � Game-based digital learning
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1 Introduction

Data mining technologies are usually used for anthropology, social science,
biology and the others. The main mission of data mining is to excavate some
unknown interesting information and behavior from these huge amount data. The
e-learning becomes a new trend of learning in the near future [1]. By the aids of
highly developing of information technology and tightly coupling of computer
networks, e-learning improves the motivation and ability of the learners efficiently.
Because e-learning uses the digital tutoring environment, the learning process of
the students is also recorded in the same time. Therefore, these recorded learning
data may be analyzed to know the learning efficiency of the learners [2]. Chang
and Chen [3] have proposed that participants from Taiwan experienced increased
in both content learning and engagement when using video game-based learning as
resisted to text-based computer aided instruction. Huang [4] also applied some
statistic methods to make comparison in a computer programming course by
traditional learning and game-based digital learning. However, the analyzing
report did not show the evidence of usage of the data generated by the learning
process but only use the questionnaire of pre-test and post-test. There may be some
losing to detect the learning process. Hence, the mission of this study will apply
the Clustering Algorithm Based on Histogram Threshold (HTCA) [5] clustering
method to analyze the data generated by traditional learning and game-based
digital learning respectively. Then the goal of this study will to find the most
influential attributes and to realize the effort of learning.

2 Related Work

2.1 The Application of Data Mining in E-learning

The main goal of data mining is to find useful knowledge or unknown valuable
implicit information from a numerous collection of data. It may be used to make
decisions or to forecast [6]. The application of data mining in education mainly
locates in digital learning, since learners behaviors and portfolio of learning
processes may be honestly and objectively recorded in the database. Researchers
may easily apply data mining methods to achieve information about the learners
[7]. Liu [8] applies Bayesian network software to assist teachers in efficiently
deriving and utilizing the student model of activity performance from Web port-
folios online. Liang at el. [2] analyzed all previous answering records of testers to
find the association rules of inadequateness in course conceptions. In addition to
providing the bases of off-school compensation lessons, the result of data mining
may be used for the tutors as improvement and adjustment in the matters of
teaching.
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2.2 Hierarchical Thresholding Clustering Algorithm

The clustering technology is often used to discover the patterns and beneficial
relations or hidden information in a data set [9–16]. A strategy called Hierarchical
Thresholding Clustering Algorithm (HTCA) [5] is a dividing hierarchical clus-
tering algorithm. HTCA consists of two steps: the first part is a dividing method. In
this part the process will transfer the points in the data set into a finite number set
of integers and then automatically find a threshold using Ostu’s method. This step
will separate the original data set into two sets. Then second part of HTCA is in a
hierarchical structure. It will repeat the separating processes on the subsets until
the number of subsets equals a default cluster number.

In the dividing process, to find a optimal separating point is the key operation.
We suggest using the Otsu’s method to find the separating point. First of all,
choose an arbitrary separating point l, then collect those entries whose values are
less than l as cluster C1, and the rest entries of the original data set as cluster C2.
Calculate the probability p of values occur for every entry. Then suppose the
distributing probabilities are x, and compute the mean l of cluster C1 and C2.
After all, we find the inter-clustering variance rb.

Test the separating point l from value 1 to r respectively, and write down the
inter-cluster variances and intra-cluster variances. Find the point l� which gener-
ates the largest inter-cluster variance.

Applying this dividing method continuously to every attributes of the data set,
we find each optimal separating point l� for each attribute respectively. Then we
use these values to find the optimal separating vector L. Assume that the two
central points of two clusters are m1 and m2. By the means of nearest adjacent
method, every entry point of the space will be assigned to the nearest cluster. This
may accomplish a single separating process. Then repeat a hierarchical tree-
constructing algorithm until the required k clusters has been generated.

The optimal separating vector will be L ¼ ðm1 þ m2Þ
2

ð1Þ

3 Applying HTCA Cluster Techniques to Analysis
the Game-Based Digital Learning Work

3.1 The Data Set Used in Our Experiments

The system development tools include Adobe FLASH for the front-end interface
design, PHP for Web page interconnection and MySql for the database manage-
ment system. This game-based learning system provides to students with relative
functions including chapter selection, learning profile, and individual score
inquiry. The data set of this paper is a collection of quiz and assignment scores
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obtained from a technical university in central Taiwan. These quizzes and
assignments are designed both in traditional and game-based type. Students who
take this course are arranged into 4 groups by the criteria of scores, H for high and
L for low. Students who got both H scores are in group 1. Students who got
H scores in game-based assignments and L scores in traditional assignments are in
group 2. Students who got both L scores are in group 3. And students who got
L scores in game-based assignments and H scores in traditional assignments are in
group 4. The course in the experiment is a programming learning course based on
both game-based homework and traditional homework. The data set contains 52
data points with 3 columns each in our experiments.

3.2 Research Flowchart

This paper uses HTCA clustering algorithm to classify if there is implicit infor-
mation in data attributes from the portfolio of learning. First of all, we filter out the
improper or inadequate data and save the data in the format we need. Then we use
HTCA clustering algorithm to find groups among the attributes.

The algorithm of HTCA: (Fig. 1)

Fig. 1 The flowchart of the HTCA clustering algorithm
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3.3 Experimental Procedure

(1) Collecting data
The data of this experiment is collected from a class of night division of a
technical university in central Taiwan. When the tutor finished a chapter, there
would be a homework left for the students to do further discussion and ana-
lyzing. The homework is given in two formats: game-based one and traditional
one. The process of doing homework will be recorded in database.

(2) Transferring data
To find the key points that may influence the clustering results; we choose the
game-based homework and traditional homework from five chapters. We build
an effective data set by filtering out improper data and transferring the data
into a required format.
The score given in a traditional homework is from 0 to 100. We conclude the
score level into 4 parts: A1 for 76–100, A2 for 51–75, A3 for 26–50 and A4 for
0–25. The same scoring levels, B1, B2, B3 and B4 are also applied in home-
work that is in game-based format respectively in a range of 25. The score of
midterm exams added with the operating achievement, which is from 0 to 140,
is separated into four parts in a range of 35: D1 for 106–140, D2 for 71–105, A3

for 36–70 and A4 for 0–35 as shown in Table 1. Then save the transferred data
into the experimental database.

3. Clustering using HTCA clustering algorithm
We apply the HTCA algorithm into the data set and find cluster for each data
entry. First of all, data entries are mapped into finite sets of integers. Then use
the Ostu’s method to search a threshold automatically, Repeat the dividing
process continuously until the number of subsets equals a pre-defined amount.

4 Experimental Results

In this research, we use HTCA clustering algorithm to group the dataset into a
pre-defined number of groups. The mining result is as follows.

The environment of experiment uses MATLAB R2010a as the platform of
computation. HTCA clustering algorithm is implemented to be MATLAB
programs that may be executed in the Windows 7 9 64 Home Advanced Service
Pack 1. The CPU of computer is Intel(R) Core(TM) i7-2600 CPU @ 3.40 GHz
3.40 GHz, equipment is with 8.00 GB.

Table 1 Description of fields Class Identity

Score of traditional homework A1,A2,A3,A4

Score of game-based homework B1,B2,B3,B4

Score of midterm exam. D1,D2,D3,D4
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The sampling data is collected from a part-timed studying program of a tech-
nical university in the central Taiwan. The number of data points is 52. The result
of experiment shows that the accurate rate of clustering is 73 % using the HTCA
clustering algorithm. Total executing will spend less than 1 s, as shown in Table 2.
HTCA clustering algorithm do a practically fine job in accurate.

5 Conclusion

In this paper, we develop a methodology for applications of data clustering to find
groups using HTCA clustering algorithm based on the data from the results of
quizzes taken after both traditional exercises and game-based exercises. The
clustered groups are used to realize the achievement of students in this class. The
result of this experiment shows that the clustering accuracy is 73 % by applying
the HTCA clustering algorithm. And the execution time is less than 1 s. In this
paper will try to analyze the records of students’ portfolios of game-based
homework by using Clustering Algorithm Based on Histogram Threshold (HTCA)
method of data mining. The result indicates that the attributes or categories of
impacting factors and to find conclusions of efficiency for the learning process.
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Design and Implementation of Social
Networking System for Small Grouped
Campus Networks

Jung Young Kim and Seung-Ho Lim

Abstract Recent rapid evolution of networking technologies and computing
service technologies has lead a wide variety of Social Networking Services (SNS).
In campus education environment, there are several specific social networking
services for campus community members, which include teaching, class schedule,
club activities, and practical use of campus buildings. In this paper, we have
designed and implemented dedicated social network service systems for small
grouped campus networks. The designed SNS systems, called CamBook, supports
easy campus-based SNS services. It supports class management, club manage-
ment, and augmented reality-based navigation services. With the services, campus
members can use their campus lives efficiently.

Keywords Social network service � Campus education � Cambook

1 Introduction

Recent rapid evolution of networking technologies and computing service tech-
nologies has lead a wide variety of Social Networking Services (SNS). A Social
Networking Service is an online service, platform, or site that focuses on facili-
tating the building of social networks or social relations among people who, for
example, share interests, activities, backgrounds, or real-life connections [1]. Since
their introduction in late 1990s, social network sites such as Facebook, MySpace

J. Y. Kim (&) � S.-H. Lim
Department of Digital Information Engineering, Hankuk University
of Foreign Studies, Yongin-si, Korea
e-mail: pernandos@naver.com

S.-H. Lim
e-mail: slim@hufs.ac.kr

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_49,
� Springer Science+Business Media Dordrecht 2013

 69



have attracted billions of online users to interact with others with their daily lives
and practices [2].

While supporting the social networking services, the main interests of users
are their many kinds of daily lives surrounding the life environment, with the
expression of text or pictures. The main services of current widely used SNSs are
focused on communicating and sharing their usual life and public opinion in online
network manner [3]. The SNS users communicate and share their public opinion
within the socially connected group and to make consensus. However, these widely
used SNSs have limitation in the aspect of professionalism. The functions of SNSs
should be specialized to specific dedicated region. There are many specific social
services in many specific social groups including education, political, economic,
and health related grouped social system. The SNSs systems should be specialized
to these specific small social groups, with specific services respectively.

Among these many small social groups we are interested in SNSs for social
education systems. In case of campus education system, although the campus
education deals with education for students, campuses encompass diverse works
not only for teaching, but also varied works such as club, sports, meetings for
small grouped social networks within campus members, with the diverse popu-
lations of students, administrators, and faculty. In addition to that, the campus
members usually walk up and down from outsider the campus to inside, or vice
versa. In that situation, the connected networked services are useful for more
seamless and efficient social works. Therefore, the very specialized and dedicated
social networking service systems should be required for the campus education
systems.

In this paper, we design and implement the pilot SNS system for small grouped
campus education system. The designed SNS system includes distinct services for
students and faculty. Specifically, it supports class scheduling, study grouping,
tutoring, communicating, and sharing lecture materials for inside campus social
networks called intra-campus services. For outsider social network services, called
inter-campus services, it supports augmented reality services for geometric and
building information around campus, transportation services connecting outsider
region and inside region of campus, and regional information around campus such
as shopping and restaurant. With the designed SNS system, the campus users can
easily access and enjoy superior campus lives.

2 Related Work

Social Network Service is widely used to support interactions among people that
are related with each other. In general, there is not specific purpose for using SNS
services, and their community formed naturally. However, the social situation
surrounding some specific environment should make specific services that doesn’t
exist in general SNS systems. In campus education environment, there are several
specific services for SNS system to serve for community members of campus, such
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as teaching, class schedule, club activities, and practical use of campus buildings.
Therefore, SNS system should be re-organized for campus education system.

There are several previous works for SNS services of campus education. J. Berg
et al. [3] investigates the required SNS technologies and services for campus based
education, in which, they summarized the core campus activities and services
ideas, however, these are mainly focused on class education systems. K. Sagayama
et al. [5] designed and implemented Campus SNS application based on the pop-
ulation of campus members. They analyzed characteristics and efficacy of a
Campus SNS with the designed Campus SNS services, in the aspect of daily
member activities.

The previous work mainly focused on the education systems based on the
education class and individual experience and efficiency. The designed Campus
SNS services in this paper deals with not only campus education SNS services
such as sharing of class information, but also in-campus life activity and tour-like
activities with intersection of outer campus systems.

3 CamBook: Campus SNS System

The overall architecture designed and implemented Campus SNS service system,
called CamBook in this paper, is described in Fig. 1. As shown in the figure, our
system consists of server and client systems. The servers are used for maintaining
all the information and servicing key services to users, and the clients are devices
used by campus members, which may include from mobile device to desktop
computer. The servers are implemented with dynamic scripting language with
javascript and PHP, and the data is maintained with Mysql database system. The
Linux is For clients, we have implemented android framework-based mobile
application for one representative example.

Fig. 1 Overall architecture and block diagram of CamBook SNS systems. It includes server
managing all the Cambook service system and user database, and client users that have services
of Cambook
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3.1 Class and Club Management SNS Services

The designed SNS services for campus education system, CamBook, include intra-
campus services and inter-campus services. For intra-campus education services, it
supports inside activities for campus members, such as class management, club
activity, and inner campus navigation and building information services. A student
campus member makes setup his class schedule with CamBook, in which he can
share the schedule with colleagues and discuss about that freely through CamBook
system. After setup the schedule, small group-based blog is established for each
class, and it is prolong until end of the semester. The class members can easily
share and discuss anything about the class information with this group-based blog.
Club activity service is similar to class management service except that club
activity service is continued without regard to semester period and joining and
withdrawal are possible. Also, club activity service is dedicated to its specific
objective of the club, so dedicated services is also considered for each specific
club. In current Cambook, only music and sports related clubs are supported for
specific service supports. For music clubs, Cambook supports audio streaming
services and group purchase services for watching show such as concert. For sports
clubs, Cambook supports alert services for sports schedule and group purchase
services for watching sports games.

3.2 Inner-Campus Navigation and Building Information
SNS Services

In addition to class and club management services, Cambook give inner campus
navigation service and building information services, which is based on the aug-
mented reality. The Cambook’s campus navigation services are described in
Fig. 2. The details of navigation services are as follows. When a campus member
enters in the campus with his mobile device, he can see his position in the campus
map with his screen of mobile device. In the campus map visualized in his screen,
the building locations are appeared, as shown in the first picture in Fig. 2. If a
member would like to get building information, he can get the information by just
staring the building with his mobile device. When he stares building with his
device, the building information is depicted in this camera view of screen as
overlay method, as shown in the second picture of Fig. 2, which is called
augmented reality technology. In addition to the building information, he also can
get his class information from the building information such as when the class is
started in that building, if it is. The class information is based on the class
management services of Cambook. Therefore, he can get class information as well
as navigation information at the same time easily with Cambook’s services.
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3.3 Inter-Campus SNS Services

In addition to the inner-campus SNS services, Cambook also gives a few services that
would be used at outer the campus, or intersection between inner campus and outer
campus; that is campus transportations and restaurant recommendation services near
the campus. Many campus members come to campus with the synchronization of
class schedule or meeting of other campus members, which is differ for every
members and every semesters. The campus schedule is likely to be repeated with a
weekly period, so Cambook supports weekly-based in-time transportation alert
services, specifically, It give information about when and which transportation is
suitable to the users that use inter-campus services.

The restaurant recommendation service is similar to other augmented reality-
based restaurant recommendation service. Cambook gives restaurant information
with GPS information and augmented reality view of user’s screen and recom-
mends best-effort restaurant for users.

Fig. 2 Inner-campus navigation and building information service within Cambook. A campus
member use this service with his class management and club management service to get in-time
and in-place information
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4 Implementation and Analysis

The Cambook is mobile SNS applications running on mobile devices such as
smartphone. Although it is based on mobile web application, the targeted system is
android based mobile systems, since we use open android development systems
and several open source code for SNS services including message passing and
augmented reality. To use android internal API framework with mobile web app,
hybrid web application is implanted with phonegap development environment.
In addition, the server is also implemented for servicing server-side contents such
as class group management, AR building information, class schedule, and message
interfacing between users. The scalability of server is limited to under hundred
users for each Cambook group, so if several Cambook group is added, another
server systems should be added with the replication of server-side contents. The
mobile applications running on android mobile device are connected to server
system to interact and get service from server.

We have tested Cambook with the sample class within the department of
university. For sample classes, about fifty class members are grouped for one
Cambook SNS systems, and make SNS services that are supported by Cambook.

5 Conclusion

In campus education environment, there are several specific social networking
services for campus community members, which include teaching, class schedule,
club activities, and practical use of campus buildings. In this paper, we have
designed and implemented dedicated social network service systems for small
grouped campus networks. The designed SNS systems, called CamBook, supports
easy campus-based SNS services. The server of Cambook is composed of class
management, club management, and inner-campus augmented reality-based nav-
igation and building information system. The cambook also supports inter-campus
transportation service and restaurant commendation services. With the services,
campus members can use their campus lives efficiently.
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Effective Searchable Symmetric
Encryption System Using
Conjunctive Keyword

Sun-Ho Lee and Im-Yeong Lee

Abstract Removable Storage provides excellent portability with lightweight and
small size to fit into one’s hand. Many users have turned their attention to high-
capacity products. However, Removable Storage devices are frequently lost and
stolen due to their easy portability. Many problems, such as the leaking of private
information to the public, have occurred. The advent of remote storage services,
where data is stored throughout the network, has allowed an increasing number of
users to access data. The main data of many users is stored together on remote
storage, but this has the problem of disclosure by an unethical administrator
or attacker. Data encryption on the server is necessary to solve this problem.
A searchable encryption system is needed for efficient retrieval of encrypted data.
However, existing searchable encryption systems have low efficiency for data
insert/delete operations and multi-keyword search. This paper proposes an efficient
searchable encryption system.

Keywords Searchable symmetric encryption � Conjunctive keyword � Bloom
filter

1 Introduction

Portable storage devices (e.g., USB memory, extended hard disk drive) are used to
carry data. The disadvantage of such portable storage devices is the high risk that
they will be lost or stolen; without the storage device, the data cannot be accessed.
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Therefore, users demand a means to store and access their data via a secure
network, where there is low risk that the storage will be compromised. The use of
remote storage services, such as web hard drives, and cloud storage is surging.
However, personal information and main data stored in remote storage can
potentially be exposed. Therefore, a user needs to store encrypted data to reduce
the issue of untrusted servers for data storage. In addition, there an increasing need
for a more secure searchable encryption system. In this paper, we proposed an
efficient searchable encryption system.

2 Related Work

The Searchable Symmetric Encryption (SSE) [4] scheme by Curtmola et al. offers
the most rapid service of existing symmetric searchable encryption systems. This
scheme is implemented for data via a linked list with each keyword. However, this
results in inefficient use of storage space, because each node contains the data
addresses, and the next node’s key and address. In addition, when adding data, a
node first needs to perform decryption and change the link. This is a complex
process. When deleting data, a complex process needs to be followed, where each
keyword for the data is found and the node is deleted. This increases the load on
the server. This scheme has inefficiencies in multi-keyword search. If users want to
search data by multiple keywords, the server must repeat the search for each
keyword [1–4].

3 Requirement

The searchable encryption system has the following requirements.

• Confidentiality: Only an authenticated entity can verify the communication
data between the client and the remote storage server.

• Efficient operation: Data containing the keywords for search should be pro-
vided quickly.

• Efficient usage of server storage space: The capacity of the index to search for
data should be limited.

• Efficient traffic: The network traffic between the client and server should be
reduced.

• Efficient data insert/delete operations: An environment supporting frequent
insertion/deletion of large amount of data provides efficient operations on the
server.

• Efficient data search: If the search is not a single keyword search, efficient and
flexible multiple keyword search should be provided.
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4 Proposed Scheme

This paper suggests a scheme for efficient data insert/delete operations and con-
junctive keyword search.

4.1 System Parameter

The system parameters in the proposed method are as follows.
k Encryption key
m Count of data
n Number of whole keywords
j Number of keywords per data (j B n)
q Count of data, having specific keyword (q B n)
c Number of one-way hash functions for bloom-filter
l Length of bloom-filter bit stream (l\ n)
di ith data
wi ith keyword
wi,j jth keyword of ith data
W Set of keywords
BF* Bloom-filter of *
E*[] Encryption by *
D*[] Decryption by *
F*[] Pseudo-random function by *
P[] Pseudo-random permutation
H[] Secure one-way hash function
DTi ith data table
T* Trapdoor for data with keyword *

4.2 Build Index

The system parameters in the proposed method are as follows. The indexes rep-
resent a keyword for encrypted data. Indexes are created as follows (refer Fig. 1).

Step 1. each m data that want to generate an index are encrypted by key k

Ek½d1�; Ek½d2�; . . .;Ek½dm�

Step 2. key k1 � kcthat for a pseudo-random function are generated by pseudo-
random permutation.

k1 � kc ¼ P½k�
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Step 3. BFdi the representation for n keywords of di that are generated by pseudo-
random function. BFdi are generated as follow and BFdi are represented by
a l-bit stream.

BFdi ¼ ½Fk1½wi;1�jjFk2½wi;1�jj. . .jjFkc½wi;1�jj. . .jjFkc½wi;n��

Step 4. BFd1 � BFd1 are generated for m data by repeating Step 3.

4.3 Generate Trapdoor

The indexes represent a keyword for encrypted data. Indexes are created as fol-
lows. The trap door to search for the data is generated by k, W from users (refer
Fig. 2).

Step 1. key k1 � kc that for the pseudo-random function are generated by pseudo-
random permutation.

k1 � kc ¼ P k½ �

Step 2. The server searches for each keyword’s index table using the trapdoor TW.

TW ¼ Tw1 _ Tw2 _ . . . _ Twj

Fig. 1 Build index phase

Fig. 2 Generate trapdoor phase
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Twi ¼ ½Fk1½wi� Fk2½wi�k jj. . .jjFkc½wi��

4.4 Data Search

The server searches the data that have keyword setW by trapdoor TW from the user
(refer Fig. 3).

Step 1. Server gets BFdi (i = 1–m), representation of the data’s keyword infor-
mation. Then, it performs the following operations, to determine if the
data matches the keywords.

TW ¼ ?BFdi � TW i ¼ 1� mð Þ

Step 2. The server sends the matched data d1–dq to the user. The user can decrypt
the encrypted data by its own key k.

5 Analysis of the Proposed Method

The proposed scheme satisfies the following requirements.

• Confidentiality: The proposed method encrypts the data and indexes. There-
fore, it is difficult for an attacker to infer the communication content.

• Efficient operation: Data can be found via a single XOR and compare operation
for the corresponding keywords.

• Efficient usage of server storage space: The proposed method use m bits per
keyword.

Fig. 3 Data search phase
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• Efficient traffic: The proposed method will retrieve the data in one round of
communication between the client and server.

• Efficient data insert/delete operations: The proposed method is efficient; it
simply erases the data’s bloom-filter bit stream on the index table, without
encryption/decryption.

• Efficient data search: The proposed method provides multiple keyword sear-
ches in one round of communication (Table 1).

6 Conclusion

A searchable encryption system is required. The proposed scheme provides effi-
ciency of storage and operation using bloom-filter. This scheme not requires an
additional search operation for a multi-keyword search. Safety and security must
be guaranteed to enhance the popularization of remote storage services. Therefore,
studies of a searchable encryption system should be continued for remote storage
environments.
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Secure Method for Data Storage
and Sharing During Data Outsourcing

Sun-Ho Lee, Sung jong Go and Im-Yeong Lee

Abstract Data outsourcing services have emerged with the increasing use of
digital information. They can be used to store data via networks and various
devices, which are easy to access. Unlike existing removable storage systems,
storage outsourcing is available to many users because it has no storage limit and
does not require a storage medium. However, the reliability of storage outsourcing
has become an important topic because many users employ it to store large vol-
umes of data. To protect against unethical administrators and attackers, a variety of
cryptography systems are used, such as searchable encryption and proxy re-
encryption. However, existing searchable encryption technology is inconvenient
for use in the storage outsourcing environments where users upload their data,
which are shared with others as necessary. The users also change frequently. In
addition, some existing methods are vulnerable to collusion attacks and have
computing cost inefficiencies. In this paper, we propose a secure and efficient
method for data storage and sharing during data outsourcing.
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1 Introduction

Network development has accelerated data communication and data outsourcing
services have been developed to store data in distant storage media, which can be
retrieved by a user with various devices. Many companies are now providing
competitive high-capacity storage services. Thus, an increasing number of people
are using storage outsourcing services to store their data. However, the storage of
sensitive data such as body state information or financial information increases the
development of the ‘‘big brother problem’’ and the risk of data disclosure by
attackers and unethical administrators.

One method for protecting user data is data encryption on the data outsourcing
server. However, this approach can cause difficulties during data access. Users
must download all of their own data and decryption needs to be applied to the
entire dataset before the data can be searched. This can be viewed as a major
disadvantage of data outsourcing. Therefore, searchable encryption systems have
been developed that can encrypt data indexes to allow index searching without
exposing the data to attackers and unethical administrators [1–11]. However, this
method is difficult to apply in a cloud environment where there is frequent data
sharing among users. To address this problem, a searchable re-encryption (or
proxy re-encryption with keyword search) system has been developed that
re-encrypts encrypted indexes and allows users to search during safe storage
outsourcing/data sharing without the need for a decryption process [12, 13].

However, some existing systems do not consider users who share data with
other users, or the storage outsourcing structure, which means that they handle the
indexes and data encryption as a single process. In reality, the indexes and data are
stored separately during storage outsourcing. The indexes are stored on the master
server and the data are split into chunks, which are then distributed to many chunk
servers. Therefore, searchable re-encryption systems are difficult to apply to a real
outsourcing storage system. In addition, some existing methods are vulnerable to
collusion attack. Some existing schemes allow only one-hop data sharing. In
reality, there is no longer any control after the data have been shared. If data need
to be shared, the user has no choice other than to accept multi-hop re-encryption.
Most searchable re-encryption schemes require large volumes of computing
resources for data storage and sharing. Thus, this study proposes a technical
scheme that allows the safe and free sharing of outsourced stored data, which
considers the architecture of the data outsourcing system.

2 Preliminaries

In this section, we provide the necessary preliminary details.
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2.1 Bilinear Maps

The bilinear map was proposed originally as a tool for attacking elliptical curve
encryption by reducing the problem of discrete algebra on an elliptical curve to the
problem of discrete algebra in a finite field, thereby reducing its complexity.
However, this method has been used recently as an encryption tool for information
protection, instead of an attacking tool. Bilinear pairing is equivalent to a bilinear
map. These terms are defined and the theory is described below.

Definition 1 Characteristics that satisfy an admissible bilinear map are as follows.

• Bilinear: Define a map e = G 9 G ? GT as bilinear if e(aP, bP) = e(P, Q)ab

where all P, Q [ G, and all a, b [ Z.
• Non-degenerate: The map does not relate all pairs in G 9 G to the identity in
GT. Note that G and GT are groups of prime order, which implies that if P is a
generator of G, e(P, P) is a generator of GT.

• Computable: There is an efficient algorithm to compute e(P, Q) for any P, Q [ G.
The following definition was constructed based on the bilinear map e(aP,
bQ) = e(P, bQ)a = e(aP, Q)b = e(P, Q)ab = e(abP, Q) = e(P, abQ). With this
map, the D-H decision problem can be solved readily for ellipses using the
following equation: e(aP, bQ) = e(cP, P) ) ab = c. Therefore, the following is
the basis for resolving the difficulties of the bilinear map, which is used as an
encryption tool by many encryption protocols.

Definition 2 When the elements G, P, aP, bP, cP (BDHP, Bilinear Diffie–Hellman
Problem) are given, this relates to the e(P, P)abc calculation problem. In this study, the
admissible bilinear map was used as the basis for secret number production during
the key construction process between heterogeneous devices. This problem can be
solved if the ellipse curve discrete mathematics problem can be solved. For example,
a can be calculated from aP, so e(P, P)abc can be calculated using e(bP, cP)a.

2.2 Requirements

The following requirements should be met to ensure safe search and sharing in a
storage outsourcing environment.

• Confidentiality: Data transmitted between the storage outsourcing server and
the client terminal should be identifiable only by validated users.

• Search speed: A client who has limited system resources should be able to
search documents quickly, including word files, when they are stored in storage
outsourcing systems.

• Traffic efficiency: The communication volume should be small to ensure net-
work resource efficiency and energy efficiency between the client and server.
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• Calculation efficiency: The calculation efficiency should be provided to facil-
itate index generation, search execution, and the safe sharing of data with other
users.

• Sharing efficiency among users: The encrypted data must be retrieved from the
saved remote data, which can be protected and shared safely and efficiently with
users who are accessing an unreliable server. Cloud service providers need to
guarantee the sharing of data only with permitted users.

3 Proposed Scheme

The proposed scheme satisfies the above requirements by applying the following
detailed calculation.

3.1 System Parameters

• p: prime number
• G: cyclic additive group of order p
• GT: cyclic multiplicative group of order p
• g: generator of G
• e: bilinear map, G 9 G?GT

• sk*: *’s private key in Zp

• pk*: *’s public key in G
• k: data encryption key
• ECk(): symmetric key encryption by key k
• DCk(): symmetric key decryption by key k
• w*: *th keyword of data
• W: set of w*

• pd: plain data
• ed: encrypted data
• H(): hash function, GT ? Zp

• H1(): hash function, {0,1}* ? G
• H2(): hash function, G1 ? G1

• T*: trapdoor searching keyword *

3.2 Definition

The detailed steps performed by the proposed method are as follows.

• KeyGen: The storage outsourcing users generate public key pairs, which are
created prior to using the service. The storage outsourcing server should not

488 S.-H. Lee et al.



know the user’s private key. If the private key is leaked, the attacker can
generate a trapdoor by acting as the owner of the private key. Thus, we generate
a key pair based on the Discrete Logarithm Problem (DLP).

• Enc(sk, W, pd) ? E, ed: The data owner creates the encrypted index, E, and
encrypted data, ed, which only the owner can search by inputting their own
private key, sk, and set of keywords, W, which are sent to the master server.

• TGen(sk, w) ? Tw: To search the data safely, the user creates a trapdoor, Tw,
which does not leak information related to the keyword w, which is being
searched for using the private key sk. The trapdoor is sent to the master server.
The storage outsourcing administrator should not be able to access information
via a trapdoor.

• Test(E, Tw) ? ‘‘yes’’ or ‘‘no’’: Using the trapdoor generated by the user’s
private key and the search keyword, the server performs a test to confirm
whether the encrypted data contain the keywords. If the cipher text contains the
keyword specified, the server sends a ‘‘yes’’ to the user and a ‘‘no’’ if not. Thus,
the server cannot learn anything about the keywords or the data.

• REnc(ska, pkb, Ea) ? Eb: The data owner a creates a parameter to generate a
data index for sharing that can be searched by b. This parameter is created using
the data owner’s private key ska, and the public key pkb of the user who will be
sharing the data. The master server creates a new index, Eb, which b can use to
search via the trapdoor.

• Dec(sk, E, ed) ? pd: The rightful owner of the encrypted data uses their pri-
vate key to decrypt the encrypted data.

3.3 Storage Scenario

The proposed method considers the storage outsourcing structure so an encrypting
index used for sharing and searching is stored on the master server. We assume
that each user has received a key pair before using the storage outsourcing service
(refer to Step 1). The user encrypts the necessary keywords during data searching
so they can perform their own search later and send this to the master server (refer
to Step 2). The master server sends chunk information to the user for data storage,
who then divides the data into chunks and stores it on the designated chunk server.
Step 1. Key generation (KeyGen). Each storage outsourcing service user

generates a key pair

x[Zp selection
sk = x setting up
pk = gx setting up

Step 2. Index and data encryption (Enc). The data owner generates an
encrypted index, which can be used for searching securely.

A = pka
hk (hk = H(k))

bi = e(g,H1(wi))
hk)

B = {b1, b2,…, bn}
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C = e(g, H2(pka))
hk� k

Ea = (A, B, C) output encrypted index for the master server
ed = ECk(pd) output encrypted data for the chunk server.

3.4 Search and Reading Scenario

The user sends a trapdoor that can search data without exposing keyword infor-
mation to the master server (refer to Step 1). The master server searches for the
data with the keyword in the encrypted index using the trapdoor and then sends
the chunk information that corresponds to the data to the user (refer to Step 2). The
data retrieved is decrypted by the legitimate user (refer to Step 3). The user
acquires the data by summing each chunk received from the chunk server that
stores the data.
Step 1. Trapdoor generation (TGen). A user, a, who wants to search the data

generates a trapdoor using the keywords and their secret key

Tw = H1(w)
-ska

Step 2. Test. To confirm that the data contains the keywords sought by the user,
the user performs the following tests with the public key, trapdoor, and
crypt obtained from the server

bi = ? H2(e(A, Tw))
= H2(e(pka

hk, H1(w)
-ska))

= H2(e(g, H1(w))
hk)

Step 3. Decryption (Dec). The user can perform the following decryption using
their private key and the crypt obtained from the server

k = C/e(A, H2(pka)
-ska)

= C/e(pka
hk, H2(pka)

-ska)
= C/e(gska�hk, H2(pka)

-ska)
= C/e(g, H2(pka))

hk

= (e(g, H2(pka))
hk� k)/(e(g, H2(pka))

hk): output decryption key
pd = DCk(ed): output decrypted data

3.5 Sharing Scenario

To share data with the desired user and to allow the shared users to share data
freely with another user, re-encryption needs to be performed to allow the shared
users to search the encrypted index only.

Many parameters are required to implement proxy re-encryption and a separate
searchable encryption scheme for secure data sharing in a storage outsourcing
environment, which reduces the storage volume efficiency. Therefore, we propose
an algorithm that provides both functions simultaneously. First, parameter A is
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generated to allow index sharing with another user, which is sent to the storage
outsourcing provider by the owner of the data (refer to Step 1). Next, the storage
outsourcing provider changes the owner’s index with respect to the data sharing
target. Shared (re-encrypted) data searching is then possible, as shown in Steps
2–4. A user who acquires the data sharing index can always search for the cor-
responding data using keywords and download it.

Step 1. Re-encryption (REnc). If the data owner wants to share their data with
other users, they generate keys for re-encryption. If user a wants to share
their data with user b, a generates parameter A’ using a’s secret key and
b’s public key, as follows

A0 = pkb
hk

Eb = (A0, B, C)
Step 2. Trapdoor generation (TGen). The user b who wants to search the data

generates a trapdoor using the keywords and their secret key

Tw = H1(w)
-skb

Step 3. Test. To confirm that the data contains the keywords the user seeks, the
server performs the following tests using b’s trapdoor. It checks the
equality bi = ? e(A0, Tw). If this is true, the output is ‘Yes’ but ‘No’ if
not,

bi = ? e(A0, Tw)
= e(pkb

hk, H1(w)
-skb)

= e(g, H1(w))
hk

Step 4. Decryption (Dec). The user can perform the following decryption with
their private key

k = C/e(A0, H2(pka)
-skb)

= C/e(pka
hk, H2(pka)

-ska)
= C/e(gska�hk, H2(pka)

-ska)
= C/e(g, H2(pka))

hk

= (e(g, H2(pka))
hk� k)/(e(g, H2(pka))

hk): output decryption key
pd = DCk(ed): output decrypted data

4 Analysis

The proposed method satisfies the following requirements.

• Confidentiality: Using pairing, the proposed method makes it difficult for a
malicious third party to decrypt communication contents, even if they eavesdrop
on communications between the client and the server.

• Search speed: A user can check whether a document contains keywords by
performing single pairing calculations, which increases the searching speed.

• Traffic efficiency: Keyword search and re-encryption requires only one round of
communication, so the method increases the communication volume efficiency.
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• Calculation efficiency: The relatively simple pairing calculation implies that
the proposed method allows users to generate index and search documents, as
well as perform re-encryption, which increases the calculation efficiency.

• Sharing efficiency among users: Our scheme allows encrypted and stored data
on an unreliable distant storage outsourcing server to be shared safely and
efficiently. In addition, our proposed method is different from existing methods
because it does not require the shared subjects to be specified in advance, and no
additional devices are required to manage the subjects who receive the shared
data. Finally, if users want to re-share the data shared by the owner with other
users, they only require one pairing calculation in an unreliable storage out-
sourcing environment.

5 Conclusion

The advent of storage outsourcing services has allowed many users to store and
access data. Recent studies of the application of searchable encryption technolo-
gies to storage outsourcing have attempted to ensure the security of data. However,
most available searchable encryption technologies are inefficient when adding data
sharing objects because they are based on e-mail environments, which determine
the objects with which data can be shared. In a storage outsourcing environment,
users upload data on their own and share the data in a safe manner. Therefore, the
indexes and data are separated so available technologies are compatible with data
storage outsourcing systems. After considering the requirements of the data stor-
age outsourcing environment, we specified the security requirements and proposed
a method that provides both functions simultaneously: a proxy re-encryption
function and a searchable encryption function. The proposed method provides a
free sharing feature, which has the same calculation efficiency as existing methods.
It appears that search methods based on multiple keywords will become important
for ensuring flexibility and for facilitating search during data storage outsourcing.
In the future, it will be necessary to develop a re-encryption system where an index
containing multiple keywords with variable lengths can be encrypted and searched
flexibly.
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Study on Wireless Intrusion Prevention
System for Mobile Office

Jae Dong Lee, Ji Soo Park and Jong Hyuk Park

Abstract There has been an increase in the use of mobile devices. Further, the
Internet environment has changed from a wired network to a wireless one.
However, the existing wired security solutions are difficult to apply to the wireless
network. In this paper, we propose a model for using enhanced mobile office
service in a wireless network. This model also provides greater access control and
a more secure mobile office.

Keywords WIPS � Wireless security � Wireless threat � Mobile office

1 Introduction

Recently, there has been an increase in the use of mobile devices such as smart-
phones and smart pads. At the same time, the working environment using mobile
devices has also expanded. Earlier, the working environment was connected to the
intranet through a wired network. However, the recent working environment has
been modified to use both wired and wireless networks. Additionally, the
increasing use of mobile devices has given rise to the need to enhance the effi-
ciency and convenience of the business. However, the wireless network access
faces new security threats. In a wired network, IPS, IDS, and Firewall can be used
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to block unauthorized access. However, this cannot be done so in a wireless
network. Moreover, wireless networks are vulnerable to attacks (e.g., radio fre-
quency jamming and deauthentication frame denial of service (DoS)) on the
physical layer and data link layer of the OSI seven layer. Further, the existing
wired solutions cannot effectively control an illegal access. Therefore, a wireless
intrusion prevention system (WIPS) is used to strengthen the security of wireless
networks. In this paper, we describe some of the WIPS research trends associated
with the wireless security threats and countermeasures. In addition, we propose a
WIPS service model for a more secure mobile office. The paper is organized as
follows. Section 2 discusses the related works, Sect. 2.3 discusses the WIPS
security threats and requirements, Sect. 3.2 discusses the models and scenarios,
and Sect. 4 presents the conclusions.

2 Related Works

2.1 WIPS Concept and Construction

Wireless intrusion detection system (WIDS) monitors illegal AP and wireless
attack tools. WIPS is an extension of WIDS. WIPS cuts off the security threat
device after an automatic threat classification. In addition, the aim of WIPS is to
prevent unauthorized access to internal information assets [1, 2].

WIPS consists of a server, database, sensor, and console. The server collects the
raw data from the sensors and analyzes the collected data. The database is used to
store the information from the server and sensors. The sensors monitor the wireless
signal, and the sensed information is transmitted to the server. When the server or
sensor information is required, the console establishes an interface between the
administrators and the users [1, 2].

2.2 WIPS Research Trends

Wen-Chuan Hsieh and colleagues proposed a WIDS using the short message
service (SMS) and Proactive for the detection of wireless attacks such as WEP
cracking, MAC address spoofing, and wardriving. Dong Lijun and colleagues
proposed a wireless-transport-layer-based IPS model, which can detect and
intercept the traffic of the users through a single logical path between all the
wireless devices and the destinations. Vartak and colleagues described over-the-air
(OTA) wireless intrusion prevention techniques. They evaluated the performance
of the testbed-based blocking technology, and the experimental results depending
on the WIPS design were described. Jack Timofte described the countermeasures
against wireless security threats with WIPS. Guanlin Chen and colleagues pro-
posed a honeypot-based intelligent attack recognition engine for detecting and
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blocking an attack beforehand, which attempts at minimizing the rate of misdi-
agnosis. Yujia Zhang and colleagues suggested a general framework for WIPS and
discussed the use of core technology. Guanlin Chen and colleagues proposed a
model that can block or predict the behavior of the attacker by applying specific
rules. This model uses the specific device information and reduces the rate of
misdiagnosis [2–7].

2.3 WIPS Security Requirements

The security requirements of WIPS can be classified by the security elements of
confidentiality, integrity, and availability.

• Confidentiality: The wireless signal can be propagated to a large number of
unspecified devices, which implies that important information (such as personal
information and billing data stored on the wireless terminal) can be leaked.
These devices are more vulnerable to attacks (e.g., sniffing and evil twin) when
compared with the wired devices.

• Integrity: System confusion can be caused by a man-in-the-middle attack (e.g.,
unauthorized change, deletion, and insertion of data). WIPS is necessary to
integrity the assurance methods during data transfer.

• Availability: DoS attacks undermine the system availability and productivity
and reduce the system resources and ability to access information. Wireless
networks are vulnerable to attacks (e.g., RF jamming and deauthentication
frame DoS) on the physical layer and data link layer of the OSI seven layer.
Therefore, certain technical mechanisms to prevent these attacks are required.

3 WIPS for Mobile Office Service Model

3.1 System Architecture

It is difficult to perform access control with respect to the user position and to grant
permission. The existing WIPS has the ability to completely block the access or
permit access to specific wireless devices. By considering the security threats and
difficulty in control faced by the existing WIPS, we propose a service model. In
this service model, after loading the positioning module, the sensors measure the
signal to determine the user position and save the user permission data profile.
Through the above-mentioned aspects, the proposed model attempts to solve the
access control and security issues (Fig. 1).

The proposed model consists of a WIPS mobile office agent, WIPS mobile
office AP, WIPS mobile office sensor, WIPS mobile office server, and WIPS
mobile office database. A WIPS mobile office agent in the user smartphone saves
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in the profile of the device information and network access permission controlled
by the access module. The WIPS AP performs a part of the communication
function of the WIPS mobile office agent. When the WIPS mobile office agent
connects to a wireless network, the device location is measured by the WIPS
mobile office sensor with the positioning module. With the information received
from the server, the WIPS mobile office agent is controlled by the management
module. The WIPS mobile office server stores the profiles of the users and devices
after access to the wireless network is requested by the WIPS mobile office agent.
When the stored profiles match with those in the WIPS mobile office database, the
server permits the device communication (Table 1).

3.2 Use Case Scenario

Figure 2 shows the use case scenario of the service model. For the wireless net-
work connection and certification, the server should compare profile A in the

Fig. 1 WIPS architecture for mobile office service model

Table 1 Definitions of
numerical formulas

Sign Meaning

WIPS-MO_Agnt WIPS mobile office agent
WIPS-MO_AP WIPS mobile office AP
WIPS-MO_Sensor WIPS mobile office sensor
WIPS-MO_Svr WIPS mobile office server
WIPS-MO_DB WIPS mobile office database
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WIPS mobile office agent with profile B in the WIPS mobile office database The
server transmits the information about the WIPS Mobile office agent location to
the WIPS mobile office sensor. After gaining authority, the WIPS mobile office
agent is available in the wireless network.

The specific operation process is as follows:

(1) WIPS-MO_Agnt ? WIPS-MO_AP: Req_Conn(profile_agnt)
WIPS-MO_AP ? WIPS-MO_Svr: Req_Conn (profile_agnt)
Through WIPS-MO_AP, WIPS-MO_Angt transmits the information about
profile_agnt to WIPS-MO-Svr.

(2) WIPS-MO_Svr ? WIPS-MO_DB: Req_Profile
WIPS-MO_DB ? WIPS-MO_Svr: Resp_Profile(profile_db)
For detecting the user profile, ‘‘WIPS-MO_DB’’ is requested by ‘‘WIPS-MO-
Svr’’ to receive profile_db.

(3) WIPS-MO_Svr ? WIPS-MO_Sensor: Req_Positioning
For detecting the WIPS-MO_Agnt position, WIPS-MO_Sensor requests

WIPS-MO_Svr for the information about the positioning action.
(4) WIPS-MO_Sensor: Scanning and positioning

WIPS-MO_Sensor detects WIPS-MO_Agnt location.
(5) WIPS-MO_Sensor ? WIPS-MO_Svr: Resp_Positioning(pos)

WIPS-MO_Sensor transmits information about WIPS-MO_Agnt position to
WIPS-MO_Svr.

(6) WIPS-MO_Svr: AuthZ(Auth(Compare(profile_agnt,profile_db)), pos)
After the server compares profile_agnt with profile_db, it executes Authenti-
cation Auth(). Using the WIPS-MO_Agnt position information, it executes
Authorization AuthZ().

(7) WIPS-MO_Svr ? WIPS-MO_Sensor: Req_sensor_control
Through the authorization status, WIPS-MO_Svr requests WIPS-MO_Sensor
for the information about the WIPS-MO_Agnt signal limitation.

(8) WIPS-MO_Svr ? WIPS-MO_AP: Resp_Conn(stat)
WIPS-MO_AP ? WIPS-MO_Agnt: Resp_Conn(stat)
Through WIPS-MO_AP, WIPS-MO_Svr transmits the connection information
to WIPS-MO_Agnt.

Fig. 2 Use case scenario
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4 Conclusion

A WIPS is developed to ensure safe use of the mobile office both in the wired
environment and in the wireless environment; however, currently, it is highly
vulnerable to various elements.

Researchers have been studying the secure technology with regard to the devices
and wireless network in order to solve the vulnerability issue. The following are the
techniques to solve this issue: clean the automatic connecting profile, prevent from
connecting the disproved AP in public, set the permission and password for self-
access control, and classify and block the disproved AP/client, thereby blocking the
complex threats and attacks. The following are the techniques for secure technology
management: through real-time wireless network monitoring, monitor the secure
status of the devices such as smartphones, tablets, and laptops.

In this paper, we have discussed the WIPS concept, architecture, threats,
requirements, and WIPS mobile office service model. In the existing devices, the
service model provides access control not only to detect the user profile but also to
determine the user location while using the mobile office. As only the Wireless AP
environment has been considered in this study, research on the access via Blue-
tooth, 3G, and LTE is required. In addition, studies should be conducted on new
wireless technologies and in the political field.
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A Component Model for Manufacturing
System in Cloud Computing

HwaYoung Jeong and JongHyuk Park

Abstract Cloud computing is a new trend that is expected to reshape the
information technology landscape. It can provide a new process to user such as
software, infrastructure and platforms as a service over the Internet. In this trend,
traditional way for manufacturing system has been changed from set up the system
software in the machine to access internet and use it at anytime. Manufacturing
system has process consists of many production parts and stages. And control and
operate status is necessary to monitor, observe and mange the system very often. In
this paper, we propose component model for manufacturing system in cloud com-
puting environment. This model consists of three layers; manufacturing cloud, ser-
vice cloud and user cloud. And each layer relate their role to other factor in the cloud.

Keywords Manufacturing system � Cloud computing � Cloud manufacturing
system � Component model for manufacturing

1 Introduction

Under the traditional model, the enterprises need to purchase not only infrastructure
such as hardware but also software licenses to establish an IT system, and need
specialized personnel to maintain. It needs to upgrade various facilities including
hardware and software to meet the demands when the scale of business extends.
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For the enterprises, what they really need is only the tool which can complete the
work and improve efficiency but the hardware and software themselves [1]. Cloud
computing is a new technology trend that is expected to reshape the information
technology landscape. It is a way to deliver software, infrastructure and platforms as
a service to remote customers over the Internet. Cloud computing reduces the cost of
managing hardware and software resources by shifting the location of the infra-
structure to the network. It offers high availability, scalability and cost-effectiveness
since it is particularly associated with the provision of computing resources on-
demand and with a pay-as-you-use model [2].

‘‘The world of manufacturing of this century is a networking information
world—inside and outside of enterprises and linked to all participants of markets.
The fast and global transfer of information and open markets is beside of economic
aspects the main driver of changing the global structure of manufacturing.’’ With
these statements Westkämper characterizes in short the new paradigm of manu-
facturing [1]. The left side of Fig. 1 depicts four major drivers that influence the
economy of all industrial nations, whereas the right side highlights the fields in
which a dynamic adaptation of industrial production has to take place for a sus-
tainable competitiveness [3].

In this trend, manufacturing system has changing from traditional ways to cloud
computing service. That is, product life cycles are reduced in the continuously
changing marketplace, modern manufacturing systems must have sufficient
responsiveness to adapt their behaviors efficiently to a wide range of circum-
stances. To respond to these demands, including high productivity and production
flexibility [3], the application of cloud computing environment to manufacturing
system has been necessary.

Fig. 1 Turbulent influences—dynamic adaptation of manufacturing structures (Westkämper)
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In this paper, we propose a component model for manufacturing system
considering in cloud computing environment. A proposal model has to apply cloud
computing layers. Therefore we separated three layers; manufacturing cloud,
service cloud and user cloud. The rest of the paper is organized as follows: Sect. 2
describe the cloud computing environment and manufacturing system, Sect. 3
describes the proposal model with cloud computing, and Sect. 4 discusses about
the Conclusion.

2 Cloud Computing and Manufacturing System

2.1 Cloud Computing

The word ‘cloud’, in cloud computing, is a fairly accurate description of the
ephemeral nature of the structure by which the services are offered. Just as a cloud
might appear and disappear rapidly, and the forces of air, heat and water vapour
will change the internal dynamic of the cloud, so the services offered over the
Internet by providers of software can be as equally as transitory [4]. Cloud
computing refers to both the applications delivered as services over the Internet
and the hardware and systems software in the data centers that provide those
services. Services can be: Software (SaaS), Platform (PaaS), or Infrastructure
(IaaS) [2]. The factors are as below [5].

• Infrastructure as a Service (IaaS): Products offered via this mode include the
remote delivery (through the Internet) of a full computer infrastructure (e.g.,
virtual computers, servers, storage devices, etc.);

• Platform as a Service (PaaS): To understand this cloud computing layer one
needs to remember the traditional computing model where each application
managed locally required hardware, an operating system, a database, middle-
ware, Web servers, and other software. One also needs to remember the team of
network, database, and system management experts that are needed to keep
everything up and running. With cloud computing, these services are now
provided remotely by cloud providers under this layer;

• Software as a Service (Saas): Under this layer, applications are delivered
through the medium of the Internet as a service. Instead of installing and
maintaining software, you simply access it via the Internet, freeing yourself from
complex software and hardware management. This type of cloud service offers a
complete application functionality that ranges from productivity (e.g., office-
type) applications to programs such as those for Customer Relationship
Management (CRM) or enterprise-resource management.

And Cloud computing represents a convergence of two major trends in infor-
mation technology—(a) IT efficiency, whereby the power of modern computers is
utilized more efficiently through highly scalable hardware and software resources
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and (b) business agility, whereby IT can be used as a competitive tool through
rapid deployment, parallel batch processing, use of compute-intensive business
analytics and mobile interactive applications that respond in real time to user
requirements. The concept of IT efficiency also embraces the ideas encapsulated in
green computing, since not only are the computing resources used more efficiently,
but further, the computers can be physically located in geographical areas that
have access to cheap electricity while their computing power can be accessed long
distances away over the Internet. However, as the term business agility implies,
cloud computing is not just about cheap computing—it is also about businesses
being able to use computational tools that can be deployed and scaled rapidly, even
as it reduces the need for huge upfront investments that characterize enterprise IT
setups today. Fig. 2 shows cloud computing infrastructure [6].

Fig. 2 Cloud computing
infrastructure
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2.2 Manufacturing System

Generally, a manufacturing process consists of many production stages. A product
usually undergoes a production line that progressively alters the nature of the
incoming material until it reaches the consumer in the form of a finished good.
Every stage produces a proportion of items that fail to meet the necessary
requirements imposed by more manufacturing operation, the consumer, govern-
ment regulations or some combinations of these. Control of every stage is nec-
essary to verify that specific quality level is being maintained [7]. Example is, a
computer numerical controlled (CNC) machining system consists of a number of
elements such as CNC machining centers, automated material handling systems,
loading and unloading stations, tool storage and other auxiliary devices as shown
in Fig. 3. CNC manufacturing can be defined as the combination of machining and
supporting activities for a range of multi-purpose machine tools capable of per-
forming subtractive or additive processes in converting raw material into finished
products. In the automated environments material handling systems such as robotic
arms, gantry and pallet changing systems carry work pieces or cutting tools to
different CNC manufacturing workstations. Typically at the loading and unloading
station, each part is clamped on a fixture which is mounted on a pallet. The part is
then processed on the machines while loaded on the pallet. When operations are
complete, the part is unloaded at the loading and unloading station [8].

Fig. 3 Element of CNC manufacturing system
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3 The Component Model for Manufacturing System
in Cloud Computing Environment

In order to make model for manufacturing system in cloud computing environ-
ment, we make a structure as shown in Fig. 4. It has three layers; Manufacturing
cloud, Service Cloud and User cloud. Manufacturing cloud has two process,
Operating Resource Control and Manufacturing Device Control. The Operating
Resource Control is deal with the process for control and manage between the
machine and user. The Manufacturing Device Control has process for device
operation and control. They also serve to their process logic to Manufacturing
service server by Manufacturing service provider. All the processes provide to user
as a service. So it use UDDI and SOAP. UDDI for Manufacturing System has
much information of service for manufacturing system control and management.
And Manufacturing Management Server handle to process between the user and

Manufacturing 
Device Control

Operating 
Resource Control

Manufacturing
Management Server

Manufacturing
Service Server

UDDI for 
Manufacturing

System

User Control

Setup Control

Device 
Control

Device 
Management

Manufacturing 
Service Provider

System Operator System Manager

Manufacturing 
Cloud

Service Cloud

User Cloud

Fig. 4 The structure of manufacturing system in the cloud computing
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manufacturing system services. The component model for this system is shown in
Fig. 5. In this model, System control process consists of sensor, motor and cyl-
inder control process. They are include management system units.

4 Conclusion

In this research, we propose a component model for manufacturing system in
cloud computing environment. It has three layers; Manufacturing cloud, Service
Cloud and User cloud. Manufacturing cloud has two process, Operating Resource
Control and Manufacturing Device Control. All the processes provide to user as a
service. So it use UDDI and SOAP. UDDI for Manufacturing System has much
information of service for manufacturing system control and management. In the
component model consists of System UI Process and System Control Process. This
system provide all the process for manufacturing system to system operator and
engineer.
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Traditional Culture Learning System
for Korean Folk Literature, Pansori

Dong-Keon Kim and Woon-Ho Choi

Abstract This research aims to develop Korean traditional culture’s learning
system. This system was processed using internet. And the target is folk literature,
Pansori. Actually, in spite of Pansori is one of famous folk literature, it is not
familiarly area on peoples due to difficult learning and understanding them. Our
system attempt to provide Pansori’s learning materials to user very easily and
conveniently. The learning materials were managed by learning meta data in
LCMS and learning process data was controlled by LMS.

Keywords Folk literature � Traditional culture � Pansori � E-learning system �
LMS � LCMS

1 Introduction

Max Weber characterized the shift from traditional (often religious) values to
modern ones as the ‘pervasive rationalization’ of all spheres of society, and the
process of modernization as the ‘institutionalization of purposive-rational eco-
nomic and administrative action’ [1]. Subsequent theorists have stylized modernity
into a general model of evolutionary social development [2] in which the core
societal goal is economic growth rather than survival in harmony with natural
surroundings, and the dominant individual goal is achievement through income
and consumption rather than through moral standing. An inevitable characteristic
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of modernization for both Weber and his successors is the dramatic devaluation of
tradition through universalisation of norms of action, generalization of values, and
individual-based patterns of socialization. Tradition has become, at best, a way of
presenting the past as an increasingly scarce non-renewable resource and, at worst,
an impediment to progress [3]. Cultural environment is an important factor
influencing human sexual behaviors [4]. Traditional culture, folk literature,
educators have become concerned about preschoolers in Korea who seem to prefer
reading about Disney’s movie characters to traditional folk literature. Especially
since the learning of English and globalization have become critical parts of
Korean early childhood education, teachers and parents use popular books, songs,
movies, and websites published in the United States to teach English. These
American teaching materials contain beliefs and behavior generally acceptable in
western culture. However, they are often in conflict with Korean traditional
teachings. Researchers [5, 6] suggest that when preschool children devote a
significant amount of time and effort to learning English, they learn not only the
foreign language but also new cultural beliefs and ways of life. For example, when
children learn to say, ‘‘hello’’ to their teacher in English, they also grasp the
accompanying action of waving their hand. This is considered inappropriate in
Korean society where children are expected to bow their head when greeting their
teachers. When children read stories and watch media programs created for
students in the United States, they are exposed to westernized beliefs which tend to
affect their behavior. If these trends continue, educators predict that Korea’s
traditional values will gradually disappear and Korea will lose many of its
authentic traditional beliefs [7].

In the context, traditional culture’s (about folk literature) learning system for
children was need. This paper aims to develop folk literature’s learning system to
easily understand them. The target topic is Pansori, one of the folk literatures of
Korea. And the learning system is based on online system. For this system, we
consider to use LMS (Learning Management System) and LCMS (Learning
Contents Management System) with learning materials.

2 Related Works

2.1 Folk Literature

Folk Literature is highly instructive and can therefore be well utilized for
children’s value education. It contains useful lessons to help young children grow
into moral and responsible adults, capable of making sound judgments. Folk tales
usually conclude with rewards for virtuous characters who have exhibited tradi-
tional values. Reading traditional folk literature allows children to experience an
emotional catharsis and internalize social values through personal connections
made with characters. Folk literature can inspire children with morality and help
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them develop into well-rounded members of society. Thus, Korean educators
believe the use of folk literature is a culturally and developmentally appropriate
method of teaching values which reflects the thoughts that have guided the lives of
Korean people for thousands of years [7].

2.2 E-Learning System

Along with the advancement of information technology, the electronic learning
(e-learning) has played an important role in teaching and learning, which has
become more and more popular not only in different levels of schools but also in
various commercial or industrial companies [8]. E-learning refers to the use of
electronic devices for learning, including the delivery of content via electronic
media such as Internet/Intranet/Extranet, audio or video tape, satellite broadcast,
interactive TV, CD-ROM, and so on. This type of learning moves the traditional
instruction paradigm to a learning paradigm, thereby relinquishing much control
over planning and selection to the learners. In addition, it is capable of bringing the
following advantages to learners: cost-effectiveness, timely content, and access
flexibility [9].

Additionally, E-learning in the workplace offers special benefits. First, a robust
early education and initial occupational preparation will no longer be sufficient for
a long working life. Ongoing learning through working life is a necessity for most
workers, and essential for those engaged in transitions across work and occupa-
tional boundaries. In this context, e-learning provides an effective approach for
ongoing learning by virtue of its flexibility to access, just-in-time delivery, and
cost-effectiveness. Second, while company product, structure, and policies become
more volatile in today’s dynamic environment, e-learning enables companies to
adjust learning requirements and update knowledge resources in a more efficient
way. Third, e-learning enables employees to build enduring community of practice
when they come together to share knowledge and experience; it is important to
improve individual and organizational performance by knowledge sharing and
dissemination. Recent research has motivated the integration of e-learning with
knowledge management for organizational strategic development [10]. Figure 1
shows a sample of e-learning system. E-learning is the use of technologies in
learning opportunities, with an aim to automate education and develop self-paced
learning. To achieve this, a number of studies have made effort on intelligent
tutoring techniques, such as personalized learning assistance; recommendation of
learning objects based on individual preference; and adaptive learning path
guidance. In doing so, ontology and semantic Web technologies have been applied
in e-learning development with the purpose to model, represent, and manage
learning resources in a more explicit and effective way [10].
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3 Folk Literature’s Learning System

In order to provide learning materials for folk literature, we develop learning
system. The system has a topic, Pansori. This chapter was described the learning
system process and environment.

3.1 Pansori

Pansori is one of the art forms that represent Korean vocal music. Pansori is a
musical drama in which a solo singer, holding a fan in one hand, delivers a long
story by the means of sori (song), aniri (narration), and ballim (mimetic gestures).
In a pansori performance the singer is accompanied only by a gosu (drummer)
[11]. Figure 2 shows Pansori.

‘Pansori,’ often referred to as Korean Opera, is a type of traditional Korean
music which tells a themed story in the form of music theater, with two musicians
sharing the spotlight—a singer (‘sorikkun’) and a ‘gosu’. The singer plays the
central role through his singing, words, and body language while the drummer
plays an accompanying role by providing the rhythm and shouting words of
encouragement to add to the passion of the performance. With a distinct, inimi-
table sound, rhythm, and singing technique, Pansori is truly representative of

Fig. 1 Example of e-learning system
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Korea’s unique cultural landscape. Pansori first emerged during the mid-Joseon era
(1392–1910), when common culture began to evolve. The scribes of Pansori and
the year of their origin are hard to pinpoint—it began as an oral tradition that was
continued by professional entertainers. During the Joseon era, entertainers were
regarded as lowly peasants, which explains why Pansori remained mostly in
commoners’ circles. But towards the end of the Joseon era, aristocrats took notice-
and the audience for Pansori operas increased. Originally a collection of 12 operas,
there are now regrettably only five that have been passed down to us today—
Chunhyangga, Simcheongga, Heungbuga, Jeokbyeokga, and Sugungga. A Pansori
performance is lengthy, some even taking up to 4–5 h to complete. In 2003, Pansori
was officially recognized by UNESCO as an important piece of world culture [12].

3.2 Pansori’s 5 ‘Madang’

The 5 Pansori operas are called ‘madang,’ a word which literally means courtyard,
but carries strong ties to traditional and folk games. In short, Pansori was con-
sidered a form of traditional play. The suffix of ‘ga’ at the end of each ‘madang’
name means ‘song’ [12].

• Chunhyangga: The old novel ‘Chunhyangjeon’ in opera form. The love story of
Sung Chunhyang, the daughter of a courtesan, and Lee Mongyong, the son of an
aristocrat. Of the five Pansori ‘madang,’ it is valued the greatest in terms of
musical and literary achievement. Famed portions of the opera include ‘Sarangga’
(love song), ‘Ibyeolga’ (farewell song), and ‘Okjungga’ (prison cell song).

Fig. 2 Example of Pansori
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• Simcheongga: The old story of ‘Simcheongjeon’ in opera form. Simcheong, the
daughter of a blind man who sought to regain her father’s vision by offering rice
at a temple, she sold herself to a boatman as a sacrifice to the ocean in exchange
for the rice. The Dragon King of the sea, however, was touched by her love and
rescued her, reuniting her with her beloved father. A child’s love for their parent
is the central theme of this story.

• Heungbuga: The old story of ‘Heungbujeon’ in opera form. There are two
brothers, Nolbu and Heungbu. Nolbu is older and wealthy, with a wicked heart.
The younger brother, Heungbu, is poor but is a kind soul. When Heungbu comes
into fortune by helping a swallow with a broken leg, the envious Nolbu
purposely breaks the leg of a swallow and fixes it before setting it free in the
hopes that he will be likewise awarded. The simple moral kernel of the tale is
that kindness is rewarded and wickedness is punished.

• Jeokbyeokga: A portion of the Chinese tale ‘Samgukjiyeon’ transferred into
opera form. Famous songs include the ‘Samgochoryeo’ and ‘Jeokbyeokgang
River Battle.’

Sugungga: The old story ‘Tokkijeon’ in opera form. When the underwater Dragon
King falls ill, he sends a sea turtle to land in order to find the liver of a hare to use as
medicine. The opera contains much humorous banter between the characters.

Fig. 3 Learning activity for Pansori
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Fig. 4 Sample screen shot of Pansori e-learning system. The system is prototype

Fig. 5 Pansori e-learning system’s structure with LMS and LCMS
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3.3 Folk Literature’s Larning System, Pansori

Traditional way for Pansori learning is only face to face learning process. Figure 3
shows the learning activity for Pansori. Unfortunately, the way has limit to easily
understand and get a chance to know about Pansori. Also it has limitation of
location area to get a class for Pansori. Therefore, we develop the online based
Pansori’s learning system. Figure 4 shows a prototype of Pansori’s learning
system. It can display lecture movie and text at the same time. Therefore user is
able to study to sing following the contents using two materials, movie and text.
Figure 5 shows an environment for Pansori’s learning system. In this system, LMS
was used to management learning process and provide learning materials effi-
ciently to user. Furthermore, LCMS which is to control and manage the Pansori’s
contents was used. Therefore user is able to access Pansori’s learning system when
he/she wants to know Pansori.

4 Conclusion

In this research, we design the folk literature, Pansori’s learning system. In spite of
Pansori is Korean traditional culture and song, many Koreans are not familiar due
to difficult learning and understanding them. This research attempts to overcome
their burden and to reduce their rejection filling. This system is on online process.
Therefore user is able to access when he/she wants to know and study Pansori.
Then he/she is able to get various learning materials for Pansori from LMS and
LCMS.
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Auction Based Ticket Selling Schemes
with Multiple Demand from the Agents
in Static Environment

Sajal Mukhopadhyay, D. Ghosh, Narayan C. Debnath
and N. RamTeja

Abstract First-come-first-serve (FCFS) scheme is used for selling the tickets in
ticket market that is a multi-million dollar industry for any popular event. But in a
competitive environment is this FCFS efficient? In earlier literature it has been
shown that the auction based alternative solutions using the framework of
mechanism design, a sub field of game theory, can provide better results against
FCFS in terms of profit making and efficiency in allocation. However the solution
proposed in the earlier literature can address the ticket selling environment where
an agent can give demand for a single ticket in static environment. In many
situations a single agent can give demand for multiple tickets in static environ-
ment. In this paper, with the use of mechanism design framework some elegant
solutions are proposed in static environment where an agent can give demand for
multiple tickets.
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demand
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1 Introduction

When the available tickets of any event is sold by the event organizers, huge
market is created in terms of selling the available tickets against a huge demand of
tickets. This market is termed as TM or Ticket Industry (TI) [1–3]. One can buy a
ticket at a ticket window or counter by appearing physically or can buy a ticket
online. The ticket booking options mentioned in the literature constitute two big
markets for selling tickets for entertainment industries namely Primary Market,
and Secondary Market. When the organizer of the entertainment event directly
sells the tickets, the market created by that situation is called the primary market
[2, 11]. Sometimes the tickets are sold to the third parties and then those third
parties resale the tickets. The market created via the third parties is called sec-
ondary market [2, 6, 11]. One does not see or hear the same way from two different
seats in the premises. Based on the quality of the seats different categories of seats
are available in the premises [2, 7, 10]. In this paper 4 categories of seats are
considered. In the primary and secondary markets tickets are sold at present
mainly with first come first serve (FCFS) basis. In this scheme whoever comes first
get the ticket(s) and ticket is sold with a fixed price. For different categories of
seats different fixed price is set for the FCFS scheme. Even though the FCFS
scheme is the most popular one but it doesn’t provide equal opportunity for
everybody purchasing the tickets. Recently in [8, 12, 13] alternative solutions are
proposed using the MD framework against the FCFS scheme when a single ticket
is demanded from each agent in static environment. In static environment the
participating agents wait up to a stipulated time set by the event organizers. In this
paper the total stipulated time is divided into three slots. However it can be a single
slot only. The three slots are considered as this will provide the opportunity for the
agents coming earlier for their journey or admission to the arena if they are
allocated the ticket(s). For further details of mechanism design one can see [5, 9]
and for auctions and its applications refer [9, 15, 17].

In selling tickets the most realistic situation is to allow multiple bids from a
single agent. In this multiunit demand environment multiple persons (agents,
bidders synonymously will be used) are in a competitive environment and they can
give the demand for at most k tickets that are available for sale. The bids can be
given either coming to the centre directly or through any e-environment. The bids
given by the agents are collected up to the stipulated time and then an auction is
run to allocate the tickets to the competing agents participating in the auction. If
there is m number of tickets available to the event organizers, the available tickets
are distributed in three different slots proportionately. In each of the proposed
algorithms, three times the auction are run. However, how many rounds the
auction will be run depends on the auctioneer. In this paper three has been chosen
heuristically. It can be any small constant.

Rest of the paper is organized as follows. Characterization of the problem is
given in Sect. 2 that will be helpful to clarify the notations that are used in
subsequent sections. In Sect. 3 the existing scheme is discussed. The proposed
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mechanisms are explored in Sect. 4. In Sect. 5 the proposed schemes are compared
with the existing schemes with stylized experiments and data sets. In Sect. 6
conclusions and future works have been given.

2 Characterization of the Problem

Each customer of the tickets is represented by an agent or a bidder and they can
give demand for the multiple tickets. Let I ¼ 1; 2; . . .; nf g denote the set of all
agents. The agents may reveal their true valuation or may misreport. The type of

an agent is described by ĥi ¼ ðv̂iÞ. Here v̂i is the marginal valuation vector and
formally the valuation vector could be defined as v̂i ¼ \ v̂i;1; v̂i;2; . . .; v̂i;mi [
where v̂i;j denotes the marginal value of agent i for the jth unit and mi is the

maximum demand from agent i that is v̂i;k ¼ 0 for k [ mi. Here ĥi is introduced
with the fact in mind that the agents can misreport their valuations. Here

ĥ ¼ ĥ1; . . .; ĥn
n o

denotes the reported type of all agents and ĥ�i is the types of all

agents except i. Winners will be selected from all of the feasible outputs O. The

valuation function of an agent i 2 I is given by ĥi : O ! <. Here ĥi ¼ hi indicates
the fact that the agent reports its type truthfully. The utility of an agent is denoted
by ui and is given by

ui oð Þ ¼ hi oð Þ � pi ð1Þ

where hi oð Þ is an agent’s valuation given its true type (not its declaration) Loser
pay zero and its utility is also zero. Top allocation as chosen by the auctioneer is
given as

x� ¼ argmaxo2O
Xn
i¼1

ĥi oð Þ ð2Þ

Top allocation as chosen by the auctioneer if agent i were not present in the
auction

x��i ¼ argmaxo2O�i

Xn
i¼1

ĥi oð Þ ð3Þ

3 Existing Scheme

The main existing scheme that is prevailing in the ticket market for selling mul-
tiple tickets against the multiunit demand by the agents is FCFS. In FCFS scheme
the agents line up in a queue in front of a counter and get the tickets if the tickets
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are not exhausted when their turn has come. In e-environment the demand is given
with some electronic medium (such as Internet) and the tickets are allocated
instantly until exhausted. An agent may purchase multiple tickets.

4 Proposed Algorithms

To the best of our knowledge in TM, the main algorithm that is used is FCFS when
multiple demands for the tickets are allowed. In this paper three algorithms have
been tried in one place against the FCFSM and comparisons are made accordingly.
The three algorithms proposed here are: (1) Multiunit First Price Auction for
multiple demands (MFPAM), (2) Multiunit Second Price Auction for multiple
demands (MSPAM), (3) Multiunit VCG Mechanism for multiple demands
(MVCGM).

4.1 Multiunit First Price Auction for Multiple Demand

The MFPAM algorithm for TM allocates the tickets to the top most m0 bidders in
each round if m0 tickets are available for sale. MFPAM charges each bidder their
own bid price v̂i;j if they are selected as winners’ for its jth bid according to Eq. 4.
The Overall time complexity of MFPAM is O n2ð Þ as m� n.

pi ĥ1; . . .; ĥn
� �

¼ v̂i;j; if iwins for jth bid
0; Otherwise

�
ð4Þ

4.2 Multiunit Second Price Auction for Multiple Demand

It can be shown easily with a counter example that the MFPAM mechanism is
vulnerable to manipulation and hence truth-telling is not an equilibrium bidding
strategy for the agents. This fact leads to instability in the system, which in turn
leads to inefficient investments on behalf of the agents. However in MSPAM some
incentives are given to the winning bidders and because of that it is less prone to
manipulation.

4.2.1 Algorithm

The MSPAM algorithm for ticket market allocates the tickets to the topmost
bidders and each winning bidder is charged to the next highest bidder’s bid price
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(other than this agent) if they are selected as winners according to Eq. 5. Here
Extj6¼i �ð Þ is an operator that extracts the valuations of the other agents whose
valuation is just below that agent’s valuation for whom the payment is calculated.
Say for example the payment of agent i is to be calculated and say it has given
demand for two tickets. Further assume that apart from this agent another two
agents are participating and each of them has given one unit demand for the
tickets. After sorting say, agent i is at first and third position according to the
allocation rule. So in this case Extj6¼i �ð Þ will extract the bid price of second and
fourth agent and agent i will pay this two agent’s bid price. Here l is the number of
tickets an agent being allocated. The symbol 2 is denoting the fact that an agent
winning the ticket(s) will pay 2 plus the valuations of the other agents whose bid
price is just below him. In this paper the payment is considered with 2¼ 0. The
overall time complexity of MSPAM is O n2ð Þ as m ¼ O nð Þ.

pi h1; . . .; hnð Þ ¼ Extj 6¼i h1; . . .; hnð Þ þ l� 2
0; Otherwise

�
ð5Þ

4.3 Multiunit Vickery-Clarke-Groves Mechanism
for Multiple Demands

The algorithm stated in MSPAM is not dominant strategy incentive compatible
(DSIC) as it can be shown that by manipulation an agent can gain. In this section
an algorithm motivated by the celebrated VCG mechanism is proposed that is
DSIC i.e. in this mechanism an agent can’t gain by manipulation. In this scheme
Vickery auction with Clarke’s pivot rule is used [4, 14, 16]. The proposed algo-
rithm is named as Multiunit Vickery-Clarke-Groves Mechanism for multiple
demands (MVCGM).

pi h1; . . .; hnð Þ ¼
X
i 6¼j

hjðx��iÞ �
X
i6¼j

hjðx�Þ ð6Þ

4.3.1 Algorithm

In each round MVCGM algorithm for ticket market allocate the tickets to the top
m

0
bidders and charges each of them the damage he has done to the system, if they

are selected as winners according to Eq. 6 (formed by combining Eqs. 2 and 3).
Here

P
i 6¼j

hjðx��iÞ represents the total valuation when agent i is not participating in

the auction and
P
i 6¼j

hjðx�Þ represents the total valuation of all other agents except i

when agent i is participating in the auction. However the losers pay 0. In the
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MVCGM algorithm the central idea is that an agent’s bids are considered in the
subsequent rounds with the available bids, even if his bids are allocated in the
earlier rounds. In each round except the first, two auctions are run: In the first
auction the allocation is done for the currently available bids that are yet to be
allocated. The winner’s payment is stored in an appropriate data structure called
the payment vector in this paper. In the second auction the agents already allocated
are checked with the current available bids. This auction is termed as a dummy
auction (DA) in this paper. Whatever payment is calculated in this dummy auction
is stored as the element of the payment vector so far created. This idea of the
dummy auction ensures that an agent’s payment can be updated and he can’t gain
by misreporting its type. After running all the auctions, the payment of each
winning agent is finalized. The extra amount, if any, is repaid to the winning
agents. The overall time complexity of the MVCGM is O n3ð Þ. Algorithm
MVCGM can be better illustrated with an example given in Fig. 1. Here six tickets
are available for sell. 3 tickets are kept in the first round and one is kept in second
and two are in third round. In this example the payment calculation and its cor-
responding payment vector is shown for agent 1. In the payment vector, (1, 5) is
indicating that the agent 1 has to pay 5 and so on for others. The payment and its
corresponding payment vector for the other agents can be shown similarly.

4.3.2 The Proof of DSIC of MVCGM

We can claim the MVCGM algorithm is DSIC. The DSIC mechanism indicates
that truth telling is the best response from the agents.

Theorem 1 The 3-round MVCGM algorithm is dominant strategy incentive
compatible.

(10,8,7)   (8+5+4)- (8)=(5+4)  ( (1,5),(1,4) ) (5)   (5)-(0)=(5)

(b) (c) (d) (e) (f)

((1,5),(1,4), (1,5) )  (4,3)  (4+3) -(0)=(4+3)
(g)   (h) (i)

((1,5),(1,4), (1,5) (1,4),(1,3))    ((1,4),(1,3))

(j)   (k)

(a)
6 Agents

1

2

3

4

5 Identical 
Tickets

10
7

5

8

4

5 3

6 2

Fig. 1 Illustrative example for MVCGM. a Multiple demands from six agents. b Valuation of
the winners at t = 1 when three tickets available. c Payment of the 1st agent at t = 1. d Payment
vector showing only of 1st agent e winners at t = 2 when one ticket available. f Payment of the
1st agent after the DA at t = 2. g Payment vector showing only of 1st agent at t = 2. h winners at
t = 3 when two tickets available. i Payment of the 1st agent after the DA at t = 3. j Payment
vector showing only of 1st agent at t = 3. k The final payment vector of the 1st agent
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Before going to the proof let us define the utility function again by considering
Eq. 1. ui oð Þ ¼ hi oð Þ � pri;j, where p

r
i;jis the payment of the winning bidder iin some

particular round rfor jth ticket allocated.

Proof The proof is divided into two parts:
(a) In the particular round where the bidder wins:
Case 1: Suppose his true bid is vi;j and he wins. His utility is

ui;j ¼ ĥi oð Þ � pri;j � 0. Now, for an attempted manipulation v0i;j � pri;j, i will still win
and would still pay pri;j. Hence u0i;j ¼ ui;j, that is evident from the definition of the
utility. We can say no gain is achieved as long as he is winning. However for
v0i;j � pri;j, i would lose, so u0i ¼ 0\ui. Similar logic can be given if an agent
deviates by more than one bid price.

Case 2: If i loses by bidding vi;j, then ui ¼ 0. Let j be the last bidder who is in
the winning set x�(the set is considered sorted in descending order of the bid values
without loss of generality). Further assume that his true bid is vj;j, thus vj;j � vi;j:
For an attempted manipulation, v0i;j � vj;j, i would still lose and so, u0i ¼ 0 ¼ ui. The
bidder i would win, if v0i;j � vj;j. But he would pay vj;j. Thus his utility would be
u0i ¼ vi;j � vj;j � 0 ¼ ui. In this case instead of gaining, he is paying more than his
true valuation. In the similar line of argument we can say that if j be any arbitrary
bidder in the winning set, the same negative utility will be achieved by misrep-
orting the value. This logic is true for part or full deviation from the losers.

(b) Considering all the 3-rounds: In this case the question is: any bidder i,
winning at any round r, is it possible for him to achieve some gain by deviating
from his true value vi or reporting his value vi and participating in later rounds?
The claim is no. Why? By reporting the true value vi at that round his utility will be
ui ¼ vi � pri . We have already seen attempted manipulation in the same round will
not increase his utility. Now, if he decides to participate in the next round by

reporting his true value vi and he wins, his utility u0i ¼ vi � pr
0

i where pr
0

i is the
payment made by the bidder i at some later round r

0
. In this case utility increased is

u0i � ui ¼ vi � pr
0
i

� �
� vi � pri
� �

¼ pri � pr
0
i . Now if pri � pr

0
i � 0, then u0i\ui.

Hence no gain is achieved. If pri � pr
0

i � 0, then u0i � ui. In this case gain can be
achieved, but from the payment rule of the algorithm it is clear that if pri � pr

0
i � 0

then, this extra amount is repaid to the bidder based on the updated payment vector
at the end of the last round. Hence by participating in the next round by reporting
his true value will not increase his gain. By deviating from his true value will not
achieve any gain can be proved in the similar line of argument in Case 1 and
Case 2.
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5 Comparisons of the Proposed Schemes

Here all algorithms are compared for the Gumbel (left skewed) distribution and
Gumbel (right skewed) distribution with several cases. In each distribution 1000
values are considered with mean 1000 and standard deviation 50. The bid valu-
ations of the agents are assumed to follow the close interval ðb; cÞ where b ¼
FCFS price and c ¼ 4 � FCFSprice. The unit of the bid valuations is considered as
$. In the x axis the total available tickets are shown. The interpretation is that, the
range of the total number of tickets available is 100� 400 depending on the
number of seats available in the event or the number of tickets to be sold in terms
of auction. In y axis the income is shown against the available tickets and scaled
down to 1000. The income is considered after selling all the categories of tickets.
For the experiments the income is interpreted as the total amount earned after
selling the tickets. The left skewed data has been chosen to get substantial data to
be less than the mean. The right skewed data has been chosen to get substantial
data to be more than the mean. A simple probabilistic calculation can show that
1=2 of the bidders can deviate in expectation. The medium and large amount of
deviation is taken heuristically. In this paper 1=6 amount of bid price is taken as
the large amount of deviation and 1=8 amount of bid price is taken as medium
deviation (Figs. 2 and 3).

5.1 For Gumbel (left skewed) Distribution and Gumbel
(right skewed) Distribution

In the case of medium deviation by half of the bidders it is shown that the income
from the truthful auction (MVCGM) coming close to the MSPAM and MFPAM. It
is shown in Figs. 4 and 5. However for large GR distribution MVCGM is slightly
better. But for the case large deviation by half of the bidders it is shown that the
income from MVCGM is a good choice compared to MFPAM and MSPAM. It is
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depicted in Figs. 2 and 3. In Fig. 6 social efficiency is considered. The social
efficiency signifies the fact that how many agents will deviate from their true value
in MFPAM and MSPAM compared to MVCGM. The less will be the deviation the
more will be their social efficiency. As some incentives are given to MSPAM, it
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will be less prone to deviation that is simulated in the graphs. The social efficiency
of MVCGM is 100 % as it is DSIC.

6 Conclusions and Future Works

In this paper alternative solutions are proposed in selling tickets for the TM where
a single agent can give demand for multiple tickets in static environment. Both
DSIC and non-DSIC mechanisms were proposed in the current paper. In this paper
a reservation price is set below which an agent’s bid(s) will not be accepted.
However what could be the optimal reservation price is not mathematically jus-
tified. What should be the optimal reservation price, in this environment, so that
the optimal profit and social efficiency can be achieved, could be an interesting
future work.
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A Decision Tree-Based Classification
Model for Crime Prediction

Aziz Nasridinov, Sun-Young Ihm and Young-Ho Park

Abstract The growing availability of information technologies has enabled law
enforcement agencies to collect detailed data about various crimes. Classification
techniques can be applied to these data to build decision-aid tools and facilitate
investigations of law enforcement agencies. In this paper, we propose an approach
for constructing a decision tree based classification model for a crime prediction.
Proposed model assists law enforcement agencies in discovering crime patterns
and predicting future trends. We provide an implementation and analysis of our
proposed method.

Keywords Crime prediction � Classification � Decision tree user experience

1 Introduction

The growing availability of information technologies has enabled law enforcement
agencies to collect detailed data about various crimes [1]. Criminologists and
statisticians have been using their skills and knowledge trying to analyze these
data, with varying degrees of success. However, the volume of crime and the
greater awareness of modern criminals have made the process of analyzing the
crime data difficult, because human reasoning fails when he is presented with
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millions of records. Therefore, there is a requirement for a technique to assist in
analyzing the crime data. Data mining techniques can be applied to facilitate this
task.

Data mining is a process concerned with uncovering patterns, associations,
anomalies, and statistically significant structures and events in data. It is defined as
the process of discovering meaningful new correlations, patterns and trends, often
previously unknown, by sifting through large amounts of data, using pattern
recognition, statistical and mathematical techniques [2]. It can help us not only in
knowledge discovery, that is, the identification of new phenomena, but also it is
useful in enhancing our understanding of known phenomena. One of the key steps
in data mining is a classification task. Classification is the procedure to build a rule
using the pre-defined classes and their features in dataset and apply this rule to a
new data for discriminating each observation [3]. Classification techniques can be
applied to the crime data to build decision-aid tools and facilitate investigations of
law enforcement agencies.

In this paper, we propose an approach for constructing a decision tree based
classification model for a crime prediction. The decision trees represent a super-
vised method to classification. It is a tree structure, where non-terminal nodes
represent tests on one or more attributes and terminal nodes reflect decision
outcomes. In the context of our proposed approach, the decision tree classification
model assists law enforcement agencies in discovering crime patterns and
predicting future trends. We also provide an implementation and analysis of our
proposed method.

The rest of the paper proceeds as follows. In Chap. 2 we present related work.
In Chap. 3 we describe our proposed method. Chapter 4 shows our implemen-
tation. Chapter 5 highlights conclusion.

2 Related Work

Data mining is a powerful tool, which enables law enforcement agencies to
discover patterns and predict the future crimes. There have been numerous
research on applying data mining techniques to crime data.

Chen et al. [4] categorized different crime types and proposed some techniques
to mine crime data such as entity extraction and association rule mining. They also
developed a framework that identifies the relationships between crime types and
data mining techniques applied in crime data analysis. The developed framework
helps investigators to find associations and identify patterns to make predictions.
They implemented some case studies and showed their developed framework can
help increase efficiency and reduce errors.

Liu et al. [5] proposed a STT (spatio-temporal-textual) search engine for
extracting, indexing, querying and visualizing crime information. They give scores
to each of the data factors (spatial, temporal, and textual) and use the score to rank
the data. This tool helps crime detection for investigators, identification of crime
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trends and patterns for decision makers and researchers, and security of city life for
residents and journalists. Shah et al. [6] proposed CROWDSAFE, a novel con-
vergence of Internet crowd sourcing and portable smart devices to enable real
time, location based crime incident searching and reporting. It is targeted to users
who are interested in crime information. The system leverages crowd sourced data
to provide novel features such as a Safety Router and value added crime analytics.
In addition to the demonstration of hotspots, CROWDSAGE also provides crime
clusters, historical crime statistics to the users in a dashboard interface.

3 Proposed Method

In this chapter, we will describe the proposed approach in details. Our approach is
to construct a decision tree based classification model for a crime prediction.
Proposed model assists law enforcement agencies in discovering crime patterns
and predicting future trends. Overall design of proposed approach is shown in
Fig. 1.

Fig. 1 Overall design of proposed method
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Detailed description of proposed method is given through the following steps:

Step 1. As a part of a global platform, classification model receives input
parameters from the platform as packets. Input parameters could be captures of
facial emotion, heartbeat rate, voice tone and so on.
Step 2. There could be situations, where there is no result from the data mining
engine and approximate answer is needed to be replied. Guessing engine is
responsible to do this action using the some abbreviated clues.
Step 3. Guessing engine seeks a potential result in a database of learned knowledge
(user experiences, UX). The learned knowledge module is responsible for storing
data on a database. Guessing engine can directly access to the database or in order
to speed up the lookup process, it may access to the database through the query
engine.
Steps 4 and 5. Database is indexed and queried using a query engine. The query
engine is responsible for query processing, distributing the queries to underlying
data sources for execution, and collecting the query results. The index technique is
used for implementing a faster lookup within a database.
Step 6. Discovering crime patterns and predicting future trends through the data
stored in the database is performed. In this step, the data mining engines are
responsible to do this task.
Step 7. The observations made in the data mining engine are carefully examined,
crime patterns are discovered, and future trends are predicted. The classification
engine is responsible for the maintenance of a standard classifier. It employs the
decision tree learning algorithm so that the performance of the data mining engines
can be improved. This engine will be explained in details in the Sect. 3.1.
Step 8. The obtained results are formatted according to the format requested by a
platform.
Step 9. Formatted results are returned to the platform.

3.1 Classification using Decision Tree

One of the key steps in data mining is classification task. Classification is the
procedure to build a rule using the pre-defined classes and their features in dataset
and apply this rule to a new data for discriminating each observation. When
classification is used, existing dataset can easily be understood and it will help to
predict how new events will behave based on the classification criteria.

Decision tree is one of the well-known classification techniques. It builds
classification in the form of a tree structure and divides a dataset into smaller
subsets. At the same time an associated decision tree is incrementally developed.
The final result is a tree with decision nodes and leaf nodes. A decision node has
two or more branches. Leaf node represents a classification or decision. The
topmost decision node in a tree, which corresponds to the best predictor called root
node [7]. Decision algorithm used in our approach is shown in Fig. 2.
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In this algorithm, D is the set of input attributes; A is the output attributes; T is a
set of training data. In lines 1 and 2, if D contains only training examples of the
same class then we assign T as a leaf node. In the lines 3 and 4, if A does not have
any output attributes then we make T a leaf node, which is the most frequent class
in D. In lines 5 and 6, if D contains examples belonging to a mixture of class, we
select a single attribute to partition D into subsets. In this case, the key to building
a decision tree is which attribute to choose in order to branch. The objective is to
reduce impurity or uncertainty in data as much as possible. This is performed in
line 7.

In this algorithm, we use a measure called Information Gain, which calculates
the reduction in Entropy that would result on splitting the data on attribute, A. So
given a set of example D, we first calculate its Entropy as following:

Fig. 2 Decision tree algorithm used in proposed method
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entropyðDÞ ¼ �
Xcj j

j¼1

PrðcjÞlog2 PrðcjÞ ð1Þ

where Pr(cj) is the probability of class cj in dataset D. If we make attribute Ai,
with v values, the root of current tree, this will partition D into v subsets D1,
D2,…,Dv. Lines 8, 9, 10 perform this action. The expected entropy of Ai is used as
the current root:

entropyAiðDÞ ¼
Xv

j¼1

Dj

�� ��
Dj j � entropyðDjÞ ð2Þ

Information gained by selecting attribute Ai to branch or to partition the data is
as following:

gainðD;AiÞ ¼ entropyðDÞ � entropyAiðDÞ ð3Þ

We choose the attribute with the highest gain to branch/split the current tree,
which is line 11 of the algorithm. In lines 12 and 13, if gain does not significantly
reduce impurity then make T a leaf node, which is the most frequent class in D. In
lines 14, 15 and 16, if gain is able to reduce impurity then we make T a decision
node. In lines 17, 18, 19, if subsets attributes are not empty then we create a branch
(edge) node for leaf node. In line 20, we repeat lines 1 to 20 without selected leaf
node.

4 Implementation

In this chapter, we demonstrate how to apply the decision tree algorithm described
in Chap. 3 on a real life example. Attribute selection is the fundamental step to
construct a decision tree. We used attributes shown in Table 1. These attributes
indicate various UX-based crime situations in the past. In Table 1, Facial Emotion,
Heartbeat Rate, Voice Tone and State denotes attributes. Among these attributes
State attribute refers as a class or classifier. Because based on Facial Emotion,
Heartbeat Rate, Voice Tone, we need to decide whether state is dangerous or
neutral, therefore State is a classifier to make a decision.

We implemented proposed approach, which is described in Sect. 3. We used
Java language and NetBeans 6.5 IDE. We classify crime data using decision tree
into two classes, such as danger and neutral. Using this method, we have obtained
a classifier tree shown in Fig. 3.

In this tree, nodes belong to the crime data attributes. Tracing these nodes, we
could reach leave nodes, which represent the classification of the crime. For
example, if the body sensors indicate low heartbeat then there is no reason to see
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the parameters. If heartbeat is low then the situation is neutral. If body sensors
demonstrate the high heartbeat and there is no noise by the victim it is a neutral
case too. However, it is dangerous situation when heartbeat rate is high, voice tone
is high and facial emotion is fear or anger. Using our implementation, we could
discover crime patterns and predict future trends.

Table 1 Dataset used in decision tree

Heartbeat rate Voice tone Facial emotion State

Low Loud Fear Neutral
Low Loud Anger Neutral
Low Loud Surprise Neutral
High Loud Fear Danger
High Loud Anger Danger
High Loud Surprise Neutral
Low Low Fear Neutral
Low Low Anger Neutral
Low Low Surprise Neutral
High Low Fear Neutral

Fig. 3 Decision tree generated by a dataset in Table 1
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5 Conclusion

In this paper, we have proposed a methodology for constructing a decision tree
model of crimes on the basis of the user experiences. The decision tree can infer
the characteristics of an unknown crime, and helps police in discovering patterns
and predicting future crimes. We provided an implementation and analysis of our
proposed method using a real life example in crime situation. The result of
implementation has resulted in a decision tree, which classifies crime cases into
two classes such as danger and neutral. Results of our implementation and anal-
yses are good enough to motivate us to use decision tree in order to discover
patterns and predicting the future crimes.
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Innovation Performance on Digital
Versatile Disc (DVD) 3C Patent
Pool Formation

Yu-Hui Wang

Abstract Theoretical suggestions are inconsistent with empirical findings about
whether patent pools encourage innovation domain. This paper empirically
examines the firm-level innovation on patent pool formation. In order to empiri-
cally investigate the variance of the innovation performance of patent pool, this
paper proposes hypothesis for post-formation innovation performance in com-
parison to pre-formation one in the DVD (Digital Versatile or Digital Video Discs)
3C pool members. This paper employs well-used patent quality indicator- forward
citation count as patent quality measurement. To further test the hypothesis, this
paper will apply one-sample t-test to conclude whether the mean of the post-
formation forward citation count significantly declines comparing with the pre-
formation one. Based on the result, this paper aims to verify whether patent pools
formation slow down patent innovation performance from firm-level perspective
and contribute to the growing literature on the effect of institutional innovations on
the follow-on innovation.

Keywords Innovation � Patent pool � DVD 3C � Patent quality � Forward citation

1 Introduction

Federal Trade Commission (FTC) report noted that in certain industries the large
number of issued patents makes it virtually impossible to identify all the poten-
tially relevant patents, review their claims and evaluate the infringement risk or the
need for a license [1]. Company may encounter overlapping or fragmented
intellectual property rights owned by different companies that must be combined
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before technology commercialization [2]. Patent pools which involve patents from
multiple patentees for the purpose of pooling a group of patents into a single
licensing package is a readily available tool used for overcoming the potentially
harmful effects of overlapping or blocking patent rights [3].

Many of the economic analysis of patent pools to date has focused on their role
in economy effect and competition policy [4]. Recent work by Hall and Ziedonis
[5] and Joshi and Nerkar [6] demonstrated whether patent pools encourage inno-
vation domain. While prevailing theories generally suggest that modern pools
would boost firms’ innovative performance, recent empirical works have raised
some serious implications about the intricacies of patent tools at the micro level
[7]. Theoretical models of patent pools suggest that pools encourage innovation for
the reason that lower risks of litigation and improved licensing schemes increase
expected profits for participating firms, and thus it increases firms’ incentives to
invest in R&D.

However, Farrell and Katz [8] stated a patent pool aggregates fragmented IP
rights into a single package for licensees and the innovation incentives of all of the
firms in the industry change substantially subsequent to the pool formation. Lampe
and Moser [9] find a significant decline in the innovation rate of both groups in the
sewing machine industry after the formation of the Sewing Machine Combination.
Similarly, studying three modern pools in the optical disk industry, Joshi and
Nerkar [6] find once a patent pool is formed; the pool licensors generate less and
lower quality patents in the technology field relating to the patent pool relative to
those of nonparticipants.

In order to identify the inconsistent theoretical predictions and empirical
findings, this paper proposes to empirically examine the firm-level innovation on
patent pool formation. This paper empirically investigates the variance of the
innovation performance of DVD 3C pool members. The innovation performance
of each licensor will be separately analyzed. This paper aims to provide a better
understanding of how formation of patent pools affects the innovation performance
from firm-level perspective.

2 Institutional Background: DVD 3C Patent Pool

The massive global optical disc industry is made possible by the systemic
innovation of digital audio-visual technology and it represents a market in which
multiple patent pools have been formed by competing firms [6]. During a two-year
period, from June 1997 to June 1999, the DOJ approved the formation of three
patent pools closely related to systemic innovation in digital video technology.

The main benefit of the Moving Picture Experts Group 2 (MPEG-2) standard is
the efficient coding of images, video, and audio into a compressed digital format
that enables storage in a small file size with high quality [6]. In June 1997, the
MPEG-2 pool became the first patent pool to receive the DOJ’s approval. DVDs
are used for the storage of high-quality audio and video information, such as
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movies, and can also be used for data storage. DVDs are formatted differently from
CDs, and store information at a higher density [10]. In December 1998, the DOJ
approved the DVD3C pool which is organized by Philips, Sony and Pioneer three
founding members contributing to DVD Forum’s Digital Video Disc (Video and
Read Only Memory ROM) standards. LG has recently joined. In June 1999,
DVD6C, another pool comprised of six members of DVD Forum that contributed
to the DVD-Video and -ROM standards was also approved by the DOJ. There is
no overlap in membership between DVD3C and DVD 6C, although both pools
support the same standards. The DOJ decided that it was preferable for potential
licensees to deal with two pools rather than with the ten companies on an indi-
vidual basis [11].

3 Research Design and Sample

The research framework is described in Fig. 1. In order to identify the inconsistent
theoretical suggestions and empirical findings, this paper empirically examines the
firm-level innovation on patent pool formation. Joshi, and Nerkar [6] stated after a
patent pool is formed, the quantity and quality of related patents filed by licensors
decrease for several main reasons: (1) From a licensor’s perspective, not pursuing
follow-on innovation based on the pool enables all licensors to maximize revenues
by not introducing unwanted competition; (2) Not continuing to pursue innovation
based on the pool may decrease the risks and costs associated with patent

Fig. 1 Research framework
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litigation. Thus, this paper proposes the following hypothesis for post-formation
innovation performance in comparison to pre-formation one in the pool:

Hypothesis: Patent pool formation leads to patents with lower quality being
incorporated into the patent pool. Next, this paper generates DVD 3C patent
data for each company. DVD 3C lists patents included in the pool in its website
(http://www.ip.philips.com/licensing/program/42/dvd-r-rw-recorder-philips-only).
For each patent listed as included in the pool, this paper also collect data includes
the USPTO patent number, apply date, forward citations received from the
USPTO.

In order to further test the hypothesis, this paper employs patent well-used
patent quality indicator- forward citation count. The forward citation count of a
patent measures how often a patent has been cited by future patents and it is
indicative of a high-impact innovation [12]. In order to eliminate the bias from
patent age, this paper will divide the average forward citation per patent for a
given year by the number of years lapsed between the grant year of the patent and
the present in order to arrive at an adjusted average. This paper will apply one-
sample t-test, used for determining whether there is sufficient evidence to conclude
that the mean of the population from which the sample is taken is different from
the specified value, to examine the proposed hypothesis.

4 Result and Implications

This paper generates DVD 3C patent data for each member. There are five
licensors: Philips, Sony, Pioneer, LG and HP. However, HP and LG were ignored
for the reason that they have only 3 and 9 patents and most of patents were filed
before the end of 1998 (the critical year of pool formation). 248 patents which
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were filed by Philips (99), Sony (47), Pioneer (102) are analyzed as the study
sample. This paper calculates and illustrates the average forward citation of each
major licensor as shown in Fig. 2.

Average forward citation analysis shows a general downward trend over time,
consistent with the manner that an older patent is more likely to have been cited
than a more recent patent, all else being equal. Thus, in order to eliminate the bias
from patent age, this paper needs to further divide the average forward citation per
patent for a given year by the number of years lapsed between the grant year of the
patent and the present in order to arrive at an adjusted average. Through using
one-sample t-test to test adjusted average annualized citations, this paper aims to
verify whether patent pools formation slow down patent innovation performance
from firm-level perspective and contribute to the growing literature on the effect of
institutional innovations on the follow-on innovation.
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Top-k Monitoring Queries for Wireless
Sensor Database Systems: Design
and Implementation

Chi-Chung Lee and Yang Xia

Abstract A wireless sensor database differs from a relational database, in that it is
comprised of a wireless sensor network (WSN), not disks. Nevertheless, the
sensing data in the wireless sensor database still are represented as tables.
Abstracting the sensing data as the table, end users are able to use SQL to retrieve
the required sensing data and do not become aware of the WSN. In the wireless
sensor database, top-k monitoring query is an important application and has
received much attention in the research community. This research builds on an
existing wireless sensor database, TinyDB, and equips TinyDB with the function
of performing top-k monitoring queries. The end users finally are able to submit a
top-k SQL statement to the wireless sensor database and indeed retrieve the
required top-k sensing readings from the WSN.

Keywords Top-k monitoring query � Wireless sensor network � Wireless sensor
database system

1 Introduction

With the advance of communication, embedded computing, and sensing tech-
nologies, wireless sensor networks (WSNs) have been applied in our daily life [1].
These applications of WSN may be to find the largest temperature values in a
building, the driest area in a farm, or the points of most intense vibration in a
bridge, etc. A WSN consists of a sink and several sensor nodes. Each sensor node
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is equipped with a transmission module and several sensors. The sensors monitor
the environment and collect the readings, such as temperature, humidity, lumi-
nosity, pressure, carbon dioxide concentration, etc. The transmission module then
sends or forwards the readings to the sink, using ad hoc networking. The sink then
sends the collected sensing data to the task manager through the internet or a
satellite network. The task manager node analyzes these sensing data and finally
provides the analyzed result to the end users for decision making [2].

In the database research community, several studies [3–6] treat a WSN as a
database for the convenience of the accessing of sensing data. These researches
refer to these systems as sensor database systems or sensor network database
systems [3]. Treating a WSN as a database benefits the end user’s focus on how to
use sensing data to solve daily life problems and helps the end users to ignore the
instructions of the WSN. The sensor network database system abstracts the sensing
data as tables and therefore the end users are able to use SQL to retrieve the
required sensing data from the WSN. The end users finally complete their jobs.
The most two well-known sensor database system projects in academia are the
COUGAR project [3] and the TinyDB project [6]. In research on sensor database
systems, advancing top-k monitoring queries is one of the current issues [7–12].
These studies proposed several approaches to perform top-k monitoring efficiency.
The simplest way to implement the top-k monitoring query was centralization
approach [7]. In this approach, all raw data sensing by the sensor nodes was sent to
the task manager and then generated the top-k monitoring results. The drawback of
the centralized approach was the data transmissions consumed mass bandwidth
and energy of the WSN. To overcome this drawback, two other approaches were
proposed. The first approach aggregated the raw sensing data with a small size
during the time that the sensing data were transmitted [7]. The second approach set
filters to reduce or delete that sensing data which did not contribute to the result of
the top-k monitoring in the sensing data transmission [7, 10–12].

Upon careful surveying, we find the existing research on the top-k monitoring
query only focus on how to use the aggregation technique, the filtering technique
and reading statistics to conserve the energy of the WSN. There is no work to
implement the top-k monitoring query in the wireless sensor database system. This
research stands on TinyDB [6] and equips it with the function of performing the
top-k monitoring query. To archieve this goal, we revise the syntax and re-write
the complier modules of the TinySQL. The top-k SQL statement finally can be run
on TinyDB.

The rest of this paper is organized as follows: In Sect. 2, the state-of-the-art of
the wireless sensor database system is introduced. Sections 3 and 4 present the
design and the implementation of the top-k monitoring query respectively. Sec-
tion 5 concludes this paper.
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2 Wireless Sensor Database System

We give a brief introduction of the wireless sensor database system in this section.
The data model and the query language are described in sequence.

2.1 Data Model

Sensing data in the wireless sensor database systems are logically represented as a
table and are referred to as sensors [6]. Every sensing datum is represented as a
record in the sensors table. The attributes of the sensors table include the identifier
of the sensor node and in addition some sensor observations. Depending on the
sensor function, the observations may be temperature, humidity, luminosity,
pressure, carbon dioxide concentration, etc. In addition to the above attributes, the
sensors table also has a dummy attribute, epoch, which shows the number of
the round for receiving the sensing data in current top-k monitoring query. The
schema of the sensors table can be given by

sensors(epoch, nodeid, temp, light, …),
where epoch stands for the number of the rounds for receiving the sensing data

in current top-k monitoring query, nodeid stands for the identifier of the sensor
node, temp stands for the temperature reading, and light stands for the light
reading.

2.2 Query Language

Most of the query languages in existing sensor database systems were based on
SQL. For example, TinySQL [6], the query language of TinyDB, keeps original
SQL operations, such as selection, projection, join, grouping, and aggregation etc.
However, in the wireless sensor database, the sensing data are an unbound data
stream. TinySQL therefore introduces a sampling operation to adopt the unbound
data stream. The unbound data stream may cause a sensing data flood on the WSN
and finally hurt the performance if the sensing data are not filtered by the sampling
operation. The syntax after the extension of the sampling operation in original
SQL can be written as

SELECT select-list
FROM tablename
…
[SAMPLE PERIOD epoch [FOR period]].
In the SAMPLE PERIOD clause, the epoch literal stands for the interval which

the sensing data are reported once in every interval and the period literal stands for
a specific time period which the query is limited to run. Except for the SAMPLE
PERIOD clause, the syntax of the other clauses in TinySQL are the same as those
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of their corresponding clauses in the original SQL. For example, the SQL
statement for requesting the light and temperature readings and the sensor node
identifiers once per second for five seconds can be written as

SELECT sensorid, light, temp
FROM sensors
SAMPLE PERIOD 1s FOR 5s.

3 Design of Top-k Monitoring Query

We introduce of the top-k monitoring query design in this section. The syntax of
the top-k monitoring SQL and the design of its compiler are described.

3.1 Syntax

The semantic of typical top-k monitoring queries is ‘‘Finding the top k values of
the specific observation.’’ Following this semantic, there are two concerns when
we code the SQL statements of these top-k monitoring queries. The first concern is
which observation do the end users want to rank, and the second concern is of how
much value is the end users interest in the first concern. Writing a top-k SQL
statement, we give the end user interest ranking observation in the ORDER BY
clause and extend the SELECT clause to specify the number of the ranked values
of the end user’s interest. The syntax of the top-k monitoring query SQL statement
is given by

SELECT [TOP integer] select-list
FROM sensors
[WHERE where-clause]
…
[ORDER BY orderby-list]
[SAMPLE PERIOD epoch [FOR period]].
In the SELECT clause, the TOP keyword and the integer literal are used to

specify the number of the end user’s interest ranked readings. Therefore, the SQL
statement of the top-k monitoring query ‘‘Reporting the top two light readings and
their corresponding node identifiers once per second for five seconds’’ can be
written as

SELECT TOP 2 nodeid, light
FROM sensors
ORDER BY light
SAMPLE PERIOD 1 FOR 5
In the SELECT clause of this SQL statement, ‘‘TOP 2’’ indicates that the end

user only is interested in the two highest light readings. In the ORDER BY clause,
‘‘ORDER BY light’’ indicates that the required sensing data are ranked by the light
observation.
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3.2 Compiler Design

A compiler is a program which converts source codes to object codes. Therefore,
the top-k monitoring query compiler converts top-k SQL statements to a series of
sensor instructions. The SQL compiler employs the scanner to identify tokens in
the lexical analysis and the parser to construct the relationships among the tokens
in the syntax analysis [13]. This research amends the scanner and the parser of
TinySQL to equip TinySQL with the function of performing top-k monitoring.
Note that the other parts of the TinySQL complier are still employed unchanged.

Lexical analysis. To identify the tokens of the top-k SQL statement, lexical
analysis is performed by the scanner. The scanner is enhanced and can identify
tokens ‘‘TOP’’ and ‘‘ORDER BY’’. The token expressions are given as the
following.

TOP=‘‘TOP’’|’’top’’;
ORDER_BY=‘‘ORDER BY’’|’’order by’’;

Syntax analysis. The syntax analysis constructs the relationships among the tokens
which are identified by the scanner. The relationships of these tokens are repre-
sented as grammar by Backus Normal Form (BNF). The BNF expression of the
grammar is listed as follows.

sql_stat ::=select_stat from_stat | select_stat from_stat where_stat
| select_stat from_stat order_by_stat
| select_stat from_stat where_stat order_by_stat;

select_stat ::=SELECT top_stat select_stat_list;
top_stat ::=TOP CONSTANT;
select_stat_list ::=select_stat_list COMMA attr | attr;
from_stat ::=FROM from_stat_list;
from_stat_list ::=from_stat_list COMMA source | source;
source ::=QUERY_STRING CONSTANT | NAME | NAME AS NAME;
where_stat ::=WHERE condition | WHERE condition more_conditions;
condition ::=arith_expr rel_op CONSTANT | arith_expr rel_op NAME;
more_conditions ::=bool_op condition | bool_op condition more_conditions;
bool_op ::=AND | OR;
order_by_stat ::=ORDER BY NAME;
In the above expressions, the terminal tokens are uppercase while the non-

terminal tokens are lowercase.

4 Implementation of Top-k Monitoring Query

We describe the development environment, the system architecture, the program
modules and the result to introduce the implementation of the top-k monitoring
query.
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4.1 Development Environment

We used the wireless sensor network developing toolkit produced by Crossbow
Cooperation to implement the system. The toolkit consists of several sensors, a
gateway and a software development toolkit. The program modules were imple-
mented by JAVA and used Eclipse as the development tool.

4.2 System Architecture

The components in the hardware architecture are distinguished as the server end
and the sensor end. The server end has a PC equipped with a gateway as a data
sink. The device of the gateway is the MB510 gateway of Crossbow. The sensor
end consists of several sensor nodes, each having a process unit and a sensor unit.
We use MICAz of Crossbow as the process unit and MTS300 of Crossbow as the
sensor unit. MTS300 can sense light and temperature, etc.

Similar with the hardware architecture, the software architecture is divided into
the server and the sensor programs which are run on the server and the sensors
respectively. The software architecture is shown in Fig. 1. The server program
consists of user interface, query processing, instruction transmission, data
receiving and network interface modules. The sensor program consists of data
acquisition, data aggregation, instruction receiving, data transmission, and network
interface modules.

4.3 Modules

To extend TinySQL with the ability of performing top-k monitoring queries, this
research re-codes four modules of the server program. These four modules are the
user interface, the query processing, the command transmission and the data
receiving modules. The tools and libraries for developing these modules are listed
in Table 1.

Fig. 1 Software module architecture
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The user interface module provides a command-line interface to let an end user
submit the top-k monitoring SQL statement and then forward this statement to the
query processing module to complete the data retrieving. After the required
sensing data are transmitted back, the required sensing data also are displayed on
this command-line interface.

The query processing module is the most critical module in the system pro-
grams. It accepts the top-k monitoring SQL from the user interface module. The
module then scans and parses the accepted top-k monitoring SQL and stores the
parsing result to the query expression data structure. The query processing module
finally executes the query based on the query expression data structure and gen-
erates requests which are passed to the instruction transmission module. We use
JLex and CUP to code the scanner and the parser of the top-k monitoring query
compiler.

The instruction transmission module accepts the requests from the query pro-
cessing module, translates the requests into the instructions of sensors and sends
these instructions to the sensors by the network interface module. On the other
hand, the data receiving module receives the sensing data from the WSN and
further passes these sensing data to the user interface module. The instruction
transmission module and the data receiving module are implemented by JAVA and
the connection between the PC and the gateway is established by Java commu-
nications API.

5 Result

The implemented system has been deployed in the sensor field. However, we only
deployed four sensor nodes due to the restriction of our limited resource. Consider
the following top k monitoring SQL statement which monitors the readings of the
two highest illumination nodes in the sensor field.

SELECT TOP 2 nodeid, light
FROM sensors
ORDER BY light
SAMPLE PERIOD 2048
The result of this query is shown in Fig. 2. In the period from epoch 1 to

epoch 4, the two highest illumination nodes are node 1 and node 3. In order
to confirm that the implemented system is indeed functioning, we use a shelter to

Table 1 Tools and library
for developing server module

Module Tools and library

User interface Java, Eclipse
Query processing JLex, CUP
Command sending TinyOS, Java, Java comm API
Data receiving TinyOS, Java, Java comm API
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mask node 1 in the period from epoch 5 to epoch 10. In this period, node 4 replaces
node 1 among the two highest illumination nodes. When the shelter of node 1 is
removed at epoch 11, node 4 leaves and node 1 again returns to the two highest
illumination nodes. This result shows that the implemented system is functioning
effectively.

6 Conclusion

The top-k monitoring query retrieves the top-k sensor readings from the wireless
sensor network in every epoch of the user specific period. This research builds on
TinyDB and equips TinySQL with the top-k monitoring functionality. We report
our design and implementation works in this paper. The result shows that end users

Fig. 2 An example of a top-k monitoring query
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finally are able to submit an easy SQL statement to the wireless sensor database
and acquire the required top-k readings from the WSN.

Acknowledgments Benjamin Fiscman is appreciated for his editorial assistance.
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Protection Management of Enterprise
Endpoint Based on the ITIL Management
Framework

Mei-Yu Wu, Shih-Fang Chang and Wei-Chiang Li

Abstract There are many endpoints such as notebooks and desktop computers in
the internal environment of modern enterprise. However, convenient network
applications accompanied by the threat of various forms of information, such as
computer viruses, spyware, operating system vulnerabilities, a malicious web site,
attack of malware. The endpoints are the largest number of the subject in the
corporate computer environment. If information threats affect the endpoint oper-
ation, the business operations and revenue will suffer the loss. The main purpose of
this study is focus on the endpoint protection for enterprises. The research adopts
ITIL management framework approach to provide endpoint protection manage-
ment and assessment methodology of effectiveness. The proposed approach could
be regarded as planning reference for information department during endpoint
protection management. Besides, the proposed approach provides protection
mechanisms for enterprise endpoint to reduce the impact from information threats.

Keywords Information technology infrastructure library (ITIL) � Information
threats � Endpoint protection
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1 Introduction

As the continuing development and progress of information technology (IT),
enterprises adopt IT equipment that is already not unusual situations. For example,
using network connection and the universal serial bus (USB) portable device
brought fast and convenient operating environment for the enterprise. However,
convenient IT equipment hidden countless crises. The convenient IT not only
enhances the productivity of enterprises for development, but also brings serious
problems and challenges for information security management. Different endpoint
user has different information literacy and security awareness level. If there is not
comprehensive management, information threats might easy to spread within the
enterprise and then becomes hazards and financial loss.

According to Internet security threat report issued by Symantec, there are 5.5
billion malicious attacks are detected and intercepted in 2011 that was more than
81 % increase over the previous year [1]. There were a variety of industries of
multinational organizations have suffered huge losses due to network attacks. The
report pointed out the total cost of data leakage losses caused by malicious threats
in 2011 reached 3.01 million U.S. dollars. Most of the attacks locked the nature of
the work as sales, human resources, assistants of executives, and media and public
relations populations. Targeted attacks caused the destruction of network and loss
of intellectual property right of many enterprises. In addition, half of the targeted
attacks in 2011 focused on SMEs. Therefore, companies need more comprehen-
sive protection management to resist information threats.

Information technology infrastructure library (ITIL) is considered a framework
of best practice guidance for IT service management and it is widely used in the
business world [2, 3]. There are many information services applied in enterprise.
According to the key principles of ITIL, i.e. service strategy, service design,
service transition, service operation and continual service improvement, these
applications are regarded as information service for users; in contrast, they are
management issue for service provider. Using ITIL framework, IT department will
effectively master and reduce the impact of threats and improve management
efficiency [4].

Therefore, this research proposes a management mechanism to protect enter-
prise endpoint based on the ITIL management framework. The proposed approach
provides endpoint protection management and assessment methodology of effec-
tiveness, and in addition reduces the impact from information threats. The
remainder of this paper is organized as follows. Section 2 reviews related works on
overview of ITIL management framework, overview of information threat, and
protection mechanisms. Section 3 introduces the proposed protection management
of enterprise endpoint based on ITIL management framework. A complete effec-
tiveness assessment for endpoint protection is offered in Sect. 4. Finally, Sect. 5
presents our conclusions.
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2 Related Work

Computerization in enterprises today is extensively spread. Therefore, the risk
management of information threats is discussed constantly in relevant literature.
Endpoint protection management is a troublesome for many enterprises. As the
enterprise is continually expanding more and more numbers of endpoints, com-
prehensive management has become an important topic. In the past, IT department
invested most resources on the technical management of system. In contrast, today
IT management focuses on service management due to the increasing dependence
on information technology.

The comparison between traditional IT management and IT service manage-
ment is shown in Table 1 [4, 5].

2.1 The Overview of ITIL

Information technology infrastructure library (ITIL) was published between 1989
and 1995 by Her Majesty’s Stationery Office (HMSO) in the UK on behalf of the
Central Communications and Telecommunications Agency (CCTA) – now sub-
sumed within the Office of Government Commerce (OGC). A second version of
ITIL was published as a set of revised books between 2000 and 2004. In 2007, ITIL
V2 was superseded by an enhanced and consolidated third version of ITIL [3].

ITIL defines service management as a set of specialized organizational capa-
bilities for providing value to customers in the form of service. ITIL contains a set
of five publications, the ITIL Core, which provide structure, stability, and strength
to an IT organization’s service management capabilities [6–8]. The management
framework of ITIL V3 is illustrated in Fig. 1.

The management framework of ITIL V3 contains one core, i.e. service strategy,
and four phases, i.e. service design, service transition, service operation and
continual service improvement. The core of ITIL management framework and
each phase are separate, independent and not dependency. Enterprise could
introduce different phase depending on needs.

Table 1 The comparison between traditional IT management and IT service management

Topic Traditional IT management IT service management

Position Technical-oriented Service-oriented
Management model Passive and afterwards management Proactive and plan management
Management method Centralized and completed within

the enterprise
Distributed and outsourced

Management viewpoint Isolated department perspective Integrated view of enterprise
Management practice One-time problem solving as target Clear responsibility and

repeatability
Management process Informal process Optimized operation
Thinking point From the internal of IT department From the perspective of service
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2.2 The Overview of Information Threats

There are a number of risks in the enterprise operation. The intrusion and attack of
information threat is very important for risk management. If there is no adequate
management, it will affect the operation of enterprise.

Different types of classifications for information security threats have been
suggested [9]. For example, according to the national institute of standards and
technology (NIST) classification, information threats contain errors and omissions,
fraud and theft, employee sabotage, loss of infrastructure that supports the system,
malicious hackers, and malicious code [10]. Malicious codes are virus, Trojan
horses, worms, spyware, grayware and etc. [11–14]. Enterprise should identify the
vulnerabilities that might be exploited by the threats [15]. Enterprise should
implement protect mechanism to prevent security failure occurring in the light of
prevailing threats and vulnerabilities.

2.3 Protection Mechanisms

Endpoint security protection and control is an important issue for IT department.
There are many existing literatures that discuss endpoint protected mechanism,
such as malware protect function, cloud antivirus, web reputation services, file
reputation services, e-mail protection, software firewall and device control. In
malware protect function, many approaches are proposed, such as opcode-
sequence-based malware detection [16], semi-supervised learning for unknown
malware detection [17, 18], and intelligent PE-malware detection system based on
association mining [19].

Fig. 1 The management
framework of ITIL V3 [7]
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Some related work discussed risk management based on ITIL [20]. The ITIL
framework stated that risk should be identified,measured andmitigated. Appropriate
protect mechanism should be specified as desired in the actual business scenario.

3 Endpoint Protection Management Based on ITIL
Management Framework

The research applied ITIL V3 management framework to protect endpoint. Pos-
sible information threat of endpoint is not only from external, but also need to
beware of diffusion of the internal environment. We propose three main protection
steps to achieve endpoint protection that is information threat classification, verify
infection source, and activate suitable protection mechanism. The core manage-
ment steps of endpoint management are illustrated in Fig. 2.

Three treatment actions against the information threat are monitor, block, and
analysis. At first, monitoring various information of endpoint and then verify the
classification of information threat. Then endpoint management system should
implement information security policy to block vulnerabilities of internal system,
such as distributing hot-fix and applying password rule. Finally regular report
should be issued to evaluate the effectiveness, such as continuous attacked or
infected endpoints should be classified as abnormal event.

ITILmanagement framework contains one core and four phases. Each approach is
separate, independent and no order of implementation. Enterprise could introduce
different approach depending on needs. Endpoint protection management approach
mentioned in this study is the same. Enterprise could decide the needed approach to
implement according to the manpower, resource, and budget of practical situation.

Enterprise
Information

Threats

Verify Infection
source  

Information Threat
Classification

Activate
Protection

Mechanism

Fig. 2 The core
management steps of
endpoint management
framework
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3.1 Strategy Management of Endpoint Protection

Service strategy is the core of ITIL. The meaning of service strategy is to confirm
the factors affecting the demand and progressively implement related approach to
achieve goals. In strategy management of endpoint protection, IT department
should verify the factors affecting the demand and plan the budget to procure
endpoint protection solution. Besides, IT department should adjust and enable the
combination of related functions according to the protection needs, such as web
reputation services and e-mail protection. The detail operation of ITIL service
strategy and strategy management of endpoint protection is described in Table 2.

3.2 Design Management of Endpoint Protection

There are seven approaches in design management of endpoint protection. They are
capacity, availability, service level, information security, service continuity, and
supplier management, and service catalogue. The detail operation of ITIL service
design and design management of endpoint protection is described in Table 3.

Table 2 The operation of ITIL service strategy and strategy management of endpoint protection

ITIL management framework Implementation of endpoint protection management

Phase Approach

Service strategy 1. Demand
management

Confirm the factors that affect the endpoint protection.
The factors are classified into endpoint protection
operation management of information department
and repair service of users.

2. IT financial
management

(i). Formula of budget Endpoint budget = each endpoint
protect costs * total endpoint numbers * purchase
sufficient rate

(ii). Enterprise evaluates the cost-benefit analysis
according to the invested resources and service
assessment definition.

3. Service
portfolio

Manage the hardware and software services for endpoint
protection and adjust the combinations based on
needs.

4. Strategy
generation

(i). Define the treatment strategy of each information
threat.

(ii). Implementing security strategy of operating system.
(iii). Implementing treatment strategy of internal

infection source.
(iv). Implementing deployment strategy of update and hot

fix of endpoint protection.
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4 Effectiveness Assessment for Endpoint Protection

The last phase of endpoint protection is to verify the effectiveness. Continual
service improvement of ITIL management framework is effectiveness assessment
of service management. This phase includes service measurement, service
reporting and service improvement. The detail operation of ITIL continuous
service improvement and effectiveness assessment of endpoint protection is
described in Table 4.

Table 3 The operation of ITIL service design and design management of endpoint protection

ITIL management framework Implementation of endpoint protection management

Phase Approach

Service design 1. Capacity
management

Define the agreed service level according to the IT
infrastructure cost-benefit, and time considerations.

2. Availability
management

With different sources of infection, related protection
approach should be implemented.

3. Service level
management

Negotiating the endpoint protection standard and
process that agreed by users and ensure they are
actually carried out.

4. Service catalogue Services that could be publicly available should be
announced to users.

5. Information
security
management

Protection server must be stored in a protected place
and the configuration information should be aware
by only authorized internal personel.

6. Service continuity
management

Develop the disaster recovery measures of endpoint
protection including backup.

7. Supplier
management

Select the qualified supplier according to the request
for proposal (RFP).

Table 4 The operation of ITIL continuous service improvement and effectiveness assessment of
endpoint protection

ITIL management framework Implementation of endpoint protection management

Phase Approach

Continuous
service

1. Service
measurement

The study proposes various indicators to calculate
the protection rate of information threat.

Improvement 2. Service
reporting

Using regular weekly report to measure the
performance and efficiency.

3. Service
improvement

When encountering to be improved operation
of endpoint protect, defining the improving
steps according to the order of importance.
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5 Conclusions and Future Works

In the design concept of enterprise endpoint protection product, IT department
usually has flexible to adjust the setting because the diversity of endpoint envi-
ronment. However, adjustment improperly may cause protective excessive or
protective lack and affecting the operation of enterprise. The research proposed an
endpoint protect management mechanism based on ITIL management framework.
The proposed strategy, design, and assessment of protection could be adjusted
according to the needs, budget, and manpower of enterprise. The proposed
approach provides effective protection mechanisms for enterprise endpoints to
reduce the impact from information threats.

Endpoint security mechanism must have faster reaction in response to rapidly
changing of threat attack. In future work, we will implement the endpoint
protection management system and performance evaluation system. If the system
can be successfully developed, the cost of management will be reduced and the
effectiveness of management will be apparent.
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Adaptive Content Recommendation
by Mobile Apps Mash-Up
in the Ubiquitous Environment

Chih-Kun Ke, Yi-Jen Yeh, Chang-Yu Jen and Ssu-Wei Tang

Abstract Traditionally, e-services are composed to assist the enterprise business
process. In recent years, Software as a Service (SaaS) model in cloud computing
enriches the mobile commerce. Mobile commerce promotes the service providers
building an application market platform to serve customers. However, an appli-
cation market platform may collect a huge number of mobile application services
(mobile Apps) and each App is usually designed with little functionality. A cus-
tomer may fetch a number of Apps to mash up in order to satisfy his/her com-
prehensive requirements. How to mash up the Apps to provide a feature-rich
composition for a customer becomes an interest research issue. In this work, we
explore an approach of Apps mash-up composition in a service platform for
adaptive content recommendation. A user profile conducts the service level
agreements in evaluating the service quality. An Apps mash-up composition is
recommended to the customer an adaptive content in a ubiquitous environment.
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Keywords Software as a service � Service level agreement � Apps mash-up �
Content filtering � Adaptive content recommendation

1 Introduction

In service-oriented computing paradigm, e-services can be described, published,
located, discovered, programmed, and configured using XML-based technologies
over a network. E-services are self-aware, self-contained modules and perform
functions that can range from answering simple requests to executing business
processes [1]. The loose coupling property makes the e-services to compose a
comprehensive e-service with various functionalities. The composite e-service is
used to accomplish specific business tasks in enterprise application integration
(EAI), e.g., the broker or auction mechanism over internet is a kind of composite
e-service in the ubiquitous environment. The simple object access protocol
(SOAP), web service description language (WSDL), universal description, dis-
covery, and integration infrastructure (UDDI), web services business process
execution language (BPEL) techniques and Internet standards, e.g., hypertext
transfer protocol (HTTP), are enforced to reconstruct an integrated e-service
system from non-network-based systems or deployed e-services over standard
middleware platforms [2].

In recent, cloud computing performs a new e-service style for customers. The
service models of cloud computing include software as a service (SaaS), platform
as a service (PaaS), and infrastructure as a service (IaaS). SaaS model enriches the
electronic commerce in the ubiquitous environment (also known as mobile com-
merce) which promotes the service providers to build an application market
platform or portal. Various software service portals, e.g., Apple stores and Google
Play, provide channels for the customer to acquire software services from a service
provider [3, 4]. The software service in software service portals is also called as an
App. A customer uses lightweight mobile devices to acquire Apps and customize
the personal requirements. However, an application market platform may collect a
huge number of mobile application services (mobile Apps) and each App is
usually designed with little functionality. A customer may fetch a number of Apps
to mash up in order to satisfy his/her comprehensive requirements. How to mash
up the apps to provide a feature-rich composition for the customer becomes an
interest research issue.

In a service-oriented environment, quality of service (QoS) is an important
significant requirement in evaluating a software service [5], especially a composite
e-service. Organization uses service level agreement (SLA) to coordinate the
service providers and users [6]. User personal and operational data forms the user
profile [7]. Information retrieval techniques [8] are used to extract key terms from
a user personal data. The extracted key terms form a profile to represent the
information needs of users for acquiring the services. Moreover, the profile can be
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generated according to the context of the user operation, e.g., searching, selecting
and rating to services. According to certain context, the key terms also recorded in
a user profile. The user profile reflects the satisfaction a user observes after
consuming a service [7]. Therefore, how to enforce the SLAs in various Apps
convergence is a service quality consideration. In this work, we try to use the SLAs
to coordinate the fetched Apps and mash up the Apps in evaluating the composite
service quality. The SLAs are designed according to a user profile. The various
contents of Apps are configured based on meeting the different service require-
ments in SLAs.

In this work, we explore the approach of mobile Apps mash-up processing in a
service platform for adaptive content recommendation. The functionality of the
proposal approach include: collect the mobile Apps provided by an application
market platform as the candidate services; analyze a customer’s comprehensive
requirements to build a user profile and conduct the service level agreement (SLA)
in evaluating the service quality; based on SLAs and summary descriptions of
Apps, mash up the composite services; keep the content satisfying user
requirements during mash-up processing; recommend the adaptive content to the
user in the ubiquitous environment; collect user feedback to improve the proposed
approach for mobile Apps mash-up processing in a service platform. The
remainder of this paper is organized as follows. Section II introduces the proposed
approach and its functionality based on a software development view in a mobile
device for ubiquitous computing. In Sect. 3, we present our conclusions and
indicate a direction for future work.

2 System Approach and Functionality

This section introduces the approach and its functionality of a mobile Apps
mash up processing in the ubiquitous environment, including the user requirement
analysis, mobile apps mash-up, content filtering, and adaptive content recom-
mendation modules, is shown in Fig. 1.

User Requirement Analysis Module collects key terms from the personal,
operational data and the context of the user operation. The extracted key terms
form a profile to represent the information needs of users for acquiring the Apps.
The SLAs are constructed according to a user profile for QoS evaluating. Mobile
Apps Mash-up Module is used to fetch the Apps from the application market
platforms over the internet (in the ubiquitous environment). Then the module
identifies the Apps’ communicate interface in order to mash up the collected Apps.
Content Filtering Module fetches relevant contents of the mash-up composite
Apps from the cloud storages or central databases. According to predefined SLAs
in user requirement analysis module, content filtering module adaptive evaluates
and filters out the irrelevant Apps’ contents from the user requirements. Adaptive
Content Recommendation Module presents the evaluated contents in a service
platform interface and adaptive recommend to the user. User can rate or give a
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score in a service platform interface about the quality of the recommend contents.
This work’s functionality is demonstrated by an implementation in a mobile
device. We use a tablet as an experimental service platform which is running on an
Android-based operation system. The Android SDK [9] function calls are also
used to explain the proposed approach’s modules working.

2.1 Functionalities of the Proposed Approach

The system initialization process is presented as three steps, including initialize,
produce a tag, and produce a block operations.

(1) Initialize an App bar: The Android SDK’s slidingDrawer component is used
to construct an App bar and put in a designed App box. Then the system calls
the Android SDK’s setOnDrawerOpenListener component to initial an App
bar.

(2) Produce an App tag: The system produces a unique App tag as the
identification for user fetching.

(3) Produce an App block: The system check the current App blocks, and
produce a new App block.

The App fetching process is presented as three steps, including fetch, drag, and
put operations.

Fig. 1 An approach for a mobile Apps mash-up processing in the ubiquitous environment
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(1) An App fetching: The user executes the ‘‘on Long Click’’ mode to fetch an
App, and inherit Android SDK’s View.DragShadowBuilder component to
produce a shadow which size is the same as an App box to receive the drag
operation to a position.

(2) Start drag: Inherit Android SDK’s View.OnDragListener component to
enforce a drag operation to move an App shadow to a position. The system
uses the getAction() component to check the life cycle of drag operation
starting or not.

(3) Put in an accepted object: The accepted object indicates that the system
dynamically produces an App block. The life cycle of drag operation decides
to put a shadow in an accepted block or not.

The operations of initialization and App fetching processes are shown in Fig. 2.

Fig. 2 The operational steps of the initialization and App fetching processes
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The Apps mash-up process is presented as four steps, including mash up, get,
filter, and close operations.

(1) Mash up an App: When an App’s shadow is successful put in an accepted
object, the system decides to mash up the contents in its App block according
to its tag (App identification). Besides, the system also sets up the content
filtering criteria for this App and deletes the App box at the same time.

(2) Get the content filtering criteria: The system bases current App(s)
deployment and historical records to get the content filtering criteria from a
javabean.

(3) Content filter: In an App fragment’s life cycle onStart() operation, the system
uses getActivity().findViewById method to get the current Apps and relevant
content filtering criteria to enforce SQL commands to filter the relevant
contents.

(4) Close an App bar: After finishing the drag operation of an App, the system
uses setOnDrawerCloseListener component to close an App bar.

Fig. 3 The operational steps of Apps mach-up and adaptive content recommendation processes
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The adaptive content recommendation process is presented as three steps,
including store, adjust, and usage operations.

(1) Store the Composite mash-up Apps: After each drag and mash-up Apps
composition operations, the filtered contents are stored in a repository.

(2) Adjust the App: If the user want delete some App, he/she can use ‘‘on Long
Click’’ mode to remove the App. This operation uses Android SDK frag-
ment’s life cycle onDestroyView() to remove the object. At this time, the
system enforces the content filtering to update the composite mash-up Apps
relevant information again. The final results of the contents are updated to in a
repository.

(3) Usage of an App: User can use drag operation to get an App in a single system
interface. Beside, a user also can use onDoubleClick mode to use the App.

The operations of Apps mash-up and adaptive content recommendation pro-
cesses are shown in Fig. 3.

3 Conclusions

This work proposed an approach of mobile Apps mash-up process in a service
platform for adaptive content recommendation. We collect the mobile Apps from
an application market platform as the candidate services. A customer’s compre-
hensive requirement is analyzed to build a user profile and conduct the service
level agreements (SLAs) in evaluating the service quality. In mash-up process, we
base on the SLAs to compose Apps and recommend the adaptive content to the
user. User feedback is collected to improve the proposed approach for mobile
Apps mash-up processing in a service platform.

Future direction of this work includes having the real case experiments and
relevant discussions. Some intelligent techniques, e.g., case-based reasoning and
fuzzy theory, will be used to reinforce the proposed approach. The user feedback
will provide valuable information to help us improve this approach more effective.
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A Real-Time Indoor Positioning System
Based on RFID and Kinect

Ching-Sheng Wang, Chien-Liang Chen and You-Ming Guo

Abstract Global navigation satellite system is fully well developed in outdoor
positioning nowadays; however, it cannot be applied in indoor positioning. The
research of indoor positioning is rapidly increasing in recent years, and most
researchers have paid much attention to RFID technology in indoor positioning;
however, RFID is restricted by hardware characteristics and the disturbance of
wireless signals. It is difficult to deal with the RFID positioning method. Therefore,
this paper proposed an indoor real-time location system combined with active
RFID and Kinect. Based on the identification and positioning functions of RFID,
and the effective object extraction ability of Kinect, the proposed system can
analyze the identification and position of persons accurately and effectively.

Keywords RFID � Kinect � Indoor � Positioning � Localization

1 Introduction

Location-based service (LBS) has received considerable attention in recent years.
Taking the popular outdoor positioning system, GPS, as an example, many
practical positioning applications have been developed. However, GPS performs
too poorly inside buildings to provide usable indoor positioning, thus, studies on
indoor positioning systems have also received considerable attention. A compar-
ison of the common indoor positioning systems using the methods of RFID, WiFi,
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Ultrasounds, Bluetooth, and WIMAX, [1] found that RFID is the best choice for
indoor positioning in consideration of accuracy and cost.

The research of RFID indoor positioning is increasingly in recent years. For
example, The SpotON system first applied the positioning concept of GPS to
indoor positioning and used the principle of Received Signal Strength Indication
(RSSI) to calculate distance [2]. And Ni et al. proposed the famous LANDMARC
positioning system [3]. Then, the VIRE, as proposed by Zhao et al. [4], the LEMT,
as proposed by Yin et al. [5], are RFID positioning systems that aim to improve the
positioning effect of LANDMARC. Besides, Wang et al. [6, 7] have proposed
different positioning improvement mechanisms. However, even RFID is applicable
to the indoor positioning, due its hardware characteristics, namely, wireless signals
are likely to be disturbed by indoor environments and furnishings, the positioning
accuracy limits of the RFID positioning system are difficult to address.

Therefore, this paper implemented an accurate indoor real-time location system
using the motion-sensing function of Kinect released by Microsoft. As the Kinect
can accurately extract persons, even for different heights, body types, and skin
colors, it is very applicable to indoor real-time location positioning. Although
Kinect is limited by infrared detection distance, the proposed system is comple-
mented by the embedded Kinect RGB color camera; thus, it still can implement
dynamic tracking of remote persons. It is also integrated with the ID function of
RFID, and a precise person positioning and identification system is completely
implemented.

The remainder of this paper is organized as follows. Section 2 reviews past
works on indoor positioning, including RFID positioning, video tracking, and
Kinect positioning; Sect. 3 introduces the overall architecture and positioning
mechanisms of the proposed positioning system; Sect. 4 describes the implemen-
tation and experimental results of the proposed system; Sect. 5 gives conclusions.

2 Related Works

The research on dynamic video tracking has become more mature in recent years.
Furthermore, some positioning studies have combined RFID and video tracking.
Germa et al. [8] proposed a system for identifying persons using RFID and video
tracking. They validated the feasibility of combining images with RFID tech-
niques, and designed a system for tracking and identifying persons. However, this
system requires a functionally complicated mobile robot and RFID reader
equipped with multidirectional antenna, which has high cost. Mandeljc et al. [9]
proposed a system using UWB (ultra-wideband) and video for indoor person
positioning. Although this system has good positioning effect, multiple UWB
equipment and cameras are required to be installed at the scene, thus, the system
construction cost is very high.

Wang et al. [10, 11] have designed a system for real-time tracking and positioning
of indoor persons by successfully combining image with RFID technologies.
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However, it is found in experimental experience that there remain person overlap-
ping and shielding problems, and the results of positioning are likely to be influenced
by body height and type, thus, the implementation effect requires improvement. The
occurrence of Kinect solves the aforesaid problems. As Kinect can accurately extract
persons, it will not have failed identification resulted from different heights, body
types, and skin colors, and the image processing chip embedded in Kinect can
greatly increase the efficiency image processing, which renders it very applicable to
the implementation of an indoor person positioning system.

Some studies have used Kinect to design person positioning systems. Schindhelm
[12] proved that the Kinect was very applicable to indoor positioning of public
buildings. Nakano et al. [13] also proposed using Kinect for indoor person posi-
tioning. However, the aforesaid systems lack the function of person identification.
This paper combines the accurate person positioning ability of Kinect with the
person identification function of RFID to complete an indoor positioning system for
accurate positioning and person identification.

3 System Architecture and Positioning Mechanisms

The positioning system proposed in this paper is consisted of two parts, including
an active RFID positioning mechanism and a Kinect positioning mechanism
(system architecture is as shown in Fig. 1). For the RFID positioning part, we
placed multiple active RFID Repeaters in the scene in advance, and then the tester
carried the active Tag while moving among the various blocks, meanwhile, the
Reader integrated the Tag signals forwarded by all the Repeaters, and analyzed the
signal strength scales of the Tag signals. Afterwards, the system defined the signal
strength reference values of various positioning blocks according to the collected
signal strength information, and stored related data in the database to complete the
initialization analysis of a positioning environment. Through immediate address-
ing, the preliminary positioning of RFID can be completed by analyzing the Tag
signals collected by all the Repeaters and matching the signal strength reference
values in the database.

In the Kinect positioning system part, provided that Kinect is mounted high in
the positioning area, the position information of moving persons can be instantly
extracted by means of the accurate person detection function of Kinect, and then
the actual positions of persons in the scene are determined by coordinate trans-
formation equation. Finally, the preliminary positioning result of the RFID posi-
tioning system is compared with the positioning result of the Kinect positioning
system, and pairing is completed on the principle of minimum distance, meaning
the personal information in RFID is perfectly integrated with the precise posi-
tioning result of Kinect.
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3.1 RFID Positioning Mechanism

When the Repeaters are denser in the RFID positioning system the positioning
accuracy is higher; however, this increases cost and signal collision. Therefore, the
proposed system only adopts appropriate RFID equipment that considers both
accuracy and construction costs, uniformly places equipment within the posi-
tioning environment, and first conducts preliminary person positioning. After-
wards, the positioning system for accurate positioning and identification is
completed by the precise positioning ability of Kinect. The main mechanisms of
RFID positioning in this paper include a signal classification mechanism and a
sensing overlap area analysis mechanism, as described below:

Signal Classification Most RFID positioning systems directly use signal
strength as the basis of positioning; however, this method sometimes neglects the
differences among the signal strengths of various Tags, whereas, the signal clas-
sification mechanism proposed in this paper can set appropriate signal strength
intervals according to the individual differences among environments and Tag
signal strengths, thus, effectively enhancing the stability of the positioning system.

The proposed system classifies signal strength into four levels according to the
distance between RFID Repeater and Tag, and the signal strength values received
by various Tags at 0.5 m, 1.5 m, and 3 m equidistance, are tested in the posi-
tioning field (as shown in Fig. 2). According to the data in Fig. 2, the signal
strength value of individual Tags have a different RSSI value due to the differences
in Tag and in environment; therefore, using fixed signal strength as the standard to
estimate distance often results in considerable positioning errors.

Therefore, the proposed system receives the signal strength of different Tags at
different distances, and filters occasional too strong or too weak unstable signals as
an effective reference frame. When the signal strengths of all the Tags are col-
lected and analyzed, the appropriate signal strength interval for each Tag can be
set (as shown in Table 1) as a reference for subsequent determination of sensing
range, thus, enhancing the stability of RFID positioning.

Reader

Repeater Tag

RFID Positioning 
Mechanism

Kinect Positioning
Mechanism

RFID Signal
Database

Fig. 1 Schematic diagram of
system architecture
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Sensing Overlap Area Analysis Figure 3 shows the schematic diagram of the
overlapped sensing areas of the proposed system, with an active RFID Repeater
laid at intervals of 3 m within the positioning space, where the circular area in a
radius of 3 m centered in the position of Repeater is the sensing range, and the
positioning space is divided into multiple independent sensing overlapped areas.
Afterwards, the positioning of the sensing overlap areas is completed by analyzing
and matching the signal strength scales received by adjacent Repeaters. When the
system locates sensing overlap areas, the centers of various blocks will be used as
locating points to complete the preliminary positioning of relative positions, which
are then integrated with the results of Kinect to determine the final locating points.
There are five types of sensing overlapped areas in the proposed system, as
described below.

Red block. It means the position is very close to a certain Repeater, thus, the signal
strength detected by the Repeater is level L0;
Brown block. It means the signal strength detected by Repeater2 has not reached
level L0, but has reached level L1; the signal strength detected by Repeater1 and
Repeater4 is level L2; while that detected by Repeater3 is level L3;
Green block. It means the signal strength detected by Repeater1, Repeater2,
Repeater3, and Repeater4 is level L2.
Blue block. It means the signal strength detected by Repeater3 and Repeater4 is
level L2; the other Repeaters have not detected signals above level L2.
Yellow block. It means the signal strength detected by Repeater1 is level L2; the
other Repeaters have not detected signals above level L2.

Fig. 2 Records of signal strengths of different tags at different distances. (a) Tag1 signal strength
(b) Tag2 signal strength

Table 1 Signal strength intervals corresponding to signal levels of individual tags

Signal level Distance between
repeater and Tag

RSS of Tag1
(dBm)

RSS of Tag2
(dBm)

RSS of Tag3
(dBm)

L0 \0.5 m -40 -45 -45
L1 0.5–1.5 m -58 -50 -55
L2 1.5–3 m -65 -58 -60
L3 [3 m -68 -65 -70
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3.2 Kinect Positioning Mechanism

Microsoft Kinect has three lenses, the middle lens is an RGB color camera, with an
infrared transmitter and an infrared camera placed on both sides, forming a depth
sensor. In terms of the Kinect positioning mechanism in this paper, a Kinect is
mounted in the positioning scene to instantly extract the position information of
moving persons, and then, the actual positions of persons in the scene are calcu-
lated by the coordinate transformation equation, matched with the preliminary
positioning result of the RFID positioning system, finally, personal ID is integrated
with accurate positioning. The proposed system divides Kinect positioning into
three positioning modes, as based on the operating characteristics of Kinect, as
described below:

Within 4.5 m from Kinect (Including Skeleton Information) When a person
enters into the 4.5 m sensing range of Kinect, the proposed system uses Kinect
SDK to efficiently extract the skeleton information of the person, and uses the
Ankle Left of skeleton as the positioning coordinates. When person positioning is
completed, the system marks it with a blue frame (as shown in Fig. 4a).

Within 4.5 m from Kinect (Excluding Skeleton Information, Including
Depth Information) Since the officially released SDK of Kinect only extracts the
skeleton information of two persons, when there are more than two persons in the
4.5 m sensing range of Kinect, the proposed system uses the depth information
extracted by Kinect to determine the lowest left endpoint of the persons as the
positioning coordinates. When person positioning is completed, the system marks
it with a green frame (as shown in Fig. 4b).

Beyond 4.5 m from Kinect (Excluding Skeleton and Depth Information)
When a person is beyond the 4.5 m sensing range of Kinect, the proposed system
uses the RGB color camera embedded in Kinect for person positioning by image
processing. Traditional image processing modes often require complex and time
consuming calculations, while the proposed system excludes the aforesaid two
kinds of located persons before image processing-based positioning, which can
effectively enhance system effectiveness. When person positioning is completed,
the system marks it with a yellow frame, and the center point of the lower margin
of the frame is used as the positioning coordinates (as shown in Fig. 4c). When the

Fig. 3 Schematic diagram of
sensing overlap areas of
RFID positioning
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three modes of positioning are completed, the system will automatically integrate
all the positioning information (as shown in Fig. 4d).

4 Experimental Results

The implementation environment for the proposed system is an 8M 9 5M labo-
ratory (as shown in Fig. 4a). The experimental equipment includes a notebook
computer equipped with an active RFID Reader, four RFID Repeaters mounted
within the scene, several RFID Tags carried by users, and one Kinect. The RFID
equipment of the proposed system adopts the RFID chip module of Texas
Instruments, and indoor layout and signal loss tolerance must be tested and set
before implementing positioning (including signal collision, attenuation model,

Fig. 4 Schematic diagram of Kinect positioning result. (a) Skel information (b) Depth
information eton (c) RGB video (d) Integration result
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interference of electromagnetic wave, etc.). The Kinect positioning system is
composed by WPF (Windows Presentation Foundation).

First, the proposed system uses the RFID positioning mechanism proposed in
this paper to obtain the ID information of persons and preliminary positioning
results. Afterwards, the accurate positions of persons are obtained by the Kinect
positioning mechanism, and the result of Kinect positioning is used as the final
positioning coordinates. Finally, the pairing is completed on the principle of
minimum distance, where the personal information in RFID is perfectly integrated
with the precise positioning result of Kinect. The steps and experimental results of
combining RFID positioning with Kinect positioning are as described below:

Step 1: RFID positioning: Fig. 5a shows the actual positioning scene, Fig. 5b
shows the positioning result of RFID. The blue squares in Fig. 5b are the posi-
tioning results calculated by the RFID positioning system (including ID infor-
mation). It is found in Fig. 5 that, the positioning results of RFID are slightly
different from the actual positions, thus, the proposed system integrates the
positioning results of RFID with the positioning results of Kinect in order to
improve positioning accuracy.
Step 2: Kinect positioning: Fig. 6b shows the positioning results of Kinect. The
red squares in Fig. 6b are the positioning results calculated by the Kinect posi-
tioning system (excluding ID information). The proposed system uses Kinect SDK
to effectively extract the skeletons of persons, depth information, and RGB video
in the scene, and determines the actual positions of persons in the scene by
coordinate transformation. When person positioning is completed, the system uses
green, blue, and yellow frames to mark the persons identified by the three kinds of
Kinect positioning modes (as shown in Fig. 6a).

ID 01

ID 04
03

ID 02

(a) (b) 

ID

Fig. 5 Schematic diagram of RFID positioning results
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Step 3: Integration of positioning results: Fig. 7 a shows the pairing process of
RFID and Kinect positioning. The proposed system completes the pairing of RFID
positioning results (blue squares) on the principle of minimum distance, as based
on the positioning results of Kinect (red squares), and integrates the corresponding
ID information. After pairing, the final positions displayed by the system are the
coordinates calculated by Kinect positioning and the corresponding ID information
(as shown in Fig. 7 (b)).

(a) (b) 

Fig. 6 Schematic diagram of Kinect positioning results

ID 01

ID 04
ID 03

ID 02

ID 01

ID 04ID 03

ID 02

(a) (b) 

Fig. 7 Schematic diagram of pairing and integration result
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5 Conclusions

This paper proposed an indoor real-time location system combined with active
RFID and Kinect. RFID signal classification and sensing overlap area mechanisms
were used to complete the preliminary positioning of persons, combined with the
stable and accurate person extraction ability of Kinect, in order to implement
accurate personal identification and positioning. The experimental results proved
that, in addition to implementing real-time personal identification, the proposed
system can effectively enhance the accuracy and stability of person positioning. In
addition, the proposed system only uses one Kinect, one RFID Reader, and several
Repeaters and Tags, thus, effectively reducing the construction costs of an indoor
positioning system.

Acknowledgments The authors would like to thank the National Science Council of the
Republic of China, Taiwan for financially supporting this research under Contract No. NSC-101-
2221-E-156-013 and NSC-99-2632-H-156-001-MY3.

References

1. Benavente-Peces C, Moracho-Oliva VM, Dominguez-Garcia A, Lugilde-Rodriguez M (2009)
Global system for location and guidance of disabled people: indoor and outdoor technologies
integration. In: The fifth international conference on networking and services, IEEE Press,
Valencia, p 370–375.

2. Hightower J, Want R, Borriello G (2000) SpotON: an indoor 3D location sensing technology
based on RF signal strength. UW CSE Technical Report (2000)

3. Ni LM, Liu Y, Patil AP (2003) LANDMARC: indoor location sensing using active RFID. In:
The first IEEE international conference on pervasive computing and communications, Texas,
pp 407–415

4. Zhao Y, Liu Y, Ni LM (2007) VIRE: active RFID-based localization using virtual reference
elimination. In: The 2007 international conference on parallel processing, Xian, China

5. Yin J, Yang Q, Ni LM (2008) Learning adaptive temporal radio maps for signal-strength-
based location estimation. IEEE Trans Mob Comput 7(7):869–883

6. Wang CS, Huang CH, Chen YS, Zheng LJ (2009) An implementation of positioning system
in indoor environment based on active RFID. In: The second IEEE international conference
on Ubi-media computing, Taipei, Taiwan, p 71–76

7. Wang CS, Huang XM, Hung MY (2010) Adaptive RFID positioning system using signal
level matrix. World Acad Sci Eng Technol 46(135):746–752

8. Germa T, Lerasle F, Ouadah N, Cadenat V (2010) Vision and RFID data fusion for tracking
people in crowds by a mobile robot. In: The computer vision and image understanding, vol
114, no. 6. Elsevier, New York, pp 641–651
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Intuitional 3D Museum Navigation System
Using Kinect

Ching-Sheng Wang, Ding-Jung Chiang and Yu-Chia Wei

Abstract Most of the museum navigation systems lack the function of user
interaction. Even the small number of systems with user interaction functions, but
required special and expensive devices, or may use non-intuitional operation
methods. This paper used popular and economic Microsoft Kinect devices to
establish an interactive 3D museum navigation system that supports intuitional
commands. The users are allowed to intuitively control the 3D navigation system
by physical motions and voice commands without wearing any additional appli-
ances. The experiments show that the proposed system improves the effect of
navigation satisfactorily.

Keywords Kinect � Intuitional � Museum � Navigation � Virtual reality

1 Introduction

In recent years, with rapid hardware and software development, the PC computing
capability in 3D mode has greatly improved. With the appropriate hardware, 3D
virtual reality can be displayed vividly. The 3D navigation system previously
requiring high-end equipment for development can now be established by a PC. At
present, most of the 3D navigation systems lack the functions of user interactions,
while some navigation systems with interaction functions mostly use expensive
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interactive devices, or their operations are non-intuitional and need time to learn
[1–3].

Currently, the common interactive devices used in navigation systems include
VICON, 5DT Glove, Wii Remote, and Kinect. The comparison of those devices is
shown in Table 1. The VICON system has accurate motion capture capability, but
requires setting up multiple cameras and installing positioning marks on the users,
thus, the overall cost is very high. The 5DT Glove induction glove is expensive
and can only capture hand movement information, thus, its application is limited.
Wii Remote, introduced by Nintendo in 2006, is one of the emerging interactive
devices in recent years. Compared with other interactive equipment, Wii Remote
has the advantages in cost and installation environment, thus, it is applied in
human–machine interactive systems. However, Wii Remote is handheld, rendering
it inconvenient and with poor positioning accuracy [4, 5].

In November 2010, Microsoft officially introduced the Kinect game controller.
Microsoft Kinect has a RGB color camera and a depth sensor that consisting of an
infrared transmitter and an infrared camera. Compared with Wii Remote, Kinect is
not handheld, does not require wearing any auxiliary equipment, and has relatively
better performance in spatial requirements and capture motion accuracy. There-
fore, this paper used the Kinect device to capture user motion and voice data, and
developed an interactive 3D museum navigation system that supports intuitional
commands.

The remainder of this paper is organized as follows. Section 2 describes the
recent research results in Kinect-related human–machine interaction; Sect. 3
introduces the system architecture and three types of interactive commands;
Sect. 4 discusses the implementation environment and test results; finally, the
conclusion is given in Sect. 5.

2 Related Works

At present, Kinect has been used as the interactive device in some systems. These
systems, according to whether the recognition method involves human skeleton
information, can be divided into two types. One does not require the use of
skeleton information, and is mainly based on the depth image for analysis of the
user’s hand positions and motion trajectory in order to determine the different
interactive commands [6–8]. The second type is mainly based on the user’s

Table 1 Comparison of interactive devices

Kinect Wii remote VICON 5DT glove

Cost Low Low Extremely high High
Wearing equipment Not needed Needed Needed Needed
Spatial requirements Medium Medium High Low
Accuracy Medium Low High High

588 C.-S. Wang et al.



skeleton information to determine the user’s body motions to implement the
various types of interactive commands [9–11].

Regarding studies on Kinect without using skeleton information, Wilson and
Benko proposed an interactive projection system consisting of three projectors and
Kinect [6]. The system uses Kinect to obtain the depth image in order to analyze user
position and allow the users to interact with the virtual objects in the projected
screen. Schlatter et al. used depth information to analyze the user’s hand position and
hand movements to allow the user to interact with the virtual scenes [7]. Gallagher
captured the user’s hand image by image recognition and analyzed the fingers’
movement trajectory to establish an intuitional gesture interactive system [8].

Regarding studies on Kinect using skeleton information, Kammergruber et al.
used the relative position of the human skeleton to determine the corresponding
operational commands, and applied it in virtual environment navigation operations
[9]. The relative position between the joints was used as the basis for the deter-
mination of operational commands, rather than intuitional motions; therefore, it is
less likely to meet the demand for intuitional operation commands. Sakai et al.
used human skeleton information to analyze the user’s physical motions to
determine the corresponding interactive commands [10]. Based on the physical
motion, the operation is fairly intuitive. However, the various motions cannot be
mixed for application, thus, interaction is very limited. Freitas et al. used human
skeleton information to prepare a set of rehabilitation interactive games [11]. The
system can identify the various joint groups and analyze specific body motions.

As discussed above, the object detail level of the depth image captured by the
depth sensor of Kinect decreases with increasing distance from Kinect, thus, the
operational distance should be at least 3 m, if using the depth image to identify
detailed hand commands. On the other hand, when the distance between user and
Kinect is at least 3 m, Kinect cannot capture the user’s full body image, thus, it
cannot identify body motions. As a result, the intuitiveness and variety of inter-
active commands are very limited. Moreover, if users manipulate the interactive
system with both hands in the air, they will easily tire.

The system proposed in this paper allows the user to stand in an area at a
distance of about 3.5 m from Kinect in order to facilitate skeleton identification
and analyze the characteristics of the various joints, including angle and direction,
before determining and implementing the corresponding physical commands,
including turnaround, moving, and view. Although it is difficult to identify detailed
hand movements at such a distance, the system can determine and implement the
corresponding hand interaction commands, including scaling, rotation, and mov-
ing, according to the relative positions of both hands in the space. Moreover, the
proposed system can combine intuitional body motions and hand interactive
command.

Dam et al. summarized the common somatosensory operational methods used
in virtual environments, and compared the advantages and disadvantages of var-
ious methods [12]. This paper categorizes somatosensory operations into Selection
and Navigation. The operational methods in the Selection category can be divided
into three types, including Hover, Push, and Hold. The operational methods in the
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Navigation category can be divided into Virtual Foot DPad ? Body Turn, Virtual
Button, and Virtual Circle ? Body Turn. The method and principle of selecting
objects, as proposed in this paper, is similar to the Hover method, as analyzed in
the above mentioned paper. It has the advantages of high intuitiveness and oper-
ational simplicity. The navigation command, as proposed in this paper, is similar
to the method of Virtual Foot DPad ? Body Turn, as analyzed in the above
mentioned paper. The method can control movement directions according to the
direction the body is facing, and determine backward or forward movements by
stepping forward or backward. This method is regarded as having some advan-
tages, including high intuitiveness and operational simplicity.

3 System Architecture and Commands

The system architecture is as shown in Fig. 1, which is consisted of the interaction
interface component, command analysis component, and an immersive 3D display
component. Regarding the interaction interface, the proposed system uses Micro-
soft Kinect for Windows SDK to connect Kinect in order to capture the information
of the skeleton coordinates and sounds of the user. The angles of the various joints
are analyzed to obtain the motion characteristics of the user. Microsoft Speech API
is applied to analyze the voice content of the user. The command analysis com-
ponent is responsible for comparison and implementation of various motion
commands, hand commands, and voice commands. Besides, the 3D display com-
ponent used the nVIDIA 3D Vision and 3D projector to generate the immersive
3D environment. The proposed system supports three types of intuitional com-
mands as described below.

3.1 Motion Commands

Body motion command is based on motion characteristics, such as angle and
direction of body joints, as the identification conditions. The relevant commands
are designed by intuitional motion characteristics, include turnaround command,
moving command, and view command. The functions of various commands are
illustrated as follows:

Turnaround Command. The proposed system calculates the desired angle of
rotation of the user according to the rotational vector of the shoulders, and the
display scene of the navigation system is rotated according to the rotational
direction of the user (as shown in Fig. 2).

Moving Command. The proposed system determines the user’s step by ana-
lyzing the skeleton information of the feet of the user. When the user moves
forward one step, it implements the command of moving forward. When the user
moves backward one step, it implements the backward motion command.
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View Command. The system determines the user’s browsing motion by ana-
lyzing the user’s spine skeleton information. When the user bends forward or
backward, the display image is zoomed in or out (motions are as shown on the left
of Fig. 3). When the user’s head moves left or right, the display image will be
rotated anti-clockwise or clockwise simultaneously (as shown in Fig. 3).

3.2 Hand Commands

The hand commands are the most common interactive commands. However, if the
user is not standing in the center, the coordinate conversion in the virtual space
will often be affected, thus, the interaction effect is affected accordingly. In this

3D display component
Interaction interface component

Kinect SDK

Motion analyze

Command analysis component

Microsoft Speech 
API

Voice commands Hand commands Motion commands

XNA Framework

Audio
Data

Skeleton 
Data

Fig. 1 Schema diagram of system architecture

Fig. 2 The angle
computation of turnaround
command
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paper, user’s chest position is used as the relative coordinated center. By calcu-
lating the relative position of the chest and hand, it is converted into the absolute
position in the interaction system. This conversion method regards the individual
user as the center of the coordinate system. In addition to avoiding the impact of
the standing position, it can simultaneously support the operation of multiple
persons to effectively enhance system flexibility and variety. The hand-related
commands of this system are illustrated as follows:

Selection Command. The proposed system analyzes the hovering time of the
hand coordinate on the object. When the time is more than certain seconds, it
implements selection commands similar to a left button mouse click (using left
hand) or right button (using right hand).

Scaling Command. When an object is selected, if it is a display object that can
be adjusted in size, the system can implement the corresponding zoom commands
of enlarging or reducing the object according to the analysis of the change in
distance of both hands.

Rotation Command. When an object is selected, if it is a rotational display
object, the system can implement the various directional rotation commands by
analyzing the information of the vectors of both hands in space.

Shift Command. When an object is selected, if it is a movable interaction
object, the system can shift the position of the object in the virtual space according
to the user hand position.

3.3 Voice Commands

Voice recognition technology has become considerably mature and has been
gradually applied in general life, such as Siri of iOS. In a PC, there are many
development kits, including Microsoft Speech API, IBM Via Voice, and Toshiba
LaLaVoice. The Microsoft-developed Speech Application Program Interface
(Speech API) is a free software package. Its compatibility in the Windows oper-
ating system is extremely high, and the recognition effect is satisfactory.

Fig. 3 Schematic diagram
of view commands a the
user’s bending forward, b the
head is right-skewed
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Therefore, this paper used Microsoft Speech API as the major voice recognition
software package.

In Microsoft Speech API, the language with the highest rate of voice recog-
nition is English. Hence, the proposed system designs the simple voice commands
in English. The main commands for navigation scenes include, move forward,
move backward, turn left, turn right, look up, and look down. Moreover, the
commands for object operation include, select, zoom in, and zoom out. In addition,
the voice commands could be integrated with motion and head commands to
enhance the flexibility of navigation control.

4 Implementation and Result

The proposed system’s configuration environment is shown in Fig. 4. First, in a
5 9 8 m space, this paper used nVIDIA 3D Vision equipment and a ViewSonic
PJD-64213D projector to establish an immersive 3D navigation scene, and placed
a Microsoft Kinect under the projection screen. The system hardware includes a
PC with an Intel Core i5 CPU; the system development environment uses C# and
Kinect for Windows SDK. The virtual scene for testing is the ‘‘3D Virtual Oxford
college Museum’’ established using 3Ds Max and XNA Framework 4.0.

During the system test, 1–2 users stood on the left and right at a distance of
3.5 m before Kinect to facilitate the system obtaining the full body skeleton
information and capture voice commands. Various body motion commands, hand
interactive commands, and voice commands were alternately used to operate the
3D museum navigation system. The implementation results are shown in Fig. 5.
The various tests and analysis results are shown in Table 2, and discussed below.

Using Hand Commands Only. When using hand movements for the operation
of the interaction system, some operations, such as object selection and scaling,
and rotation and movement, can be rapidly and intuitively completed. However,
regarding moving, turnaround, and other operations of scenes, as it usually takes a

Fig. 4 Schema diagram of
system environment
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longer time to raise the hands, the operation is relatively more tiring, and thus, is
less intuitive.

Using Body Commands Only. When using body motions for the operation of
the interaction system, it is very difficult to complete some operations, including
object selection and scaling, and rotation and moving. However, regarding the
operations of moving and turnaround of scenes, it is very easy and highly intuitive
to complete by stepping or turning the body.

Using Hand and Body Commands. The proposed system can use hand and
body motions for operation. Therefore, operations including object selection,
scaling, rotation, and moving, or operations of scene moving and turnaround, can
be intuitively and rapidly completed. Moreover, it can allow two users to use the
system simultaneously to increase the fun of interaction. In addition, the proposed
system has voice commands. It can use simple English words to implement
multiple types of commands to effectively enhance the flexibility of the system and
improve the problem of fatigue.

Fig. 5 Schema diagram of implementation results (a) Original image (b) Selection commands
(c) Scaling command (d) Rotation command (e) Turnaround command (f) Moving command

Table 2 Comparison of interaction commands

Hand commands
[6, 7]

Body commands
[9, 10]

Our system

Selection and scaling
commands

Rapid operation and
highly intuitive

Hard to operate Rapid operation and
highly intuitive

Rotation and moving
commands

Rapid operation and
highly intuitive

Hard to operate Rapid operation and
highly intuitive

Moving, turnaround and
view commands

Tires easily, and poor
intuitiveness

Easy to operate,
highly intuitive

Easy to operate, highly
intuitive

Multi-user operation No No Yes
Voice commands No No Yes

594 C.-S. Wang et al.



5 Conclusions

This paper adopted economic Microsoft Kinect to successfully develop an inter-
active 3D museum navigation system supporting intuitional commands. The
proposed system can support intuitional motion, hand, and voice commands,
which can be combined alternately in application to realize more diversified
interactive functions. Compared to other interactive systems, the proposed system
has advantages of ease and rapid operation, high intuitiveness, and multiple-user
accessibility, which can enhance the impression and performance of navigation
effectively. Our future research will integrate the popular mobile devices in order
to realize more diversified applications of 3D navigation system.
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Application of QR-Code Steganography
Using Data Embedding Technique

Wen-Chuan Wu, Zi-Wei Lin and Wei-Teng Wong

Abstract Quick response (QR) code is a convenient product for mobile phone
user. People can use the Smartphone camera to capture the code, and then decode
it through dedicated reader application. Usually the code stands for text, contact
information, or a web hyperlink. Users scan the image of QR code to display
information or open a website page in the phone’s browser. QR codes appear
everywhere on posters, publicity flyers, TV advertisements, and even business
cards. Since QR code looks like random noise, its existence may hurt the picture of
commodities. In this paper, we propose a data embedding scheme to camouflage
the existence of QR code. Experimental results showed that the proposed scheme
hides the QR code successfully. Moreover, the quality of stego-images is nearly to
30 dB.

Keywords Quick response (QR) code � Data embedding � Vector quantization �
Codebook clustering

1 Introduction

Recently, Internet has gradually become an important means of communication
over human daily life. People can receive the news and information easily by using
various mobile devices to browse the web pages anywhere and anytime. Before
linking to the website, a designated Uniform Resource Locator (URL) must be
inputted in advance. As we all know, it is more difficult and time-consuming to
type by using phone keypad than keyboard [1, 2]. To solve this issue, the quick
response code [2–4], QR code for short, is introduced in recent years.
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QR code, which consists of black and white square dots, is a 2-dimensional
barcode in a square shape. Mobile phone users can read the code easily by using an
app with a QR-code scanner. And, data of any format such as text, emails, URL,
phone number, and more can be translated as a QR code through code generator.
As a result, QR codes have become common in consumer advertising and personal
trademark. More and more products and goods attach to the relevant QR code.
However, its existence hurts the picture of commodities because QR codes look
like random noise.

In this paper, we aim at solving the mentioned problem. We utilize the data
hiding technique to camouflage the appearance of QR code. Data hiding is an
information security way to protect the secrets by embedding it into an unim-
portant cover media, so that the data cannot be perceptible [5]. Overall speaking,
the quality of the stego-media carried with secrets is rather high and acceptable.
Therefore, this paper employs this advantage of data hiding to cover the QR code.
The rest of this paper is organized as follows. Section 2 introduces the popular QR
code and the basic concepts of VQ compression technique. Section 3 describes the
proposed data embedding algorithm in detail. Section 4 gives some experimental
results for proving the proposed algorithm. Finally, conclusions are drawn in
Sect. 5.

2 Related Works

2.1 Quick Response (QR) Code

Quick response code [2–4], is a variation and evolution of standard barcode, first
designed in Japan. Traditional barcodes attached to items are optical machine-
readable labels that record items’ information. Different from that, QR code is a 2-
dimensional barcode that can contain more information including number, char-
acter, English, Japanese or Chinese language. Up to now, more and more goods
and items are attached to QR code, poster and business card for example.

Figure 1 shows a QR code for the website of URL ‘‘http://yahoo.com.tw’’. The
code is a square which consists of back square dots arranged on a white back-
ground [1]. In particular, there are special square patterns in three corners. These
three patterns are helpful to image orientation and alignment. Therefore, users can

Fig. 1 QR code for the URL
‘‘http://yahoo.com.tw’’
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scan the QR code quickly whether any angle, and then decode the information
correctly. The major purpose of QR codes is for Smartphone users to link the
website quickly or acquire the related data immediately without any typing.
Because of its fast readability and greater storage capacity, recently, QR code has
become popular outside and widely applied to applications of commercial track-
ing, transport ticketing, product labeling, personal contact information, and so on
[2, 4].

Since the image of a QR code is captured by Smartphone cameras, some
mistakes might be induced in the decoding phase. Hence, a QR reader must be
provided with the capability of error correction. Even though few of damages
appeared in it, the QR code can still be decoded correctly. As shown in Table 1,
there are four error correction levels by using Reed Solomon algorithm [4]. The
higher the error correction level, the less storage capacity will be. It is suggested
commonly to adopt medium level to correct 15 % of codewords. Although it is
easy and fast to decode instead of traditional typing, the existence of QR code will
hurt the picture of commodities, posters and advertisements especially.

2.2 Vector Quantization

Vector quantization [6], VQ for short, is an efficient and simple technique for lossy
data compression. This technique works by replacing small original blocks with
indices into a codebook [7]. Take grayscale images as an example of VQ com-
pression. Initially, it is necessary to design a set of representative image blocks
beforehand to form a codebook CB = {C0, C1, …, CN-1}, in which each element
Ci is a k-dimensional codeword. The literature in [7] utilizes vectors clustering and
training approach, namely LBG algorithm, on a few testing images, where each of
them is divided into a pile of n 9 n blocks (i.e. k = n2). A good codebook is able
to reduce block redundancies and minimize the distortion between the original
image and the reconstructed image.

Secondly, an image to be compressed is performed on the VQ encoding pro-
cedure. As the name implies, the image needs to be divided into non-overlapping
blocks of n 9 n pixels and then transformed into a k-dimensional vector. In order
to minimize the visual distortion, each vector must seek the VQ codebook CB to
find out its reproduction vector. Certainly, the reproduction is the most similar than
other codewords in CB. The corresponding index of the found codeword is

Table 1 Error correction
capability of QR code

Level Recovered codewords

Low (L) 7 % of codewords to be recovered
Medium (M) 15 % of codewords to be recovered
Quartile (Q) 25 % of codewords to be recovered
High (H) 30 % of codewords to be recovered
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subsequently collected in an index table. That table is the product of the encoding
procedure and its volume is far less than that of the original image indeed. During
the decoding procedure, the identical codebook is employed to translate the index
back to its corresponding codeword for the reconstructed image.

Table look-up operation in the decoding procedure can accelerate the index
decoding process. For this reason, VQ has the advantage of fast decoding and low
bit rate in practice [8]. Figure 2 shows the illustration of encoding and decoding an
image by VQ. In which, the solid line means the vector encoding process and the
dotted line means the index decoding process. Suppose that each image vector is
X = (x1, x2, …, xk) and the ith codeword is Ci = (ci1, ci2, …, cik). For each X, the
most similar codeword Cw is the best-matched difference vector with the least
Euclidean distance as shown in Eq. (1). Note that w is the index of winner Cw and
its bit size is log2|CB|. When in the decoding phase, the vector of index w is used to
reconstruct the corresponding image block.

d Cwð Þ ¼ Min
8i

fd Cið Þjd Cið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk
j¼1

cij � xj
� �2

vuut ; i ¼ 1; 2; . . .;Ng: ð1Þ

3 The Proposed Scheme

In order to reduce the destruction of appearance, we attempt camouflaging the
existence of QR code in a poster or picture. Here, the techniques of edge detection
[9] and VQ compression [8, 10, 11], are adopted to embed a 2-dimensional QR
code as invisible secret data. The situational diagram of QR code for mobile users
is shown in Fig. 3. When mobile users capture a picture, the QR code embedded
into it can be extracted easily, and then decode the code by using dedicated QR
reading devices to open the website through browser.

Fig. 2 The illustration of VQ encoding and decoding procedure
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Edge detection [9] is one of morphology operations, which aims at identifying
the apparently edge or contour of images. These edge points whose vertical and
horizontal gradient values exceed a predefined threshold TH are usually situated at
which image brightness changes sharply. If the pixels at these edge points are
slightly modified, we cannot perceive any difference between images before and
after. For this reason, we utilize edge detection to embed QR code into these edge
points. In addition, considering that fast decoding of VQ, the proposed scheme also
introduces it during the data embedding procedure. Our scheme includes two parts:
the data embedding procedure and the extraction procedure.

Figure 4 shows the flowchart of the proposed scheme. In embedding procedure,
first of all, only partial pixels in the original image are reserved as the region of
interest (ROI). That is to say, the proposed scheme embeds a QR code in ROI
merely. And then, we perform Sobel’s edge detector on ROI to obtain an edge
map. According to this map, we will select complex areas out for data embedding.
If there are four edge points in a n 9 n block of the edge map, it is regarded as a
complex block; otherwise, it is regarded as a non-complex block. Here, only
complex blocks will be taken into account for the next embedding process. The
detailed steps for the data embedding are stated below.

Step 1: Prepare a VQ complicated codebook CB of size N by using LBG training
algorithm. Note that, only the complex blocks in test images are chosen to
be training data.

Step 2: Cluster the codewords in CB according to the criterion of the Euclidean
distance to obtain N/2 pairs almost [8]. Each pair holds only two code-
words Ci and Cj, where Alt(Ci) = Cj represents the alternative codeword

Fig. 3 Situational diagram for mobile users
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of vector Ci is Cj. Finally, CB will be partitioned into three sub-codebooks
such that CB = {SC0, SC1, SCx} [10].

Step 3: Convert a QR code into a binary bit stream S = {si | si e [0,1]}.
Step 4: Search the most similar codeword Cw from CB for each complex block.

(1) Cw in SC0: If bit si is 0, the block will be replaced by codeword Cw.
Otherwise, It will be replaced by codeword Alt(Cw) if bit si is 1.

(2) Cw in SC1: If bit si is 1, the block will be replaced by codeword Cw.
Otherwise, It will be replaced by codeword Alt(Cw) if bit si is 0.

(3) Cw in SCx: None of binary bit is embedded into the complex block.

Step 5: Repeat Step 4 above again and again until all the bits in S have been
processed.

After the data embedding steps as illustrated above, the proposed scheme will
output a new stego-image, which looks almost the same as the original image
without any noticeable distortion. When users want to acquire the embedded QR
code out of stego-image, he/she needs to adopt the same complicated codebook CB
and pair it into three sub-codebooks SC0, SC1, and SCx. The following is the data
extraction algorithm as shown in Fig. 4b.

Step 1: Derive the ROI region just the same as the embedding above.
Step 2: Divide ROI region into several and non-overlapping n 9 n blocks.
Step 3: Search the same codeword Cw from CB for each codeword.

(1) If Cw in SC0, it means the block carries the binary bit ‘0’ of QR code.
(2) If Cw in SC1, it means the block carries the binary bit ‘1’ of QR code.
(3) If Cw in SCx or Cw not found, it means the block does not hide any data of

QR code.

Step 4: Repeat Step 3 mentioned above again and again until all the blocks have
been processed.

Step 5: Convert a series of binary bits into a QR code. Then, decode it by using the
dedicated QR reader to obtain specific text, URL, or other information.

Fig. 4 Flowchart of the proposed scheme. a Embedding procedure. b Extraction Procedure
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4 Experimental Results

In our experiment, six images (512 9 512 pixels), including ‘‘Lena’’, ‘‘Jet (F16)’’,
‘‘Toys’’, ‘‘Barbara’’, ‘‘GoldHill’’, and ‘‘ImgBook’’, were taken as the cover car-
riers. Each of which was drawn out the ROI region of 488 9 488 pixels to embed
the QR code as shown in Fig. 1. In addition, two codebooks of sizes 256 and 512
were acquired by performing the LBG training algorithm on five standard images
‘‘Jet (F16)’’, ‘‘Lena’’, ‘‘Toys’’, ‘‘Boat’’, ‘‘Baboon’’. Figure 5 shows the quality
results in PSNR at different thresholds (TH), where the codebook size is 512. It can
be obviously seen that the resulted quality is degraded mostly when the value of
TH rises. The reason is that the higher threshold value TH is, the more complex
codewords collected in CB but the more degraded quality will be. Therefore, it is
suggested to adopt the thresholds TH ranged between [100, 120].

Table 2 presents the performance of the six test images under different code-
books and thresholds, in which N/E means that the image cannot embed the QR
code under the assigned condition. In addition, Fig. 6 shows the visual results of
the proposed scheme for subjective evaluation. The embedded results for the
‘‘Lena’’, ‘‘Jet (F16)’’, and ‘‘Barbara’’ images are still acceptable. Such a visual
quality, over 30 dB, cannot easily notice the appearance of QR code.

Fig. 5 PSNR results at different thresholds under codebook (N = 512)

Table 2 Performance (PSNR, dB) of different test images under various variables

Images N = 256,
TH = 100

N = 512,
TH = 100

N = 256,
TH = 120

N = 512,
TH = 120

Barbara 29.56 30.54 29.13 30.19
GoldHill 30.57 31.07 30.35 30.73
ImgBook 29.01 29.30 N/E N/E
Jet (F16) 29.75 30.34 N/E N/E
Lena 30.11 30.85 N/E N/E
Toys N/E 29.50 N/E 29.71
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5 Conclusions

A simple and efficient QR-code steganographic scheme is proposed in this paper.
We combine the advantages of edge detection and vector quantization to cam-
ouflage the appearance of a QR code. First is to extract the ROI region out of the
original image. Next, an edge map is generated in order to find out complicated
image blocks. Merely these blocks are hidden into the bit stream of QR code by
using VQ coding. As shown in the experiments, the performance of the proposed
scheme in both quality and efficiency is quite satisfactory. In the future, we intend
to investigate the extension of our proposed scheme to bear some image processing
attacks in stego-images.
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Combining FAHP with MDS to Analyze
the Key Factors of Different Consumer
Groups for Tablet PC Purchasing

Chen-Shu Wang, Shiang-Lin Lin and Heng-Li Yang

Abstract People living become highly informationized, resulting in Tablet PC
has developed vigorously in recent years. To understand the consideration of the
customers when purchasing Tablet PC is getting important. This study applies
Fuzzy Analytic Hierarchy Process (FAHP) to find out the key factors affecting the
consumer’s purchasing of Tablet PC. Further, combining Multidimensional
Scaling (MDS), decision maker can realize that the similarity and difference
among the consumer groups. Through literature review and expert interview, we
select appropriate evaluation components to construct the hierarchical structure of
evaluation and conduct the AHP questionnaire on 15 experts. The FAHP analysis
results show that the importance of evaluation criteria in following order: oper-
ating system, color and hardware while customer intend to buy a Tablet PC.
Furthermore, through the perceptual map of MDS, we could be find out the
consumer groups of Businessman and Officer, as well as Student and Housewife,
have similar demands when purchasing Tablet PC.
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1 Introduction

Thanks to the advancement of the electronic technology and the mobile networks,
people living become highly informationized, resulting in e-Book, Smartphone
and Tablet PC start to develop vigorously in recent years. Moreover, with the
progress of the multimedia technology, the communication, entertainment, word
processing and e-commerce, can be now integrated into one platform through
seamless integration of Computer, Communication and Consumer Electronics
(3C) industries. Via different mobile devices, consumers can browse web pages,
receive or send e-mails, trade stocks online, wirelessly communicate with other
people, and get the latest information anytime and anywhere. Many studies even
indicate the application of Tablet PCs to education would enable largely improved
teaching quality [1–3].

Early in 2010, Apple Inc. released the first genearation of Tablet PC, named
iPad,which brought a new wave to the market, and resulted in great shock to the IT
industry. This wave makes more major IT industrial companies, such as ASUS,
Acer, Samsung, Amazon, Sony, etc., invest in development of Tablet PC
successively. In the International Consumer Electronics Show (CES) held in 2011,
Tablet PC was granted as the most potential consumer electronics as expected.1

Some experts also point out that the Tablet PC will become an indispensable
device for the consumer as well as the smartphone. It is seems to become a new
tendency.

Tablet PC equipped with complete OS, touch screen and powerful hardware.
Moreover, it also added with Bluetooth, Wi-Fi and 3G, which makes Tablet PC
differentiate from the unmovable desktop and more convenient to consumers [4].
However, with the high elimination ratio of consumer electronics, in order to
maintain high competitiveness, the market positioning of product and the accep-
tance degree of consumer is the most critical factor for Tablet PC. Due to the
powerful functionality and wide applicability resulted in the expensive price and
unclear market positioning of the Tablet PC.

Being faced with the state-of-the-art high-tech products of Tablet PCs, this
study intends to analyze the degree of acceptance of the Tablet PC products by
customers and the customer preference towards the Tablet PC products. Further,
finding out the principal influence on consumer’s purchasing. In this study,
through literature review and expert interview, we select appropirate evaluation
components to consutrct the hierarchical structure of evaluation.The Fuzzy Ana-
lytic Hierarchy Process (FAHP) is employed in this study to find out the key
factors affecting the consumer’s purchasing of the Tablet PC. Further, the Mul-
tidimensional Scaling (MDS) is also used in combination with FAHP to assist the
manufacturers in more accurate and efficient selection of the optimal target
consumer groups in the process of making decision on the target products.
Moreover, perceptual maps are constructed for the decision makers to realize the

1 International Consumer Electronics Show (CES), 2011, http://www.cesweb.org/
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similarity and variance in different consumer groups’ preference for Tablet PCs.
Finally, this study provides some corresponding marketing plans and promotion
strategies to the manufacturers and the researchers in the related industries, so that
the manufacturers can use these plans and strategies as a basis for building their
own strategy of entering the Tablet PC market.

2 Literature Review

2.1 Fuzzy Analytical Hierarchy Process

Among various decision making methods, Analytic Hierarchy Process (AHP)
proposed by Saaty is a Multiple Attribute Decision Making (MADM) which is
most used [5, 6]. It could structuralize the complicated decision making issues and
provide decision maker with the important weight of decision and the priority of
alternative solution. The consistency for each criterion is further verified [7], and a
hierarchical decision-making system is then established [8]. In 1985, Buckley
proposed the Fuzzy Analytic Hierarchy Process (FAHP) method that integrated the
Fuzzy theory with AHP [9]. FAHP can improve the disadvantage of fuzziness and
subjective opinion brought by the component pairwise comparison when con-
ducting the AHP expert questionnaire survey, which might result in the deviation
of the analytic results. Compared with the traditional AHP, FAHP requires more
complicated calculation steps, which are detailed as below:

(1) Build the hierarchical structure of evaluation.
(2) Conduct pairwise comprison: After the hierarchical structure of evaluation is

built, adopt the 9-level pairwise comparison scale between the components.
(3) Build pairwise comparison matrix: On the upper triangular part of the pairwise

comparison matrix A, place the evaluation value of the comparison result for a
group of components made up of A1, A2, A3, …,An. While put the reciprocal
number of the value for the relative position on the lower triangular part,
namely, aij = 1/aji, where aij represents the relative priority of Component i to
component j.

(4) Translate the matrix value into the triangular fuzzy numbers ~Mij

� �
, where

~Mij ¼ Lij;Mij;Rij

� �
is the fuzzy number of component i to component j [10].

(5) Calculate fuzzy weights: Obtain the overall triangular fuzzy numbers
M‘=(L‘i; M

‘
i ; R

‘
i) of all components based on the triangular fuzzy numbers of

the component and by using the calculation of geometric mean. And sum up
the triangular fuzzy numbers of n components, to obtain the sum L‘‘i ;M

‘‘
i and

R‘‘
i of the fuzzy numbers. Finally, calculate the triangular fuzzy weights Wið Þ

based on the ratio between these two numbers.
(6) Best Non-fuzzy Performance value (BNP) and Normalization.
(7) Series of hierarchical and priority.
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2.2 Multidimensional Scaling

Multidimensional Scaling (MDS) was proposed by Torgerson in 1952, which
provides a visualized presentation of the complicated relation between compo-
nents, in a perceptual map [11]. It could conduct pairwise comparison between
n different components, and set up these components in low-dimension [12]. This
study adopts Non-MDS, which inputs the attribute data, but could obtain the
results of variable data. The basic steps are detailed as below:

(1) Obtain the similarity (distance) between the data: Take the similarity between
the data as the basic input of MDS. If there are n data, it will obtain the
similarity for m pairs of data, in which m = n(n-1)/2. Assume there is no
event with equal distance among the data, the similarity of the objects could be
ranked as Sijð1Þ \ Sijð2Þ \ Sijð3Þ\ Sijð4Þ \…\ SijðmÞ.

(2) Find out the distance of the data pairs in dimension: Set SðqÞij as the distance
between the data pair (i,j) in dimension q after rotation, and

SðqÞijð1Þ \ SðqÞijð2Þ \ SðqÞijð3Þ \ SðqÞijð4Þ \…\ SðqÞijðmÞ.

(3) Calculate stress coefficient: The stress (S(q)) is used to evaluate the goodness
of fit of dimension (q) to the data. Generally, it is better smaller than 0.1 [13].
Based on the relation between the number of dimensions and stress, it will
determine the appropriate dimensions in perceptual map. Through this map
could show the hidden structure or spatial relation between the data, and
achieve the classification result through the spatial difference.

3 Study Design and Architecture

This study proposes an assessment method combining FAHP and MDS, in order to
evaluate the Key factors of purchase Tablet PC for different consumer Groups.

3.1 Build the Hierarchical Structure of Evaluation

Via expert interview, this study classifies the factors of consumer’s purchasing of
Tablet PC into three dimensions. Besides, selecting nine appropriate criteria in
total and five consumer groups as alternatives respectively, which as shown in
Fig. 1.

Based on the selected components via the expert interview, Table 1 shows the
explanation of each criterion.
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3.2 AHP Questionnaire Design and Analysis

The established hierarchical structure of evaluation as the foundation to design the
AHP expert-questionnaire. In this study, the vendors of Tablet PC are regarded as
subjects for the expert interview and conducted the pairwise comparison between
components. We have received 15 expert questionnaires, and applies professional
AHP software-Super Decisions to calculate the relative weight of the components
in each questionnaire.Subsequently, we could obtain the relative weights of each
component, and further verify the inconsistency of the questionnaire.

Fig. 1 Hierarchical structure of evaluation for Tablet PC’s consumer groups

Table 1 The explanation of each evaluation criteria

Criteria Description

C1.1 Price When buying Tablet PC, the consumer’s attention degree of price level
C1.2 Self-glory When buying Tablet PC, the sense of self-glory brings to consumers

form product
C2.1 Color When buying Tablet PC, the consumer’s attention degree of the

product’s color
C2.2 Material and heft When buying Tablet PC, the consumer’s attention degree of product’s

material and heft
C2.3 Form design When buying Tablet PC, the consumer’s attention degree of form

design
C3.1 Operating system When buying Tablet PC, the consumer’s attention degree of operating

system
C3.2 Display When buying Tablet PC, the consumer’s attention degree of screen size
C3.3 Hardware When buying Tablet PC, the consumer’s attention degree of hardware

efficacy (e.g., CPU, RAM, VGA, battery, etc.)
C3.4 Pixel of lens When buying Tablet PC, the consumer’s attention degree of camera’s

pixel of lens
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3.3 The Relative Fuzzy-Weight and Series of Hierarchical

After the consistency verification, the pairwise comparison matrixes for each layer
of evaluation are obtained. Through converting fuzzy pairwise comparison matrix,
the triangular fuzzy number requires the calculation of its geometric mean first.
Finally, via BNP and normalization, it could get the relative fuzzy-weight between
components, as shown in Table 2.

After getting the relative fuzzy-weight between the components, it will get the
overall absolute weights and the priority of entire hierarchical structure of eval-
uation through series of hierarchical. In Table 3, we realize that the top three
criteria are Operating System (0.344), Color (0.207) and Hardware (0.202).

3.4 Multidimensional Scaling Analysis

Through FAHP, the relative fuzzy-weight of all components can be achieved.
Further, this study prioritizes the importance of each criterion with consumer
groups, as shown in Table 4.

Table 2 The relative weight of each components

Components Weight of triangular fuzzy numbers BNP Relative fuzzy-weight

D1 Value (0.043, 0.063, 0.121) 0.076 0.066
C1.1 Price (0.649, 0.875, 1.168) 0.897 0.872
C1.2 Self-glory (0.097, 0.125, 0.174) 0.132 0.128
D2 Production modeling (0.145, 0.265, 0.636) 0.349 0.303
C2.1 Color (0.447, 0.747, 1.202) 0.799 0.734
C2.2 Material and heft (0.087, 0.119, 0.255) 0.154 0.141
C2.3 Form design (0.066, 0.134, 0.210) 0.136 0.125
D3 Spec� (0.328, 0.672, 1.183) 0.727 0.632
C3.1 Operating system (0.257, 0.557, 1.060) 0.625 0.525
C3.2 Display (0.065, 0.124, 0.311) 0.167 0.140
C3.3 Hardware (0.131, 0.283, 0.652) 0.355 0.298
C3.4 Pixel of lens (0.025, 0.036, 0.072) 0.044 0.037

Table 3 The weight and priority of each criteria

Criteria Weight of triangular fuzzy numbers BNP Absolute weight Priority

C1.1 Price (0.028, 0.055, 0.141) 0.075 0.045 5
C1.2 Self-glory (0.004, 0.008, 0.021) 0.011 0.007 9
C2.1 Color (0.065, 0.198, 0.765) 0.343 0.207 2
C2.2 Material and heft (0.013, 0.032, 0.162) 0.069 0.041 6
C2.3 Form design (0.010, 0.035, 0.133) 0.059 0.036 7
C3.1 Operating system (0.084, 0.374, 1.254) 0.571 0.344 1
C3.2 Display (0.021, 0.083, 0.368) 0.157 0.095 4
C3.3 Hardware (0.043, 0.190, 0.771) 0.334 0.202 3
C3.4 Pixel of lens (0.008, 0.024, 0.085) 0.039 0.024 8
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Through calculating the sum of weight for each component, the perceived
values are obtained, as shown in Table 5.

Via the perceived values, the Euclidean distances (dAB) between two consumer
groups is calculated, and build the Euclidean distance matrix, as shown in Table 6.

By the Euclidean distance matrix, this study applies the SPSS statistic software
and generates a perceptual map, as shown in Fig. 2.

Table 4 The weight and priority of each criteria with consumer groups

Criteria Student Businessman Officer Housewife Elderly

D1 C1.1 0.473(1) 0.059(4) 0.036(5) 0.149(3) 0.283(2)
C1.2 0.170(3) 0.055(5) 0.117(4) 0.396(1) 0.262(2)

D2 C2.1 0.111(4) 0.423(1) 0.162(3) 0.271(2) 0.033(5)
C2.2 0.134(3) 0.095(4) 0.043(5) 0.480(1) 0.249(2)
C2.3 0.554(1) 0.102(3) 0.231(2) 0.064(4) 0.048(5)

D3 C3.1 0.278(3) 0.298(2) 0.307(1) 0.084(4) 0.033(5)
C3.2 0.066(4) 0.040(5) 0.311(2) 0.174(3) 0.408(1)
C3.3 0.063(4) 0.474(1) 0.320(2) 0.085(3) 0.058(5)
C3.4 0.403(1) 0.349(2) 0.069(4) 0.044(5) 0.134(3)

Table 5 Perceived values

Dimension Student Businessman Officer Housewife Elderly

D1 0.643 0.113 0.152 0.546 0.546
D2 0.799 0.620 0.437 0.815 0.329
D3 0.810 1.162 1.007 0.388 0.633

Table 6 Euclidean distances and coordinate for each consumer groups

Alternatives A1 A2 A3 A4 A5

A1. Student 0 – – – –
A2. Businessman 0.661 0 – – –
A3. Officer 0.641 0.243 0 – –
A4. Housewife 0.434 0.908 0.826 0 –
A5. Elderly 0.511 0.742 0.553 0.545 0

Fig. 2 Perceptual map of
two dimension space
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Through this map, decision maker can realize that the ‘‘Businessmen’’ and
‘‘Officer’’ can be grouped together; as well as the ‘‘Students’’ and ‘‘Housewives’’
are rather similar.

4 Data Analysis and Results

4.1 Analysis of Evaluation Factors

In this study, the results from the analysis performed with FAHP indicate that the
‘‘Operating System’’ is the evaluation factor most emphasized by the consumers
when purchasing the Tablet PC. Due to the increasing prevalence of smartphones
among consumers, most manufacturers developing the Tablet PCs select to use the
same smartphone operating system for the Tablet PCs. As a result, the consumers
are not willing to invest a lot of money and time in using the Tablet PC that has
operating system and operation interface different from what they are familiar with
in using a smartphone. Therefore, the consumers, when purchasing a Tablet PC,
would first consider choosing one that has an operating system platform familiar to
them.

The second factor most concerned is the ‘‘Color’’ of the Tablet PC. As a matter
of fact, the technology of multi-touch screen is now quite mature, and the Tablet
PCs developed and sold by different manufacturers at very close selling prices
have only small difference in their hardware specifications and functions. Hence,
the color of the product is also one of the important considerations for consumers
when they purchase Tablet PC. Moreover, the ‘‘Hardware’’ is also a crucial factor
being considered by consumers. When using the Tablet PC, the consumers have
high requirements for the operational smoothness and sensitivity. In consequence,
the specifications of hardware for the Tablet PC are extremely important.

4.2 Analysis of Consumer Groups

By variance analysis of consumer groups, the mostly valued by ‘‘Students’’ is
‘‘Price’’ factor. Since most of students could not have incomes to support them-
selves, when purchasing a relatively expensive product, the primarily consider-
ation is the price. In addition, the ‘‘self-glory’’ factor is relatively valued by
‘‘Housewives’’. This group has simple life and small social circles, thus most of
them wish to show off to the people surrounding and gain the identification with
others when they purchasing a new Tablet PC. Furthermore, the group of
‘‘Elderly’’ attaches great importance to ‘‘Display’’ factor when purchasing Tablet
PC, due to it is harder for the elder to watch screen than other consumer groups.
Regarding ‘‘Businessman’’ and ‘‘Officer’’, both of two consumer groups are
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emphasize the factors with ‘‘Operating system’’ and ‘‘Hardware’’ when purchasing
Tablet PC.

From the perceptual map created in MDS, it can be found that the consumer
groups of ‘‘Businessmen’’ and ‘‘Officers’’ have similar demands when they pur-
chase Tablet PCs, and so do the customer groups of ‘‘Students’’ and ‘‘Housewives’’.
Therefore, when promoting products to different target consumer groups, the Tablet
PC manufacturers may set the consumer groups having similar requirements as the
same target consumers, so as to secure increased market share.

5 Conclusions and Future Prospects

In this study, FAHP is applied to analyze the key factors being taken into con-
sideration by different consumer groups when they purchase the Tablet PCs.
Furthermore, in this study, MDS is used in combination with FAHP, and the
similarity and variance in different consumer groups’ preference for the Tablet PCs
are represented using Perceptual Maps, which serve as a useful reference for the
Tablet PC manufacturers in making marketing plans aimed at different consumer
groups. In the future, the combined decision-making method proposed in this study
can be applied to various fields, such as SCM, BPM and so on. It is also possible to
use the method proposed in this study in diverse explorations and researches to
analyze the marketing strategies for other technological products, including but not
limited to Smartphones and Notebook.
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Game-Based History Ubiquitous Learning
Environment Through Cognitive
Apprenticeship

Wen-Chih Chang, Chiung-sui Chang, Hsuan-Che Yang
and Ming-Ren Jheng

Abstract Game based learning involves interesting story, interaction and
competition elements which promote the imagination, interest, concentration and
creativity of the learner. Besides, ubiquitous learning integrates location-aware and
context-aware technology in our living environment. Learners are motivated by
firsthand or second historical relics. Visiting and interview activities with old
people also promote learners have history thinking. Combining the u-learning
environment and cognitive apprenticeship which reveals the solving problem inner
progress from the expert, learners observe, learn, scaffold and exploration in the
proposed system. The game-based history ubiquitous learning environment inte-
grated into cognitive apprenticeship theory. The learners can challenge the game
tasks by their own group or compete with other teams or collaborate with other
teams.
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1 Introduction

With the rapid development of new information technology and multiple teaching
and teaching system through the game presents teaching materials, learners
learning arrangements by the story, or a set of steps and rules. Computer games
used in digital learning more and more widely possessed effectiveness as [1]
describes the game can improve listening, speaking, reading and writing ability,
[14] for the physical concept of import games ingredient learners through the game
type easier to understand physical abstraction, and through simulation game
operation physics experiments. Addition, the game allows learner Poly precision
will God to focus on the face of the game prompt lifting tasks and problems,
improve learning motivation and interest, appropriate arrangements more can
enhance learning efficiency.

2 Related Works

2.1 Game Element and Learning Theories

Explore the teaching of the game for the game on the teaching and research of the
subsequent design, great benefit, following the concept of game design and game
education curriculum design related even to explore. Prensky [13] pointed out that
the Games can promote the players active play environment, and you can explore
in the game, observation, trial and error and solve the problem.

Prensky [13], Malone [8, 9] research can be found in the game by providing
task challenge, task feedback and a variety of fantasy form and content, and
enhance the intrinsic motivation of players play. Owen [11] study, the game itself
plays a significant role in the history of human development which points out,
many of the people’s behavior activities can be presented through games. He asked
the six points for the game composed architecture contains the goal of the game,
the game takes place, the game participants, the game steps the specification
language restrictions and playtime.

Schlechty [16] mentioned that immersive learning mode (engage) include the
following elements: (1) the desire to focus learning objectives, (2) the challenge
task, (3) clear and convincing assessment standards, and (4) learning protective
mechanism for the negative results of the initial failure, (5) the outcome of the
performance certainly mode, (6) contact with other people, and (7) novelty and
diversity, (8) selectivity, (9) trustworthiness. The learning mode mainly focus on
the task challenges, higher and longer focus on the learning ability and time
needed to complete the task, this task requires the learner to expand their learning
cognitive and Community interpersonal skills.
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2.2 Learning Design Theories

Game-based action learning for teaching a considerable extent helpful, the fol-
lowing behavioral learning and cognitive the theory supplemented motivation
theory to explore action learning design should pay attention to the breakdown of
parts to increase the learners’ learning outcomes.

Behavioral learning theory, Hopson (2001) study mentioned within the fixed
time intervals, give positive encouragement to achieve operational constraints.
Cognitive learning theory focused to put the memory of how to interpret memory
how to keep and how to recall the memory elements.

Reldman [15] explained information processing, storage, and recall the men-
tioned memory program. Sensory temporary, short-term memory and long-term
memory, feeling temporary accept the information and the very short time
maintained, short-term memory to store a limited amount of information for a few
minutes, long-term memory to store large amounts of information to last a long
time period.

How learners can enhance learning efficiency?
NTL Institute (2006) development of ‘‘learning pyramid’’, this chart type

description learners through active learning, for example, to teach another person
to learn a concept, the learning can learn 90 % and applied immediately.

Learners practice in an instance or things you can learn 75 %. Learners inte-
grate into the group discussions can learn 50 %. Learners see test paradigm or the
drill can learn 30 %. Learners learn through sound image, 20 % are able to learn.
Learners are able to learn through reading to 10 %. In this study, the learning
pyramid to emphasize active learning, and focus on learning in the real
environment.

2.3 Mobile-Learning

Action learning all the time learners to achieve the purpose of learning through
mobile devices. People over a computer network to learn anytime, anywhere, to
obtain the latest knowledge and learning resources, learning to become more
flexible and diversified [6], through mobile devices and wireless networkthe
combination of road communications technology to obtain information called
action learning.

After treatment with embedded sensing technology innovation, associative
capability of the computer into the living environment, aware of the situations and
the state of the people, to get useful information, based on the individual needs
active assistance, which is ubiquitous computing the basic concept.

Context-aware action learning to use context-aware sensing technology com-
bined with good mobility, facilitate the action of high-profit vehicles for learning
aids learners during learning at the same time for interaction with the real-life
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situation. Context-aware action learning to use context-aware sensing technology
combined with good mobility, facilitate the action of high-profit vehicles for
learning aids learners during learning at the same time for interaction with the real-
life situation. Mobile devices device with a wireless network communications and
sensor technology learning activities is called context-aware ubiquitous learning
activities, the learning system more good understanding of learner behavior and
environmental parameters number of real-time rendering in real life [6].

2.4 Cognitive Apprenticeship

‘‘Apprenticeship’’ long teaching methods, ‘‘cognitive apprenticeship’’ is a further
evolution of the outcome, the level of more structured, covering a wider teaching
theory. The following details the research and application of teaching mode—
‘‘cognitive apprenticeship’’ meaning and dimension.

Many as the theoretical framework of cognitive apprenticeship began in the
10 years after Collins et al. [3] propose a cognitive apprenticeship. Domestic and
foreign research are found the cognitive apprenticeship production for teaching
mode architecture can promote learners have better learning outcomes and micro
thinking ability ([2, 10]; Rogoff 1990).

The study design based on cognitive apprenticeship teaching model teaching
activities or critical thinking tools software [17], can be used for the development
of cognitive skills and reasoning ability ([5, 12]; Rogoff 1990); same time, study
the cognitive apprenticeship used to solve complex technical training courses
[7, 18], for example, the basic training of nursing clinical courses, to help care the
Department the learners successfully become nurse practitioners [4], and to pro-
mote interest in the motivation of the learner work.

Further, the study is the use of cognitive apprenticeship teacher–student
interaction patterns—demonstration they use professional teachers to teach and
scaffolding curriculum for learners to learn science through real participation.

The above study, the use of the cognitive apprenticeship certain steps, such as
the ‘‘scaffolding’’ or ‘‘reflection’’, included in the instructional design consider-
ations, some of these teaching research design cognitive function from the con-
textual learning and social constructivism explore cognitive apprenticeship
promote learners’ comprehension ability, cognitive thinking skills, complex
problem-solving ability and the knowledge and skills of learning.

Table 1 presents the outcome of the action learning at home and abroad in
recent years. Based on the above analysis of the literature, it is not difficult to
understand the effectiveness of teaching and learning, cognitive apprenticeship
Therefore, in this study, further research will the cognitive apprenticeship integrate
into the history of game-based learning system, to facilitate more effective
instructional design and promotion.
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Table 1 Adapting cognitive apprenticeship in game design

Levels Five levels of cognitive apprenticeship teaching methods

Demonstration Game-based learning system with the first volume of a high school history
courses, in addition to the history of game-based learning systems use to the
teacher in the classroom curriculum and campus demonstration, the system
provides learning resources for learners queries. The teacher first recording
for some demonstration of problem-solving mode (approximately 2–3 tasks),
through demonstration animation, learners first understand how the game
learning environment problem solving, providing learners learning and
thinking about the problem solving process. Shown in Fig. 1, the game tasks
first inform freshwater Town Development Profile, content to provide
examples, demonstrations checkpoints way, and then expand the task

Training First the arrangements simple game tasks so that learners first practice. Verify
that the learners are familiar with the actual operation of the task to solve
process through training game task checkpoints. The training hurdle of
training

(1) The use of communication tools: learners use mobile carrier communication
includes file sharing, text messaging, instant call

(2) QR code sensing operation: An exercise activity actually utilized mobile
carrier sensing operation to answer questions and operation

(3) Photography operation: learners learn to use the mobile carrier to take
pictures, and photos uploaded to the server to complete the game tasks

(4) Google map operation: learners learn through Google map to find their place
and position to move forward

(5) Learning resource utilization: the learner action vehicle to view learning
resources, query, and use of learning resources to complete the task

Scaffolding The game-based history learning system provides the following four functions:
(1) In this study, with the QR code to provide the text perception GPS signal

support location-aware task checkpoints provide learners reminded learning
on interactive conditions, such as checkpoints moving in the wrong direction,
the current position does not match with the task location, learners suspected
get lost, provide prompt information. Figure 2 indicates the actual
checkpoints task attributes (generally, cooperation, competition)

(2) Learning interactive, less text perceive design game-history the checkpoints
textbooks, learners will collect historical information and tasks prompted
combination to guide students to solve puzzles in order

(3) Provide learning materials at any time to provide relevant historical
background, historical time chart, character names and location information

(4) The learner group a total of 3–5 people, divided into team leader and team
members, the team is led by better academic performance of students who
learn through each learner the ability of different composition, learners can
learn from each other and assist reach scaffolding learning

Clarify When learners into the mission, the first describes the historical background, tell
learners living in locations, historical background, learners into the historical
events, and then challenge the task

Challenge process, learners interact with QR code support situational awareness,
if the answer is wrong, give advice and tips. If answered correctly, the further
the whole story of the historical events and development (Fig. 3)

(continued)
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Table 1 (continued)

Levels Five levels of cognitive apprenticeship teaching methods

Reflection Group of collaborative learning tools to provide learners with other learners
group together to unlock the game-historical task, collected in the two study
groups, discuss the historical evidence, the background of the times may
change. Students can imitate each other and to learn the history of the other
students thinking and discussion skills, game-based action learning
communication functions to communicate with each other or distress through
text messaging, instant voice communication with face-to-face group
discussion (Fig. 4)

Explore Learners can design their own game style historical challenge tasks (see Fig. 5)
and map, the test of the other students how to use the Historical Cognition
and thinking through the game levels. To ensure that the educational game
levels will be teacher certification

Tasklocation map

Fig. 1 Historic building
tasks

Map task type

general, cooperation, 
competition task icon

Fig. 2 Actual game tasks

Challenge title
Read the content
Leave Guide

Fig. 3 Content resources
show
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3 System Design

Cognitive apprenticeship aimed at promoting learner self-learning and the transfer
of knowledge to the practical application level; use of cognitive apprenticeship
teaching methods need to be experts to deal with the problems of the inner process
explicit, and let the learners by observation the explicit process further learning
and thinking; learners start learning through expert demonstration teaching mode,
can promote learner future to show more of the learning strategies [10].

Cognitive apprenticeship teaching methods, including the following levels
[3, 10]:

(1) Demonstration: presented expert to perform tasks, learners observe and build a
conceptual model to understand the tasks required to process.

(2) Training: learner’s learning behavior contains observation further timely
provide learners implied, feedback and reminders.

(3) Scaffolding: contains instructional assessment to support learners to learn
specific tasks.

(4) Clarify: use any kind of way for learners to learn how to converge their
knowledge in problem-solving reasoning process.

(5) Reflection: learners’ experts or other students to compare the process with
their own problems to solve.

Text message

Fig. 4 Joint working group
for help

Historical topics 

Fig. 5 Edit the new task
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(6) Explore: let learners learn to own architecture they are interested, and the
problem can be solved.

Cognitive apprenticeship teaching method focuses on the initiative through
expert mode and teaching behavior so that learners construct their own knowledge,
at the same time, the teaching methods emphasize the use of a real-life situation
starting point for learning as learners, thereby promoting effective learning,
through a the context of cooperation mechanisms to stimulate learners’ intrinsic
motivation [10].

4 Conclusion

Game-based learning is mainly hoping to trigger the learners’ interest and moti-
vation for learning objectives as packaging and interactive way through the game,
and the research reference of Prensky scholars [13] 12 game elements to construct.
The interaction between the learners have a friendly competition and cooperation
to help enhance the learning speed and learning outcomes, cultivate the relation-
ship between the people in the process at the same time maintaining a good
attitude.
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The Behavioral Patterns of an Online
Discussion Activity in Business Data
Communication Class

Chiu Jui-Yu and Chang Wen-Chih

Abstract According to the empirical observation that group decision making can
not only provides people much comprehensive information and knowledge to face
the rapid development of modern sciences and technologies, but also provides
people much different and various point of view. Participants are 106, belong to
two classes of undergraduate students, to discuss sharing of content online for
corporate communications issues, web content, text to speech acts to quantify the
qualitative coding analysis, sequence analysis of the behavior of the conversion, is
used explore discuss the generation of behavior patterns. The study looked at
students’ learning to the corporate communications knowledge sharing activities
online, so its contents and recommendations of the results thus affecting the limit.

Keywords Behavior coding � Content analysis � Sequence analysis and discuss
patterns of behavior

1 Introduction

In recent years, updated with the advances in technology and teaching methods,
learning activities become more complex. Knowledge sharing on the internet can
help people solve problems. Group decision-making is not only able to provide
more complete information and knowledge to face the rapid development of
modern science and technology issues, but also to provide a more different view
point of reference diversity [12].
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We select online forum through Business Data Communications course of study
and quantify the qualitative content analysis and sequence analysis as a tool for
exploring behavioral patterns discussed. Business Data Communications courses
mainly in the basic concepts of Information Science and Information Management,
Introduction to computer and telecommunications network, computer network and
wireless communications professional basis.

There are agreements to deepen the network structure and network introduced
effective application of network development courses. Regardless of the com-
munication taken encoding, it usually via a different communication path desired
to communicate the message to the recipient. Communication media, including:
verbal communication (face-to-face conversation, telephone, etc.), written com-
munication (e-mail, official documents, bulletins, letters, etc.) and non-verbal
communication (body language, facial expressions, eyes, etc.).

Use some kind of media to communicate a certain message is not only a
technical problem, in fact, most likely effect of communication have a significant
impact, and with the use of different media, the recipient of the message will
produce different decoding methods (Besides 1994).

Reference to ‘‘Exploring the behavioral patterns of an online knowledge-
sharing discussion activity among teachers with problem-solving strategy’’ (Hou
et al. 2009) the individuals similar range of community and communication tools
used in corporate communications for the content range whether there are dif-
ferences of interpretation of the results are interested in doing research, and to
provide a reference for the contribution.

There are many studies to solve the problems of knowledge sharing, focusing
on the process of the knowledge of the interaction between the community
members. This analysis including exploring the ‘‘internal’’ and ‘‘explicit’’
knowledge (Hendriks 1999).Organization or community can come up with all
kinds of knowledge sharing strategy, in order to achieve innovative knowledge

Fig. 1 In red part, it shows who now is on the internet. In blue part, it shows that all the chat
history. In green part, it shows that the massage who is editing

628 C. Jui-Yu and C. Wen-Chih



conversion between members of restructuring for (Davenport and Prusak 1998;
Gilbert and Gordey Hayes 1996).

Many studies of knowledge sharing, also discussed to motivate the members to
share and innovative combination of knowledge. Many studies have also tried to
order to solution of non-synchronous discuss theoretical teaching aid beneficiary,
the use of non-synchronous discuss theory to conduct cooperative learning, also
has become today’s digital learning trend one [3, 7, 14]

If you can combine online discussion and problem solve, ask students to respect
teachers a learning theme, in line with each other questions and solve each other’s
problems, should be achieved by the interaction under the influence of the social
environment by sharing knowledge and learning (Leach and Scott 2000).To cul-
tivate the student’s ability to solve complex problems more efficiently, and to
clarify the synergistic conduct this type of teaching and learning activities, data
collection, discussion and advice.

Clarify the order depth teaching activities in synergy conduct, data collection,
discussion and comments integrated online discussion behavior interaction, using
sequence analysis [1].

Behavior can be tested for the encoding indirect continuity of significant
resistance, In order solution is not similar do not discuss the theoretical behavior as
between the serial trends, explore its online discussion interactive dynamic mode,
the way has been gradual in some studies using (Hou et al. 2008, 2009; Jeong 2003
[5]; King and Roblyer 1984).

Therefore, the purpose of this study by serial analysis of calculus, based on
knowledge building content analysis coding system to analyze the behavior of
students online collaborative problem-solving knowledge building mode
(Gunawardena, Lowe and Anderson [6]).

With the coding, analysis of the behavior patterns of knowledge building its
discussion to a similar range of community and communication tools, used in the
enterprise data communications courses, and am interested in doing research
whether there are differences of interpretation of the results, and to provide a
reference to the contribution.

2 Related Works

2.1 The Patters of Communication

The problem solving strategy is a cooperative study for (Gagne and Briggs 1979)
procedure often used. Strategy on the use of online problem-solving method, has
many different scholars define the research ‘‘to solve the problem in a different
way’’ (Gagne 1980; incubation 1988; Meyer 1985; Sternberg 1996). Gagne (1980)
will be combined with previous knowledge and solve problems in the process of
understanding a new problem.
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Sternberg (1996) is the process of removing barriers to seeking solutions to
solve the problem. Many studies have also raised the problem-solving process and
models (henna, Porter, Hagaman 1995; Isaksen and Parnes, in 1985; Sternberg
1996).The above scholars pointed out that, ‘‘solve the problem’’ focused on the
past experience and knowledge, thinking, and the use of cognitive skills, profound
solve new problems.

This process not only helps solve the problem, but also encourages student
interaction/discussion with their peers, and the development of their cognitive
abilities in ‘‘cooperative learning’’. This is why to solve the problem has long been
as a teaching strategy (Gagne and Briggs 1979; Duch, Groh and Allen 2001). This
strategy can also be applied to teacher education, discussion activities, to promote
the teaching of knowledge interaction (Xu 2004).

2.2 The Analysis Method

In the research record, we can put all kinds of ‘‘events’’ Encoding a random
theoretical and mathematical statistics studied chaos digital sequence statistics law
characteristics to predict, control or solve practical problems. By the majority of
the problem, the random number is chronologically arranged in sequence, and then
you can get a series of event sequences observed sample.

In this study, to Interaction analysis model coding systems (Gunawardena,
Lowe and Anderson [6]), this coding system has been repeatedly used in online
discussion coding analysis (Jeong 2003; Sing and Khine 2006). The study also
found that the coding system is divided into five knowledge to construct Phases (as
shown in Table 2.2), will help enhance the content analysis and validity (Rourke
and Anderson 2004).

Encoding based on the topic (questions) as a unit. Each question will have a
number of discussion messages. Coders will be in chronological order from the
first. And then encoded each message content, if the same message posted multiple
coding. Ex: previous paragraphs is C1 paragraphs is C3, the article message coding
sequence C1C3 (as shown in Table 1). All topics after a total of two groups of
coding then encoded data to sequence analysis.

2.3 On-Line Discussion for Students

Due to the face-to-face community interaction space and time constraints, the
growing body of research has begun to use the online forum to create online
learning communities (The Dana Yendol–Silva 2003; Hobson and Simolin 2001;
star and Kane 2006).

Network Learning Community (Web-Based Learning Community) refers to a
group of people in similar learning goals and objectives that drives through the
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discussion, communication, interaction, feedback, share, provide, exchange,
cooperation, or search process knowledge creation, experience exchange and flow
of information, knowledge sharing activities and thus common by the interaction
of the different knowledge background of individuals, gradually construct and
create virtual learning environment, learning to grow in order to create a knowl-
edge community (Ji-Cheng Zhang 2002).

Network Learning Community is by someone else’s point of view through the
novice and expert discussion and stimulates promote self-reflection, and gradually
establish their own knowledge systems and concepts [9]. Internet learning com-
munities can enhance learners actively construct knowledge through interpersonal
interaction so that learners get participation and identity. Therefore, empirical
analysis of a large number of samples in this study explores the potential limita-
tions and solutions.

3 Research Method

3.1 Participants

The study participants were 106 belonging to the Information Management
Department of the Chinese University of two classes of undergraduate students
published web content for corporate communications. The study participants
attend the course ‘‘Management Information Systems’’ taught the basic theories
about information management, enterprise electronic import of practical case.

In this study, the use of network learning environment platform the system can
provide various types of discussion forums to discuss teaching activities to
implement various network router. Participants can be in the discussion forum Post

Table 1 Interaction Analysis Model (Gunawardena, Lowe and Anderson’s 1997)

Code Phase Content

C1 Sharing or comparing of information
about discussion topics

Statement of observation or opinion; statement
of agreement between participants

C2 Discovery and exploration of dissonance
or inconsistency among participants

Identifying areas of disagreement, asking,
or answering questions to clarify
disagreement

C3 Negotiation of meaning or construction of Negotiating the meaning of terms and
knowledge negotiation of the relative
weight to be used for various agreement

C4 Testing and modification of proposed
synthesis or co-construction

Testing the proposed new knowledge against
existing cognitive schema, personal
experience, or other sources

C5 Agreement statement(s) or application of
newly constructed meaning

Summarizing agreement and metacognitive
statements that show new knowledge
construction
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a new topic and watch all been published topics tap into each topic page for the
relative topic published discussion respond (Houhui Ze Zhang Guoen and Song
Yao-ting 2008; Chang, Sung and Hou 2006).

The network learning system for academic discussion platform of campus
closed learning environment students can check the real name of the speaker, and
also to avoid external interference and considerations for experimental validity. In
addition to the declaration of the issues discussed, teachers try not to speak into
guide impact experiments effectiveness.

3.2 Data Analysis

In this study, it will conduct a 93-day teaching activities. Term of teaching
activities require students to discuss whether District published a specific inquiry
topic to share problems or ideas. Other peers published a response to that dis-
cussion and answers through online discussion in into the behavior known intel-
lectual construct integration. Avoid subjective guide teachers of teachers not
conducted intervention, discuss the records are complete automatically recorded in
the system.

In this study, a total of 93 days the 212 topic has been to respond to a total of
2506 discussion behavior coding completed. The way of coding a statement posted
in chronological order according to each message in the statement. Reliability in
accordance with the chronological coding conducted to ensure that the encoded
content.

We randomly selected 1253 message (about total message volume half), handed
over to another officer to conduct code analysis. Kappa reliability 0.669
(Z = 8.073, p\ 0.01), to achieve a significant degree of 0.01 level. The encoded
data were conducted serial analysis of knowledge building content analysis.

4 Discussions

Quantitative content analysis and sequence analysis results indicate that the C1
(recommendations or clarify issues) and C2 (solutions or related information),
which triggered C3 (based on the existing solutions are compared and discussed)
the probability.

In the total number of C1 and C2 appear total behavior in 60 % (C1: C2) is
(28 %: 32 %), wherein the (C1/C3, C2/C3) is (57 %, 50 %).

Irrelevant messages (C5), meaning is not relevant to the discussion or off-topic
discussion in the previous emphasis on learner rarely mentioned (Hou, Zhang and
Song 2007).

This indicates that there is a certain degree of problem-solving behavior con-
tinued interaction, knowledge sharing behavior may vary from one type of
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organization to another deviation from the discussion (discussion topics unrelated
to those) rarely see significant (Bock and other people. In 2005, Yang 2007; Yang
and Chen 2007).

This also shows that, although most have not been established learning related
knowledge exchange culture (Baraboo, etc.; Tyack and Cuban 1995), after the
application to solve the problem of knowledge sharing discussion activity in
continuous mode and sequence analysis of the process of in-depth discussions
(between C1 and C2 close interaction C1/C2, C2/C1) certain additional benefits
prone to lead to C3 (based on existing solutions are compared and discussed) and
subsequent integration of the C4 (recommendations summarize the conclu-
sions)this problem solving sequence mode, significant in the data presented.

On the other hand, C2/C3 the probability is not low (C2/C3 behavior sequence
transition probability of about 57 %) than C1/C2 (29 %) and C2/C1 (13 %) of the
high, participants often proposed their own solutions or opinions, rather than
remain in the external asked questions (C1) or answer the problem (C2), based on
knowledge sharing (C1/C3, 50 %; C2/C3, 57 %) of them to a certain proportion of
in-depth discussion or comparison (C3), discuss the difficulty of learning through
external knowledge to solve problems, help to break the problem. (Carroll 2003).

From behavior coding conversion probability rationale can be observed by the
method of implementation experience the difference go to discuss the high pro-
portion of learning to achieve the depth effect (C2/C3, 57 %) stay in the text itself
C1 (recommendations or clarify issues) external level. There is very few of the
proportion of (1 C1/C1, 5 %).

It shows that the application of the forum for thinkers answer the broader
approach is not limited to a specific answer mode (C2/C2, 8 %) (C3/C3), (C4/C4,
0 %) (C5/C5, 15 %).

Many speak proportion is worth noting that perhaps the attribute differences
considerations theme (creative needs), C5 (independent of the other main topic of
discussion), and by the significant difference (C3) may also high (C5/C3, 56 %)

This may indicate that the differences caused by the ethnic cultures, most of the
learning community to pursue the examination system is the correct answer, and
other community is more or less a little personal color banter style learning.

The sharing of knowledge that we all know do doubt compare discussion
answer, the face of new knowledge will be used to explore mode (C1/C3, 50 %),
most people still view to reflect on what the difference (C3) go back also a lot of
good practice (C2) (C3/C2, 44 %) or reading the conclusions and summary (C4)
after thinking defined interpretation of correctness (C1) (C4/C1, 44 %).

5 Conclusion

To explore to solve the problem based on the sharing of knowledge in this
empirical study, we observed that online communities to discuss and resolve the
problem. Through content analysis and sequence analysis, we conducted empirical
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observation and analysis of the patterns of behavior so that we can see how sharing
and knowledge between partial restrictions.

In addition, the depth and enthusiasm to promote interaction and motivation
appropriate combination of virtual community reward online communities, and
more mixed design interactive mechanism, which also deserves to be analyzed.
These future studies can help us understand how to more effectively share
knowledge online and determined to help them share their teaching knowledge.
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Integration of a Prototype Strategical Tool
on LMS for Concept Learning

David Tawei Ku and Chi-Jie Lin

Abstract From the perspective of instructional design, when facing the different
knowledge domains, the instructional strategies and activities should be matched
for the different contents It is equally important when using LMS as a delivering
platform for the web-based learning. However, regardless the popular mutual
functions, most of LMSs do not provide teaching supporting tools or activities in
particular knowledge domains for instructor to use. Therefore, LMS is only
working as a better looking FTP, but not able to help instructors to deliver better
instruction.In order to tackle this issue, this study first employed content analysis
to induce the teaching strategies of conceptual knowledge domain and analyze the
basic functions of LMSs on market. Then, following the content analysis, based on
the open source code LMS Moodle, a plug in, strategical learning tool ‘‘concept
pointer’’ has be designed and developed. Via the formative evaluation from
experts, instructors and students, its advantage and usage have been dis-
cussed.According to the formative evaluation, the ‘‘concept pointer’’ could help
instructors to highlight the learning content and inspire learners’ understanding. As
the results, the strategical learning tool ‘‘concept pointer’’ provided the positive
effects to teaching and learning in the conceptual knowledge domain.

Keywords Conceptual knowledge � Learning management system � Strategical
tool � Conceptual knowledge
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1 Introduction

Since the strong development of Internet technology, the domestic organizations
from the government, industrial and commercial enterprises to major institutions
are beginning to build the network teaching environment as the main target. In the
craze of teaching and learning in the digital network, Yue (1999) mentioned
Regardless media, all teaching required via purposeful, prudent advance planning
and design, in order to effectively deliver teaching and promote learning. Every
teaching (content) is required through a rigorous instructional design process, on
the one hand it can control the teaching process output in full of all sorts of
variables and conditions, on the other hand it can be appropriate way to provide the
teaching aids.

About the instructional design process, Morrison, Ross and Kemp (2001)
pointed out that the task analysis is one of the most critical steps. Through task
analysis can further the learning content by attribute characteristics to be classified,
to link the teaching objectives, strategies, methods, and final evaluation standards,
and these four tend to consistency. Wang (2004) also said that how according to
the nature of the learning content, at the right time to choose the appropriate
method to provide learners with learning, the key factors of learning outcomes
virtue or vice. Therefore, instructional design task analysis, learning content-based
classification, will be important considerations based on teaching strategies and
activities designed.

In online teaching, Govindasamy (2002) mentioned that most of the vendors to
provide a digital network teaching are only the technology provider. Yet, for the
instructional design, development, teaching guide has been overlooked. The result
of technology-led instruction, tend to ignore the original intent of the Web-based
learning. Yue (1999) pointed out that online teaching is not the answer to teaching
or learning, but under the proper use, can help improve the quality of teaching, and
the proper teaching aids can also enhance the learning outcomes. Therefore, ‘‘the
aids’’ will not a leading role, and the functions have to bring help to the main
purpose. Back to the basic teaching strategies should therefore be re-thinking
network tools how best to assist the teaching and learning activities.

In the network environment, unlike the traditional classroom face-to-face
teaching, teachers do not have full control when facing the students. Besides to
enhance their own capacity for information technology, teachers must also be able
to utilize instructional strategies for teaching which is an undoubtedly burden for
them. Therefore, it is so critical to build a convenient teaching situation in the
network platform to provide an integrated support teaching tool to assist teachers
in online teaching application. Currently, most functions of the network teaching
platform design, although the diverse and constantly strengthen the tools, in-depth
examining, no one has been built from the view point of learning content itself. So
in the past, even the network platform is very popular, yet because of the limi-
tations of the functions, these Learning Management Systems provide virtually no
help for the course content and teaching activities design. Moreover, in order to
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promote so called ‘‘e-learning’’ as asked, many of them created online courses just
cut the corner by converting paper handouts to digital formats. It does not only
ignore the advantages of the multimedia and Internet technology, more important
it hindered learning.

The consolidated above, this study would like to think from the perspective of
the learning content direction, especially the conceptual foundation for language
learning content to be summarized and finishing belong teaching strategies and
methods through literature analysis, combined with interactive design principles,
design for the appropriate aids open source network platform, look forward to the
positive for the use and design of future LMS.

2 Related Studies

2.1 Conceptual Knowledge and the Related
Teaching Strategies

Concept is constantly to be defined since the term has been coined. Merrill,
Tennyson and Posey (1992) pointed out that the concept is a set of objects with the
same attributes, signal events combination, but has a particular symbol or name.
Simple, the generic name of the concept is the same kind of things (Bell 1990).
The Zhang (1999) is based on the human angle to define the concept of the word,
think the concept is a learner who has a broad understanding of things with
common attributes. Therefore, from the definition of the scholars of the concept
itself has established attributes and characteristics, to understand the concept, it is
necessary to understand these properties.

On the teaching in concept content, learners’ cognitive processes must undergo
three stages, abstraction, classification and identification. abstraction abstract way
to understand the concept of attribute characteristics, such as the concept of
‘‘building blocks’’ that can be used abstract nature such as ‘‘shape’’ to describe;
classification of similar properties to be classified as the same concept, such as all
different models of vehicles; in addition, identification is the difference between
the cognitive concept properties, such as the swallow is bird, not fish (Wen 1987).
Therefore, for the teaching of the conceptual content first need to understand the
concept itself of properties and characteristics.

Fleming and Levie (1993), cited in addition to learning strategies, rendering the
concept of teaching can still include the manipulation of a few teaching elements,
such as

1. Listed in the definition of the concept and properties. The Newby and Stepich
(1987) more accurate to think, to teach the concept of teaching strategies must
be placed in the key attributes of the concept.
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2. Use the concept in different contexts. Such as the use of this concept in the
game, or in the use of the dialogue between teachers and students, through
different scenarios in use, help produce the transfer of learning.

3. Example and non-examples. ‘‘Paradigm’’ is related to the concept of learning
things; ‘‘non-example’’ refers to things that are not associated with the concept
itself. Examples and the selection and use of non-example, the use of the
concept of teaching is quite necessary, in addition to help learners at first to face
the new concept, easy to understand, can outline the concept of critical prop-
erties (Smith and Ragan 2005).

4. Classification practice. Through the presentation of different concepts and
practice by the learner in the classification.

In addition to the above, and integrate your scholars proposed different strat-
egies and methods for teaching and learning of the concept.

2.2 Consideration of Interactive Design in Web-Based
Learning

Interactive is a necessary and shall be considered a major factor in e-learning.
Compared to traditional classroom teaching and web-based learning both syn-
chronous and asynchronous, for teachers, the control of students are relatively
lower which required proper strategies to attract learners’ attention to last learning
events. So the design of interactive teaching activities, flexibility in the use of
materials and tools are very important issue (Ku 2005).

As web interactivity, Moore (1989) mentioned three main types, distance
learning including Learner-content interaction. It also is regarded as the basic
teaching strategy, teachers must help learners interact with the content and learners
can learn new knowledge into existing cognitive structure.

Ji (2003) pointed out that when learners interact with the content, learners will
be obtained based on cognition to perform on external behavior. When individuals
external interaction feedback messages and expect feedback within the existing
cognitive structure is different, the moment will produce cognitive conflict and
learners will try to take into account the new message. Therefore, in interactive
design, web-based learning environment should provide opportunities for external
manipulation which in order to bring out the reflection, to reach learners’ cognitive
interaction. So web interactivity design has to interact with the teaching materials
and also re-vitalized the teaching contents. The learners can have an opportunity
from passive reading to join to real learning activities, explore learning and
thinking (Chung 2001).

The Internet interactive design allows the web-based learning is not only simply
presenting the materials, but also allows learning truly to occur. Using some of the
traditional application exercises, including fill in the blank, drag and drop, etc.
Through these activities guide learners into the teaching materials, and will focus
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on the content, practice (Jolliffe Ritter and Stevens 2001). Wu (2005) is also
mentioned the user control that contains a selection of the content, sequence,
speed, rendering control message symbol presents also the basic interactive tools,
timely provision of learning aids.

Summarized the scholars for interactive design and teaching materials, which
may include the following principles:

1. Interaction must cause learners to become active learning and participate in the
activities.

2. Interaction must be able to stimulate the learners, trigger learners immanence
thinking.

3. Interaction must provide learners opportunity to manipulate which allows
learners to thinking and understanding from the process of learning.

4. Users can learn the powers of self-control.

2.3 LMS Development and Instructional Design

LMS (Learning Management System), as the name suggested is to construct on the
Internet, integrated network functions to simulate the traditional teaching envi-
ronment, and provide support for teaching and management platform. In this
study, in order to understand the current LMS available, teaching function or tool
design profile, so the functional analysis focused on the most popular brand around
the field of education and industry. The LMS can be roughly divided into two
categories: software copyright registered by the manufacturer and the open source
free software. According to the comparison of two major name brand copyright
software, Blackboard and Wisdom Master from Ku (2005), and also add other
open source free software platform Moodle and Atutor.

Be able to understand these LMS with the current status of the teaching support
and interactive features through the Table 2. To observe the angle of teaching
content delivery, four LMS tools generally have web access, such as upload and
download teaching materials, web pages, and other basic functions. In the inter-
active considerations, they focus on human interaction such as synchronous and
asynchronous design. Yet, actual teaching content to interact with the game is only
in the quiz functional design and whiteboard in Blackboard. It shows that the real
direct and interactive learning content tools are still somehow limited.

3 System Prototype Desing

Teaching strategies and methods based on the conceptual content type belongs,
this study attempted to design a LMS assisted teaching tools, and integrated into
the web-based learning and content of interactive design principles, described as
follows:
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3.1 Introduction of the Tool: Concept Pointer

The idea for teachers by different objects text randomly presented in small circles
or boxes, requirements the topic learners according to their requirements, be
thinking Click. While the other is named ‘‘Concept Pointer’’ has two points
meaning content in accordance with the teaching arrangements, one for learners
think Click, to help learners click activity content theme more clearly; when
learners confused when faced with the click activity, teaching activities provide
tips the learners after pointing it better proficient understood. Teachers in the use
of teaching, if teaching is a concept type, you can content design through all sorts
of positive and negative cases, create a text project presented interesting ways, by
learners using mouse clicks. ‘‘Concept Pointer’’ itself belongs to the generic nature
of the tool that takes teachers to be applied flexibly according to their design.

3.2 Conceptual Teaching Strategies and Interactive Design
Principle

‘‘Concept Pointer’’ reference in the planning and design teaching strategies and
methods to be able to support the positive and negative cases practice, classified and
summarized the contents of exercises, as well as memory after learning exercises,
interactive elements considerations, expectations ‘‘Concept Pointer’’ learners
thinking can trigger, causing challenges with fun, allows learners to content
manipulation respond, and provide content prompts help learners to learn in the
game activities will think alike that aids contained teaching strategies, methods, and
interactive elements of consideration, structured presentation. (Fig. 1)

3.3 User Interface for Teachers and Students

‘‘Concept Pointer’’ is to design architecture in the open source network teaching
platform Moodle, Moodle has a teaching module characteristics, this study will
also think alike packaged into a single module, for teachers to demand the use of
platform installation. ‘‘Concept Pointer’’ can be roughly divided into the end of
teachers and students end the two interfaces. At the end of the part of teachers, the
main function is to provide teachers in producing teaching content as the main
interface to the Flash component step of the way by teachers based on step editing
teaching content, where teachers can set the game level, time, correct and non-
right content, etc. set finished, press the release button to generate learning
activities for students to learn to use.

Students use ‘‘Concept Pointer’’ by login students end interface, by time, life-
loving, scores, sound effects, and error-free challenges vitality factor in the game,
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challenge students to learn and generate interest, and students through activities
presented to slide the mouse symbol of boxing gloves, click on his view that the
right content, and pause to read the content on activities suggest that in order to
achieve the learning function.

To understand the achievement of the students’ exercises, and accepted level of
‘‘Concept Pointer’’, teachers end to read student outcomes. Read the results screen,
teachers can select the record to be read Which learners, and in the top of the
record of the learner, through mouse clicks can read the details according to
the topic of the breakdown of personal and answer questions, including the use of
the number of occurrences of all content items alike during the learner reached
ratios, etc.

4 Formative Evaluation and Finding

The ‘‘Concept Pointer’’ design and development process and the actual formative
evaluation include a total of four dimensions: (a) expert evaluation of the results of
the design and development stage; (b) tool test results and modification; (c) students
evaluation; (d) teachers evaluation are described as follows:

4.1 Interface Design and Expert Evaluation

In a four points Likert scale questionnaire, the average scale is 3.20 points. Except
question 4 (2.90), 6 (2.50) and 14 (2.30), others are more than Three points which
shows the overall student satisfaction with this learning system is high (Table 1).
Independent sample t test and examine the satisfaction of differences between male
and female found higher overall satisfaction, no significant difference (t[ 0.05),
expressed satisfaction no significant differences between male and female.

4.2 Teacher Interview

Single factor analysis of variance results shown that the males time to complete the
task (M = 149.8) is significantly more than females (M = 71.2), F = 12.198,

Table. 1 Performance
(Completed Time) One-way
ANOVA

SS df MS F Significant

BG 15444.90 1 15444.90 12.19 0.008*
WG 10129.60 8 1266.20
Total 25574.50 9

*p\ 0.05
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p = 0.08. In face the significant differences in average scores between male and
female, and the performance of females is better than males, this results reflecting
attitudes questionnaire, males have lower learning attitude than female on Chinese
language learning (see Table 1).

4.3 User Satisfaction Questionnaire

Student satisfaction questionnaire based on the six-point scale, six points students
are most satisfied and 5 is very satisfied, 4 are satisfied, contrary 1 is very dis-
satisfied, very dissatisfied, 3, sub-is not satisfied.

Student satisfaction questionnaire showed that satisfaction mostly dropped in
between satisfied and very satisfied.

Further, through open-ended questions, summarized finishing students alike
advantage of the top three most mentioned are such as can 1. Learning in the game,
lively and interesting, so learning improve with power and effectiveness; 2
‘‘Concept Pointer’’ presents clear, easy to understand, and very easy to learn, and
3. Bright and rich color design, the layout is attractive for learners. The most
mentioned need to be modified and improved is content project design, see
Table 2.

It has been found to support and integrate into the design concept of principled
teaching activities through formative evaluation and the actual teaching process,
and from students and teachers to use after the reaction, most of them felt strange,
satisfaction and convenience. Student user questionnaire score, average only in the
satisfaction and are satisfied between, yet to reach a very satisfactory, showing that
there is a need to revise. Through the recommendations of experts and users are
most of the contents are alike diagram board can tend to be more comprehensive in
the future, more in line to meet the teaching needs.

Table 2 Descriptive Statistics Type Styles

Question Item Gender Mean.

4. It is too fact. I have hear several time to understand it M 2.40
F 3.40
Total 2.90

6. I like to use handheld device to learning. It is very convenient M 2.20
F 2.80
Total 2.50

14. I think the questions are too easy M 1.60
F 3.00
Total 2.30
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5 Conclusion and Discussion

5.1 Strategic Teaching Tools Indeed Necessary to Support
Learning Content in LMS

Analysis of the literature of the course of the study, found that the network
teaching platform as a teaching and learning environment, but the face of different
learning content type cannot provide the teaching tool support, that affect the
design of teaching activities; In this study, the actual departure from the per-
spective of learning content selection belongs to the content itself desirable
teaching strategies and methods, design network teaching platform development
support tools. Can be learned from the evaluation of the results, and indeed be able
to help the teachers to the content type of teaching strategies, taking into con-
sideration the network teaching activities; Also attracted the interest on the student
use thinking and review for content learning, so the net the functional design of the
road teaching platform do need to think about the Content Type strategic teaching
tool support.

5.2 ‘‘Concept Pointer’’ Can Support the Concept of Content
Belongs to the Part of the Teaching Strategies
and Methods

From the significance of the teaching strategies and activities at the same time you
want to design a teaching tool, can be found in a single network teaching tool does
not fully support and meet all of the teaching strategies and methods in the study
and Content Type. The research on conceptual learning Content Type, selection of
appropriate teaching strategies and methods for teaching activities blueprint
planning, further R & D in network teaching platform able to support the activities
of strategic teaching tool: ‘‘Made Easy’’. Through the teaching of the the actual
curriculum unit development, alike have been able to part of the teaching strate-
gies and methods for conceptual content belongs practical learning activities

5.3 Teaching Strategies With Web Learning Content,
and Interactive Principle Combination are Very Criticual
for Web-Based Learning Design

Network content interaction considerations of principle, allows the activities of
students during the learning content can more easily enter the learning situation,
with two-way interaction between the students and the content and guide students
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deeper thinking and understanding of the learning content. Through experts, users,
teachers and users of student evaluation results can be found in the Internet content
for interactive consideration indeed cause interest in learning, also allows the
students for the inherent thinking and manipulation of content in order to respond
to so that students learning content in the network, from passive to active.
Therefore, while thinking from the perspective of learning content design a stra-
tegic teaching tool, consider the principles of interaction with the content network
really necessary.

5.4 Teaching Support Tools Just Media, Instructional
Design and Teaching Activities Arrangement
are the Key Points

The users teacher and student evaluation results, found that the content, the key to
the design of the project or topics proposed amendments focus more, it can be
learned teaching tool is only a medium to convey the content of the key to the
quality of teaching is good or bad remains to learning content design, choreog-
raphy and teaching activities. In addition to the need to understand the learning
content type belongs to which classification the teachers have to consider the
students’ familiarity with the content, teaching activities have a clear blueprint for,
and then pick enough to support the activities of teaching tools, content expedient
decomposition design, set into the tool, to achieve a more appropriate learning.
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Application-Driven Approach for Web
Site Development

Chun-Hsiung Tseng

Abstract Some Web sites, such as google bookmark, evernote, or online calendar
provides, are actually Web-based tools helping users complete their tasks and are
regarded to as application-oriented Web sites. Today, the infrastructure support for
building such Web sites is poor. What is the best approach to construct applica-
tion-oriented Web sites? Perhaps some paradigms and generic guidelines will be
helpful. In this paper, the researcher proposes preliminary results on some
guidelines and infrastructure supports of application-oriented Web sites con-
struction. The proposed solution is based on VWBE, which is the author’s pre-
vious research result. Several issues such as application interface definition and
application state management are addressed in this paper.

Keywords Web application � Framework � Mashup � Design pattern

1 Introduction

Today, the number of existing Web sites is huge. What is the role played by these
Web sites? What do these Web sites provide to end users? Although a large
portion of Web sites are document-oriented, that is, they are actually electronic
documents delivering information to target users, some are not. Some Web sites,
such as google bookmark, evernote, or online calendar provides, are actually Web-
based tools helping users complete their tasks. These Web sites are application-
oriented rather than document-oriented. Additionally, if carefully designed,
functionalities provided by application-oriented Web sites can be integrated to
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complete more complex jobs. Compared with the power provided by application-
oriented Web sites, the infrastructure support today is in fact very poor. To utilize
the information delivered by document-oriented Web sites, there are various
information extraction mechanisms and algorithms. To construct document-ori-
ented Web sites, there is tons of HTML authoring tools. However, to the best of
the author’s knowledge, there are no globally-adoptable tools and platforms for
building application-oriented Web sites, not to mention proven mechanisms and
paradigms. The lack of infrastructure support results in poor compatibility and low
reusability between application-oriented Web sites.

What is the best approach to construct application-oriented Web sites? Perhaps
some paradigms and generic guidelines will be helpful. Considering how a normal
desktop application is built, one will find that the object-oriented paradigm is the
most popular. The core concepts of the object-oriented paradigm are modular-
ization and reusability. Therefore, the goal of this research is to develop a sound
framework for designing reusable application-oriented Web components. The goal
is not easy to achieve since both syntax and platform supports will be needed.

The remaining of the paper is as the following: first, the result of the survey of
existing works will be listed. Then, the core concept will be explained and a
prototype implementation will be introduced. After that, some discussions about
the current implementation will be presented, and finally, the conclusions and
future works.

2 Related Works

2.1 Web Application Development

According to Jazayeri [1], in just one decade, the Web has evolved from being a
repository of pages used primarily for accessing static, mostly scientific, information
to a powerful platform for application development and deployment. The evolving
of usage scenarios of Web applications results in the evolving of design principles
for them. As shown in his survey, there was a continuing ‘‘desktop-to-Web’’ trend,
which refers to the observation that there was a trend to move desktop applications to
Web. Since the distinctions between desktop-based and Web-based applications
have been getting blurred, the trend to apply existing software engineering
approaches, which were mainly developed for desktop-based applications, to the
development of Web-based applications appears reasonable and needed.

The research of Wang and Zahadat [2] emphasized that most Web applications
and Web sites have emerged and transpired over recent years and the newly emerged
Web applications are fundamentally different from traditional Web applications.
The authors also mentioned that a new type of software development life cycle had
emerged and promised to affect Web design and development. As stated in the paper,
the Web had changed from a medium to a platform for delivering software. Different
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from traditional Web site designers, what Web developers do today is developing
Web applications instead of authoring simple Web contents.

In [3], the concept of ‘‘Web native interactive applications’’ was proposed. The
paper stated that the initial design of Web technologies which was based on ‘‘Web
of documents’’ did not accommodate the requirements today. The paper also
proposed AgentWeb, which was an environment for building Web-based inter-
active computer games. The environment was built following the Model-View-
Controller (MVC) architecture. The authors emphasized that current open Web
standards were sufficient to support sophisticated interactive applications.

2.2 Object-Oriented Web

‘‘Object-Oriented Web’’ is not a brand-new terminology. In [4], object-oriented
Web is viewed as the next step of the semantic Web and is depicted with the
following example:

Look at the blogs for instance, they usually have a ‘‘comment’’ feature and it would be
interesting if this feature was available wherever the posts appear, whether it is on the
original blog, a RSS aggregator like Google Reader, or a social network. Just consider the
blog articles as objects capable of ubiquity composed of data (properties) as well as
actions (methods) and you’ll start to envision what I mean by the Object Oriented Web.

The term is also mentioned in [5], and the article also viewed object-oriented
Web as the extension of the semantic Web. None of these articles gave a formal
definition of the object-oriented Web. Despite of the missing of a formal definition,
however, the blueprint of the object-oriented Web had already been sketched by
several earlier research works. For example, Gaedke and Rehse developed a
component-based Web engineering methodology [6] based on the object-oriented
concept. In their research, a WebComposition repository system was proposed for
maintaining Web components and a markup language, WCML, was used as a
convenient way to define the representation of components. WCML was intro-
duced in [7] for defining reusable Web components. The definition of a ‘‘com-
ponent’’ in the research was almost identical with the definition of an ‘‘object’’
today. In [8], the author tried to improve the ‘‘Web object model’’ by providing a
richer base representation than HTML, an API to the state of components, and an
enhanced ability to define relationships between state and behaviour.

2.3 Cloud Computing

Cloud computing is internet-based computing, whereby shared servers provide
resources, software, and data to computers and other devices on demand, as with
the electricity grid. Although by most standards, cloud computing is still in the
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early stages of adoption by midsize and larger organizations, but the pace is
increasing as users look for additional cost savings and technology perks, such as
scalability [9]. Cloud computing technologies have shifted people’s concentration
on computer technology from single machine to the internet centering on Web by
using storage and services from Web [10]. Cloud computing can be viewed as the
evolution of distributed computing, however, due to the mature of virtualization
technologies, cloud computing appears more adaptable [11].

3 Application-Oriented Web Sites

An application-oriented Web site is a Web site which acts like an application.
Rather than simply reading information presented on them, people execute func-
tionalities provided by application-oriented Web sites to complete their tasks.
Typical application-oriented Web sites are online-dictionaries, online calendars,
and online office applications, etc. These Web sites are valuable, however, since
there is almost no infrastructure and tool support for building such type of Web
sites, creating application-oriented Web sites today is not easy. A lot of technol-
ogies such as AJAX, DHTML, and JSON etc. are involved. Furthermore, the lack
of infrastructure support makes it even more difficult to integrate application-
oriented Web sites. Imagine that how can the functionalities provided by two
application-oriented Web sites be integrated. Nowadays, there is in fact no
promising approach to achieve that unless all involved Web sites provide standard-
compliant application interfaces such as SOAP or Restful. Otherwise, most solu-
tions depend on page scraping, which suffers from unstability. In this paper, the
researcher proposes preliminary results on some guidelines and infrastructure
supports of application-oriented Web sites construction.

There are several aspects to consider if developers are building interoperable
application interfaces for their Web sites:

1. Object definition versus object instances.
2. How to define application interfaces?
3. Which functionalities are included in the application interface?
4. How to interpret results returned from function invocations?
5. How to manage instances of applications?

In this and later sections, we propose our solutions to these questions followed
by some discussions.

3.1 Object Definition versus Object Instances

In this research, we consider Web pages and javascript functions associated with
them. A Web page contains information. Thinking of a Web page as an object in

652 C.-H. Tseng



the object-oriented paradigm, for application-oriented Web sites, the information
can be regarded to as member data of an object. On the other hand, javascript
functions form the functional layer and can be regarded to as member functions.
During execution, member functions can definitely have access to member data
and client applications access member data through member functions, so this
definition fits the object-oriented paradigm well. One thing to be noted is that we
have to distinguish between object definitions and object instances. Conceptually,
the set of static files, i.e., Web pages, external javascript files, embedded javascript
functions, etc., forms the definition of an object. At runtime, what client appli-
cations interact with are object instances. These instances are created based on the
specified Web resources and there can be more than one instance for one defini-
tion. The current implementation handles constructions of object instances and
manages mappings between instances and definitions but does not handle instance
sharing between client applications.

3.2 How to Define Application Interfaces?

Interoperability can only be achieved if application interfaces that can be under-
stood by involved applications do exist. Today, to access functionalities provided
by a Web site, no matter it is application-oriented or not, the most commonly used
tool will be Web browsers. However, Web browsers are interfaces between human
beings and Web sites and can hardly be regarded to as application interfaces. Only
few Web sites provide application interfaces. Examples are google docs and
delicious bookmarking services. These Web sites typically provide application
interfaces compliant with protocols such as SOAP or Restful. To ‘‘invoke’’
functionalities exposed by these Web sites is easy since one simply builds
applications that can exchange messages with these Web sites (or more specifi-
cally, the servers hosting them) according to the protocols. The problem is, for
most Web sites that do not follow these protocols, one can simply rely on ad-hoc
solutions that thus the resulting applications will be unstable and rarely usable.

To address the issue, the researcher’s previous research result, the virtual Web
browsing environment (VWBE [12]), is adopted and extended. Originally, VWBE
simply simulates the behavior of a real Web browser. Accepting a URL as the
input, VWBE loads the targeted Web resource and related resources into it,
constructs a document object model (DOM) reflecting the Web page, and wraps
javascript functions declared in the Web resource as Web services adopting the
SOAP protocol. After that, client applications can access exposed javascript
functions through Web service calls. This architecture suffers from several prob-
lems: first, many javascript functions declared on Web pages are used for pre-
sentation only and it will not be reasonable to expose these javascript functions.
Second, in some cases, exposing only javascript functions declared on Web pages
is not enough. To meet requirements of client applications, some additional
functions may be needed. As a result, enhancing the original VWBE is needed.
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In this research, we extend the original VWBE by allowing the injection of
external javascript functions at runtime. This version of VWBE accepts a URL
(the main Web page) and a set of javascript files as input parameters. At runtime,
VWBE automatically merge these files. During execution, these augmented
javascript files have a reference to the DOM of the main Web page and thus can
access the full functionalities provided by the original Web sites. These javascript
files form the application interface and will be exposed through VWBE’s Web
service interface.

3.3 Which Functionalities Are Included in the Application
Interface?

As stated above, many javascript functions declared on Web pages are used for
presentation only. These functions should not be included in the application
interface. As a result, this version of VWBE uses annotations to specify needed
javascript functions. Annotations are small pieces of information that can be
attached to javascript functions and are used as meta-information of the attached
function. To prevent interfere with execution of normal javascript functions,
VWBE annotations are written in javascript comments. For example,

/*
* @export()
*/
function multiply(a, b){
return a*b;
}
VWBE looks for the ‘‘@export()’’ annotation to determine javascript functions

to be exported. Note that/* … */is ordinary comment syntax of javascript and thus
will not cause interference.

3.4 How to Interpret Results Returned from Function
Invocations?

Executing a JavaScript function has two different types of returns. One of them is
normal function return. The other is reflecting the result in the DOM. The former is
simple to deal with. VWBE simply transforms returned javascript objects into
corresponding SOAP objects. However, due to the fact that a Web page itself can
be viewed as an information source, it is possible that the execution of a javascript
function results in modification in the Web page hosting it. In such scenario, the
Web page itself should be included in the returning results. For simplicity, VWBE
allows a javscript function to return a DOM node. In case data on the hosting Web
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page should be included in the returned result, one simply returns the DOM node
containing the result. During the transmission across the Internet, the DOM node is
serialized into string representation and will be reconstructed in the invoker’s
memory space. The returned DOM result can be messy since there are data nodes
mixed with presentation nodes. A possible solution is to apply transformation
technologies such as XSLT or H2X to the returned DOM node but this is beyond
the scope of this paper.

3.5 How to Manage Instances of Applications?

Managing instances and states of applications is a further issue. Considering Web
pages and associated javascript functions as definitions of applications, what
VWBE manages are actually instances of these applications. As stated in previous
sub sections, execution of javascript functions can results in modifications in
DOM. Hence, we have to distinguish between different application instances and
manage their states separately. By assigning ids to client sessions, this can be
easily achieved. However, things can be even more complicated if the execution of
javascript functions results in page transition. Navigating to a new URL causes the
loading of new Web pages, associated resources, javascript functions, and hence
the instantiating of a new application instance. Page transitions happen in several
different forms:

1. through anchor links
2. through javascript manipulation (e.g. window.location.href)
3. through form submission.

VWBE thus intercepts these events, instantiates new application instances, and
puts application instances into the execution context of client applications.

Another issue will be how to switch between application instances involved in a
client session. In this version of VWBE, the concept of client context is intro-
duced. Before accessing a Web application, client program has to acquire a client
context in advance. From the client context object, references to involved Web
application instances can be accessed.

4 Discussions

4.1 Annotations on JavaScript Functions

The annotation functionality deserves more discussions. For now, it is only used
for specifying javascript functions to be exported. However, the functionality is
generic and thus can be used in other scenarios. For instance, parameters of
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javascript functions are weakly-typed but SOAP-based Web services are strongly-
typed and annotations can be used to overcome the incompatibility. Furthermore,
annotations can be used for associating semantic information with application
interfaces. Such information will be useful if automatic discovery of suitable
functions is desired.

4.2 Complex Web Application Modularization

Current implementation of VWBE only allows one-to-one mappings between Web
pages and Web applications. Such granularity can be overly rough. There are cases
in which a Web page contains more than one Web applications. For example, a
Web page can contain both a calendar component and a notebook component. It
appears reasonable to create two Web applications based on such Web page. On
the other hand, some complex Web applications require more than one Web page
or even more than one Web site. Due to the diversity of design patterns for Web
applications, current implementation of VWBE can hardly support these scenarios
directly. However, if meta-information is available, supporting complex Web
applications is still possible.

5 Conclusions and Future Works

In this paper, a framework and a tool set supporting the development of appli-
cation-oriented Web sites are proposed. The solution shown in this paper is based
on an enhanced version of VWBE, the virtual Web browsing environment. The
environment is capable of wrapping existing Web pages into Web applications.
With some extensions, VWBE becomes a suitable framework for Web application
development.

The capability of creating Web applications based on existing Web sites is
convenient, but there are certainly limitations. Perhaps an important issue that has
to be solved is the lacking of commonly-adoptable module system for develop-
ment of application-oriented Web sites. The very popular template-based mech-
anisms are good for modularization of document-oriented Web sites but not for
application-oriented Web sites. In the future, the goal is to develop a more com-
plete module system that can be used to search modules, manage modules, and
perhaps orchestrate modules. With the system, better design patterns for devel-
oping application-oriented Web sites can be developed.
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Related. This paper undergoes the Independent Samples t Test and One-Way
ANOVA on the data by using SPSS. The experiment results showed that there are
a number of variations in personality traits for different vocational categories. The
forward personality of skills competition award winners are significantly higher
than the student without participating in the skills competition training. Moreover,
the profile data on gender under different vocational categories, family back-
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1 Introduction

The National Skills Competition of high school students is the most important
contest for senior and vocational high school students in Taiwan. This competition
is held annually once whereby the categories differ as they are different depart-
ments in school. The schools in Taiwan are actively nominating their students to
participate in this competition as it prepares the students with hands-on experience,
practical skills other than professional knowledge. However, there is a lack of
extensive discussion on how to select suitable students to participate in skill
competitions based on the personality trait differences among students, so that
students can undergo a better effective education.

This paper presents the questionnaire survey for the Mini-Makers (Big-Five
Personality) [10]. This study adopted the Chinese version of the Mini-Markers
questionnaire [7, 8]. This study is conducted on senior and vocational high school
students. In order to understand the reliability and validity of the Chinese version
of the questionnaire, reliability analysis is conducted. In the Chinese version of the
Mini-Markers questionnaire, the Cronbach’s alpha value is 0.86, meaning it has
high reliability and good internal consistency. The questionnaire was distributed to
students from three vocational departments, namely Industry-Related (IR), Agri-
culture-Related (AR), and Marine Fisheries-Related (MFR). By using the Big-Five
personality analysis, statistical analysis was conducted on all data attained while
finding out the personality traits with significant difference [4, 11]. Meanwhile, the
characteristics will undergo data forecast to specifically recommend students who
have the ability to be award winners.

This paper is organized as follows: Sect. 2 describes the related works with
research design, research assumption, and the complete details of research process.
Section 3 presents research assumptions and the methods. Section 4 describes
results that include the difference description of personality traits under the dif-
ferent background variables. Section 5 concludes discussion results.

2 Related Work

Personality traits refers to the exceptional personality exhibited by individuals
while facing people, incidents, matters and even the entire environment adapt-
ability of an individual [1]. These traits can be used for studying human person-
ality from the dimension of psychology [5]. Moreover, the personality is also
exhibited in the physical and mental characteristic compositions under the inter-
action between factors such as individual gender, family background and growing
environment. These characteristics often come with considerable representative
significance while the formation of personality is a series of cumulative growth
and development in psychological dimension, which also determines the unique
pattern of individual thinking and behaviors. Hence, students of different depart-
ments often exhibit different characteristics in personality traits.
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This paper look into the personality traits from the research perspective and the
Big-Five proposed by this study is based on the Big-Five personality proposed by
Goldberg [3], with over 100 groups of descriptive words. Gerard Saucier (1994)
selected 40 groups of strong and powerful description and prepared into the Mini-
Markers [10]. The Mini-Markers questionnaire is a small list that contains
impressive words for describing human personality. The personality study under
the testing framework contains five scopes that summarize personality traits,
namely Extraversion (Factor I), Agreeableness (Factor II), Conscientiousness
(Factor III), Emotional Stability (Factor IV), and Intellect or Openness (Factor V)
[2, 9]. Each construct contains 8 descriptive words which we have organized in
more detailed explanations, as shown in Table 1. The descriptive words labeled
with * indicate them as reverse questions, whereas each group of descriptions are
coordinated with situational interpretations so that students can comprehend the
implications of each group of descriptions better when filling out the
questionnaires.

For example, students of IR often prefer hands-on operation and are usually
good at mathematics and logistics. Students of AR prefer the nature, animal and
plants also pay particularly interest in natural gardening with continuous innova-
tion and invention. Students of MFR generally prefer the oceanic and marine work

Table 1 Correspondence and interpretation of the Big-Five personality traits (Mini-Markers)

Big-Five
Factor

Significance Term

Factor I Extraversion—The term refers to the degree
of personal adjustment in interpersonal
relationship, whereas outgoing people
usually have more positive emotion
with self-affirmation

Bold Bashful*
Energetic Quiet*
Extraverted Shy*
Talkative Withdrawn*

Factor II Agreeableness—The term refers to the degree
of obedience to others, whereas team people
show strong cooperation, friendliness,
and easily trust others

Cooperative Cold*
Kind Harsh*
Sympathetic Rude*
Warm Unsympathetic*

Factor III Conscientiousness—Persons with high
conscientiousness often are equipped
with rational personality traits, fulfilling
their duties in order to realize their plans

Efficient Careless*
Organized Disorganized*
Practical Inefficient*
Systematic Sloppy*

Factor IV Emotional Stability—The term refers
to stable emotion and the degree
of impulse control. It is the characteristic
of emotional stability

Relaxed Jealous*
Unenvious Moody*
Envious* Temperamental*
Fretful* Touchy*

Factor V Intellect or Openness—The term indicates
the quantity and depth of individuals
for object interests. Their rationality
and openness indicate novel imagination
and full of curiosity for the intrinsic and
extrinsic world

Complex Intellectual
Creative Philosophical
Deep Uncreative*
Imaginative Unintellectual*

* negation terms
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with diligence, endurance and challenging spirit. In this view, the personality traits
for students in different departments also vary [12]. Therefore, this paper con-
ducted a survey on the personality traits for students in the IR, AR, and MFR. Our
elementary results showed that the different departments would render signifi-
cantly different personality in the statistical analysis for personality traits. The
Sect. 4 will elaborate on comparison and description for the different categories.

In sum of the aforementioned, the emphasis is on look for personality traits with
influence indicators from the research experiment. This paper using personality
traits analysis and recommend to the suitable participants to the school. Addi-
tionally, for students with different gender, family background and birth order, the
testing result of personality traits will help them understand their strengths and
weaknesses in addition to providing relevant data and aspects of personality traits
as reference to choosing the departments suitable for them.

3 Method

The factors affect the personality traits of vocational students could generally be
divided into two dimensions: intrinsic factors of students and extrinsic factors such
as the impact from different departments and environment. The study offers spe-
cific recommendation for schools and students by discussing the scope. While
limiting to the controllable factors related to the students excluding intelligence
and the impact from extrinsic factors to learning effectiveness. The overall
research framework is shown in Fig. 1.

The study issued questionnaires to the senior occupations high schools
nationwide with the objects of questionnaire methods comprising Gold Hand
Award winners and students not participating in the skills competition training.
The number of valid samples undergone statistical analysis was 356 and the valid
recovery rate was 95.7 %.

Moreover, the questionnaire object include students of three vocational
departments, namely IR (accounting for 249 questionnaires), AR (58 question-
naires), and MFR (49 questionnaires). This paper deals with a case analysis of the
Big-Five personality for each IR, AR, and MFR.

This paper verifies on the following assumptions based on the survey on the
Big-Five personality questionnaires:

Fig. 1 Research framework
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(1) The gender of different department for any significant difference in personality
traits.

(2) Whether if there is significant difference in personality traits for the golden
award winners of different departments and the students without participating
in skills competition training.

(3) Whether if there is significant difference in personality traits for family
backgrounds with different departments.

(4) Whether if there is significant difference in personality traits for the birth order
of different departments.

The study adopted the Big-Five personality from the questionnaire survey,
Mini-Makers [10], whereas the representative description for the personality trait
for each question adopts the 7-point Likert scale [6]. The valid questionnaires are
organized and undergo statistical analysis for data analysis using SPSS. In order to
search for the difference of the difference background variables on the 40 per-
sonalities based on the Independent Samples t-Test and One-Way ANOVA sta-
tistical method.

4 Experimental Results and Discussion

The preliminary results illustrated that the personality traits of different depart-
ments show several differences while the forward personality of winners of skill
championship indeed were significantly higher than students without participation
in the skill competition training. Moreover, under the different profile data of
gender, family background and birth order for different departments, this paper
also discover several personality traits with significant difference.

According to the statistical results of the Independent Samples t-Test, testing on
the significant different of gender, Male Students (M) and Female Students (F),
and personality traits under the 95 % confidence level showed that there are
several projects with the average means of significance. In which, the testing result
was not significant for M (91 %) and F (9 %) from the IR with. The testing results
for M (47 %) and F (53 %) from AR showed significant difference in the per-
sonality traits for Bold and Imaginative with an average mean indicating higher
score for male than for female. The testing results for M (59 %) and F (41 %) from
MFR showed significant difference in the personality traits for Organized, Prac-
tical and Touchy with an average mean indicating higher score for F than for M.
The above results are shown in Table 2.

Next, for testing on the significant different in difference of identity, students of
industry department who are Award Winners (AW) and students Without Partic-
ipation in training (WP), and personality traits under the 95 % confidence level
showed that there are several projects with the average means of significance.
Among which, students of IR, AW (55 %) and WP (45 %) showed significant
difference in personality traits for Imaginative and Systematic with an average

The Analysis of the Participants’ Personality 663



means indicating that AW scoring higher than WP. The aforementioned students
also showed significant difference in Moody, Sloppy, Touchy and Withdrawn with
an average means indicating than WP scoring higher than AW. Students of AR,
AW (59 %) and WP (41 %) showed significant difference in personality traits for
Complex, Philosophical and Systematic with an average means indicating that AW
scoring higher than WP. Students of MFR, AW (51 %) and WP (49 %) showed
significant difference in personality traits for Efficient with an average means
indicating that that AW scoring higher than WP. The above testing results are
shown in Table 3.

Finally, the testing on the significant different in difference of family back-
ground, whose parents work in Related areas (R) and parents Not engaged in
Related work (NR), and personality traits under the 95 % confidence level showed
that there are several projects with the average means of significance. Among
which, students of MFR, R (10 %) and NR (90 %) did not show significance for
testing results. Students of IR, R (12 %) and NR (88 %) showed significant dif-
ference in personality traits for Careless, Extraverted and Sloppy with the average
means indicating the NR scoring higher than R. Students of AR, R (12 %) and NR
(88 %) showed significant difference in personality traits for Complex and Deep
with the average means indicating the R scoring higher than NR. The testing
results are shown in Table 4.

According to the statistical results of One-Way ANOVA, the testing on the
significant different in difference of birth order, First Born (1stB), Second Born
(2ndB), Third Born (3rdB), Last Born (LB) and Only Children (OC), and per-
sonality traits under the 95 % confidence level showed that there are several
projects with the average means of significance. Among which, AR competition
consisted of 1stB (29 %), 2ndB (31 %), 3rdB (9 %), LB (29 %), and OC (2 %)
both received insignificant testing results. Students taking IR competition consisted
of 1stB (41 %), 2ndB (33 %), 3rdB (10 %), LB (12 %), and OC (4 %) showed
significant difference in the personality traits for Creative and Talkative which
underwent LSD Post Hoc. Both Creative and Talkative showed 1stB[ 2ndB.

Table 2 Independent samples t-test—differences of gender

Term
*negation
terms

IR
(Industry-related)

AR
(Agriculture-related)

MFR
(Marine fisheries-related)

Mean (SD) t Mean (SD) t Mean (SD) t

M F M F M F

Bold 5(1.21) 4.16(1.64) 2.24*

Imaginative 5.48(1.34) 4.58(1.34) 2.56*

Organized 4.28(1.16) 4.95(0.89) -2.19*

Practical 4.66(1.05) 5.5(1.05) -2.78**

Touchy* 3.52(1.81) 4.55(1.70) -2.01*

* P\ 0.05 (significant); ** P\ 0.01 (highly significant)
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Students taking MFR competition consisted of 1stB (39 %), 2ndB (33 %), 3rdB
(6 %), LB (18 %), and OC (4 %) showed significant difference in the personality
traits for Complex and Inefficient which underwent LSD Post Hoc. The results
showed that significant difference for Complex was LB[ 1stB[ 2ndB[ 3rdB
and for Inefficient was LB[ 1stB[ 2ndB. The above testing results are shown in
Table 5.

In this report, we emphasized on finding students with potential personality
traits of winners. This paper strongly emphasizes discovered several significant
personality traits with differences from the constructs of the Big-Five personality,
whereas the distribution of traits was inclined towards Conscientiousness and
Intellect or Openness for all departments, as shown in Table 3.

5 Conclusion

The results showed the statistical analysis of different departments under the
background variables including gender, difference of identity, family background,
and birth order indicated that there were several personality traits containing

Table 5 One-way ANOVA—Birth order

Term
*negation terms

IR
(industry-related)

AR
(Agriculture-related)

MFR
(Marine fisheries-related)

F Post Hoc
(LSD)

F Post Hoc
(LSD)

F Post Hoc
(LSD)

Creative 2.64* 1stB[ 2ndB
Talkative 2.55* 1stB[ 2ndB
Complex 2.99* LB[ 1stB[ 2ndB[ 3rdB
Inefficient* 3.18* LB[ 1stB[ 2ndB

1stB First Born; 2ndB Second Born; 3rdB Third Born; LB Last Born; OC Only Children
* P\ 0.05 (significant)

Table 4 Independent samples t-test—family background

Term
*negation terms

IR
(Industry-related)

AR
(Agriculture-related)

MFR
(Marine
fisheries-
related)

Mean (SD) t Mean (SD) t Mean
(SD)

t

R NR R NR R NR

Careless* 3.45(1.80) 4.1(1.63) -2.03*

Extraverted 3.74(1.84) 4.53(1.34) -2.29*

Sloppy* 2.52(1.61) 3.15(1.52) -2.17*

Complex 4.29(0.76) 3.51(1.56) 2.16*

Deep 5.43(0.98) 4.37(1.23) 2.17*

* P\ 0.05 (significant); ** P\ 0.01 (highly significant)
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difference. The preliminary testing proved the assumptions this paper proposed.
The difference in personality traits varies following the variation in departments,
which suggests that students of different departments will have different person-
ality traits. In sum of the aforementioned chapters, the study proposes two specific
contributions. First, this paper improve the traditional selection of skill competi-
tion winders as traditional selection only selected students with better academic
performance while highly likely neglecting students with potential traits for skills.
The analysis of personality traits can more specifically recommend students with
personality traits of winners. Second, the testing results for personality traits for
students with different gender, family background and birth order help students
understand their strengths and weaknesses as well as providing students with
relevant data on the suitable departments for them from the aspect of personality
traits.

This paper proposes closer look into the personality trait difference for different
departments because past studies have not conducted in-depth discussion on the
different departments while the population quantity we acquired was considerably
enormous compared to past studies. Hence, we must take deliberation in the
interpretation to the difference characteristics of personality traits. We attain
several implications of personality trait difference for different departments while
providing assumptions and analysis on the different background variables, as well
as sufficient interpretation for the personality trait difference of all background
variables. Such discoveries emphasize the importance of understanding the sig-
nificant personality traits of departments. Apart from the personality trait differ-
ence in the difference of identity, we also tested the background variables
including gender, family background and birth order in several personality traits.
The data can be provided as reference for students as career planning or aptitudes.
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Ontology-Based Multimedia Adaptive
Learning System for U-Learning

Lawrence Y. Deng, Yi-Jen Liu, Dong-Liang Lee and Yung-Hui Chen

Abstract More and more video streaming technologies supporting for E-learning
systems are popular among distributed network environment. The Web’s Infor-
mation Seeking System as the main provider of information is indisputable. How to
provide multimedia Information seeking support E-learning system is becoming
more and imperative. In this paper, we provided a multimedia information system
for e-learning. This system requires adaptable and reusable support for the modeling
of multimedia content models and also supports possible interactive, transfer of
streams multimedia data such as audio, video, text and annotations using with
network facilities. However, we investigated these existed standards and applica-
tions for multimedia documents models such as HTML, MHEG, SMIL, HyTime,
RealPlay and MS Windows Media that let us to find that these standards and
applications models do not provide adequate support for advanced reuse and
adaptation. Consequently, we proposed a new approach for the modeling of reusable
and adaptable multimedia content. We developed a comprehensive system for
advanced multimedia content production: support for recording the presentation,
retrieving the content, summarizing the presentation, weaving the presentation and
customizing the representation. This approach significantly impacts and supports the
multimedia presentation authoring processes in terms of methodology and com-
mercial aspects.
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1 Introduction

In past decade, the distributed network environment is growing rapidly. Any web-
based application system must consider the user’s various demands, such as the
different cultural context, the learning environment as well as the professional
field; For past few years, we had aimed at the multimedia’s main characteristics
and the adaptively operations to develop the video-based multimedia information
seeking system for distance learning [1–4].

Figure 1 depicted a conceptual framework for media retrieval for learning. This
conceptual framework for information seeking prompts a learner with an infor-
mation need to reconfigure it as a query to media course content management
system, that in turn seeks multimedia learning objects whose media object
representation best match the query [5].

There were two major scenarios for operating the multimedia information
seeking system. The first scenario was the recording and editing the course con-
tents. Lecturer interface provide functions as the media recorder. We should record
the time information (from video device, audio device, power point… etc.) for
media synchronizing. In the editing period, lecturer can configure the importance
degrees and the keywords for course content object. These importance degrees in
course contents addressed the difference significance from lecturer cognitive.
When learner accessed the course contents, they have the reference in accordance
with the lecturer cognitive or the user’s own reference feedback. Therefore, the
media adaptive weaving and summarization could be extracted by referencing
the attributes of time period, keywords and importance degrees. The attributes of
the course content will be stored in the concept object ontology module.

There were five sections in this paper. First above section introduced the video-
based multimedia information seeking system. Some significant concepts pre-
sented our approaches and discussed the adaptation operation evaluations, this
paragraph discuss our approach that try to work steadily and make solid progress.
Chapter 2 discussed the related fundamental theories. Chapter 3 gives the formal
framework and the related adaptation operation for a detailed understanding of the
multimedia content model. Chapter 4 summarizes our work and gives an outlook
to ongoing and future work.

2 Background Knowledge on Ontology-Based
Information Representation

Ontology was one theory in philosophy and primarily to explore knowledge
characteristics of life and real objects; in artificial intelligent field it was used to
define the content of domain knowledge, express knowledge, solve communica-
tion, and commonly share problems; in information technology field it offered
much assistant for research and development of E-commerce and Knowledge
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Management [6]. Ontology provides complete semantic models, that means in
specified domain all related entities, attributes and base knowledge among entities
have sharing and reuse characteristics which could used solving the problems of
common sharing and communication. To describe the structure of the knowledge
content through ontology can accomplish the knowledge core in a specified
domain and automatically learn related information, communication, accessing
and even induce new knowledge, so, ontology is a powerful tool to construct and
maintain an information system.

The Adaptive Learning System is the system that performs the regulation/
adaptation for learner, and to confirm the student preference for learning. Adaptive
Learning System is derived from Intelligent Tutoring Systems (ITSs) and contains:
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Fig. 1 Ontology-based multimedia information seeking system architecture
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learning material, characteristic of learner, and teaching strategy to support the
adaptive learning approach [7]. There are many research issues in ALS, for
example: course planning, intelligent Q &A analysis, interactive problem solving
support, collaborative learning support, adaptive presentation, and adaptive navi-
gation support [8].

Table 1 presented the compare results of learning features analysis about
Adaptive/Dynamic/Time Limitation for Related Researches with our approach.

3 Ontology-Based Adaptive Multimedia Information
Seeking System

In the section, we assume that multimedia content model must offer the possibility
to represent alternatives and categorically to conform to the dynamic user-context.

Table 2 is an example of labeled concept and keywords for slide item. As row
of Concept shown, S1 and S2 are the first and outline slide respectively, and from
S3 to S10 represent the subchapters’ slides. As row of K1 shown, Keyword K1
appears in S5 and S10, Keyword K2 appears in S8 and S9, Keyword K3 appears in
S8 and S10, and Keyword K4 appears in S3, S4 and S6. As given above infor-
mation in Table 2 that represents the respective hierarchical relationship among
learning object as well as Fig. 2 shown. Concept Ontology represents Hierarchical
Relationship among Concepts Objects. Hierarchical Relationship among Concepts
Objects consists of concept objects (labeled as table of content) and arcs (rela-
tionships:1. ConsistsOf, 2. References, 3. IsBasedOn and 4. Requires).

According to the hierarchical relationship among learning object, we can derive
a Multimedia Presentation Map, as shown in Fig. 3. Multimedia Presentation Map
consists of multimedia objects (slides:s1 *s10), concept objects(labeled as table

Table 1 Learning features analysis about adaptive/dynamic/time limitation for related research
and our approach

Adaptive Dynamic Time limitation

Karampiperis and Sampson 2004 Yes Yes No
Chen et al. 2007 Yes No No
Tsai et al. 2007 Yes No No
Our approach Yes Yes Yes

Table 2 An example of labeled concept and keywords for slide item

Slide item S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Concept First Outline Ch1 1-1 1-2 1-2 Ch2 2-1 2-1 2-2
K1 œ œ
K2 œ œ
K3 œ œ
K4 œ œ œ
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of content) and arcs (relationships:1. ConsistsOf, 2. References, 3. IsBasedOn,
4. Requires and 5. Follows).

According to Multimedia Presentation Map and the keywords assigned by the
user, each presentation object will be equipped with a reasonable weight value.

424

1

1 1 1 1

1

Root

CH1 CH2

1-1 1-2 2-1

1. ConsistsOf
2. References
3. IsBasedOn
4. Requires 

3

2-2

Concept Ontology

Fig. 2 Hierarchical relationship among concepts objects
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Fig. 3 Multimedia presentation map
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First, all presentation objects’ weight values are initialized on the basis of
Multimedia Presentation Map, as shown in Algorithm 1 and Fig. 4. The concept
objects, which have no parent node, are taken as root nodes. The weight values of
root nodes are initialized as initialValue. The weight value that represents highest
priority. Function setWeightValueOfChild is used to initialize the weight values of
root nodes’ descendant nodes recursively. The rule of initialization is as follow:
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Weight_value_of_child = weight_value_of_parent ? 1.(The bigger weight
value represents the higher priority.)

Then, the weight values are modified according to the keywords assigned by the
user, as shown in Fig. 5. According to the weight values of all presentation objects,
a Multimedia Content Tree can be generated, as shown in Fig. 6. The adaptive
presentation would be generated according to Multimedia Content Tree and
the limitation of time. The level, whose length is closer and not longer than the
limitation of time, would be chosen to weaving new lecture. According to the
learning condition of the learner, the content of the lecture would be adapted
dynamically. During user’s taking lessons in lecture, his progress would be
observed. If his performance does not meet the expectations, system would find the
keywords that user needs most and re-builds the content tree. According to the new
Content Tree, the content of the lecture would be adapted dynamically.

4 Conclusion and Future Work

In this article, we not only proposed an ontology-based well-defined description
multimedia content model for adaptive multimedia content but also offered a
framework of web-based multimedia information seeking support system for
learning. In order to model the fundamental multimedia course content requirements

S8 S9

S8 S9S5 S6

S8 S9S5 S6 S7S1 S2

S8 S9S5 S6 S7S1 S2 S3

S8 S9S5 S6 S7S1 S2 S3 S4 S10

Fig. 6 Multimedia content tree
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clearly, we began to use the ontology technology to describe the multimedia learning
object and formalized definitions for user-concerned adaptive adaptation operation.
Building metadata for learning object (video-based) representation matched classic
information-retrieval model that crested with the searching engine technologies now
pervasive on the web.

Thus, the configuration and the operation steps of the multimedia information
seeking support system are clear and definite. Finally, we considered the generated
presentation with different operations for learning context. The final goal of our
approach was to provide a feasible multimedia content model and the unequivocal
framework to developer as guiding principle or policy. We hope that our approach
can be used to the general purposed multimedia information seeking support
system for distance learning, enterprise training, commercial advertisement, and
others.

In this dissertation, a multimedia information seeking support system was
introduced and the ways of constructing the multimedia information seeking
support system for distance learning was addressed. The main contributions of this
research can be summarized as follows.
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The Taguchi System-Neural Network
for Dynamic Sensor Product Design

Ching-Lien Huang, Tian-Long John Wan, Lung-Cheng Wang
and Chih-Jen Hung

Abstract The key successful factor of the new product design (NPD) of sensor
manufacturing industry is the selections of the best parameter level. For above
reasons, the selection of best parameter level sometimes causes more cost
increasing and job reworking. Previous studies focus on try and error test and
structured approach for the replacement and management of selection of the
parameter level in product design, but rarely on a dynamic environment. There-
fore, this work presents a novel algorithm, the Taguchi System-two steps optimal
algorithm, which combines the Taguchi System (TS) with neural network (NN)
method, which is shown how product adjusted under a dynamic environment in
product design. From the results, the proposed method might possibly be useful for
our problem by selecting of parameter level size and adjusting the parameters by
NN in the DSPDS is observed in this study.
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1 Introduction

The selection of best parameter level is the most important job in sensor product
design areas. From previous papers, the TS method has been successfully com-
bination of various kinds of other’s method and tools by adjusting the parameters
and parameter levels [1–10] (Kun et al. 2011). Besides, the NN has been suc-
cessfully provided in dynamic environments [11, 12].

Therefore, this work presents a novel algorithm, the Taguchi System-neural
network, which combines the Taguchi System (TS) with the NN method, which is
shown how product adjusted under the dynamic environment in product design.
The remainder of this paper is organized as follows. Section 2 describes the TS
algorithmic process for selecting of parameter level and presents the NN method in
a dynamic environment. Section 3 illustrates the algorithm’s effectiveness and
shows the analysis. Section 4 discusses the results. Conclusions are finally drawn
in Sect. 4, along with recommendations for future research.

2 The Taguchi System-Neural Network Algorithm

The process of TS-NN algorithm will be generated in this section. Besides, the
results which will be discussed in the later part of this section. And, the proposed
algorithm starts with the following. First, to establish the TS model, one set of data
is chosen from a system. The parameters of the original data are selected to
calculate the signal-to-noise (SN) ratios. The most important task is to determine
which parameter levels are selected. Second step, the NN algorithm is applied,
which is completed using the next two detail steps. First, establish the structure,
which is form by the formula Yi ¼ bMi is applied to a DSPDS.

In sum, the algorithmic procedure has the following three steps.

Step 1. Construct the Taguchi System

First, the levels of the important parameter of the product are chosen based on
the SN ratios, which is shown in Eq. (1).

g ¼ 10 log10
Y

2

S2
ð1Þ

The process is as follows.

(1) Estimate the parameters of product:
Assess the parameters.

(2) Decide parameter level number of product: Set and select the parameter level
number of product from the data set as control parameters. For example, there
is a product, which parameter may have three levels. The number ‘‘1’’ denotes
level 1, which is defined the level 1of the parameter, the number ‘‘2’’ denotes
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level 2, which is defined the level 2 of the parameter, the number ‘‘3’’ denotes
level 3, which is defined the level 3 of the parameter.

(3) Compute the SN ratios of product:
Compute the SN ratios of parameters.

Step 2. Establish the dynamic system

(4) Construct the dynamic system:
The NN algorithm is utilized to construct and verify the DSPDS.

Figure 1 presents the TS-NN algorithm.

3 Verification

The procedure of TS and NN will be verified and discussed in this section by a
speed sensor of winding machine.

3.1 Establish the Taguchi System

The proposed case is a company that produces speed sensor of winding machine. It
is the important part in many kinds of machine. For establishing the TS model, the

Step 2 Establish the dynamic sensor proudct design system 

Step1 Construct the Taguchi system

1. Estimate the parameter of the product 

2. Decide parameter level number of product

Set the level i: the ith level of parameters

3. Compute the SN ratios of product.

4. Construct the DS

Fig. 1 Taguchi System-
NNalgorithm
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parameters, the level numbers of parameter, and the observation values are
collected and coded from v1 to v4, L1 to L3 and y1 to y3.

In total, 27 data are selected from the data set. The TS-NN algorithm is applied
as follows.

At first, the original data and the SN ratios of these parameters are calculated
(Table 1).

Consequently, the levels of the parameters are selected form the data set. The
expected value of the SN ratios is an optimal state.

3.2 Modeling the Dynamic System

The process of NN will be generated and discussed in this section.

3.3 Establish the Dynamic System

The NN algorithm is applied to determine whether the DS is good. The processes
are as follows.

Step 1. Modeling the DS

The NN algorithm is used to create a DS. Thus, the second set of input and
output data is selected, and a neural network model is constructed to map the
model.

Step 2. Training and testing the NN algorithm

The relationship model between parameters and responses is developed using an
NN, in which 16 inspection data are used for training and 11 lots are used for
testing. The model structure is selected using 4-4-4 (input-hidden-output)
(Table 1). Then, to determine the options of the NN structure, the architecture 4-4-4
is chosen to get the convergent performance. Restated, the RMSE of training error
is 0.01, and the testing error is 0.01.

These two RMSE values for training and testing are convergent (Fig. 2).

Table 1 The SN ratios of
experiment results

Level v1 v2 v3 v4

1 43 40 42 48
2 42 52 48 52
3 48 52 53 44
Delta 11 10 9 8
Rank 2 1 3 4
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According to data for the confirmation set, the formula for desirable functions is
Yij ¼ F m1; m2; m3; m4ð Þ, which is applied for a DSPDS can map in 4-4-4 (input-
hidden-output) NN structure successfully.

4 Conclusion

In above analysis, the levels of parameters which based on SN ratios are suc-
cessfully selected. In another word, the TS algorithm is successful applied to a
product design in the selection of parameter level. In modeling a DS, the NN
algorithm shows that the 4-4-4 structure is the optimal architecture, and the RMSE
value for training and testing are converge at 0.01. However, the methodology of
the TS can easily solve the selection of parameter level in PD problems, and is
computationally efficient.

We conclude that the propose algorithm can be applied successfully to dynamic
environments for solving the PD problems.
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Using Decision Tree Analysis
for Personality to Decisions
of the National Skills Competition
Participants

Dong-Liang Lee, Lawrence Y. Deng, Kung-Huang Lin,
You-Syun Jheng, Yung-Hui Chen, Chih-Yang Chao
and Jiung-Yao Huang

Abstract The article aims to find the pivotal personality traits which can influence
on winning a prize, compare the difference between the winning participants and
the non-winning participants, and finally construct decision trees to achieve
classification and prediction by using the Big Five personality traits to analyze the
performance of senior and vocational high school students in Taiwan in National
Skills Competition. The research utilizes t-Test and C4.5 Decision Tree to analyze
commerce-related and home economics-related students. The experiment results
showed that it has statistical significances on several personalities in statistical
analysis between commerce-related and home economics-related students. How-
ever, because the personalities which have statistical significances are the key
factor to affect whether a participant can win a prize, I go one step further to
construct decision trees to predict the winner of National Skills Competition
effectively in the future.
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1 Introduction

Personality traits are related to the attitude and behaviors of students, with par-
ticular significant relationship in all aspects or learning performance of the edu-
cational environment [2, 5]. Although there are no evidences supporting that one’s
personality can determine his or her thinking approach, we can apply personality
traits to predict the personal learning attitudes based on the research on the Big
Five personality traits, because learning attitude is a persistent learning and
thinking pattern. Such habits are developed over long-term accumulation and we
can obtain the individual advantage and flaws at learning through a comprehensive
analysis of tests on personality traits, in order to effectively enhance the learning
achievement of students.

Based on the Big Five personality traits, the study applies Mini-Markers
questionnaire as tools for personality trait questionnaire survey [3, 4, 12]. The
questionnaire survey was partially commissioned to New Taipei Municipal
TamShui Commercial Industrial Vocational Senior High School Principal Kung-
Huang Lin to assist issuing the issuing and testing of questionnaires to various
schools. The objects include Winner participants (WP) of Commerce-Related (CR)
and Home Economics-Related (HER) from vocational senior high schools in
Taiwan (Gold Hand Award winners) and the Non-winning participants (NP)
(including students without participation in training). Moreover, the process of
questionnaire issuing was provided with explanation from the counselor. The
questionnaire recovered underwent data processing before storing into the data-
base, which was applied with reliability analysis to validate the true conformance
of the overall questionnaire to reliability standards. After the compiling the
questionnaire, the valid samples were applied with data reasoning including sta-
tistical analysis and decision tree.

This paper is organized as follows: Sect. 2 describes the related works with
research design, research assumption, and the complete details of research process.
Section 3 presents research assumptions and the methods. Section 4 describes
results that include the difference description of personality traits under the dif-
ferent background variables. Section 5 concludes discussion results.

2 Related Work

Some studies from Taiwan have conducted inductive analysis on the key factors
for National Skills Competition participants in terms of technical performance.

Liu [9] mentioned three important conclusions to the participant training course
from his study on the important and relevance of factors related to the National Skills
Competition participant training course: 1. Participant skill performance related
factors. 2. Participant learning course. 3. Teaching strategies of instructors [9]. For
the factors related to participant technical performance, the study suggested several
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main factors for participants to receive good performance from the skills competi-
tion, including professional skills, ambition, willpower, concentration, resistance to
stress, and good working attitudes and habits. Next, the study referred the learning
course of participants to as the preliminary thinking on skill implementation to
repeated skill operational practices in addition to further discovering problems and
solving problems. Finally, the study referred the teaching strategies of instructor to as
the participants repeatedly correcting and improving through the instructors plan-
ning and training [9].

Chao [1] suggested from his study on the selection and training for National
Skills Competition participants that the control over participant personality is also
one of the effective educational strategies. Every participating student has different
personalities. It will make students show their real capability more easily in the
contest hall if instructors can grasp and understand the personality of every student
and therefore to improve participants’ weaknesses, establish their confidence, and
enhance their on-site response capacity [1].

In sum of the aforementioned literatures collected, it is revealed that the
influence of personality traits and skill competition are strongly correlated. Per-
sonality traits involve various factors of psychological dimensions extensively and
the study applied the Big Five personality traits to analyze the CR and HER, from
the vocational senior high schools, with in-depth analysis on the personality trait
difference between the WP and NP for use as the screening and training for various
vocational departments in the forecast of National Skills Competition participants.

3 Method

The study analyzed the study process of whether students can win by participating
in the National Skills Competition. The overall framework is shown in Fig. 1. The
study applies Mini-Markers [12] personality trait questionnaire to conduct the
questionnaire survey [8, 12]. The valid samples of recovered questionnaires were
saved in the database and undergone SPSS analysis. The t-Test was used the main
statistics analysis method to test significant difference between the WP and NP

before building the C4.5 Decision Tree [10] for predicting the winning personality
traits for future skills competition [10].

The Mini-Marker is a small list that contains impressive words for describing
human personality. The personality study under the testing framework contains

Fig. 1 Research framework
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five scopes that summarize personality traits, namely Extraversion, Agreeableness,
Conscientiousness, Emotional Stability, and Intellect or Openness, as shown in
Table 1 [12].

The study applied Mini-Markers questionnaire incorporate with the 7-point
Likert Scale to effectively implement the testing of the Big Five personality traits
on students [6, 7]. The implementation of the questionnaires was issued by the
counselor while providing explanations for students beforehand. The counselor
will provide instructions for any student not understanding the content of Mini-
Markers questions during the testing process. The number of valid samples
undergone statistical analysis was 310 and the questionnaire object include stu-
dents of two vocational departments, namely CR (accounting for 205 question-
naires), and HER (105 questionnaires). This paper deals with a case analysis of the
Big Five personality for each CR, and HER.

4 Experiment Independent Samples t-Test

According to the statistical results of the Independent Samples t-Test, testing on
the significant different in difference of identity and personality traits under the
95 % confidence level showed that there are several projects with the average
means of significance. Among which, students of CR, WP (53 %) and NP (47 %)
showed significant difference in personality traits for Fretful, Sloppy, Talkative,
Uncreative, Unsympathetic and Withdrawn with an average means indicating that
NP scoring higher than WP. Students of HER, WP (52 %) and NP (48 %) showed
significant difference in personality traits for Creative, Deep, Efficient, Philo-
sophical, Systematic and Unenvious with an average means indicating that WP

scoring higher than NP; as well as showing significant difference in Uncreative
with the average means indicating that NP scoring higher than WP. The above
testing results are shown in Table 2.

Table 1 Correspondence the Big Five factors in Mini-Markers

Extraversion Agreeableness Conscientiousness Emotional stability Intellect or openness

Bashfula Colda Carelessa Enviousa Complex
Bold Cooperative Disorganizeda Fretfula Creative
Energetic Harsha Efficient Jealousa Deep
Extraverted Kind Inefficienta Moodya Imaginative
Quieta Rudea Organized Relaxed Intellectual
Shya Sympathetic Practical Temperamentala Philosophical
Talkative Unsympathetica Sloppya Touchya Uncreativea

Withdrawna Warm Systematic Unenvious Unintellectuala

a Negation terms
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In this section, we emphasized on finding students with potential personality
traits of winners. This paper strongly emphasizes discovered several significant
personality traits with differences from the constructs of the Big Five personality.

5 Experiment C4.5 Decision Tree and Discussion

The personality difference between the WP and NP from the National Skills
Competition underwent t-Test analysis to discover the personality traits tested with
statistical significance, as shown in Table 2. There are six projects in CR and seven
projects in HER. To further validate the different level of priority accounted by
personality traits, the study adopted C4.5 Decision Tree classification on person-
ality traits with statistical significance. Figure 2a shows the decision tree results of
CR and Fig. 2b shows the decision tree result of HER.

Figure 2 shows the classification results of decision tree for the CR and HER.
The experiment mainly classifies the decisions based on the ‘‘Winning partici-
pants’’ and ‘‘Non-winning participants’’ from the CR and HER. In particular, the
decision tree for CR randomly divided the 205 primitive sample data into trained
samples (2/3) and tested samples (1/3), whereas the results of decision-tree in
Fig. 2a yielded a prediction accuracy of 67.4 % according to the inference rules of
trained samples and the prediction accuracy of 52.2 % according to the inference
rules of tested samples. Table 3 shows the description for the decision tree rules.
Additionally, the decision tree for HER randomly divided the 105 primitive
sample data into trained samples (2/3) and tested samples (1/3), whereas the results

Table 2 Independent samples t-Test—differences of identity

Term CR
(Commerce-related)

HER
(Home economics-related)

Mean (SD) t-value Mean (SD) t-value

WP NP WP NP

Fretfula 3.37 (1.32) 3.84 (1.46) -2.45*
Sloppya 2.82 (1.34) 3.25 (1.62) -2.09*
Talkative 5.00 (1.13) 5.41 (1.22) -2.46*
Uncreativea 2.63 (1.19) 3.16 (1.41) -2.89** 2.73 (1.04) 3.34 (1.36) -2.6*
Unsympathetica 2.62 (1.17) 3.15 (1.54) -2.71**
Withdrawna 2.75 (1.36) 3.23 (1.59) -2.32*
Creative 5.42 (1.13) 4.78 (1.17) 2.84**
Deep 5.07 (1.02) 4.36 (1.10) 3.45***
Efficient 5.40 (1.18) 4.90 (1.18) 2.17*
Philosophical 4.36 (0.91) 3.86 (1.28) 2.34*
Systematic 5.25 (0.91) 4.34 (1.14) 4.58***
Unenvious 4.56 (1.05) 3.82 (1.26) 3.3**

*:P\ 0.05 (significant); **:P\ 0.01 (highly significant); ***:P\ 0.001 (extremely significant)
a Negation terms
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of decision tree in Fig. 2b yielded a prediction accuracy of 80 % according to the
inference rules of trained samples and the prediction accuracy of 68.6 % according
to the inference rules of tested samples. The description for the decision-tree rules
for CR in Table 3, HER in Table 4.

The ‘‘Yes’’ in Table 3 and Table 4 shows the classification results of winning
participants while the ‘‘No’’ indicates the classification results of non-winning
participants. Moreover, to avoid the problem with overfitting (overly meticulous
data description that could result in poor efficiency and the possibly worse results
for the actual data, despite of the high matching degree for training), only 15
matched terminal node complying with the rules with accuracy of over 65 % were
discussed.
Terminal Node 1: Non-winning participants, Unsympathetic >4
The trait of Unsympathetic received relatively higher score in the CR, indicating
the participants care more about their own perception and would not easily work
with others. They are likely to be taken advantage by others. The instructor must
pay attention while set an example to assist students from the CR with solving
problems in this aspect.

Fig. 2 Decision tree model a Commerce-related; b Home economics-related

Table 3 Classification rules—decision tree for commerce-related

Terminal
node

Rule description Data
amount

True False Accuracy
(%)

1 No Unsympathetic[ 4 15 12 3 80
2 Yes Unsympathetic\= 4 and uncreative\= 3 84 56 28 66.67
3 Yes Unsympathetic\= 4, uncreative[ 3 and

withdrawn\= 1
6 4 2 66.67

4 No Unsympathetic\= 4, uncreative[ 3 and
withdrawn[ 1

33 21 12 63.64

Terminal node 1 and 2 is the best in rule description
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Terminal Node 2: Winning participants, Unsympathetic <= 4 and
Uncreative <= 3
The participants from the CR scoring lower in the trait of Unsympathetic and
Uncreative show that they can think for others while come with reflection, implying
that the respondents have more mature state of mind with capability to reflect and
progress; they are the ideal candidate for the Gold Hand Award winners in CR.
Terminal Node 1: Non-winning participants, Systematic <= 4
In HER category, students with lower score in personality trait of Systematic
indicate their inability to formulate objectives and implementation. They lack the
logics and rationality in doing things or effectively control home economics
administration. The instructors must pay attention while setting an example to
assist the HER students to solve such problems.
Terminal Node 4: Winning participants, Systematic > 4, Philosophical > 3
and Unenvious > 2
In HER category, students with higher score in personality trait of Systematic
indicate their ability in planning objectives and following the rules. The students
with high score in Philosophical and Unenvious personality trait reveal the
respondents’ ability to comprehend new principles or concepts with susceptibility
to offer innovative ideas, who do not panic and are calm, usually retaining more
stable performance in competition. In sum of the above, the students with the
personality traits mentioned are the ideal candidate for the Gold Hand Award
winner in HER.

6 Conclusion

One of the effective educational strategies is to control students’ personality,
applying adaptive learning with their talents, so that the students will achieve more
outstanding performance in routine learning and skills competition. The

Table 4 Classification rules—Decision tree for home economics-related

Terminal
node

Rule description Data
amount

True False Accuracy
(%)

1 No Systematic\= 4 27 20 7 74.1
2 No Systematic[ 4, philosophical\= 3 and

uncreative\= 2
2 2 0 100

3 No Systematic[ 4, philosophical[ 3 and
unenvious\= 2

2 2 0 100

4 Yes Systematic[ 4, philosophical[ 3 and
unenvious[ 2

33 27 6 81.8

5 No Systematic[ 4, philosophical\= 3,
uncreative[ 2 and efficient\=5

2 2 0 100

6 Yes Systematic[ 4, philosophical\= 3,
uncreative[ 2 and efficient[ 5

4 3 1 75

Terminal node 1 and 4 is the best in rule description
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personality traits required for participants in commerce-related and home eco-
nomics-related are describe in the following conclusions:

1. Commerce-Related
Participant in commerce-related need to pay attention to unsympathetic per-
sonality, open their mind and treat people, incident and things with objectivity.
If they are overly objective about their professionalism and ideas, they are
setting drawbacks on their progress. Moreover, pay attention to Uncreative and
Withdrawn personality, more positively explore and think at routine basis and
attempt to solve rather than escape from encountering of problems. Pay
attention to these personality traits, the participants for commerce-related will
be increase winning likelihood in the National Skills Competition.

2. Home Economics-Related
The participants in home economics-related need to pay attention to System-
atic, Philosophical, Unenvious, and Efficient in order to learn step by step and
with rationality, comprehending new principles or concepts while coming up
with innovative ideas. Participants with calmness are less likely to panic at
operating skills and thereby maintaining more stable performance at the
competition. The participants in home economics-related will increase the
winning likelihood in National Skills Competition with these personality traits
equipped.
The study makes the following contribution: First, the study analyzed the
difference of personality traits between the winning participants and non-win-
ning participants in the commerce-related and home economics-related students
in vocational senior high schools in Taiwan. The experiment results can be used
to help students understand the impact of personality traits on the National
Skills Competition, in addition to providing relevant data as reference to stu-
dents. Secondly, the study tested the statistical significance from the winning
participants and non-winning participants from the commerce-related and home
economics-related National Skills Competition. In addition to conducting sta-
tistical analysis, the study also further conducted the decision tree experience
while the results promote the understanding on the relationship between the
personality traits and the performance of National Skills Competition
participants.
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Intelligent Reminder System of Having
Medicine for Chronic Patients

Dong-Liang Lee and Chun-Liang Hsu

Abstract This research is originally creative research, and already applied patent
under authority of Patent Bureau of Taiwan (applying case number: 095121418).
People living in modern society are full of much pressure from all kinds of
environment everyday and with the great change of dining habit people easily have
many chronic diseases. In addition to causing huge damage to individual health, it
also cost much society medical resource. Most chronic diseases need special care
from nursing staff to remind of when to have the correct medicine. It is naturally
proceeding in wards but patients usually forget to punctually have medicine once
they leave the hospital and get back home, and this situation neglecting or for-
getting to have medicine according to doctors’ instruction often causes many un-
fortunate deaths of patients resulting in offsetting-less for individual and family.
Owing to the speedy development of communication technology and semicon-
ductor, GSM communication module can be integrated and embedded into single
chip and let GSM be carried into many products to increase the added-value of
products. So how to combine microprocessor with communication module to
construct a safe, intelligent, and full-purpose monitoring system for individual to
have medicine to solve the problem mentioned above becomes an interesting issue
for us. The research category of this study are including a medicine box as the
main part of product which includes GSM module, speech-functional DSP, control
panel displaying all information for patients, medicine detecting function, and a
single chip microprocessor to operate the monitoring function. On the other hand,
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the interface of the commander terminal PC in nursing center, instructing all
information for patients to punctually have medicine, is developed by us pro-
graming with VB language. The system function was verified completed suc-
cessful and could be published for commercials for its creativity and practical
purpose.

Keywords GSM communication module � Speech-functional DSP � Intelligent
monitoring � Microprocessor � Interface

1 Study Motivation

People living in modern society are full of much pressure from all kinds of
environment everyday and with the great change of dining habit people easily have
many chronic diseases. In addition to causing huge damage to individual health, it
also cost much society medical resource. Most chronic diseases need special care
from nursing staff to remind of when to have the correct medicine. Owing to the
speedy development of communication technology and semiconductor, GSM
communication module can be integrated and embedded into single chip and let
GSM be carried into many products to increase the added-value of products. So
how to combine microprocessor with communication module to construct a safe,
intelligent, and full-purpose monitoring system for individual to have medicine to
solve the problem mentioned above becomes an interesting issue for us.

Base on the study motivation mentioned above, The research category of this
study are including a medicine box as the main part of product, including GSM
module, speech-functional DSP, control panel displaying all information for
patients, medicine detecting function, and a single chip microprocessor to operate
the monitoring function. On the other hand, the interface of the commander ter-
minal PC in nursing center, instructing all information for patients to punctually
have medicine, is developed by us programming with VB language. The moni-
toring system has dynamic monitoring screens, auto-oral -notifying system, alarm
system, timing and procedure management for having medicine, and auto-tracing
patients system by GSM system to deal with all kinds of patients without punc-
tually having medicine.

The whole system has superiorities such as bi-direction communication-inter-
face being able to real-time manage all emergency, and notify close friends or
family of the patients whether they having medicine according to planed schedule
punctually or not so as to further protect their health.
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2 Importance of the Research

It is wonderful to concrete the conception ‘‘implementing knowledge into real
life’’ and try to lead automation conception into daily life; furthermore, let people
feel the convenience and practical function of technology.

This system make it significant that the mission of simple but not being
neglected for having medicine of patients is taken over by hospital through auto-
detecting and monitoring on servo computer in nursing center and can insure
patients’ having medicine according doctor’s prescription punctually as well as
their health. This invention also provided records of chronic patients to make
patients having medicine simple, informational, and systemic. Furthermore, in this
system, combining computer communication function, GSM wireless system, and
serial communication technique of microprocessor to becoming local communi-
cation system not only obtain a complete communication system but also enrich
the extra-value of unique system.

3 Software and Hardware Structure

The whole system-structure of the medicine box for certain individual patient, in
which an intelligent monitoring system was designed and whole circuits was PCB-
layout in the box, was shown in Fig. 1. The system included GSM communication
module that collected patient’s information of having medicine and transmitted the
information to the nursing center in hospital as well as collected the response
information from center for being indicated on medicine box to correctly decoding
the echo code as to control alarm-system, oral-message and LCD displayer to
remind patient to have medicine punctually.

The embedded system chip was responsible to real-time detect the condition of
medicine in the box and send the coding message to nursing center dealing with
the condition through GSM communication module. Meanwhile, control the
flushing lights on the box to apparently notify the patient the time ought to take the

LCD  Display Module
Medicine Sensor 

Module

Micro Chip of 
Embedded System

GSM
Communication

Module

External 
Real-time

Clock

Voice Module

Fig. 1 Patient’s medicine box system structure
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medicine. LCD display module indicated the present condition of medicine in the
box, the message from nursing center, the ID of the patient, the time having
medicine, the name of the medicine, and the meal-time of having medicine.

4 Research Design

There were five sub-system of the intelligent medicine-box as following:

(1) The medicine condition corresponding to the scanned result and its coding.
(2) Full-function and bi-direction of the networking communication system.
(3) Dot-matrix Chinese-text LCD displayer system.
(4) Sensors and detecting system of medicine.
(5) Speech broadcasting system.

All the sub-system was described as following sections.

4.1 System Structure

The main control center interface were set up both in the computer of the patients’
home and the PC of the nursing center in the hospital, and could be easily input
every meal-time of having medicine of the patient. When the time of having
medicine is up, the main control center would send related message to SMS
module in Slave PC of patient home by COM PORT. Slave PC would decode the
message and proceed to the proper action (Fig. 2).

4.2 The Main Tasks for Slave PC (Patient’s Home)

(1) Receiving the SMS control message from main servo PC in hospital to indi-
cate all information.

(2) Scanning the condition of the medicine in the box when receiving message.
(3) Judging whether the patient was properly having the medicine according to the

doctor’s order, and then response the result to nursing center.
(4) If there was no medicine, the system indicate normal, otherwise, displaying

the warning message on the screen and send the warning message to the
patient as well as reminding speech.

The procedure of operating reminding system of the intelligent medicine-box
and its control software flowchart was shown in Fig. 3.
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4.3 The Communication Interface Design
of the Medicine Box

The development platform in the study was GSM phone-set as the reminder for
having medicine. There were control codes set at the end of the information to
indicate the true location of the box and provide all the information of the patient
having medicine to guarantee the right time to having right medicine.

4.4 Protocols of Communication

4.4.1 Nursing Center to Medicine Box

4.4.2 Medicine Box To Hospital Nursing Center

Table 1 Communication protocol of nursing center

Command
bit (3)

Patient’s number
(8)

Medicine
sheet (8)

Time (6) The first time
having
medicine (2)

No. of tablets (28)

Command bit: CTB —[ center to box (Table 1)
Patient No.: 00 00 00 00
Medicine Sheet No.: 00 00 00 01
Time: 0 6 0 0 8 1 4 (Year/Month/Date)
First Having Time: The first Checked Having Time
Coding Number: Coding No. of Having Medicine according to the location in Table 2

Table 2 Coding number of having medicine

Time Mon Tue Wed Thu Fri Sat Sun

Morning 1 5 9 13 17 21 25
Noon 2 6 10 14 18 22 26
Evening 3 7 11 15 19 23 27
Night 4 8 12 16 20 24 28

Table 3 Communication protocols of medicine-box

Command bit No. of medicine Time of having Status of having

(3) Sheet (8) Medicine (2) Medicine (1)

Command Bit: BTC —[Medicine-box to Nursing center
No. of Medicine Sheet: 00 00 00 01
Time of Having Medicine: Echo Status of Time of Having Medicine
Status of Having Medicine: 1:Not Having Medicine 2: Delaying Having Medicine
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4.5 The Procedure of Nursing Center Designed with VB

Figure 8 showed the monitoring screen of the main-server in the nursing center,
the main function of the screen was the entrance to all of the sub-function and
response the action message to the medicine box. The monitoring system would
recall the phone-set every 3 s and check whether there was any message of having
medicine sending in as shown in Fig. 4. If there was related message sent in, and

Receiving Process of 
Having Medicine 

Information

Startup GSM Module

Stop Timer

Check the Format of 
Text Messages ?

Fetch the Information
of Having Medicine

Saving to Database

Reset Timer

No

Receiving Timer?

Parameters Initialization

Check the existed 
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No

Yes
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Fig. 4 Control flowchart
of monitoring in nursing
center (1)
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then justified whether the content was the string led by CTB, if the answer was
right, then decoded the number of description sheet, meal-time, and information of
having medicine and recorded into database after verifying as shown in Fig. 5.

Figure 6 showed the screen in which the doctor assigned the description sheet.
First of all, input the ID No. of the doctor and patient, then input the total days of
having medicine, the name of the medicine, and finally input the meal-time for
each medicine, Finally the system would double check the information stored into
database was correct and give one copy to the patient as the direction for having
medicine.
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Having Medicine
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Fig. 5 Control flowchart
of monitoring in nursing
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Figure 7 showed the description sheet would be sent to medicine box in
patient’s home through GSM module, but the system must check whether there
was the sheet in the database before sending to the patient, and then the patient’s
name and the content of the description sheet. All the data was complete correct,
the information would be coded and sent to the medicine box far away in the
patient’s home through GSM module.

In order to let the doctor to learn the condition of patient’s having medicine, we
designed the inquire system of having medicine of patients. First of all, input the
ID NO. of the patient, the system would list all of the description sheet, after we
selected one of them, the system would fetch the list from the database and transfer
it into screen picture information easily to be read by people (Figs. 8, 9).
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Fig. 6 Control flowchart
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4.6 The Finished Remote Monitoring and Controlling
Human-Machine Interface Screen on the Servo
of Nursing Center

See Figs. 8 and 9.

5 Conclusion

In the research paper, we tried to combine local communication concept with auto-
control and implemented the methodology on the management system for devel-
oping patient’s having medicine system. As for the reason we adopted the local
communication network designed by ourselves is that although we could get better
effect for hospital uses PC as the main monitoring tools, but the cost was too high,
not easy to maintain, and it was difficult for any patient to use the PC. Local
communication system was designed with Single chip microprocessor and it was
easy design and lower cost, and easily learns for the usage of the control interface
for the patients, therefore the creativity of the project was quite practical and
precious.
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A Skewed Spatial Index for Continuous
Window Queries in the Wireless
Broadcast Environments

Jun-Hong Shen, Ching-Ta Lu, Ming-Shen Jian and Tien-Chi Huang

Abstract Location-based services (LBSs) via wireless data broadcast can provide
a huge number of mobile clients for simultaneously accessing spatial data
according to their current locations. A continuous window query is one of the
important spatial queries for LBSs. It retrieves spatial objects in a fixed window
region of every point on a line segment and indicates the valid segments of them.
In this paper, we propose a skewed spatial index for continuous window queries
considering skewed access patterns in the wireless broadcast environments.

Keywords Continuous window queries � Skewed access patterns � Spatial index �
Wireless data broadcast

1 Introduction

Due to its high scalability, wireless data broadcast enables a huge number of
mobile clients simultaneously access data at anytime and anywhere. With the
advances in positioning systems, e.g., GPS, location-based services (LBSs) via
wireless data broadcast provide the mobile clients with applications according to
their current locations. A continuous window query is one of important spatial
queries for such applications. It retrieves spatial objects in a fixed window region
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of every point on a line segment and indicates the valid segments of them. For
example, a tourist issues a query asking attractions within one mile according to
his location when driving. Since the tourist is moving, the answered result should
contain attractions within the query region and indicate their valid segments.

Due to the limited battery life of mobile devices, energy conservation is a
crucial issue for lengthening the recharging period of the devices. Spatial indexes
are interleaved with spatial objects to save energy consumption. In this case, the
mobile devices can skip unwanted data by slipping into the doze mode, and stay in
the active mode to listen the wireless channel only when the desirable data is
arrived [5, 7].

In real life applications, a few hot attractions are frequently visited than the
others, i.e., skewed access patterns. Under such the scenario, more popular data
should appear more times in a broadcast cycle than less popular ones, resulting in
the decrease of the average client waiting time, i.e., a nonuniform broadcast [6, 8].
In this paper, we focus on the design of the spatial index for supporting continuous
window queries in the nonuniform broadcast.

In the literature, many spatial indexes are proposed to support the efficient
query processing of spatial queries in the wireless broadcast systems. Distributed
spatial index [9] and the neighbor-index method [7] were proposed to support
continuous window queries over wireless data broadcast. Considering skewed
access patterns, a grid-based distributed index (GDIN) [2] was developed for
window queries in the nonuniform broadcast by using a regular space partition.
Multi-leveled air index scheme (MLAIN) [3] was developed to improve the dis-
advantage occurred in GDIN by using a multi-level space partition. These methods
were designed for broadcasting data on the one wireless channel. A grid-based
indexing scheme on multiple channels (GRIM) [4] was proposed to support
window queries considering skewed access patterns on the multiple-channel
broadcast.

To the best of our knowledge, there is no existing work on spatial indexes for
supporting the continuous window queries with skewed access patterns. In this
paper, we propose a skewed spatial index for efficiently processing continuous
window queries according to the clients’ skewed access patterns in the wireless
broadcast systems. To keep a good spatial locality, our proposed method partitions
a data space into cells and allocates them in the one-dimensional space according
to the Hilbert curve. Then, our proposed method applies Acharya et al. [1]
Broadcast Disks to allocate popular spatial objects contained in the cells more
times on the wireless channel than regular ones, resulting in quick access for the
popular objects. The cell indexes considering the nonuniform broadcast are
interleaved with the spatial objects on the wireless channel to support efficient
access.

The rest of this paper is organized as follows. In Sect. 2, we give a brief
description of the related techniques applied in our proposed method. In Sect. 3,
we present our proposed skewed spatial index. Finally, a conclusion is presented in
Sect. 4.
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2 Background

In this paper, we apply Acharya et al.’s Broadcast Disks [1] to organize spatial
objects into a popularity hierarchy which results in a skewed transmission of
objects and quicker access to more popular objects. To preserve the spatial locality
of objects, we allocate spatial objects into the wireless channel in the order of the
Hilbert curve. Broadcast Disks and the Hilbert curve are briefly described in this
section.

2.1 Broadcast Disks

Acharya et al. [1] have proposed the use of a periodic dissemination architecture in
the context of wireless mobile systems, called Broadcast Disks (BD). The algo-
rithm has the following steps:

1. Order data items (=N) from the hottest (most popular) to the coldest.
2. Partition the list of the data items (=N) into multiple disks (=S disks), where

each disk Di, 1� i� S, contains pages (=Ki) with similar access probabilities.

That is, N ¼
PS

i¼1 Ki.
3. Choose the relative frequency ki of broadcast for each disk Di, 1� i� S.
4. Split each disk into a number of smaller units, called chunks Cij, where Cij

denotes the jth chunk in disk Di. First, calculate L as the LCM (Least Common
Multiple) of the relative frequencies. Then, split each disk Di into NCi ¼ L=ki
chunks, 1� i� S, where NCi denotes the number of chunks in disk Di.

5. Create the broadcast program by interleaving the chunks of each disk in the
following manner:

2.2 Hilbert Curve

The Hilbert curve is a continuous path which passes through every point in a multi-
dimensional space once to form a one–one correspondence between the coordinates
of the points and the one-dimensional sequence numbers of the points on the
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curve [7]. It can preserve the spatial locality of points. The spatial locality means
that points that are close to each other in a multi-dimensional space are remained to
close to each other in a one-dimensional space. The Hilbert curve of order
n recursively divides the space into four equal-sized cells and gives each cell a
sequence number from 0 to (2n*2 –1). Figure 1a shows the Hilbert curve of order 1.
The curve can keep growing recursively by following the same rotation and
reflection pattern at each cell of the basic curve. Figure 1b shows the Hilbert curve
of order 2.

3 The Proposed Skewed Spatial Index

In our proposed method, a data space containing N spatial objects is recursively
partitioned to 2n � 2n cells according to the Hilbert curve of order n; that is, the
data space is processed by an n-level partition. Moreover, each cell contains g
spatial objects. The cell containing popular objects is called the hot cell. We apply
Acharya et al.’s BD [1] to allocate the spatial objects on the wireless channel. The
spatial objects are sorted in the descending order of their access probabilities, and
partitioned into S disks, D1-Ds. In each disk, the sequence of the spatial objects is
following the sequence of the Hilbert curve.

Take spatial objects shown in Fig. 2 for example. In the figure, object O8 is the
most popular object, objects O4, O10 and O11 are popular objects, and the rest are
regular objects. The data space is processed by a two-level partition and parti-
tioned into 22 � 22 cells according to the Hilbert curve of order 2. Each cell
contains one spatial object, i.e., g = 1. A cell of the Hilbert curve of order i is
denoted by C(i,j), where i is the order of the Hilbert curve, and j is the sequence
number of the Hilbert curve of order i, 0� j� 2i�2 � 1. The parent cell of the
Hilbert curve of order (i-1) of C(i,j) can be easily derived, i.e., Cði� 1; j=4b cÞ. For
example, object O1 is contained in cell C(2,0) of the Hilbert curve of order 2. The
parent cell of the Hilbert curve of order 1 of C(2,0) is Cð2� 1; 0=4b cÞ ¼ Cð1; 0Þ.

Assume that the spatial objects are partitioned to 3 disks according to their
access probabilities, i.e., S = 3, as shown in Fig. 3a. In each disk, the spatial
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Fig. 1 The Hilbert curve: a order 1; b order 2
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objects are allocated in the sequence of the Hilbert curve of order 2. The relative
frequencies of disks D1, D2, and D3 are set to k1 ¼ 4, k2 ¼ 2, and k3 ¼ 1,
respectively. In this case, the least common multiple of the relative frequencies, L,
is 4. Then, D1 has NC1 ¼ L=k1 ¼ 4=4 ¼ 1 chunk, D2 has NC2 ¼ L=k2 ¼ 4=2 ¼ 2
chunks, and D3 has NC3 ¼ L=k2 ¼ 4=1 ¼ 4 chunks, as shown in Fig. 3b. For
example, D2 has 3 objects partitioned to 2 chunks, CK2,1 and CK2,2. The chunks
are interleaved to the wireless channel according to Step 5 of Broadcast Disks
mentioned in Sect. 2.1. Figure 3c shows the interleaved result consisting of 4
minor cycles, m1-m4, which contain one chunk from each disk. Each minor cycle
has a hot cell group containing hot cells. This broadcast result produces a three-
level memory hierarchy in which D1 is the smallest and fastest level and D3 is the
largest and slowest level.

3.1 Index Structure

Similar to MLAIN, our proposed skewed spatial index has two kinds of indexes:
the hot cell index and the cell index. The hot cell index is interleaved before each
hot cell group. The cell indexes of the Hilbert curve from order 1 to order (n-1) are
interleaved before the first element of the Hilbert curve of the next order. More-
over, the cell index of the Hilbert curve of order n is interleaved before each cell of
the Hilbert curve of order n. Figure 4 shows the index allocation of the broadcast
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Fig. 2 Spatial objects allocated in the order of the Hilbert curve
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spatial objects shown in Fig. 3c. Take object O1 for example. It is the first element
contained in C(1,0) via the first-level partition. Moreover, it is contained in C(2,0)
via the second partition. Therefore, the sequence of the index allocation for O1 is
the cell index of C(1,0) followed by the cell index of C(2,0). In Fig. 4, a hot cell
index is interleaved before each hot cell group.

The hot cell index contains the arrival time of the nearest cell index of the
Hilbert curve of order 1 that will be broadcast on the channel (NR), and the hot cell
information (HCI). HCI contains the arrival time of the cell indexes for all hot
cells. The entries in HCI are of form\C(i,j), t[ , where C(i,j) is the cell identifier
and t is the arrival time of the cell index for that cell. Take the first hot cell index
shown in Fig. 4 for example. NR stores the arrival time, t4, of the nearest cell
index for cell C(1,0), which is of the Hilbert curve of order 1. HCI stores the
information about the hot cells, C(2,8), C(2,10), C(2,11) and C(2,13).
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Fig. 3 The allocation of spatial objects: a three disks with the corresponding objects; b chunks
for each disk; c the allocation of the spatial objects
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The cell index contains the arrival time of the nearest hot cell index that will be
broadcast on the channel (NH), NR, sibling information (SI), child information (CI)
and object information (OI). OI stores the coordinates of the objects in that cell, and
their corresponding arrival time. This enables that the query process can check if
the objects are within the query region before accessing them. Take the cell index
for cell C(1,0) for example. NH stores the arrival time, t7, of the nearest hot cell. NR
stores the arrival time, t10, of the cell index for the cell of the Hilbert curve of order
1, C(1,1). SI stores sibling information about the cells of the Hilbert curve of the
same order, C(1,1), C(1,2) and C(1,3). CI stores child information about the cells of
the Hilbert curve of the next order, C(2,0) and C(2,2). Since cell C(1,0) does not
contain object information, OI is null in this case. Take the cell index for cell C(2,4)
for another example. NH stores the arrival time, t14, of the nearest hot cell. NR
stores the arrival time, t10, of the cell index for the cell of the Hilbert curve of order
1, C(1,2). SI stores sibling information about the cells of the Hilbert curve of the
same order, C(2,5) and C(2,7). Since cell C(2,4) is not further partitioned, it does
not contain any child, i.e., CI = null. OI stores object information in cell C(2,4),
i.e., the coordinates of object O5 and its arrival time, t12.

3.2 Continuous Window Queries

For a continuous window query, the cells of the Hilbert curve of order n over-
lapped with the query region of the continuous window query should be examined.
Those cells are recorded in candidate cell set CCS, and their corresponding cell
indexes are further examined to check if the spatial objects are within the query
region via their coordinates stored in OI before accessing them. The access
protocol is as follows.

1. Tune into the wireless channel to get the arrival time of the following nearest
hot cell index, and proceed to it.

2. Examine entries in the hot cell index to get the arrival time of the cell indexes
overlapped with the query region, and put the arrival time into queue CQ in the
ascending order. Note that CQ is a queue storing the arrival time of the next
visited index or object in the ascending order.

3. If all information about the cells in CCS can be found out in the hot cell index,
follow the arrival time in CQ to retrieve the cell indexes to get the corre-
sponding objects.

4. Otherwise, put the arrival time in NR into CQ in the ascending order. Find out
the rest cells in CCS and put their arrival time into CQ by using SI and CI stored
in the visited cell indexes. Follow the arrival time in CQ to retrieve the cell
indexes to get the corresponding objects.

Take the continuous window query for segmentSEshown in Fig. 1 for example.
In Fig. 1, all the objects covered by the polygon region should be retrieved.
Therefore, cells C(2,8), C(2,10) and C(2,11) overlapped with the query region
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should be examined, i.e., CCS = {C(2,8), C(2,10), C(2,11)}. Assume that the
client tunes into the broadcast channel at the beginning of the first hot cell index
shown in Fig. 4. After examining HCI in this hot cell index, the client has the
arrival time of the cell indexes of C(2,8), C(2,10) and C(2,11), i.e., CQ = [t1, t2,
t3]. In this case, since all cell indexes for the cells in CCS are found out via the hot
cell index, the client does not need to visit other cell indexes to process the query
process. Following the sequence in CQ, the client checks OI in these cell indexes
to determine if the spatial objects are within the query region and then retrieves
them from the wireless channel. The answered spatial objects for this query are
O8, O10 and O11.

For a continuous window query, the answered objects are only valid along part
of the query line segment, i.e., validity segments [9]. Therefore, the answered
objects should be assigned with their corresponding validity segment. The validity
segment of each answered object can be determined by its Minkowski region [9].
The Minkowski region (Fig. 5) has the same size as the query window and centers
at the answered object. The validity segment of the answered object is the inter-
section of the query line segment with its Minkowski region. In Fig. 1, the
answered objects for query line segement SE are objects O8, O10 and O11. Their
corresponding Minkowski regions are shown in Fig. 4. The validity segments of
objects O8, O10 and O11 are Sa, bd and cE, respectively.

4 Conclusion

In this paper, we have addressed the problem of processing continuous window
queries for skewed access patterns in the wireless data broadcast environments.
We have proposed a skewed spatial index for efficient processing such queries.
In our proposed method, popular spatial objects are broadcast more often than
regular ones, resulting in quick access of the popular objects.
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Advancing Collaborative Learning
with Cloud Service

Yong-Ming Huang, Chia-Sui Wang, Jia-Ze Guo, Huan-Yu Shih
and Yong-Sheng Chen

Abstract Cloud computing has become one of the most important information
technologies due to the development of Internet technologies. Accordingly, cloud
computing has been applied to various fields, in which many researchers have also
tried to apply cloud computing to education field. Despite much research on cloud to
education, little effort has been devoted to applying them to a course in programming.
Programming is a subtle and serious work, which requires a lot time to think, design,
implement, testing and debugging. Hence, teachers often teach students to collabo-
ratively engage in programming. Among the applications of cloud computing, col-
laborative service is the most potential applications for achieving collaborative
learning, in which they can be used to assist students in collaboratively accomplishing
a learning task. Accordingly, we explore how to use such services to assist students in
learning programming. Three collaborative services are used in this study, in which
Simplenote is used to support students in discussing; Google Docs is used to support
students in designing; CodeRun is used to support students in programming.
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1 Introduction

In recent years, cloud computing has been regarded as most promising information
technology to realize a variety of innovative applications. Cloud computing is a
network-based computing model, in which various hardware and software
resources are viewed as cloud to provide users with different kinds of services [1].
If the cloud is accessible to everyone, it is called public cloud; if the cloud is
accessible to an internal organization, it is called private cloud [1]. By using cloud
computing, developers do not need to spend time and effort to build their own
information technology infrastructure [2]. On the contrary, they can concentrate
their attention on the development of innovative applications. Accordingly, users
can enjoy the convenience of cloud computing.

So far many researchers have noticed that cloud service is helpful to achieve the
educational innovative applications. For example, some researchers noticed that
cloud computing provides much richer services over the Internet than before, such
as Google Apps for Education and Google Docs. These cloud services are tailored
to provide a platform for educational organizations to develop their own educa-
tional application [3, 4]. In this manner, some cash-strapped educational institutions
can directly rent cloud service to develop their own educational services, while do
not need to spend time to maintain their own information technology infrastructure
[5]. Overall, such cloud services can provide students and teachers with free or low-
cost schemes to supersede expensive proprietary productivity tools.

Among cloud services, collaborative service is the most potential service for
realizing collaborative learning [6, 7]. The collaborative service can be used to
assist users in easily accomplishing real-time collaboration and adding social
capabilities when they are engaged in teamwork. That is to say, such collaborative
services are innately useful for achieving collaborative learning activities such as
collaborative writing [7]. For example, Calvo et al. used Google Docs service to
develop a cloud-based learning tool to assist students in achieving the collabora-
tive writing and support teacher manage collaborative and individual writing
assignments in large cohorts [6]. Accordingly, collaborative service enables stu-
dents to engage in collaborative learning.

Despite much research on cloud to education, little effort has been devoted to
explore the application of cloud service to collaborative learning. To this end, we
intend to unveil the potential application and see to how collaborative learning can
be benefited by cloud service.

2 Cloud Computing Overview

Cloud computing intrinsically provides massive computing and storage capacities,
enabling the delivery of a variety of service [5]. By its intrinsic features, although
some researchers have interpreted it in different perspectives [2, 8], most of them
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state four basic characteristics of it: (1) it is applicable to massive storage and
massive calculation; (2) its payment mode is pay-as-you-go, the users only need to
pay for actually used resources; (3) it is a computing mode providing services
according to requirements, the required resources may not be allocated before-
hand; (4) it is a ser-vice-oriented architecture, the service scale can be set and
provided dynamically according to requirements [2, 8]. Fundamentally, cloud
computing provides three levels of service: infrastructure as a service (IaaS),
platform as a service (PaaS), and software as a service (SaaS), as summarized in
the following.

IaaS offers hardware infrastructure such as computing power and storage space
as services. It enables users to directly rent the hardware infrastructure rather than
spending time and budget to build their own [2, 8, 9], with the advantage of the
infrastructure being scaled easily to accommodate the future demand [9, 10]. Two
well-known examples in this service are Amazon EC2 (Elastic Cloud Computing)
for supplying computing power service and Amazon S3 (Simple Storage Service)
for supplying storage space service.

PaaS offers software development platform as services. This service enables
users to directly design, implement, debug, test, deploy and operate their software
in cloud [10]. Unlike IaaS, the users of PaaS do not need to address hardware
configurations or software installations, instead, they can utilize PaaS to directly
create their own software in cloud. Two well-known examples in this service are
Google App Engine and Microsoft Azure that allow users to develop software in
cloud without dealing with hardware and software configurations.

SaaS mainly offers software on the Internet as services. This service enables
users to directly access software by using the Internet instead of installing special
software on their computer [8]. Unlike PaaS, SaaS only hosts completed software
whereas PaaS offers a development platform that hosts both completed and in-
progress soft-ware [9]. Examples of Google Apps for Education and Google Docs
belong to this category, which provide we-based educational and office software
applications.

3 Application of Cloud Service to Collaborative Learning

This study is to explore the use of cloud service in collaborative learning, in which
a programming course is used as an example. To this end, we collect a number of
collaborative services that can be used to support the programming course, as
described below.
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3.1 Simplenote

Simplenote [11] is a cloudalized note service. It enables users to easily keep notes,
lists, and ideas on the mobile device and desktop computer, so that users can keep
notes seamlessly. In addition, it is different from other note services, Simplenote
provides students with several functions to achieve collaborative learning. ‘‘Share
notes’’ function, students can decide that note is private or public. ‘‘Collaborative
editing’’ function, students can invite others to collaboratively edit your note.
‘‘Sync save’’ function, the notes are automatically synchronized with different
devices. ‘‘Go back in time’’ function, students can access multiple backups of their
notes, in which they just drag the version slider to go back in time. Accordingly,
when students want to discuss how to design a system, they can use Simplenote to
support students in achieving brainstorming.

3.2 Google Docs

Google Docs is a cloudalized word processing service [12]. It enables students to
directly draw diagrams and create documents on cloud, so that they can collab-
oratively edit their files. By using this service, students can collaboratively design
the flow chart or architecture diagram of a system when they finished the dis-
cussion of system design. Once students accomplished the system design, they also
can use this service to collaboratively write the system design document that
describes the system requirements, operating environment, system architecture,
and so on. During collaboration, students can use instant messaging function of
this service to discuss how to edit their files concurrently. Moreover, students also
can use track changes function to track who made the change and compare the
difference between different versions.

3.3 CodeRun

CodeRun is a cloudalized integrated development environment (IDE) service [13].
CodeRun is a cross-platform IDE and designed for the cloud, in which students can
easily use it to develop, debug and deploy application through browser. By using
CodeRun, students can program their system in the cloud and they can easily share
their code with their students, as shown in Fig. 1. As owner of a shared project, the
owner can control read/write permissions of the people you choose to invite. When
students share code with CodeRun, their project is assigned with a unique URL
that they can send to others. Anyone who navigates to their link receives a sep-
arate, fully modifiable and runnable version of their code. More importantly,
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students can save a lot of time for developing system, because they can invite
others to debug their code. Overall, students can use CodeRun to collaboratively
program their system in the cloud.

4 Discussion and Conclusion

Cloud computing provides people with a whole new experience, in which col-
laborative service is a great innovative applications and useful to realize collab-
oration. With the rapid growth of information and the increase in the amount of
information exchanged, individuals have been unable to handle a lot of informa-
tion. On the contrary, people should adopt the collaboration to accomplish tasks, in
which everyone brings their talents into full play respectively. Thus, it is a vital
issue to develop a sound approach to train students to be able to collaboratively
carry out tasks. Although in school teachers often ask students who need to adopt
the collaboration to accomplish assignments, students are still working alone. For
example, teachers ask students to collaboratively write a report, but students may
be limited by what tools do not well support collaboration such as early Microsoft
Office. However, with the development of cloud services, teachers can use col-
laborative service to assist students in realizing collaboration. By using such
services, students can collaboratively carry out brainstorming, design, and

Fig. 1 The CodeRun
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implement their ideas. More importantly, students can learn the spirit of teamwork
during the period of collaboration.

Collaborative service is one of the most important cloud services, which can be
used to assist students in engaging in collaborative learning. In this study, we
showed that three collaborative services are used to support students in pro-
gramming, in which Simplenote is used to support students’ brainstorming, Google
Docs is used to support students’ design, and CodeRun is used to support students’
implement. Hence, students can use these collaborative services to collaboratively
engage in programming. To further explore students’ perspectives on these ser-
vices, in future work, we will construct an experiment based on the technology
acceptance model to explore their perceptions of collaborative service for
programming.
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Using MapReduce Framework for Mining
Association Rules

Shih-Ying Chen, Jia-Hong Li, Ke-Chung Lin, Hung-Ming Chen
and Tung-Shou Chen

Abstract Data mining in knowledge discovery helps people discover unknown
patterns from the collected data. PIETM (Principle of Inclusion–Exclusion and
Transaction Mapping) algorithmis a novel frequent item sets mining algorithm,
which scans database twice. To cope with big transaction database in the cloud,
this paper proposes a method that parallelizes PIETM by the MapReduce frame-
work. The method has three modules. Module I counts the supports of frequent
1-item sets. Module II constructs transaction interval lists. Module III discovers all
the frequent item sets iteratively.
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1 Introduction

Data mining [1] in knowledge discovery helps people discover unknown patterns
from the collected data. Association rule mining is one of the most important
mining techniques. It generates implication rules among commodities. The gen-
erated rules can be used further for strategy decisions.

The association rule mining problem is to discover all the association rules that
exceed the values of minimum support and minimum confidence [2]. Suppose that
there are a set I of n items, a1, …, an, and a database D of m transactions, T1, …,
Tm, over the items. A set X of k items of I is called a k-itemset of I. The support of
the itemset X, denoted by sup(X), is defined as the fraction of transactions where
X occurs. X is termed frequent if sup(X) exceeds a user-specified minimum support.
On the other hand, the confidence of an association rule X[Y is defined as
sup(X[Y)/sup(X), which means the fractionof all transactions containing X that
also contain Y.

Apriori [2, 3] is one of the most important association rule mining algorithms.
In the algorithm, the frequent k-item sets are permuted to generate the candidate
(k ? 1)-itemsets. The (k ? 1)-candidate itemsets whose supports exceed the
minimum supports become the frequent (k ? 1)-item sets. The process goes on
iteratively till no more candidate itemsets are generated.

Principle of Inclusion–Exclusion and Transaction Mapping (PIETM) [4]
improves Apriori by introducing the Inclusion–Exclusion Principle [5] and the
idea of transaction intervals. PIETM constructs transaction intervals for mapping
and storing the transaction IDs of each item, and uses the Inclusion-Exclusion-
Principle to count the supports of itemsets. In this way, PIETM scans thetrans-
action database twice only.

Due to the cost of database scans, association rule mining algorithms become
ineffective if the transaction database grows much bigger. In this paper, we pro-
pose a method that parallelizes PIETM by the MapReduce framework to solve the
problem.

MapReduce [6] provides a high-efficiency programming framework for pro-
cessing big data in parallel on the Hadoop file system (HDFS) [7]. The framework
is composed of the Map and Reduce phases. During the Map phase, the mappers
obtain data from the HDFS and compute them. The results of the mappers are
passed to the Reducers to generate the final result in the Reduce phase.

For processing data, the input data of the mappers is a set of hkey1, value1i
pairs. Each Mapper processes the data and generates another set of hkey2, value2i
pairs. hkey2, value2i pairs of a Mapper are hashed into region files by a hash
function of key2. Therefore, the pairs of the same value of the field key2 are hashed
into the same region file. A Reducer then readsthe hashedpairs from its region files.
By sorting the hashed pairs in the order of key2, the Reducer merges the pairs and
generates a set of hkey2, lis (value2)ipairs. Every list(value2)s on each Reducer are
collected as the final result.
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The paper is organized as follows. Section 2 reviews the related research.
Section 3 proposes our method to parallelize PIETM, and Sect. 4 illustrates the
proposed method by an example. Section 5 concludes our work.

2 Related Work

Apriori [3] is the most popular frequent itemset mining algorithms. Apriori finds
the frequent 1-itemsets byscanning the database first. Then, candidate 2-itemsets
are generated by joining each pair of the frequent 1-itemsets. By scanning the
database again, the candidate 2-itemsets whose supports exceed the minimum
support become the frequent 2-itemsets. The process goes on to discover higher
order frequent itemsets. It terminates when no more candidate itemsets are gen-
erated. The cost of Apriori is high since it scans database in each iteration.

Based on Apriori, PIETM [4] introduces the Inclusion–Exclusion Principle [5]
and the idea of transaction intervals [8]. In this way, PIETM reduces the number of
database scans to two times.

PIETM uses the Inclusion–Exclusion Principle, as shown in Eq. (1), to count
the supports of itemsets. In Eq. (1), Ai denotes a set. |Ai| denotes its cardinality.

j [
n

i¼1
Aij ¼

X
i¼1

jAij �
X

1� i\j� n

jAi \ Ajj

þ
X

1� i\j\k� n

jAi \ Aj \ Akj þ . . .þ ð�1Þn�1jA1 \ A2. . . \ Anj ð1Þ

PIETM artfully redefines the meanings of the terms in Eq. (1) to count the
supports of itemsets. In PIETM, Ai denotes the set of transaction IDs in which item
ai occurs. Accordingly, |Ai| denotes the number of transactions containing ai; that
is, |Ai| is equal to sup(ai). The intersection of sets, A1\A2\…\Ak, is called a k-
intersection term. It indicates the transaction IDs in whichthe k-itemset {a1,
a2,…,ak} occurs. |A1\A2\…\Ak| is equal to the support of this k-itemset, denoted
by sup(a1a2…ak) for clarity. On the other hand, A1[A2[…[Ak is called a k-union
term, which indicates the transaction IDs in which any one of the items a1, a2,…,
and ak occurs. PIETM counts the support of a k-itemset by counting in advance the
supports of (k-1)-itemsets and support of the k-union term. For example,
|A1[A2[A3| = |A1| ? |A2| ? |A3|-(|A1\A2| ? |A1\A3| ? |A2\A3|) ? |A1\A2\A3|
= sup(a1) ? sup(a2) ? sup(a3)-(sup(a1a2) ? sup(a1a3) ? sup(a2a3)) ? su-
p(a1a2a3). Clearly, sup(a1a2a3) are derived if sup(a1), sup(a2), sup(a3), sup(a1a2),
sup(a1a3), sup(a2a3) and the 3-union term |A1[A2[A3| are known.

To count the support of the k-union term, PIETM takes advantage of transaction
interval lists [8], where the number of transactions containing an item is repre-
sented as intervals. The support of the k-union term isthe length of the union of the
intervals.
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3 Proposed Method

We propose a method using MapReduce to parallelize PIETM. The method par-
allelizes the structure construction process and the mining process in PIETM by
three modules. Module I counts the supports of frequent 1-itemsets. Module II
constructs transaction interval lists. Module III discovers all the frequent itemsets
iteratively.

The Map and Reduce functions in Module I are illustrated in pseudo codes in
Figs. 1 and 2, respectively. A Mapper reads the database and emits hai, 1i for each
item ai in every transaction. Later, a Reducer sums up the 1 s for each item ai in
Line 3, and emits item ai together with its support if it is frequent in Line 4.

Module II constructs the transaction interval lists. In Fig. 3, a Mapper writes
frequent 1-itemsets into a Distributed Cache [7] in HDFS. It also creates a list,
namely a group list, to collect the frequent 1-itemset. The group list is further
divided into r groups, where r is a user-specified value. In fact, the value of
r depends on the number of Reducers for various degrees of parallelism.

A Mapper in Module II reads the prime transaction database and emits hgoupid,
hID_of_Tx, frequent_1_items_in_Tii for each transaction Tx. During the process,
Line 10 checks if an item is frequent. In Lines 11–21, a list of frequent 1-items
with the same group id is constructed. The pair hgoupid, hID_of_Tx, fre-
quent_1_items_in_Txii is emitted in Line 18.

Fig. 1 Map class of module I

Fig. 2 Reduce class of module I
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In Fig. 4, a Reducer in ModuleII constructs transaction intervals. Nested loops
in Lines 3 and 4 iterate for every item in every input list (hTid, itemsi). In each
iteration, a list of transaction Tid containing item a (assigned in Line 5), namely

Fig. 3 Map class of module II

Fig. 4 Reduce class of module II
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TList, is constructed in Line 7. TList is sorted in the increasing order in Line 8, and
is separated into several contiguous intervals in Line 9. The pair that is composed
of the item a and the intervals of TListis emitted in Line 10 (Fig. 5).

Module III discovers the frequent k-itemsets. Note that higher order frequent
itemsets are discovered by chaining multiple MapReduce jobs of Module III. In
the Map function in Module III, Line 3 sets up the supports of frequent 1 to (k-1)-
itemsets and the transaction interval lists. Line 6 calculates the supports of can-
didate k-itemsets. If an itemset is frequent, it is emitted together with its supports.
On the other hand, Fig. 6 illustrates the Reduce function of Module III, which
simply emits the outputs of the Mappers of the module.

4 Illustrated Example

We illustrate how the parallelized PIETM algorithm works by an example. Table 1
shows the original database. Suppose that the minimum support is 3. In Module I,
a Mapper reads the transaction database and emits hai, 1i for each item ai in every

Fig. 5 Map class of module III

Fig. 6 Reduce class of module III
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transaction. As a result, hA, 1i, hB, 1i, hC, 1i, hD, 1i, hE, 1i, hG, 1i, hH, 1i, hI, 1i,
hJ, 1i, hK, 1i, hL, 1i are emitted for 3, 4, 3, 4, 1, 1, 1, 1, 1, 1, and 1 times,
respectively. A Reducer in the module sums up the ones for each item and emits
the frequent items if they exceed the minimum support. Table 2 shows the result.
This requires scanning database once.

In Module II, transaction interval listsare created. Table 3 illustrates the fre-
quent 1-itemsets of transactions, while Table 4 illustrates the group list used in the
Mappers in the module. The group list is divided into 2 groups, with group IDs are
1 and 2, in the example. Items A and B belong to group1, while items C and D
belong to group 2. Based on the structures of the frequent 1-itemsets and the group
list, a Mapper in the module scans database the last time and emits hgroupid,
hID_of_Tx, frequent_1-items_in_Txii for each transaction Tx. For example, for

Table 1 Transaction
database

Tid Items of Tid

1 A, B, C, D, E
2 A, C, D, G
3 A, B, H
4 B, C, D, I, J
5 B, D, K, L

Table 2 Output of the
reducersin module I

Frequent 1-items Times

A 3
B 4
C 3
D 4

Table 3 Frequent 1-itemsets
of transactionsin module II

Tid Items of Tid Frequent 1-itemsets of Tid

1 A, B, C, D, E A, B, C, D
2 A, C, D, G A, C, D
3 A, B, H A, B
4 B, C, D, I, J B, C, D
5 B, D, K, L B, D

Table 4 Group list in
module II

Item Group id

A 1
B 1
C 2
D 2
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transaction T1, h1, h1, ABii and h2, h1, CDii are emitted. Table 5 illustrates the
output of the Mappers in Module II.

In Table 5, the records with the same key value (i.e., group id) are shuffled to
the same Reducer to create the transaction intervals of items. The transaction
intervals constructed after the Reducers of Module II are shown in Table 6. Take
item B as an example, since item B appears in transactions T1,T-3,T-4,T-5 in
Table 5, the transaction intervals of item B are [1, 1] and [3, 5]. Note that each
interval should be contiguous.

In Module III, frequent 2-itemsets to higher order frequent itemsets are dis-
covered by executing multiple MapReduce jobs iteratively. Table 7 lists the
supports of candidate 2-itemsets, which are calculated with the Inclusion-Exclu-
sion Principle. Take sup(A[B) as an example. To count sup(A[B) requires
sup(A),sup(B) and sup(A[B). The support of A[B can be counted from trans-
action intervals of items A and B. In Table 6, A’s interval is [1, 3] and B’s interval
is [1, 1] and [3, 5]. Therefore, the interval of A[B is [1, 5], which means that items
A or B occur in T1–T5.Then, we have sup(A[B) = 5. As a result,
sup(A\B) = sup(A) ? sup(B)-sup(A[B) = 3+4–5 = 2. In Table 7, the candi-
date2-itemsets BD and CD are frequent as their supports exceed the minimum
support, which is 3 in the example.

Table 5 Output of the
mappers in module II

Key Value

1 h1, ABi
1 h2, Ai
1 h3, ABi
1 h4, Bi
1 h5, Bi
2 h1, CDi
2 h2, CDi
2 h3, nulli
2 h4, CDi
2 h5, Di

Table 6 Transaction
intervals of the transaction
database

Item Transaction intervals

A [1, 3]
B [1, 1] [3, 5]
C [1, 2] [4, 4]
D [1, 2] [4, 5]
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5 Conclusions

In this paper, we propose amethod to parallelize PIETM, which discovers frequent
itemsets from a database, by the MapReduce framework. The method keeps the
features in PIETM: constructing structures for counting supports and adopting the
Inclusion–Exclusion principle. Toparallelize the structure construction process and
the mining processes, three modules are designed. Module I counts the supports of
frequent 1-itemsets. Module II constructs transaction interval lists. Module III
discovers the frequent itemsets. However, the bottleneck of the method is the
construction of interval lists in Module II. Therefore, our future work includes how
to design faster solutions and measure their performance.
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Cloud Feedback Assistance Based Hybrid
Evolution Algorithm for Optimal Data
Solution

Ming-Shen Jian, Fu-Jie Jhan, Kuan-Wei Lee and Jun-Hong Shen

Abstract This paper develops a cloud based parallel and distributed evolutionary
hybrid algorithm with feedback assistance to help planners solve the data optimal
problems such as travel salesman problems. Each step and type of evolution
algorithm is established via various virtual machines in cloud. The proposed
feedback assistance is based on the fitness evaluation result and survival ratio of
evolution algorithm. The feedback assistance can interact with the evolution
algorithm and emphasize the process with more survival individuals in the next
generation of evolution algorithm. Taking the advantage of cloud and the proposed
feedback assistance, system users can take less effort on deploying both compu-
tation power and storage space. The convergency of optimal solution can be
enhanced.

Keywords Evolution algorithm � Cloud � Optimal solution � Feedback � Hybrid

1 Introduction

Evolution algorithms or genetic algorithms were proposed based on natural
evolution selection ‘‘survival of the fittest.’’ Evolution algorithms are flexible to
solve a variety of problems if the encoding models and evaluation functions of
these problems can be well-defined. In recent decades, evolution algorithms are
widely used in many fields for solving optimal solution which are usually proved
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to be NP-complete problems, such as traveling salesman problem (TSP), graph
coloring problem (GCP), and vehicle routing problem [1–3] etc. Hence to enhance
the performance of simple GA, becomes an active research.

The major factors hiding behind the structure of evolution algorithm are
selection pressure and population diversity. These two factors control the
convergence speed and the robustness of solution. The selection pressure influ-
ences the fitness and the relations between chromosomes of the offspring and the
parents. Jian [4] proposed that the evolution algorithm including sexual and
asexual production can converge faster and perform better than the traditional or
classical evolution algorithm. It means that to control the selective pressure and
diversification is an important issue.

Typically, VRP indicates a closed route and with once visit constraint.
According to the model presented by Özdamar et al. [5], generates sets of ‘‘bro-
ken’’ routes and vehicles that do not need to return to depots. There are also many
types of solutions such as dynamic integer linear programming [5–11], Dijkstra
algorithm [12–14], metaheuristic algorithms as ant colony and genetic algorithms
[12, 14–18], immune intelligence [19], greedy method [20], game theory [21],
fuzzy multi-objective program [6, 17, 22–24], etc. Yi and Özdamar [11] proposed
an integrated capacitated location-routing model (LRP) with a multi-depot net-
work flow based routing formulation for coordinating logistics support and
evacuation operations. Özdamar and Yi [20] applied the greedy neighborhood
search method to build path. Kanoh and Hara [14] designed the hybrid genetic
algorithm and Dijkstra algorithm to use three objectives of route length, travel
time, and ease of driving to choose a favorite route from the Pareto-optimal set.
However, the data or searching space for solution finding may be huge. In other
words, to find the optimal solution corresponding to the dynamic state in time is
needed. Therefore, to adopt the cloud computing can be a solution fir huge data
management.

By using the virtual implementation of hardware and operating systems, cloud
computing provides users the ability to create or deploy their own applications
with huge computing resources. Many services [24] including Amazon’s EC2,
IBM’s Smart Business cloud offerings, Microsoft’s Azure, and Google’s AppEn-
gine, etc. are based on cloud computing. According to the structure of cloud
computing, users’ application can be established individually on virtual machines.
Based on the concept of distributed system and parallel processing, the evolution
algorithm can be partially divided into procedures to effectively find the optimal
solution via adapting cloud computing.

The rest of this paper is organized as follows. Section 2 introduces the
related work and the problem statement. Section 3 presents the proposed
algorithm. Performance evaluation is given in Sect. 4. At last, conclusion is
drawn in Sect. 5.
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2 Related Works and Problem Statement

In this section, the related concept of evolution algorithm and the problem
statement for the proposed Cloud Feedback Assistance Based Hybrid Evolution
Algorithm will be introduced.

2.1 Related Works and Concepts of Evolution Algorithm

The basic evolution algorithm such as genetic algorithm (GA) has its standard
procedures as in the following to search the best solution iteratively.

Step 1. Representation: The first step is to transform all candidate solutions to the
genotype form for describing the possible candidate solutions of the
problem. Then, the objective function (also called the fitness function) is
also assigned to map each candidate (chromosome) a value.

Step 2. Initialization: Generate (often in random) the population of the first
generation for being the parents of the second generation.

Step 3. Selection: This procedure selects the proper individuals as parents to
reproduce the newborn offspring.

Step 4. Crossover: This procedure would mix parents’ chromosomes and pass to
children. The chromosomes of offspring consist of the partial chromo-
somes from its parents. Crossover rate is also a topic researches because a
proper crossover rate gains a better performance [11].

Step 5. Mutation: This procedure would simulate accidents happening in repro-
duction and vary gene in random way. The mutation operation can
increase diversity and improve the probability of overcoming local optima
during the search process.

Step 6. Survival: According to Darwin’s ‘‘survival of the fittest’’ rule, this step is
to drop some individuals to maintain the same population size. As so,
those remaining chromosomes passing this step are better in the fitness
evaluation function than those dropped chromosomes. In another way, the
adaptive population size is also a method of improving performance [12].

Step 7. Checking: If the stop criteria are satisfied, then stop. Otherwise, go to
Step 3.

The goal of the traveling salesman problem (TSP) is to find the minimum trip of
cities. The general presentation is to encode the permutation of cities which are
visited sequentially.

In addition to representation, crossover takes an important role for generating
good sibling. In this paper, Partially mapped crossover (PMX), which is developed
by Goldberg and Lingle, is the most popular and well-known two-parent crossover
for combinatorial optimization problems and used in this paper (Fig. 1).
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Furthermore, in this paper, two different PMXmethods are adopted. In addition to
one point (one cut) PMX method above, two-point (two cuts) PMX method is also
implemented. Similar to one point (one cut) PMX, two-point (two cuts) PMX will
select the partial section of the chromosome randomly for exchanging as Fig. 2.
However, no matter which types of PMX methods is used, fixing the offspring
chromosome is needed. For example, Fig. 2b shows that there will be several genes
of the chromosome identical or repeatedly appeared after crossover. By establishing
the relationship between the genes exchanged between chromosomes of parent, the
exchanging relationship can be found such as 1-3-5 which means the replacing
method to fix the repeated gene from original chromosome. At last, the

Yi and Kumar [18] developed genetic local search operators incorporating
domain knowledge into a genetic algorithm which would almost lead fitness to the
best answer. However, they mentioned that additional local search operators can
decrease the efficiency of evolution algorithm. In addition, fast convergence speed
usually does not lead to the best answer. In other words, the disadvantage of local
search is the quick premature convergence of population. Although evolution
algorithm is recognized as a powerful and heuristic algorithm, efficiency is still an
important issue.

2.2 Problem Statement

zWhen disasters occur, suppose the rescuing processes are held by an emergency
center, or a rescuing center, the two main goals are to rescue the injured persons and
deliver the relief materials. Here, we focus on the process of relief materials

A B C D E F

B C E A F D

Parents

A B C DE F

B C E A FD

OffspringFig. 1 Partial-mapped
crossover

Selected

section

Parent 1

Parent 2

1 3 5 2 6 4

6 1 3 4 5 2

(a)
Proto-offspring 1

Proto-offspring 2

1 1 3 4 6 4

6 3 5 2 5 2

(b)

1 

(c)
3 5 

4 2

6 

Offspring 1

Offspring 2

5 1 3 4 6 2

6 3 5 2 1 4

(d)

Fig. 2 Example of two-point
PMX a Select a section
randomly to be exchanged.
b Exchange the section to the
offspring. c Establish the
relationship. d Correct the
reminders of the offspring
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delivering. In general, there are several stages in relief materials delivering, such as
information gathering, relief planning, rescuing resource gathering, and rescuing
process. Suppose there are multiple disaster points and one supply point. All relief
materials are collected in one supply point for delivering to the disaster points.

The highlighted problem here is to determine the exact number and the routing
schedule of all vehicles from the supply point to all disaster points within their
limited time periods. Suppose that the set of the disaster points P can be denoted as
P = {pi | 1 B i B c} where c indicates the total number of disaster points.
The location of each disaster point can be represented as pi = (xi, yi). Then, the
distance between two disaster points pi and pj can be denoted as disti,j(pi, pj). Since
the relief materials should be delivered within their time period, the successful
delivering can be evaluated by the following equation.

f sð Þ ¼
Xr

i¼1

xi and

xi ¼
0 rcvti 5 exp ti
rcvti � exp ti otherwise

� ð1Þ

where rcvti indicates the practical receiving time of ith disaster point and expti is
the expiration time of the ith disaster point. In other words, the objective is to
minimize the f(s). If the velocities of the vehicles are the same, then the total
practical receiving time can be calculated according to the total distance of
delivering. In other words, since the objective described here is a small-the-best
objective, the objective function of the emergency problem can be reduced as the
traveling salesman problem.

3 Proposed System

To solve the emergency logistic problem, some steps of evolution algorithm for
optimal solution searching are improved. The flowchart of the proposed evolution
algorithm with feedback control algorithm is shown as Fig. 3.

The feedback control is added and provides the probabilities for activating
different types of crossover methods based on cloud virtual machine. The value of
probability controls the amount of virtual machines with the specific crossover
procedure activated. The feedback control algorithm evaluates the probability
value according to the function as follows:

Ck ¼
chkj j

Total Individualsj j ð2Þ

where chk indicates the survived chromosome created by the kth type of
crossover method. In other words, the crossover method with better performance
(high survival rate) may be further executed according to the probability Ck. In
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the beginning, the value of Ck is set zero at the first generation of evolution
algorithm. The total number of offspring chromosome can be averagely created
from each crossover method according to the crossover rate, b% (\100 %). In
other words, there will be at most b% offspring chromosome survived in the
beginning of the every next generation or each new generation. In addition, the
total percentage of offspring chromosome from the kth type of crossover method
will be set as b/k %.

However, due to the fitness result and the total amount of survived offspring
chromosome in the next generation, the probability value, Ck, to active the kth type
of crossover method may be changed. Therefore, the probability of crossover

START

Input 
data

Initialization

Crossover Type 1

Evaluation and Sorting 
for whole Generation 

Termination condition satisfied ?

END

Crossover Type K

Feedback Control

Selection

Mutation Mutation

Evaluation and 
Sorting for 

Individual Type 
of Offspring 

Chromosome

Evaluation and 
Sorting for 

Individual Type 
of Offspring 

Chromosome

Evaluation and 
Sorting for 

Individual Type 
of Offspring 

Chromosome

Evaluation and 
Sorting for 

Individual Type 
of Offspring 

Chromosome

Fig. 3 The flowchart of the proposed system
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method with better performance (high survival rate) for further executing will be
dynamically changed during each generation. Then, according to the probability
value Ck, the proposed system can further execute the kth type of crossover method
once. In other words, the kth type of crossover method may be executed once or
twice. Since the total percentage of offspring chromosome from the kth type of
crossover method is already set as b/k %, the total amount of offspring chro-
mosome may be 2b/k % if the crossover method is executed twice. Therefore, the
fitness and competition in the kth type of crossover method will be needed. Only
the total 1/2 amount of the offspring chromosome from the best can be reserved
and passed for sorting of whole population.

4 Simulation Result

To verify the proposed algorithm, benchmark: kroA200 type TSP problem: 200-
city problem A is used. The population size is 100. Crossover rate is set to 0.8
(80 %), and mutation rate is 0.01. According to the experimental results shown in
Fig. 4, the objective value of shortest routing path can be reduced more quickly.
Comparing with one point (one cut) PMX and two-point (two cuts) PMX, the
hybrid crossover method based on the feedback control algorithm can converge
more quickly and about 28–30 % faster than other two types of crossover
procedure.

Furthermore, the total times of crossover method executed including the further
execution according to the probability Ck can be only 72–74 % (after 30000
generations). In other words, during the optimal solution searching, the computing
workload of evaluation and sorting can be reduced if the temporary optimal
solutions between three different types of crossover methods are the same. In other
word the total summation of three different types crossover methods can be shown
as Fig. 5. Figure 5 presents the division result of single crossover method and the
proposed system according to follows:

R ¼
P

Times of Single Crossover Method executedP
Times of Proposed Hybrid Crossover Method executed

The value R can be presented in Fig. 6. If the value R closes to 1, it means the
total times of crossover method between single one or two points and the proposed
hybrid method are more the same. In other words, the value should close to 1 as
near as possible. The trend line shows that the division value tends to value 1.
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Fig. 4 The convergency trend of three different crossover method
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5 Conclusion

In this paper, we develop a Cloud Feedback Assistance Based Hybrid Evolution
Algorithm for Optimal Data Solution to solve the emergency logistic problem. Via
the proposed feedback control algorithm, the whole convergence process can be
enhanced more efficiently and effectively. The suitable crossover procedure which
can obtain the better results can be further adopted according the evaluation result
of feedback control algorithm. In addition, the total times of crossover and eval-
uation between different crossover procedures can be still under controlled.
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Molecular Simulation Methods
for Selecting Thrombin-Binding Aptamers

Jangam Vikram Kumar, Wen-Yih Chen, Jeffrey J. P. Tsai
and Wen-Pin Hu

Abstract To study and compare the simulation methods on the different scoring
functions to analyze the consistency of the Docking score between the aptamers
and protein. Thrombin is well characterized and has been studied with the
thrombin binding aptamer (TBA) and mutated TBA sequences in a previous
report, which finds three representative aptamers have best, medium, and worst
binding interactions with thrombin. Discovery Studio 3.5 is a useful modeling and
simulation software. The ZDOCK in this package incorporates a simple and novel
scoring function: Pairwise Shape Complementarity. By using ZDOCK, we also
can evaluate the differences in the binding ability between the interactions of the
thrombin and aptamers. Basically, our results are consistent with the previous
report. From this study, we make sure that the ZDOCK can provide reliable results
and able be used as an alternative method in performing in silico selection of
aptamer.
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1 Introduction

The protein-protein docking problem has interested biophysicists and computa-
tional biologists for decades, since it is important to the computational determi-
nation of 3D structure assemblies as well as drug design.

Computational approaches are usually applied to identify candidate compounds
for new drugs using information obtained from the target structure to identify lead
compounds with low time and cost [1].

A number of algorithms have been developed to address the initial stage of
unbound protein–protein docking, such as FTDock, DOT, and GRAMM [2–5].
Accelrys Discovery Studio� (DS) software provides comprehensive modeling and
simulation capabilities for computational chemists, computational biologists, and
other scientists engaged in small molecule and biotherapeutics-based research. The
latest version 3.5 is a comprehensive portfolio of small molecule drug design and
market-leading biological simulation tools.

DS protein docking predicts protein-protein structure interactions of novel
targets rapidly and accurately by performing rigid body docking with the well-
published ZDOCK algorithm [6, 7]. ZDOCK algorithm employs an FFT-based
method using a Pairwise Shape Complementarity (PSC) function for identifying
docked conformations and scores hits based on atomic contact energies.

ZDOCK is a rigid-body docking program that requires minimal information
about the binding site and is targeted at initial-stage unbound docking. The pro-
gram uses individual protein structures determined by experimental or computa-
tional methods as inputs and predicts the structure of a number of protein
complexes (i.e., the top 2000 complexes). ZDOCK uses a simple shape comple-
mentarity method called PSC. The PSC method is optionally augmented with
desolvation (DE) and electrostatic (ELEC) energy terms to rank the docked poses
[8]. PSC is not based explicitly on protein surface curvature or surface area, but
rather rewards all close atomic contacts between the protein receptor and the
protein ligand within a specific cutoff distance.

However, there are several issues when dealing with protein-protein docking—
the large size of the system, the conformation changes of the proteins upon
binding, and the availability of the individual 3D structures, or lack thereof. The
large system size makes sampling conformational space prohibitively expensive,
so to reduce the search space, fast Fourier transform (FFT) methods, geometric
hashing, and bit mapping, are used to speed up calculations [9]. ZDOCK is a kind
of initial stage algorithm for studying molecular interactions [8]. In the initial
stage, the protein receptor and protein ligand are treated as rigid bodies and all six
rotational and translational degrees of freedom are fully explored with scoring
functions that are tolerant to conformational changes, also known as soft docking
functions.

Fifteen-mer TBA that binds to thrombin was select as a model, as it had been
well characterized. Its structure has been determined [10]. The TBA and three
other mutated oligonucleotides, selected on the basis of their binding score (best,
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medium, worst) were collected [11]. In this study, the TBA and three mutated
oligonucleotides were sketched in discovery studio and simulations were per-
formed with thrombin to evaluate the potential of using ZDOCK for selecting
aptamers by utilizing and comparing with the data confirmed by simulation and
experimental approaches [11]. Even though the method used for simulation is
different to previous report, we compared the results of binding affinity in selection
of aptamers.

2 Materials and Methods

The DNA aptamers collected form a literature were designed using Discovery
studio, and this single software package was used as a platform for simulations. All
the computational experiments were performed using Pentium(R) Dual-Core CPU,
3.20 GHz with RAM of 4 GB supported by Windows 7 Professional OS.

2.1 Setting up Aptamers

Fifteen-mer TBA and other 30 mutated oligonucleotide sequences are collected
from a literature [11], which have the binding ability to thrombin. The sequences
for TBA and other three mutated oligonucleotides are:

– TBA: 50-GGT TGG TGT GGT TGG-30

– ‘‘Best’’ aptamer: 50-GGT TTG TGT GGT TAG-30

– ‘‘Medium’’ aptamer: 50-GGC TGG TGT GAT TGG-30

– ‘‘Worst’’ aptamer: 50-GGT AGG TGT GGT TGC-30

The 15-mer TBA along with best, medium and worst binding score sequences
were drawn as a single strand in a-helix conformation by Discovery Studio 3.5
with the options for building and editing nucleic acid tools. The molecular weights
of the constructed molecules were also taken into consideration.

2.2 Setting up a ZDOCK Run

The aptamer-thrombin complex NMR structure (PDB code, 1HAO), in which the
15-mer TBA was present was downloaded from PDB. It was taken on to the
platform of Discovery Studio. Water molecules along with nucleotide sequence
were removed from the protein (1HAO) (Fig. 1).

ZDOCK which is a rigid-body protein-protein docking algorithm based on the
fast Fourier transform correlation technique that is used to explore the rotational
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and translational space of a protein-protein system is taken into account, with the
cleaned thrombin along with TBA.

In ZDOCK, the angular step size for rotational sampling of ligand orientations
was kept to 6 degrees which performs finer conformational sampling and thus
typically results in more accurate predictions. The tools in the RMSD group are
used to calculate the RMSD between different docked poses or between docked
poses and an experimental structure. The RMSD cutoff and interface cutoff were
set to 10 Å. The same ZDOCK procedure was followed for the other three mutated
oligonucleotides with thrombin individually to compare the consistency of the
docking results with other researchers [11].

3 Results and Discussions

The complex NMR structure of thrombin was downloaded from PDB (PDB Code:
1HAO). With the resources of Discovery Studio 3.5, 15-mer TBA along with other
three mutated aptamer sequences reported in literature were drawn in single strand,
a-helix conformation. There was a consistency between the molecular weight
obtained by sketching with Discovery Studio and the molecular weights of the
oligonucleotides drawn with Hyperchem 7.5 [12] (Fig. 2) .

ZDOCK was performed for protein docking to analyze docked poses. For
computing thrombin with worst sequence it took 9 h and 33 min for computing,
9 h and 17 min for medium sequence, 8 h and 38 min for best sequence and 9 h
and 14 min for 15-mer TBA. The ZDOCK scores for the computed aptamers were
in the range of 21.76–23.48.

The top poses are reported with the poses clustered into groups according to
their spatial proximity (Fig. 3) and poses are ranked according to the ZDOCK
scores. Top poses are determined by the PSC scoring function used in the

Fig. 1 a The 1HAO which was downloaded from PDB and was prepared for simulation by
cleaning it. The red dots are water molecules. The ligand and nucleotide group present in the
1HAO are removed and resulted as (b)
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Fig. 2 The oligonucleotide sequences sketched using Discovery Studio 3.5. The molecular
weights are mentioned along with the structure a TBA structure. b The ‘‘Best’’ mutated TBA
sequence. c The ‘‘Medium’’ mutated TBA sequence. d The ‘‘Worst’’ mutated TBA Sequence

TBA Best

Medium Worst

Fig. 3 The input structures of ligand and receptor protein are shown after the docking Except for
the thrombin and aptamer are shown in the figure, the dots with different colors around the protein
are the poses. Red color dots in these figures indicate better poses. These dots in the figures are
the top poses in large clusters for the aptamers
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protocols. The information about cluster, cluster size and density are also given in
the end of simulation. The meanings of these three values are: Cluster—contains
the cluster group number for each pose; Cluster Size—reports the size (number of
poses) of a cluster; Density—represents the number of neighboring poses within
the Clustering | RMSD Cutoff distance.

Each pose has its ZDOCK score (calculated by PSC scoring function), and pose1
has the highest (best) ZDOCK score. The ZDOCK Score 23.46 was highest for the
‘‘Best’’ sequence, and thenext bestwasTBAwith a score of 22.48.TheZDOCKscore
for ‘‘medium’’ and ‘‘worst’’ oligonucleotides were 22.98 and 21.76, respectively.

The dock results of thrombin with TBA and mutated TBA obtained from pre-
vious report were from shapegauss scoring function with fast rigid exhaustive
docking (FRED) by using the protein-ligand docking program called as OpenEye.
In the OpenEye software, a specific binding site can be chosen for performing
docking simulation. Both heparin-binding exosite and fibrinogen-binding exosite
are studied in the previous study [11], and different binding scores are obtained in
these two exosites. In this study, we are not able to choose any specific binding site
for docking by using the ZDOCK method. However, ZDOCK method calculates
many possible interaction poses between the aptamer and thrombin. The pose with
the highest ZDOCK score in each simulation means this pose is the best pose for the
aptamer and thrombin. In comparison, the ‘‘Best’’ aptamer could get highest
binding scores no matter what kinds of methods were used or binding exosites were
selected (shown in Table 1). Besides, ‘‘Worst’’ aptamer got the least binding scores
in both methods. Concerning about the ranking for these four aptamer sequences in
the simulation, our results with ZDOCK were consistent to the results obtained by
shapegauss scoring function in heparin-binding exosite. According to these results,
the ZDOCK method shows its potential of using in the selection of aptamer, which
is demonstrated by utilizing the well characterized aptamers and Thrombin.

4 Conclusions

We performed ZDOCK to analyze the interaction between human alpha-thrombin
and its best aptamer along with medium and worst binding ability oligonucleo-
tides, based on the findings obtained from other researchers. This simulation

Table 1 The simulation results obtained from the ZDOCK used in this study and shapegauss
[11] as scoring function

Name ZDOCK Shapegauss scoring function

Cluster
size

ZDOCK
score

Score for heparin-binding
exosite

Score for fibrinogen-binding
exosite

TBA 156 22.48 -982 -1422
Best 155 23.46 -1364 -1748
Medium 148 22.98 -1256 -1209
Worst 91 21.76 -404 -667
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approach has the potential to select best aptamers in a competition. Our docking
results were compared with the results which were obtained from OpenEye soft-
ware by other researchers. The comparative results showed that there is a con-
sistency in results between these simulation methods. In this study, we evidences
that the ZDOCK method also can be used in the computational selection of apt-
amer. Besides, the whole simulation procedures in our study are finished with
single software package.
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An Efficient Group Key Management
Scheme for Web-Based Collaborative
Systems

Yung-Feng Lu, Rong-Sheng Wang and Shih-Chun Chou

Abstract Web 2.0 describes a collection of web-based technologies which share a
user-focused approach to design and functionality. Under the supporting of Web
2.0 technologies (e.g., HTML5), there are many applications, e.g., seamless reader
over equipment, collaborative editing with multiple members, portable multimedia
over devices, on browsers become feasible. In one of our previous works, we
proposed a two-factor authentication with key agreement scheme for web-based
collaborative systems. This paper further extends it to have secure group com-
munication for web-based collaborative systems. With the proposed mechanism,
members of the collaborative work could be share their messages easily and
co-work securely. In order to provide high efficiency and data confidentiality, this
paper presents an efficient group key agreement scheme for group members. The
group members can join/leave the group easily.

Keywords Web-based applications � Collaborative systems � Key management

1 Introduction

New technologies such as DHTML, Adobe Flex, Ajax, and HTML5 [1], have
witnessed the emergence and rapid development of many Web-based applications.
This type of Web-based applications have the benefits of wide accessibility,
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platform independence, no installation or upgrading, rich user experience,
dynamic content, high scalability easy-to-share, and easy-to-use. HTML5 is the
next generation markup language for structuring and presenting content for the
World Wide Web, many new features are supported to explore multimedia and to
interact with user on a browser. Using HTML5 could create richer user experi-
ences in a standardized way; web applications have seen increased usage where
they are more favorable than desktop applications. The rise in the prevalence of
HTML5 can be attributed to their flexibility, which enables web-based application
designers to go beyond the limitation of conventional desktop applications. Under
the supporting of HTML5, there are many applications, e.g., seamless reader over
equipments, collaborative editing [2, 3] with multiple members, portable multi-
media over devices, on browsers become feasible.

To have good access control, many excellent authentication mechanisms, e.g.,
password authentication [4], ID-based authentication [5, 6], were developed. In
our previous work, we proposed a two-factor authentication with key agreement
scheme for web-based collaborative systems. This approach integrates URI frag-
ment identifier with secure email token and identity-based remote mutual
authentication scheme on ECC. However, it did not provide a feasible group key
management while a set of group members might changes.

In this paper, we are interested in the providing of secure group communication
for web-based collaborative systems. With the proposed mechanism, members of
the collaborative work could be share their messages easily and co-work securely.
In order to provide high efficiency and data confidentiality, we proposed a group
key management that inspired by [7] and integrate it with our previous work [8].

The rest of this paper is organized as follows: Section 2 summaries bilinear
Diffie-Hellman problem, scenario, and the system setup. Section 3 presents an
ID-based group key management scheme of web-based collaborative systems.
Section 4 provides a brief analysis. Section 5 is the conclusion.

2 Preliminaries

2.1 Bilinear Diffie-Hellman Problem

Many researchers have been proposed excellent identity-based cryptography
schemes. To hold the computationally efficient, many of them are based on
mathematical functions called bilinear non-degenerate maps. A bilinear non-
degenerate map is a function pairing elements from one cyclic group to another of
the same prime order, where the discrete log problem is hard in the first group [9].
The security of identity-based cryptography is based on the assumption that the
particular bilinear maps chosen are one-way functions. Thus, it is easy to calculate
the result from a given a pair of operands, but hard to calculate the inverse.
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This property is the Bilinear Diffie-Hellman Assumption, since the Bilinear
Diffie-Hellman problem is reducible to the discrete-log or inverse operation for
these bilinear maps [10]. In simplified notation, a bilinear map is a pairing that has
the property:

Pair a � X; b � Yð Þ ¼ Pair b � X; a � Yð Þ

In several mechanisms, the the • operator above refers to multiplication of a
point on an elliptic curve by integers [11].

2.2 Scenario

This paper is an extension of our previous work [8]. As shown in Fig. 1, a member
can join a collaborative editing after a strong mutual authentication process. Each
member wish to join the joint work, he must pass the mutual authentication pro-
cess. After this process, the collaborative server and he will keep a session
authentication key. Since this scheme did not provide a feasible group key man-
agement while a set of group members might changes, we need further extend it to
have a group key agreement for secure group collaboration.

Fig. 1 The overview of a session authentication key establishment process that proposed in [8]
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2.3 System Setup

We assume a trusted collaborative server U1 is responsible for private key
generation for members in the system. The collaborative server selects two groups
G1 and G2 of order q for some large prime q.

A bilinear mapping ê : G1� G1 ! G2 maps a pair from G1 to G2. The bilinear
mapping satisfies the following properties:

• Bilinear:ê : G1� G1 ! G2 is bilinear if ê aP; bQð Þab for all P;Q 2 G1 and all a,
b 2 Z.

• Non-degenerate: There exists a pair P;Q 2 G1 such that ê P;Qð Þ 6¼ 1.
• Computable: An efficient algorithm to compute ê P;Qð Þexists for any P;Q 2 G1:

A generator P 2 G1 and a master secret s 2 Z�q are also randomly chosen by
the collaborative server. The server computes a public value Ppub ¼ sP, and
publishes the public parameters \q; G1; G2; ê; P; Ppub; H1[ to all members in
the system, where H1 is a hash function. The private key generated by the server
for a member with identity IDi is sH1 IDið Þ. In the system, we assume the hardness
of bilinear Diffie-Hellman problem:

Given \P; aP; bP; cP[ for some a; b; c 2 Z�q, to compute

W ¼ ê P;Pð Þabc2 G2:
A number of notations used in this work are listed in Table 1.

3 The ID-based Group Key Agreement Scheme
with the Collaborative Server

3.1 The ID-based Group Key Agreement

Suppose the collaborative server U1, that initiates the protocol, knows a set of
members U2;U3; . . .;Un and wants to have a private session for a joint work with
them. Since the collaborative server has been done a mutual authentication with all

Table 1 Notations and Abbreviations

Ui The ith member
IDi ID of member Ui

U1 The firstmember, in this work is the collaborative server
Ei �ð Þ Encryption with the session authentication key SKi of Ui

Ek �ð Þ Symmetric encryption with K
Nymi Pseudonym for member Ui

ri Random number selected by Ui

Sigi Signature computed over the corresponding message by Ui

h A hash function mapping from G2 � G1 ! 0; 1f gk, where k isthe security parameter
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members, she knows all members’ session authentication key, i.e. SKi, she knows
all the members’ identities as well. So she starts the session in the following steps:

(1) The collaborative server as the session initiator chooses a pseudonyms Nymi

for member Ui and a random number r1. Then, the collaborative server
encrypts a concatenation of all members’ identities and pseudonyms with their
session authentication keys, i.e., SKi, respectively. At the end, she sends each
member the following request:

U1 ! Ui : Ei IDi IDij jj j. . . IDnj jj jNym1 Nym2j jj j. . . Nymnk Sig1kð Þ; r1P

The signature Sig1 is computed over the respective message by the collaborative
server with its private key.

(2) After member Ui, (i 6¼ 1) receives the request from the collaborative server, he
does a series decryption trial using his session authentication key to check if he
is one of the members requested by the collaborative server. If he successfully
decrypts this cipher text and finds out his identity is in the ID list, then he looks
for his Nymi and sends the following message to Ui�1 and Uiþ1:

U1 ! Ui�1;Uiþ1 : Nymi; riP

where ri is a random number chosen by member Ui:
(3) When Ui receives the above messages from Ui�1and Uiþ1, he first verifies that

these are Ui�1 and Uiþ1’s pseudonyms according to the pseudonym list he
decrypted in message of step (1). If the verification is successful, he calculates
two keys using his private key sH1 IDið Þas follows:

ki ¼ h ê H1 IDiþ1ð Þ; sH1 IDið Þð Þ ririþ1Pkð Þ
ki�1 ¼ h ê H1 IDi�1ð Þ; sH1 IDið Þð Þ riri�1Pkð Þ

Then Ui computes Xi ¼ ki=ki�1
and broadcast the following message to all the other

members:

Ui ! � : Nymi;Xi

Otherwise, he just ignores the message.

(4) Ui waits until he receives all Xj j 6¼ið Þ, and checks the pseudonyms Nymj j 6¼ið Þ are
valid. After that, he computes

kiþ1 ¼ kiXiþ1; kiþ2 ¼ kiþ1Xiþ2; . . .; kiþn�1 ¼ kiþn�2Xiþn�1

Then Ui computes the group session key as K ¼ H k1 k2j jj j. . . knkð Þ, where H is

defined from 0; 1f g�to 0; 1f gk� After computing the session group key K, Ui 6¼1ð Þ
sends K ¼ H K ID1j jj jID2 . . .j jj jIDnð Þ to the collaborative server, Then the
collaborative server verifies whether all the other group members computed the
same key or not.
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3.2 Group Member Join

Suppose the collaborative server U1, and members U2; . . .;Un are having a private
joint work. And the messages of this collaborative editing were protected via
session group keys using the protocol described above. Assume U1, the collabo-
rative server, wants another member Unþ1 to join the collaborative editing. U1 can
start the group member joining process as follows:

(1) The collaborative server (i.e., U1 tells Un and Unþ1 about U0
nþ1s joining. He

sends the following messages to Un and Unþ1 respectively:

U1 ! Un : En IDnþ1 Nymnþ1k Sig1kð Þ;
U1 ! Unþ1 : Enþ1 ID1 Nym1j jj jr1P IDn Nymnj jj jk rnP IDnþ1 Nymnþ1 Sig1kkkð Þ

(2) After Unþ1 receives the invitation from U1, he decrypts the message using his
session authentication key SKnþ1 to retrieve his pseudonym selected by U1.
After that, he chooses a random number rnþ1;and computes

knþ1 ¼ h ê H1 ID1ð Þ; sH1 IDnþ1ð Þð Þ rnþ1r1Pkð Þ;
k0n ¼ h ê H1 IDnð Þ; sH1 IDnþ1ð Þð Þ rnþ1rnPkð Þ

He calculates Xnþ1 ¼ knþ1
�
k0n

and sends the following message to both U1 and Un:

Unþ1 ! U1;Un : Nymnþ1; rnþ1P;Xnþ1

(3) After U1 and Un receives the above message from Unþ1, they can com-

pute
knþ1 ¼ h ê H1 IDnþ1ð Þ; sH1 ID1ð Þð Þ r1rnþ1k Pð Þ;

k0n ¼ h ê H1 IDnþ1ð Þ; sH1 IDnð Þð Þ rnrnþ1k Pð Þ
Then, they compute X0

1 ¼ k1=knþ1
and X0

n ¼ k0n
�
kn�1

�
Un sends X

0
n to

U1 : Un ! U1 : X0
n

and U1 sends the following message to Unþ1:

U1 ! Unþ1 : Enþ1 X0
1 X2j jj j. . . Xn�1j jj jX0

n

� �

Then, U1 also broadcast the following message to all other members:

U1 ! � : EK X0
1 Xnþ1j jj jX0

n

�� Sig1j
� �

�
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3.3 Group Member Leave

Now we discuss how to deal with group member leaving. If a group member
leaves the private collaborative editing, and he should not access the conference
content after that, then the group key should be updated accordingly.

Assume a member Ui is leaving the group and the group key should be updated
for the remaining n - 1 members. The protocol runs as follows to update the group
key:

(1) The collaborative server U1 informs Un�1 and Unþ1 that Ui is leaving, and they
should recomputed their ki�1 and ki respectively.

U1 ! Ui�1;Uiþ1 : EK IDi Nymij jj jLeavej Sig1jð Þ;

U1 ! Ui�1 : Ei�1 IDi Nymij jj jIDi�1j Nym
0

i�1

�� �� IDiþ1j j Nym0

iþ1

�� �� Sig1j
� �

;

U1 ! Uiþ1 : Eiþ1 IDi Nymij jj jIDi�1j Nym
0

i�1

�� �� IDiþ1j j Nym0

iþ1

�� �� Sig1j
� �

This message is encrypted with the old group key, and the message is signed by the
collaborative serverU1.

(2) Ui�1 and Uiþ1 receive the message from U1 and verifiesthe signature’s
validity. If the verification is successful, Ui�1v and Uiþ1 exchange their ran-
dom value r0i�1and r0iþ1.

Ui�1 ! Uiþ1 : Nym
0
i�1; r

0
i�1P;

Uiþ1 ! Ui�1 : Nym
0
iþ1; r

0
iþ1P

Then they calculate the new k0i�1 and k0iþ1 respectively:

k0i�1 ¼ h ê H1 IDiþ1ð Þ; sH1 IDi�1ð Þð Þ r0i�1r
0
iþ1P

��� �
;

k0i ¼ h ê H1 IDi�1ð Þ; sH1 IDiþ1ð Þð Þ r0iþ1r
0
i�1P

��� �

In above equations, k0i�1 ¼ k0i since Ui leaves the group.

(3) Then they calculate X0
i�1 ¼ k0i�1

�
k0i�2

;X0
iþ1 ¼ kiþ1

�
k0i
; then they sends X0

i�1 and

X0
iþ1 to U1.

Ui�1 ! U1 : X
0
i�1;

Uiþ1 ! U1 : X
0
iþ1

(4) The collaborative server U1 broadcasts X0
i�1and X0

iþ1 to all other members, and
theycompute the new group key.

U1 ! � : EK Ui Ui�1j jj jUiþ1 X
0

i�1

�� ���� ��X0

iþ1 Sig1k
� �

The new group key is computed as K
0 ¼ H k1 k2j jj j. . .j k0

i�1

�� ��jk0

iþ1 . . .k knk
� �

�
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4 Discussion

In this section, we present a brief analysis on the security and privacy of the
protocol. Specifically, we discuss the anonymity and group key secrecy of the
protocol.

4.1 Anonymity

In the group key agreement protocol, the message firstly sent from the collabo-
rative server is encrypted using the session authentication key of each member,
and only the legitimate group members cande crypt this message and get the
pseudonyms. Even though an outside attacker obtains all the pseudonyms from the
transcript, the attacker cannot match them to the real identities of members unless
he can decrypt the message using the session authentication key.

4.2 Group Key Secrecy

In the group key agreement protocol, the group key K is generated by concate-
nating all the kis. Because the kis are obtained sequentially with one ki and all the
other Xi, attackers should have at least one ki to compute the session group key.
However, when computing ki, since it did not have IDi and without the master
secret key s, it is difficult to compute ki ¼ h ê H1 IDiþ1ð Þ; sH1 IDið Þð Þ ririþ1k Pð Þ:
Therefore, the passive adversary cannot compute the group key K.

5 Conclusion and Future Work

This paper presents a study of the providing of secure group communication for
web-based collaborative systems. With the proposed mechanism, members of the
collaborative work could be share their messages easily and co-work securely.
This paper is based on our previous work that have been provide strong mutual
authentication to provide efficient and secure group communications. The pro-
posed scheme achieves anonymity, group key secrecy for the group session key. It
also supports dynamic membership, and group members can join/leave the group.

For future research, we shall further explore the security properties of the
proposed mechanism. We shall also integrate the proposed scheme with ECC to
provide stronger security. Some wireless communication technologies, e.g., NFC,
would discuss to provide user flexibility.
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The Diagnosis of Mental Stress by Using
Data Mining Technologies

Hsiu-Sen Chiang, Liang-Chi Liu and Chien-Yuan Lai

Abstract In today’s fast-paced and competitive environment, mental stress has
become a part and parcel of our daily life. However, mental stress can have serious
effects on both our psychological and physical health. People under long-term
stress can cause mental disorders, and cardiovascular disease. Moreover, people
often ignore the symptoms of stress from their own bodies. Therefore, many
chronic disease and mental illness are more and more serious gradually and
damaging their body. The prior studies are interest in the diagnosis of metal stress.
Some physiological parameters are used for the diagnosis of mental stress.
However, these parameters pattern recognition is a difficult problem due to they
have a time varying morphology subject to physiological conditions and the
presence of noise. Therefore, how to capture and analyze personal physiological
signals to assessment of mental stress under different conditions is a recurrent issue
in many engineering and medicine fields. In addition, it is also important how to
provide appropriate ways for stress relief under different the mental stress level.
This study will evaluate different classification methods and understand which one
is appropriate to detect the mental stress. Three data mining technologies are used
to detect the mental stress level and have an experiment to evaluate the perfor-
mance of the mental stress diagnosis. The heart rate, blood pressure, heart rate
variability and autonomic nervous system are used to assess the level of mental
stress. It might be helpful to assess mental condition in clinical practice.

Keywords Mental stress � Heart rate variability � Data mining
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1 Introduction

Nowadays, competitive and fast-paced environment has affected many people
health and made stress become a part of our daily life. However, stress can be
positive for improve study and work efficiency, there are also negative could
materially physical and psychological impact. The medical report pointed out that
the long-term excessive stress will be directly or indirectly caused inattention,
memory loss and manic spirit, such as cardiovascular and gastrointestinal diseases,
are more likely to harm the body’s immunologic functions. In addition, the
excessive mental stress is also one of the major factors that lead to emotional
instability or suicide [2]. Therefore, it is impossible to avoid mental stress because
people are too busy or accustomed and ignore some mental stress in daily working
environment. Although they know that mental stress adjustment and management
is important. However, people become taking some preemptive actions to reduce
stress if they informed of their stress levels (Sanches et al. 2010).

Electrocardiogram (ECG), recording the contraction and expansion of the heart
tissue movement to generate a graph of the voltage change, its important physi-
ological parameters. Therefore, through the ECG can obtain important information
in heart function and cardiovascular. Heart rate variability (HRV) refers in sinus
rhythm, successive cardiac cycle small differences, reflecting the pulsatile rhythm
continuity moment is the heartbeat spacing tiny cyclical changes. HRV is the
physiological phenomenon of variation in the time interval between heartbeats by
Autonomic Nervous System (ANS). The ANS will adjustment physiological
parameters for prompting the body to process any situations. Today, ECG, HRV
and ANS have become one of the ways to prevent method. Moreover, they are
many studies used to measure disease, including heart, cardiovascular disease and
mental stress. However, physiological signals are severely contaminated by dif-
ferent types of noises and other interferences [4]. Therefore, we notice that how to
obtain and filter signals will improve diagnosis of mental stress in this research.
This study want to understand which one data mining methods are used to assess
the level of mental stress and suggestion stress relief for users appropriately.

2 Related Work

Mental stress is a physiological reaction to suit the external environment change.
When people feel something has changed around their environment or something
just happen suddenly, their body will release chemicals in the blood. These
chemicals give people more energy and power to suit this changes or possible
danger. However, if people sustain too much stress or under stress for a long time,
in this process, their body will keep consumption their energy, the body will send
alert messages to remind people. If we do not confront this problem, our mental
and immune system will be weakened continuously and caused many diseases,
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such as cardiovascular disease, depression, apoplexy and so on. Mental health
seems to be the most obvious and direct health and social stress will be generated
by the impact (Williams and Mohammed 2009). Electrocardiography (ECG) is a
transthoracic interpretation of the electrical activity of the heart over a period of
time, as detected by electrodes attached to the surface of the skin and recorded by a
device external to the body.

In prior research, the diagnosis of mental stress were adapted ECG to analysis
different physiological characteristics, and combined with data mining, neural
network and fuzzy theory to automatically diagnose the level of mental stress. The
time domain analysis and frequency domain analysis is the mainly method in
ECG, Heart rate variability (HRV) and Autonomic Nervous system (ANS) is
adopted to analysis the parameters of physiological characteristics. The time
domain analysis in HRV is based on time to calculate the difference between heart
beating rates and standard deviation to generate different standard value, including
Standard Deviation of all Normal to Normal intervals (SDNN) and Root Mean
Square of the Successive Differences (RMSSD), and using these methods to
estimate the level of mental stress. The frequency analysis using algorithm to
calculate the spectrum of heart rate, the spectrum of different frequencies shows
the sum of the power of the heartbeat fluctuation. ANS reaction in the part of
frequency of cardiac electrical signals is divided into three frequency bands,
including the regulation of peripheral vasomotor tension and the Very Low Fre-
quency (VLF) of temperature regulate, the Low Frequency (LF) of the stress
receptors reflex in stress sensor and blood pressure regulation, as well as the High
Frequency (HF) of breath. To this end, we use three band energy changes to
estimate the situation of ANS regulation ([1] Saul 1990). Pagani et al. (1991) use
the short-term R–R interval and cardiovascular systolic blood pressure as spectrum
analysis to research how the mental stress influences ANS and circulatory system.
They detected VLF energy is higher than usual when participants’ stress focused.
Satish et al. (1998) describe that change the temperature of hand and the listening
test to control physical stress and mental stress environment to investigate the
large intestine activity status and cardiovascular changes pressure.

3 Methods

3.1 Naïve Bayes

Naïve Bayes (NB), or Naïve Bayesian Classifier, is one of most effective, good
performance and very simple classification algorithms in many applications [3].
Which is a statistical learning technique based on Bayes’ theorem and classifier
assumes that under the given condition of the classification characteristics the
attribute values are independent of each other [5]. Bayes’ theorem is a theorem
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with two distinct interpretations in probability theory and statistics. A Bayes’
theorem is defined in (1):

P A Bjð Þ ¼ P B Ajð ÞP Að Þ
P Bð Þ ð1Þ

Mathematically, Bayes’ theorem gives the relationship between the probabili-
ties of event A and B. However, the probability model for a classifier is a con-
ditional model P C F1. . .;Fnjð Þ. Using Bayes’ theorem then writes (2):

P C F1; . . .Fnjð Þ ¼ P Cð ÞP F1; . . .;Fn Cjð Þ
P F1; . . .Fnð Þ ð2Þ

Now assume that each feature Fi is conditionally independent of other feature Fj

for j = i give the class C. For that, the model can be expressed as:

P Cð Þ
Yn
i¼1

P Fi Cjð Þ ð3Þ

According to Eq. (3), the conditional distribution over the class variable C is
expressed like this:

P C F1; . . .;Fnjð Þ ¼ 1
Z
P Cð Þ

Yn
i¼1

P Fi Cjð Þ: ð4Þ

Finally, the corresponding classifier is defined as follows:

classify f1; . . .; fnð Þ ¼ argmax
c

P C ¼ cð Þ
Yn
i¼1

P Fi Cjð Þ ð5Þ

3.2 Decision Tree

The decision tree (DT) is a decision support method for classification, which has
uses a tree-like graph or model of decisions. It has been widely used and popularity
because of its simplicity and easy comprehensible as a classification rule. Decision
tree have several advantages, such as simple to understand and interpret, have
value even with little data, robustness to noise and ability to deal with redundant
attributes.

A classification and regression trees (CART) is a technique that generates a
binary decision tree. As with ID3, entropy is used as a measure to choose the best
splitting attribute and criterion. However, where a child is created for each sub-
category, only two children are created (splits a node into two). At each step, an
exhaustive search is used to determine the best split and only one criterion is
chosen as the best over all possible criteria. If CART detects no met pre-set

764 H.-S. Chiang et al.



stopping rules or further gain can be made. The splitting will stop. Each obser-
vation falls into one terminal node and uniquely defined by a set of rules.

3.3 Support Vector Machine

Support vector machines (SVM) are used for classification and regression analysis
by supervised learning with associated learning algorithms. More formally, SVM
constructs a hyper-plane in a multi-dimensional space, which can be used for
classification and regression. A SVM can be briefly described as follows:

Let given training data, a set of n points of the form:

x1; y1ð Þ; . . .; xm; ymð Þ 2 X � �1f g ð6Þ

X is nonempty set form the patterns xi and the yj are labels, targets or outputs. It
attempts to identify a hyper-plane in a multi-dimensional space and this hyper-
plane is used to data classification. Any hyper-plane can be written as the set of
points x satisfying:

w� xð Þ þ bð Þ ¼ 0 ð7Þ

A hyper-plane satisfying Eq. (7), if the training data are linearly separable, we
can select two hyper-plane to separate data and there no point between them. We
can be described as:

w� xð Þ þ bð Þ ¼ 1; w� xð Þ þ bð Þ ¼ �1 ð8Þ

We can find the distance between these two hyper-planes 2/(||w||) by using
geometry. However, we have to prevent data points from falling into the margin,
for each i we add the following constraint and get the optimization problem:

w� xð Þ þ bð Þ � 1; w� xð Þ þ bð Þ � � 1;Minimize w; bð Þ wk k ð9Þ

It is difficult to solve the optimization problem because it depends on ||w|| and it
involves a square root to the norm of w The constrained problem can be expressed
by introducing Lagrange multipliers:

min
w;b

max
a� 0

1
2

wk k2�
Xn
i¼1

ai yi w� x� bÞ � 1ð½ �
( )

ð10Þ

These problems are used standard quadratic programming techniques and
programs for solved. Nevertheless, the SVM is a local search method and vul-
nerable to local optima [6].
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4 Experiment Design

The detection of mental stress experiment is divided into the data preprocessing
phase and conduct experiment. Data preprocessing phase has two parts in the
physiological signal no stress/stress, as follows: (1) decomposes the signal, (2)
removes the noise of the signal. We use singular value decomposition (SVD) to
decompose the physiological signal of noise and use Butterworth high pass filter
(BHPF) to remove the baseline wander phenomenon of external factors (such as
skin resistance, instrument current), and acquire clean physiological signal. This
study take advantage of [7] rules to identify the peak of each heartbeat, and
calculate indicators of relevant characteristics.

4.1 Description of Data Set

The data set is provided by Physionet which is not only an open source platform,
but also provides clinical ECG data, the algorithm of ECG signal analysis and
research achievements. Therefore, this research adopts PhysioNet to progress the
experiment. We use stress recognition in automobile drivers which provides by
PhysioNet. There are 16 health volunteers as participants to participate the stress
test to obtain the physiological data, including ECG, Electromyography (EMG),
galvanic skin response (GSR) and breathe ratio, the sampling frequency is 496 Hz,
the experiment time is about 60–90 min which depends on traffic conditions.

4.2 Experiment Processing

First of all, we have to extract 5 min no stress/stress two phases from 16 con-
tinuous physiological records. In order to assure the validity of the two phases, we
start to extract the middle of the phase which starts from 300 to 600 s, and the high
stress of the stress phase which starts from 1,100 to 1,400 s. After extracted the
signal, there will be 32 samples which have 16 no stress phases and 16 stress
phases when all phases are intercepted. In this study, diagnosis of mental stress
experimental procedures is divided into the following steps: filter the ECG signal,
extract the physiological characteristics from ECG and mental stress detection.

4.2.1 ECG Signal Filtering

The original signal of ECG has too much noise. This research adopts the SVD to
separate the noise and decomposition of the characteristic values of the signal
eigenvectors and singular values. At this time, we remove the singular values
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which lower than average and use the SVD to recombination the signal. It will be a
new signal phase after filter the noise which shows in Fig. 1, and we can see the
signal after filtered is clearer than before filtered. We also used the BHPF to
smooth out the baseline wander phenomenon that external factors caused. Briefly,
BHPF can make the original level of volatility shocks turn into the volatility of
average height, in order to enhance the accuracy of detect the r-peak.

4.2.2 Extracting the Characteristics

We used the r-peak detection to find the r-peak of ECG after the filter is
preprocessed which originally proposed by [7]. At first, we use first derivative test
to find the slope of every signal point and lower the P wave and T wave, and then
use 250 maximum of slope as a basic initial value. We take the So and Chan [7]
suggestion to use the 0.7 as a threshold value. If there have two continuous slope
values, we can look forward to find the maximum value as r-peak. The red point on
this picture is the actual position. When r-peak is detected, we use the interval
value of r-peak as characteristic values. The characteristic values are used to
calculate the Mean, SDNN, RMSSD, NN50 and differ value over 50 ms (pNN50).

Fig. 1 The original signal and after filtering signal
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4.3 The Evaluation of Classification Methods

This study adopted some methods and machine learning classification methods to
verify for the mental stress detection based on ECG signals. In addition, these
methods are evaluation and to understand which methods have the most effec-
tiveness in diagnosis of the mental stress. In the mental stress detection test, this
study uses the Naïve Bayes (NB), decision tree (CART) and support vector
machine (SVM) as models, and use the software named Statistica10 to analyze the
characteristics of mental stress so as to find some associated rule from the char-
acteristics, and expect the possibility of no stress/stress further.

We let the ECG data set to 7:3 ways to divide into training set and testing set,
and using every kind of algorithm to analyze and expect that described in last
paragraph. In decision tree, we use CART to build decision tree; we also use the
Eqs. (1–4) to build the probability tables for Naïve Bayes; the calculation kernel
function of SVM use the polynomial function to calculate.

False Negatives (FN): That means the value of stress phase has stumbled into
no stress phase; False Positive Rate: FP/(TN ? FP); Overall Accuracy: TP ? TN/
(TP ? FP ? FN ? TN), the performance has shown in Table 1.

The experimental results show that the combination with the minimum infor-
mation entropy and APN which has used by this study has the best performance in
Detection Rate, False Positive Rate and Overall Accuracy. NB not only has the
high Detection Rate, but also has the high False Positive Rate. DT has the highest
Detection Rate, relatively, also has high False Positive Rate as NB. Comparing
with SVM and BN, the decision tree has the high performance in Detection Rate
and Overall Accuracy.

In this study, we used some classification methods that had the best perfor-
mance than different data mining classification methods in the diagnosis of mental
stress with these 32 samples. It is suitable to assist in clinical diagnosis of mental
stress as show in Table 1.

Table 1 The estimate comparison of different classification method in mental stress

Method of
classification

TP TN FP FN Detection rate
(%)

False positive rate
(%)

Overall accuracy
(%)

Naïve bayes 10 14 6 2 83.33 30.00 75.00
Decision tree

(CART)
9 15 7 1 90.00 31.82 75.00

Support vector
machine

8 11 8 5 61.54 42.11 59.38
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5 Conclusion

These researches gives the combination method with minimize entropy principle
approach and APNs to diagnosis mental stress for users. Experimental results
showed that the assessment of mental stress can effective diagnosis level and
accurately determine the users mental stress through NB, DT and SVM to
comparisons.

Therefore, this study will develop assessment system to mental stress assess-
ment and suggestion stress relief base on decision tree (CART) in the future. And,
we expect that the system have significant effectiveness in terms of mental stress
assessment, auxiliary diagnosis, adaptation and management of mental stress and
avoid immune disorder and reduce the probability of chronic diseases.
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Intelligent Rainfall Monitoring System
for Efficient Electric Power Transmission

Rong-Chi Chang, Teng-Shih Tsai and Leehter Yao

Abstract Global climate change has given rise to disastrous heavy rainfall
during typhoon seasons, wreaking havoc on our living environments. The electric
power transmission lines in Taiwan are spread throughout the island, while some
towers are located in high-altitude mountains, calling for good early warning and
monitoring mechanisms in the face of natural disasters. This study integrates the
QPESUMS radar echo system adopted by the Central Weather Bureau to develop
an automatic real-time rainfall estimation and monitoring system, which takes
advantage of intelligent agents to handle the massive volume of rainfall infor-
mation for analysis. Rainfall estimation using adaptive algorithms monitoring the
rainfall fluctuations at remote towers can provide maintenance crews with real-
time information for timely repairs.

Keywords Intelligent agent � Monitoring � Rainfall estimation � Electric power
transmission

1 Introduction

The power system is the combination of power generation, transmission and
distribution, where the transmission system acts as a bridge between the power
plant and the user, akin to the vein of a power system connecting all the substations
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in the transmission network. The global climate change in recent years has had
disastrous impact on our living environment, such as the extreme heavy rainfall
during typhoons. Taiwan is characterized as a hazardous area, with active faults
lining the island, while a majority of the electricity transmission towers are located
in hilly areas. Real-time tower monitoring and maintenance, particularly during the
typhoon season with heavy rainfall, can minimize possible devastating damage [1].

Since a greater part of Taiwan’s power transmission towers are stationed in the
mountains or highlands, the single-point rainfall information gathered from ground
stations cannot possibly supply a comprehensive hydrological model for a given
area. The latest addition to improving rainfall estimation is remote sensing
imagery, such as radar and satellite image data. The main advantage of telemetry
technology lies in the effective detection of spatial variations in rainfall on a wider
scale. In terms of quantitative rainfall estimates, telemetry image information can
offer a broader perspective on the actual catchment rainfall than ground rainfall
stations. The Central Weather Bureau has been utilizing QPESUMS (Quantitative
Precipitation Estimation and Segregation Using Multiple Sensor) since 2002 to
integrate multiple observations with geographic information as its system pro-
viding real-time severe weather monitoring information.

This study aims to apply the QPESUMS system and automatically intercept and
gather radar rainfall information through intelligent agents for further interpreta-
tion and analysis. Together with the use of spatial interpolation algorithm, the
proposed system analyzes rainfall spatial distribution and gauges the rainfall
changes in areas where power transmission towers are located, which can then
serve as a frame of reference for decision-makers in relevant units to take pre-
cautionary or contingency measures or dispatch personnel for timely maintenance.
This system also integrates GIS information in the construction a visually robust
real-time warning notification system.

2 Related Work

The Central Weather Bureau completed the Doppler radar observation network at
the end of 2001 in Taiwan, and introduced the QPESUMS system to enable
effective use of radar, satellite and rain estimation information, upgrading the
monitoring, analysis and early warning capability for violent or mutational
weather. Quantitative radar rainfall estimation technology has matured which
provides more uniform and higher resolution of spatial rainfall distribution
information on a bigger scale, securing itself as the most effective way to
improving rainfall estimation accuracy.

According to Brands [2] and Wilson [3], radar rainfall estimation application in
hydrologic model making use of ground stations to calibrate radar rainfall esti-
mates can reduce the error to approximately 20–30 %. Yu et al. [4]. established the
GBDM (Grid-Based Distributed rainfall-runoff Model) and obtained good results
in flood forecasting models using radar rainfall data. Collier [5] suggested that
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most of the variables in the hydrological cycle have substantial spatial variability,
which gives rise to the characteristic of chronicling temporal rapid variations.
Meanwhile, precipitation plays an important role in the hydrologic process
research, thus it is imperative to have a continuous record of rainfall in as many as
locations as possible. Relying solely on the sporadic network of ground rainfall
stations, the rainfall data are insufficient to meet the needs of a sound distributed
hydrological model. Now, radar technology allows high-resolution spatial and
temporal information, effectively improving the accuracy of flood forecasting. Bell
and Moore [6] integrated grid-based distributed rainfall-runoff model and radar
rainfall estimation with good simulation results. Corral et al. [7] used radar rainfall
estimation in semi-distributed hydrological model, in which the catchment grid-
scale was split into square hydrological 1 9 1 Km2 cells and TOPMODEL was
applied to grid computing. Compared with the distributed precipitation inputs from
this lumped model, the simulation from the radar-integrated semi-distributed
hydrological model showed more promising results, evidencing that meteorolog-
ical radar information on precipitation may be a favorable hydrological application
for further developments. Philip et al. [8] utilized geographic information systems
(GIS), Next Generation Weather Radar (NEXRAD) and the Internet to establish an
urban flood warning system, where real-time cumulative rainfall information can
be collected by the radar system for effective disaster prevention and early
warning.

Burrough and Mcdonnell [9] tested objective quantitative precipitation
forecasting (QPF) test data for objective rainfall patterns, and compared that with
the findings from the National Weather Service, in which Common factor analysis
(CFA) and Bayesian Correlation Score (BCS) were used to analyze simulated
variability. The results showed that the QPF model obtained a higher BCS, but the
simulation performance for intense rainfall events was lower. Carter et al. [10]
pointed out Taiwan’s QPESUMS system is designed to integrate radar information
to construct a quantitative precipitation estimates (QPE), with the ultimate task of
providing 0–2 h of short-term quantitative precipitation forecast (QPF) in disas-
trous typhoon weather; and suggested reasonable QPE/QPF information will in
turn benefit disaster mitigation, hydrological applications and dam water resource
management.

In recent years, spatial interpolation technique has been implemented in a wide
range of applications in underground mineral deposit, hydrologic runoff, topog-
raphy simulation, and climate modeling [11, 12], and its main purpose is to explore
unknown spatial information from known spatial data. There are different stan-
dards for various interpolation techniques in different areas of research; generally,
they can be divided into deterministic interpolation and stochastic interpolation,
wherein the former adopts an estimation with no estimates of errors, e.g. nearest-
neighbor and inverse-distance weighting (IDW), and the latter provides an esti-
mate variable to indicate the estimation of error estimates, e.g. Kriging and
minimum curvature [13, 14].
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3 The Proposed Method

Intelligent agents are extensively used in automation systems, since they are
capable of performing specific tasks repeatedly, where they use built-in or learnt
knowledge database to complete given tasks or make decisions on behalf of the
user. This study aims to develop a rainfall estimation and monitoring system that
exploits intelligent agents to connect to the Central Weather Bureau’s QPESUMS
system to get real-time updated information on extreme weather information at
10-minute intervals; the monitoring design also delivers high-resolution quanti-
tative precipitation estimations for the past 24 h, where the locations of power
transmission towers are subjected to inverse-distance weighting calculation to
gauge to real-time rainfall estimates at respective towers as a crucial reference
information for timely tower maintenance or disaster analysis.

Figure 1 shows the structure of the whole system. In this figure, it mainly consists
of an acquisition agent, an operation agent and a presentation agent. The scheme first
obtains the radar data and the rainfall station information from Central Weather
Bureau (CWB) and then detects whether those data are existent. After decoding, an
inverse-distance weighting operation is employed to calculate the rainfall in each
transmission tower. In data generating part, it has five cumulative rainfall datawill be
computed in storage layer: 1 h rainfall, 24 h rainfall, daily rainfall, 30 days rainfall
and monthly rainfall. When user inquires the rainfall information passed by web

Fig. 1 The structure of the intelligent rainfall monitoring system
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services, the corresponding rainfall data will be obtained to perform the disaster
analysis with each transmission tower. Finally, the results after performing the
disaster analysis are shown in browser to provide user inquiring.

3.1 Inverse-Distance Weighting Method

The IDW [15] method is a straightforward and noncomputationally intensive
method. It has been regarded as one of the standard spatial interpolation proce-
dures in geographic information science and has been implemented in many GIS
software packages [16]. As shown in Fig. 2, many GIS users without much
background in spatial statistics and geostatistics will use IDW as a default method
to generate a surface when attribute values are available only at sampled locations.
The IDW method is used to estimate the unknown value in location, given the
observed values at sampled locations, which can be expressed as S0, given the
observed values at sampled locations, which can be expressed as

ŷðSoÞ ¼
Xn
i¼1

kiyðSiÞ ð1Þ

where ŷðS0Þ is estimated value in location S0 which is a linear combination of the
weighting value ki and observed values yðSiÞ in location Si, where ki is defined as
following:

ki ¼
d�a
oiPn
i d

�a
oi

ð2Þ

Fig. 2 An illustrate of IDW
method
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with
Xn

i
ki ¼ 1 ð3Þ

here d�a
oi is the distance between So and Si with a power. The parameter a is

expressed as a geometric form which is a positive real number. The specification
implies that if a[ 1, the distance-decay effect will be more than proportional to an
increase in distance, and vice versa. Thus, small a tends to yield estimated values
as averages of Si, while large a tends to give larger weights to the nearest points
and increasingly down-weights points farther away. Therefore, when a ¼ 0 with
ki ¼ 1=n, then

ŷðSoÞ ¼
Xn
i¼1

kiyðSiÞ ¼
Xn
i¼1

1
n
yðSiÞ ð4Þ

From above equation, estimated value is average of all sampled values. When
a = ?, the weighting value ki will be expressed as

ki ¼
1 i ¼ j

0 i 6¼ j

(
ð5Þ

and

ŷðSoÞ ¼
Xn
i¼1

kiyðSiÞ ¼ yðSjÞ ð6Þ

in this case, the estimated value ŷðS0Þ will be the same as the observed value in the
nearest sampled location Sj.

3.2 QPESUMS Data

Quantitative Precipitation Estimation and Segregation Using Multiple Sensors
(QPESUMS) is a total system integration incorporating data from multiple radars,
numerical models, satellite, lighting and surface sensors. All data are mosaiced to a
common grid providing a one-stop radar analysis tool. The QPESUMS systems
produce quantitative precipitation estimates mainly including three parts:
(1) Determining Z-R relation where Z and R are reflectivity factor and rainfall
intensity, respectively. (2) The rainfall obtained by radar observing. (3) Compute
precipitation rates and distributions using appropriate Z-R relations, where Z-R
relation is computed from the raindrop density function, which can be expressed as

Z ¼ 32:5R1:65 ð7Þ
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where the units of Z and R are mm6=m3 and mm=h, respectively. Presently, the
grid ranges of QPESUMS system in Taiwan are latitude 20*27�N and longitude
118*123.5�E, that the overall grid is 561 9 441 and resolution is 1.2591.25 km.
While so far the QPESUMS system still need to improve the exactitude of rainfall
prediction, but the spatial rainfall analysis based on high resolution is of great
value for reference (Fig. 3).

Fig. 3 Structure of the QPESUMS on electric power transmission
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4 Experimental Results

Table 1 lists, respectively, the cumulative rainfall of 2013/01/10, 2013/01/11 and
2013/01/12. Regarding the cumulative rainfall of three days, it is shown that the
total rainfall of 2013/01/12 is much more than other days since the front staying on
Taiwan. To calculate exactly the estimated error, a cross validation method is used
to evaluate the IDW prediction results. The cross validation method is based on
percent error, which is define as

PE ¼ RMSE

1
N

PN
i¼1

P�
i

� 100 % ð8Þ

where

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðPi � P�
i Þ

2

vuut ð9Þ

and the root mean square error (RMSE) is the mean of the squared difference
between the observed value and predicted value Pi, and N is the number of
observations.

The RMSE comparison between the calculating results of IDW method and the
actual precipitation of 566 rainfall stations are shown in Table 2. In spite of the
estimated errors have slight difference at these three days, the calculating results of
IDW method are applied to rainfall estimation still of great value for reference.
Table 3 lists the comparison of estimated value and observed value on three
rainfall stations. At 2013/01/11, the estimated error is increased slightly due to less
rainfall. On the contrary, when rainfall is plentiful, the estimated error is decreased
gradually. Thus, it can be seen that the IDW method would be more exactly to
calculate rainfall when precipitation is increased. By the way, most landslide
disasters usually occurred on larger rainfall events.

Table 1 The cumulative
rainfall of three days in
Taiwan

Date 24 h cumulative rainfall Total
cumulative
rainfall (mm)

Maximum rainfall (mm) Station

2013/01/11 45.0 #1 1022.81
2013/01/10 122.5 #2 3231.88
2013/01/12 199.0 #3 6345.32

Table 2 The RMSE
comparison of three days

Date 2013/01/11 2013/01/10 2013/01/12

RMSE (mm) 0.07 0.18 0.24
PE (%) 4.04 3.29 2.18
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5 Conclusions

This study proposes an intelligent rainfall estimation system powered by the
Central Weather Bureau’s QPESUMS system, using intelligent agents to auto-
matically gather and analyze radar echo data and provide rainfall estimates at
respective power transmission towers through inverse-distance weighting calcu-
lation. Actual experiment findings in comparison with 566 ground rainfall stations
showed that rainfall estimates by using inverse-distance weighting calculations
offer better informational value and shorten computing time, particularly for
towers located in remote mountainous areas. In addition, this GIS-integrated
system offers visualized real-time rainfall information that will contribute to the
swift maintenance and safety management of transmission towers.
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A Computational Data Model
of Intelligent Agents with Time-Varying
Resources

Anthony Y. Chang

Abstract This paper aims to develop a generic and complete computation model
toward scheduling, resource allocation, and action model of agents and to design
the relevant simulated intelligent agent framework for agent applications. We
propose a computation model and development tools to deal with dynamic data,
translation of data models, qualitative information, time quantity, uncertainty,
functionality, and semantic analysis. We also develop the relevant grammar and
algebra system to locate resources and maintain constrains. The system allow user
to define percepts and actions of agents. Script language with percept lists are
integrated with scheduling and resource allocations. Several computation algo-
rithms and operation tables which include a set of complete temporal logics are
proposed. The combined temporal data models are generalized by composing
point and interval algebra with qualitative and quantitative functions. The table
look-up mechanism has the advantages for computation and realization.

Keywords Intelligent agents � Scheduling � Resource allocation �Wireless sensor
networks � Semantic analysis

1 Introduction

It is necessary to communicate between the master agent and the other worker
agent when several agent work together in multiagent systems. To synchronize the
various types of agents is the major challenge for a coordination system. The
coordination of actions is the set of supplementary activities, which need to be
carried out in a multi-agent environment. When accessing common resources, it is
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necessary to guarantee that the system remains in a coherent state, and the actions
have to be synchronized by computing procedures [1]. Biniaris present key issues
related to the distributed implementation of a Finite-Difference Time Domain
(FDTD) code using java mobile agents, and special agent communication and
synchronisation aspects related to FDTD are presented in Biniaris et al. [2].
Conservative and optimistic approaches for resolving distributed simulation of
multi-agent hybrid systems are presented in Hur and Lee [3] provided a collab-
orative agent interaction and synchronization system for ensuring effective
structuring and control of a distributed conference. Mishra and Xie [4] design an
interagent communication and synchronization model in the DaAgent mobile-
agent-based computing system.

Protocols for multiagent resource allocation provide a general framework for
realizing resource allocation problems among agents and settings. Anshul Rai et al.
[5] present a novel approach Wrasse to resource allocation that could solve specific
allocation problems in cloud environments. Palden Lama and Xiaobo Zhou [6]
propose AROMA, a system that automates the allocation of heterogeneous Cloud
resources and configurations. Rresource allocation is widely used in real life and
corporate. A distributed resource allocation mechanism with fairness for cognitive
radios in wireless mobile ad hoc networks is presented in [7]. An improved
approximation algorithm deal with fixed interval of time and given amount of the
resources for resource allocation proposed in [8].

This paper proposes an intelligent methodology to analyze and verify time
requirements with resources from the agent systems. It also develops a temporal
algebra system as a computational data model to maintain temporal constraints and
to generate consistent scheduling. It eliminates conflict relation specification and
reduces redundant relations to obtain minimal essential structural relations
between coordinating agents efficiently. In addition, it reasons about not only
definite information but also uncertain knowledge. The resulting model integrates
the structural relation indexes, object attributes, quality class, and quantities for
time-varying resource allocation of agents.

2 Computation Data Model about Time

Constraint satisfaction techniques play an important role in current computer
science. Many difficult problems involving search from areas such as machine
vision, scheduling, graph algorithms, machine design, and manufacturing can be
considered to be the cases of the constraint satisfaction problem. In our previous
work [9], an Interval Transitive closure Table and constraint propagation algo-
rithms are proposed for temporal reasoning.

Definition 2.1 (Well-defined Interval)
If P is the set of points and B is the usual ordering on P, then [P; B] is partially

ordered. Let a, b [ P such that a B b. The set {x | a B x B b} is called

784 A. Y. Chang



a well-defined interval of P and denoted as [a, b]. The set {x | a\ x\ b} is called
a pure interval, which is the subset of well-defined interval.

Definition 2.2 (Endpoint Relations)
If P is the set of points, a binary relation G of two points based on point

relations {\ , = ,[}. Let A:[a, b] and B:[c, d] are two intervals, where a, b, c, d [
P. The binary relations a � b and c � d are the duration relations. And the binary
relations a � c, a � d, b � c, and b � d are called endpoint relations. These
relations are denoted as As � Bs, As � Be, Ae � Bs, and Ae � Be respectively.

Based on qualitative point relations, we use an encoding method to generalize
and prove the 13 interval exclusion relations. Suppose As and Ae are the starting
and ending points of the line segment A. And, Bs and Be are those of B. We define a
binary relation, � , (either\, =, or[ for ‘‘A is before B’’, ‘‘A is the same as B’’, or
‘‘A is after B’’) of two points. The 13 interval relations introduced by Allen [10]
make the binary relations hold in the first part of the Table 1.

The second part of the table has five special cases for bounded relations. The
extended interval relations allow start point and end point of one interval is equal.
For instance, we use A ols B to represent A is a non-divided atom interval (i.e., the
starting and the ending points are located at the same position) and B is a interval
that could contain other sub-intervals. Where A and B meets at the starting point of
A. These five special cases were not considered in [10].

We develop an O(n)-time algorithm [9] for propagation temporal constraint
between two time events.

TemporalTuple = = Name 9 29Relset 9 Name

Table 1 Relations between endpoints of two intervals

As � Bs As � Be Ae � Bs Ae � Be ID Point-interval relations Simplified conditions

\ \ \ \ 1 {\} Ae\Bb

[ [ [ [ 2 {[} Ab[Be

[ \ [ \ 3 {d} Ab[Bb ^ Ae\Be

\ \ [ [ 4 {di} Ab\Bb ^ Ae[Be

\ \ [ \ 5 {o} Ab\Bb ^ Ae\Be

[ \ [ [ 6 {oi} Ab[Bb ^ Ae[Be

\ \ = \ 7 {m} Ae = Bb

[ = [ [ 8 {mi} Ab = Be

= \ [ \ 9 {s} Ab = Bb ^ Ae\Be

= \ [ [ 10 {si} Ab = Bb ^ Ae[Be

[ \ [ = 11 {f} Ab[Bb ^ Ae = Be

\ \ [ = 12 {fi} Ab\Bb ^ Ae = Be

= \ [ = 13 {e} Ab = Bb ^ Ae = Be

= = [ [ 14 {los} Ab = Bb = Be\Ae

\ \ = = 15 {loe} Ab[Ae = Bb = Be

= \ = \ 16 {ols} Ab = Ae = Bb\Be

[ = [ = 17 {ole} Bb[Ab = Ae = Be

= = = = 18 {oo} Ab = Ae = Bb = Be
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Vtt: TemporalTuple • tt = (A, rs, B) , tt-1 = (B, rs-1, A)
O: TemporalTuple 9 TemporalTuple ? TemporalTuple
For solving point/interval algebra networks, we develop an algorithm for

finding all pairs of feasible relations.

Definition 2.3 Formal Endpoint Relations with Quantity
A formal endpoint relation QE = (ER, VE) is a quantitative-qualitative valuable.
Where ER, is an endpoint relation based on the point space {\, =,[}, and VE is

a quantity which expresses a quantitative value associated with ER between two
endpoints.

Let (R1, v1) and (R2, v2) denote two formal endpoint relations, R1 and R2 are
two qualitative temporal variables, v1 and v2 are two quantity associated with
quality. The meaning of some quantitative-qualitative calculus operators and
equalities are defined as follows (Table 2).

3 Qualitative Time States and Transformations

Relations are similar to each other in certain degree. For example, ‘‘during’’ and
‘‘starts’’ are similar since the only difference is the starting points of the two
intervals are different. However, ‘‘before’’ and the inverse of ‘‘meets’’ are not quite
the same.

In Table 1, each of the 13 interval relations and 5 point-interval relations are
defined by four ‘‘�’’ relations. These relations can be used as a base of our
evaluation criterion. A relational-distance of two ‘‘�’’ relations belong to two
different temporal relations occurs if those two temporal relations hold different
relations in the same column of Table 1.

Definition 3.1 Point relation states
(PRS) defined with respect to a point relation r of index n have n incompatible

differences from r. The following table gives a definition of point relation distance:
(Table 3)

Table 2 Addition of qulitative-quantitative relations

(R2,v2)
(R1,v1)

\v2 = [v2

\v1 \v1+v2 \v1 \v1-v2, if (v1[ v2)
=, if (v1 = v2)
[v2-v1, if (v1\ v2)

= \v2 = [v2

[v1 [v1-v2, if (v1[ v2)
=, if(v1 = v2)
\v2-v1, if(v1\ v2)

[v1 [v1+v2
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Definition 3.2 An extended point-interval relation states
(EPIRS) defined with respect to a point-interval or interval relation r of index n

have n incompatible differences from r. Let R and R0 are two interval relations or
point-interval relations. The encoding point relation of R (see Table 1) is RAsBs,
RAsBe, RAeBs, RAeBe, and the encoding point relation of R0 is R0

AsBs, R0
AsBe, R0

AeBs,
R0

AeBe. We have a EPIRS formula:

EPIRSðR;R0Þ ¼ PRSðRAs�Bs;R
0
As�BsÞ þ PRSðRAs�Be;R

0
As�BeÞ þ PRSðRAe�Bs;R

0
Ae�BsÞ

þ PRSðRAe�Be;R
0
Ae�BeÞ

The index of EPIRS with respect to each temporal relation in Table 1 can also
be retrieved from the length of a shortest path in a distance graph (see Fig. 1).

We have developed a fast computation mechanism to representation the varying
of temporal relations. Using a bit-slicing representation of the relations, the index
of image similarity can be computed in a few operations.

According to Raghavan [11] representation, the Binary temporal relations,
OCPN (object composition Petri nets) and PACFG (probabilistic, attributed con-
text free grammar) could be traslated each other. Agents may indicate their interest
in one or more resources and time specifications in computational setting. We
could derive the qualitative relations and quantitative values by closure table
efficiently, then translate to Petri nets represeatations as basis of designs of user
interface. Also, we can maintain the states constraints and resources in varying
time series.

Table 3 Point relation states
(PRS)

PRS [ = \
[ 0 1 2
= 1 0 1
\ 2 1 0

Fig. 1 States of well-defined
interval relations
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4 Resource Allocating for Actions with Time

The resources could be defined as time-dependent objecs and time-independent
objects. The time-dependent resources combined with many consecutive units
when asigned to agents. Allocation of each unit have it time constraints. It may be
a single action or a group of actions with time branching. Time-independent
objects are static resources that are not to change the state during the setting to
agents. We can define the condictions for the resource allocator with selection
criteria the obtains many attribute to be defined, such as durations, costs,
variations.

The purpose of the ComputeRD1 algorithm is to add an assigned node or a
relation to the allocations. If there is a conflict cycle in the original reduced
relation domain, the algorithm eliminates that conflict first by altering the user to
select a reasonable relation to replace the original one. The ComputeRD1 algo-
rithm starts from taking each path of user edges of length 2, and computes a
derived edge from that path. The insertion of edge e = (a, b) results a cycle, but no
conflict. The reasonable set of edge e (i.e., e.rs) is computed from two edges,
(a, nk-1) and (nk-1, b), which are user edges or derived edges. Since we increase
the path length, pl, of the path of user edges one by one. The derived edge (a, nk-1)
(or user edge, if pl = 2) must have been computed in a previous interaction. The
algorithm repeats until all edges are added to the complete graph Kn, which
contains n* (n-1)/2 edges.

In order to express more precise relations without losing qualitative informa-
tion, the temporal relations extended with qualitative mechanisms for handling
quantitative information. To give a concrete form to the topic of temporal repre-
sentation, consider the following variable and equations with quantitative and
qualitative information.
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Definition 4.1 An integrated temporal algebra or is defined by the 6-tuple

T ¼ d1; d2;Rss;Rse;Res;Reeð Þ

where d1, d2 [ QE called the duration. It contains a fixed quality {\} and a quantity
to label the quantitative value between starting point and ending point.

Rss, Rse, Res, Ree [ QE contains the endpoint relation AbGBb, AbGBe, AeGBb,
AeGBe between A and B respectively, and a quantity associating with the endpoint
relations.

Definition 4.2 Given a nonempty set T = (d1, d2, Rss, Rse, Res, Ree), � is a
binary operation on T, � : T 9 T ? T is the quantitative-qualitative composition
function.

Theorem 4.1 (Quantitative-Qualitative Composition Functions)
Let (dA, dB, AbBb, AbBe, AeBb, AeBe) � (dB, dC, BbCb, BbCe, BeCb, BeCe)
= (dA, dC, AbCb, AbCe, AeCb, AeCe)
then [AbCb] = [AbBb] ? [BbCb] = [AbBe] ? [BeCb]; [AbCe] = [AbBb] ?

[BbCe] = [AbBe] ? [BeCe]; [AeCb] = [AeBb] ? [BbCb] = [AeBe] ? [BeCb];
[AeCe] = [AeBb] ? [Bbe] = [AeBe] ? [BeCe] j

In addition, a quantitative-qualitative equation correctly expresses both quali-
tative equation and quantitative equations by formal endpoint variables and
operators. We give a set of equations, for an example:

• Given [dA], [dB] and [AeBs]
[AbBb] = [dA] ? [AeBb]
[AbBe] = [dA] ? [AeBb] ? [dB]
[AeBe] = [AeBs] ? [dB]

where [dA], [dB], [Ab], [Bb], [Ae], and [Be] are expressing duration of A, duration
of B, begin of A, begin of B, end of A, and end of B respectively. j

Example 4.1 Considering the user defines a presentation scenario with three
temporal intervals of actions, following requirements are known:

• A during B: A {d}4,6 B
• End of A is before beginning of C for 3 sec.
• The duration of A is 8 sec.
• The duration of C is 12 sec.
• The scenario starting with B.

In integrated temporal algebra, the information could be denoted as:
A {d}4,6 B ? [AbBb] =[4, [AeBe] =\6

A {\}3 C ? [AeCb] =\3

[dA] = 8 ? [AbAe] =\8

[dC] = 12 ? [CbCe] =\12

The temporal algebra system is proved as an algebraic group, with associative
and transitive relations. We could compute timing from serial specifications.
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[BeBb] = [BeAe] ? [AeAb] ? [AbBb] =[6 ?[8 ?[4 =[18 ? [Be][18 [Bb]
[AbBb] =[4 ? [Ab][4 [Bb]
[AeBb] = [AeBe] ? [BeBb] =\6 ?[18 =[12 ? [Ae][12 [Bb]
[CbBb] = [CbAe] ? [AeAb] ? [AbBb] =[3 ?[8 ?[4 =[15 ? [Cb][15 [Bb]
[CeBb] = [CeCb] ? [CbBb] =[12 ?[15 =[27 ? [Ce][27 [Bb]
If the scenario beginning at 20th seconds of the presentation, then [Bb] = 20,

[Be] = 38, [Ab] = 24, [Ae] = 32, [Cb] = 35, [Ce] = 47 respectively.
Also we could define multiple tuples and functions such as
Action(A1, A2, T, R, S)
Where A1, A2 are agents, T and R are Integrated Temporal Variable and

Integrated Resource Variable, and S could be a returned values by sensor.

5 Conclusions

This paper develops a general, theoretical computational model for discussing
scheduling, resource allocation, and action model of agents. We develop algo-
rithms to analyze constraints between resources in database by computational data
model. The computed schedules and constraints are stored in database after
encoding. We also develop the relevant grammar and algebra system to locate
resources and maintain constrains. The intelligent agent development models
could be used in many related applications, and we apply the technology to mobile
agent communication, web agent and interactive multimedia as cases study. We
believe that the architecture could benefit other interesting researches and appli-
cations such as job scheduling, automatic searching, robotics, data mining, wire-
less sensor networks, decision supported systems etc.
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making platform, and a cloud information interface. The proposed system archi-
tecture not only satisfies a lot of interface system designs, but also presents unique
functions of interface agents, and then shows that the decision-making precision,
system reliability and system validity yield excellent system qualities. In terms of
user satisfaction according to Quesenbery and Nielsen, the proposed system can
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1 Introduction

The growing popularity of computers, and constant network technology
improvements are two significant features related to the rapid advancement of
Internet applications. Web Services principally provide services for application
programs on the Internet and enable the use of programs in other machines; they
are equipped with powerful inter-communication and extendibility. Related stan-
dards include: XML (Extensible Makeup Language), SOAP (Simple Object
Access Protocol), WSDL (Web Services Description Language), and UDDI
(Universal Description, Discovery and Integration) [1]. In the cloud epoch, cloud
services, one after another, seem to be becoming part of our daily lives. Cloud
computing is an Internet- (‘‘cloud-’’) based development technique and use of
computer technology. In other words, it sets up the necessary operating resources
and related data on the Internet so that users can directly use them when they
access the Internet. Furthermore, this study also investigates a means of con-
structing a cloud computing interaction diagram for extensively and seamlessly
entering related Web information agent systems through Web service techniques.

Taiwan is a small, densely populated country, with scarce resources, that relies
on imports for 97 % of its energy. According to the 2008 Year-Book of the Energy
Bureau of Economy Ministry, the total consumption of electrical power in Taiwan
was 23,195 billion kWh, and the growth rate is 10 % per year [2]. The consulting
cases of energy-saving in official organizations indicated that if energy-saving
programs were put into practice, such as power system management, luminance
facilities, air-conditioning management, regarding parameters of temperature,
humidity, illuminance, and CO2, 20 % electrical energy saving could be effectively
achieved [3]. Therefore, a means of constructing an energy-saving information
system concurrently with monitoring and feedback control has become necessary.

In summary, this paper focuses on developing an intelligent energy-saving
information interface agent system with Web service techniques in cloud envi-
ronments. This system contains two main parts: an information processing and
decision-making platform, and a cloud information interface. The proposed system
architecture not only satisfies a number of interface system designs, but also
presents unique functions of interface agents, and shows that the decision-making
precision, system reliability and system validity yield excellent system qualities. In
terms of user satisfaction according to Quesenbery and Nielsen, the proposed
system can score as high as 73 %.

2 Energy-Saving Information Systems

Figure 1 shows the diagram of an example of the energy-saving and multi-agent
system [4]. This system not only gives consideration to more of the traditional
concerns, but also integrates Web service technology to efficiently employ each
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part of the information in the system. Its operation processes are briefly described
below. First, the sensors in the system collect each sensor’s data in the monitoring
space, such as temperature, humidity, etc. The system then goes through the
middle-way server to send those data back to the Interface Agent on the server end,
and to storage in the cloud databases in the WIAS (Web-Service-Based Infor-
mation Agent System) [5], to be used in training the intelligent decisions of the
Data Mining Agent [6] and the CBR Agent [7]. The Interface Agent can trigger the
decision-making process, the three-stage intelligent decision, at the same time as
the sensor data is received, including the prediction solutions, the CBR solutions or
the solutions predefined by the Predefined Rules (constructed by experts in the
energy-saving domain). The system then sends the final decision results back to
the monitoring end to carry out the corresponding control. The process and data
change mentioned above can go through the Cloud Interface on the server end in
order to proceed to the data browsing, to achieve the study goal of energy saving
and feedback control.

3 Proposed System Architecture

The proposed system contains two main portions: an information processing and
decision-making platform, and a cloud information interface, as shown in Fig. 2.
The former is responsible for decision making, receiving data packets and
returning decision results. It is composed of three sub-systems: Receiver/Trans-
mitter, Decision Maker, and WSI (WIAS Service Interface). The cloud informa-
tion interface is made up of several sub-systems, which respectively take on
individual sub-web pages of the cloud webpage. Each of them can independently
operate and employ each function, including: real-time information browsing,
historical information queries, dynamic decision-making process, WIAS service
interface, data mining process, CBR process, and system homepage.

3.1 Information Processing and Decision Making Platform

This platform contains the three sub-systems mentioned above and a system ini-
tiation interface for developing the example of the energy-saving multi-agent

Interface
Agent

Mining
Agent

CBR
Agent

Cloud
InterfaceWIAS

Users

Sensors

Devices

Relay
Server

E108C
E108B

T H

CO2 L

E108A

Fig. 1 Diagram of an
example of the energy-saving
and multi-agent system
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system [4]. The Receiver/Transmitter is responsible for receiving sensor data,
filing duplicate information and depositing processed information into the cloud
database with the help of Web services: Share_ViewDBSDT, Share_ViewS-
ensorInfo and IA_InsRawData [5].

The Decision Maker employs the three-stage intelligent decision processing to
provide corresponding possible solutions of feedback control with the help of Web
services DM_Solutions, CBR_Solutions and IA_Solutions [5]. In other words, the
Decision Maker can ask the Data Mining Agent (through Web service
DM_Solutions) and the CBR Agent (through Web service CBR_Solutions) whe-
ther corresponding possible solutions exist based on the monitoring data. A
detailed flowchart of this process is shown in Fig. 3. The successful energy-saving
processing procedures can reflect upon monitoring data at the monitor end in real-
time. The data can be periodically fed back into the stable energy-saving process
case base, and can influence the Data Mining Agent in order to modify corre-
sponding prediction rules and modules with the help of WIAS [5]. The chaining
process enhances the system robustness by aiming at energy-saving monitor data
processes, and actually obtaining the three-stage intelligent decision processing.

The WSI is a Java communication interface to the WIAS. Because Java cannot
directly use WIAS’s services, the system must pre-load the dedicated function
library before using those services. This approach not only wastes system
resources, but is also very inconvenient; the critical point is that each procedure
with WIAS’s network services acts as an individual user, which is very expensive
in terms of the number of network connections on the backend system. However,
the number is usually a limited value. For this reason, a specific communication
interface was pre-constructed for the proposed system: WSI, as shown in Fig. 4,
which collects all necessary functions of the proposed system and loads those
functions one at a time, acting as the only communication pathway to WIAS,
thereby easily solving the above mentioned problem.

Monitor End

Interface Agent

Decision
Maker

CBR Agent

Data Mining
Agent

WIAS

Possible Solutions
- Prediction Solutions
- CBR Solutions
- Predefined Solutions

Access
Command

Prediction
Solutions?

CBR Solutions?

Predefined
Solutions?

Receiver /
Transmitter

Cloud
Interface

User
Query

Monitoring Data

Fig. 2 Architecture of the intelligent cloud energy-saving information interface agent system
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3.2 Cloud Information Interface

The Cloud Interface is responsible for providing the complete browsing functions
of the energy-saving information to users. It contains system homepage, real-time
browsing, historical queries, decision-making process, data-mining process, CBR
process and WIAS services.

The real-time browsing page allows users to browse the real-time data of each
sensor. Its interface consists of a hierarchical data table arranged in order from left
to right, and hierarchical permutations based on their corresponding data sizes.
Due to this structure, users can easily understand the corresponding information at
a glance. The hierarchical structure was constructed by WIAS services
Share_ViewSensorInfo and Share_ViewRawData. Finally, this page was auto-
matically refreshed periodically (every 10 s at present), in order to dynamically
display information.

The historical query page allows users to query all variations in historical
monitored data and represent corresponding variations as line charts and data
tables, making those monitored data user friendly, with the help of the WIAS Web
service Share_ViewRawData, fully showing corresponding charts or tables after
the user enters query conditions.

When users want to identify the information decision-making process, they can
use the decision-making process page to get the corresponding processing pro-
cedure. The method involves reading the system log file in a fixed unit time
(currently 10 s), and representing corresponding results. Figure 5 illustrates the
content of the system log files that were periodically entered by the receiver,
parser, transmitter and decision maker in their corresponding processes, with their
own procedure names as tags. Based on these tags, the cloud information interface
then displays their data in the corresponding data fields.

The WIAS service page is responsible for providing, testing and displaying the
bottom layer of operation on WIAS Web services supporting the system. The data-
mining process page and CBR process page are responsible for providing detailed
information of data-mining process and CBR process respectively. The system
homepage is the cloud information system interface itself, which becomes the
system webportal to provide entry to the system with menus of all system functions.

4 System Demonstrations, Evaluations and Comparisons

4.1 Information Processing and Decision Making Interface
Platform

As mentioned above, the system processing procedure of the proposed system is as
shown in Fig. 6. The left-hand side is responsible for displaying the dynamic
decision-making process that consists of decision-making process information
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coming from the Receiver/Transmitter and Decision Maker, including information
ranging from sensor data to decision-making results. The right-hand side is
responsible for showing the integration list that merges with the packet informa-
tion of the Receiver/Transmitter, the corresponding transferred results, and the
decision-making results of the Decision Maker.

4.2 Cloud Information System Interface

The Cloud Information system Interface is responsible for providing the complete
browsing functions of energy-saving information to users, which consist of many
independent pages with individual information display functions constructed by
PHP (Personal Home Page). It contains the system homepage, real-time browsing,
historical queries, decision-making process and WIAS services [8]. Here are the
data-ming process page (Fig. 7) and CBR process page (Fig. 8).

Fig. 5 Part of the system log
file

Fig. 6 Interface platform of
the proposed system

An Intelligent Energy-Saving Information Interface 799



4.3 System Evaluations

The information decision making means that the optimal results are chosen from a
group of related candidate sets. Finding specific and/or useful information on the
Internet is similar to picking a random sample from a huge amount of data. In the
sampling survey domain, reliability was usually employed to measure the degree
of precision of the sampling system itself, while validity testing emphasized
whether it could correctly reflect the properties of the appearance of things. This
study employed the aid of a mathematical model, provided by Peter [9] in 1979
and cited in several papers, to represent the definitions of reliability and validity.
The experimental outcomes are shown in Table 1. The average reliability and
validity values were 0.989687 and 0.996558, respectively. From the technical
literature [10], we know that the regular-level values of reliability and validity
were 0.7 and 0.5, respectively, which verify and validate our experiment results
with high-level outcomes of information decision-making.

The satisfaction evaluation of our system interface is very important. For
example, we conduct a ‘‘usability’’ analysis on the system content, and an ‘‘Easy-
to-use’’ analysis on the system operation. This study employed the 5E function

Fig. 7 Data-ming process
page

Fig. 8 CBR process page
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proposed by Quesenbery [11] for true analysis of the usability of the proposed
system. In order to evaluate usability, this study employs the ten basic principles of
user interface design suggested by Nielsen [12]. The decision-making interface
and cloud information interface of the proposed system are a twin system, and they
can be evaluated as a single system; when evaluated with a combination of
Quesenbery and Nielsen, the satisfaction degree of the decision-making interface
is 53 %, while the cloud information interface scores 60 %. When one of the two
above standards can be reached, it appears to meet the satisfaction requirement; the
overall satisfaction degree can be improved, up to 73 %, detailed as shown in
Table 2.

Table 1 Overall reliabilities
and validities of the proposed
system

Reliability Validity

Humidity 0.994276 0.998102
Temperature 0.996089 0.99927
Illuminance 0.990592 0.995771
CO2 0.977792 0.99309
Average 0.989687 0.996558

Table 2 Whole user satisfaction analysis of the proposed system

Standards Items System
decision-
making
interface

Cloud
information
interface

Whole
system
interface

Usability Quesenbery
5E

Efficient O O O
Effective O O O
Engaging O O O
Error Tolerant X X X
Easy to Learn X O O

Easy-to-
use

Nielsen Visibility of system status O X O
Match between system and

the real world
O O O

User control and freedom X X X
Consistency and standards O O O
Error prevention X O O
Recognition rather than

recall
X O O

Flexibility and efficiency
of use

O O O

Aesthetic and minimalist
design

O O O

Help users recognize,
diagnose, and recover
from errors

X X X

Help and documentation X X X
Total comparisons 53 % 66 % 73 %

Legend: O means to have this function, while X means none
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4.4 System Comparisons

Figure 9 is the monitor system interface of the energy-saving information of the
Industrial Technology Research Institute, ITRI, in Taiwan. Figure 10 is the
energy-saving website display of Providence University in Taiwan. Its display
function of the maximum contract electrical capacity will become the focus of one
of our future investigations. The most important point is that the two systems
mentioned above do not have the true control function of energy-saving feedback.
That is a unique advantage of our prototype system. Table 3 summarizes all dif-
ferences among the three systems mentioned above.

Fig. 9 Monitor system
interface of energy-saving
information of ITRI

Fig. 10 Energy-saving
website display of providence
university
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5 Conclusions and Discussions

This study developed an intelligent energy-saving information interface agent
system with Web service techniques in cloud environments; it shows that the
decision-making precision, system reliability and system validity yield excellent
system qualities. In terms of user satisfaction according to Quesenbery and
Nielsen, the proposed system can score as high as 73 %. There are still a number
of necessary additions to be made to the system in future work, including: com-
pleting necessary support functions to the data mining agent and case-based rea-
soning agent, adding the calculation and display function of the maximum contract
electrical capacity, operating through the cloud information interface to control
electrical facilities. In terms of the combined Quesenbery and Nielsen user sat-
isfaction analysis, the proposed system still has about 27 % to be investigated,
including: Error Tolerance, User control and freedom; Help users recognize,
diagnose and recover from errors; and Help documentation. In addition, with the
use of JavaScript and Ajax, the proposed system’s performance can be enhanced
and optimized to provide still more artistic, colorful, interactive and varied
information services.

Acknowledgement The authors would like to thank Hung-Chun Chiang, Ming-Yu Tsai and
Guo-Jui Wu for their assistance in system implementation and experiments. This partial work was
supported by the National Science Council, ROC, under Grants NSC-101-2221-E-129-001 and
NSC-101-2632-E-129-001, and the Ministry of Education, Taiwan, R.O.C., under Grant Skill of
Taiwan (1) Word No. 1010046558P.

Table 3 Comparisons between the proposed system and the two related systems in Taiwan

Systems functions The proposed
system

ITRI’s monitor
system

Website of providence
university

Dynamic curve diagram O O O
Data table O X O
Graphic user interface O O O
Data refresh time O O O
On-line browsing O X O
Data query function O X O
Visitor guidance O X X
Dynamic decision

process
O X X

Intelligent decision
making

O X X

Feedback control O X X

Legend: O means to have this function, while X means none
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3D Trajectory Planning for a 6R
Manipulator Robot Using BA
and ADAMS

P. Masajedi, Kourosh Heidari Shirazi
and Afshin Ghanbarzadeh

Abstract In this article we will study the end effector motion control for a series
robot with 6 rotational joints to move on a predetermined 3-dimensional trajectory.
Since for any end effector there are more than a single set of answers regarding to
robot parts orientation, finding a method which gives designer all existing states
will lead to more freedom of action. Two different methods were used to solve
robot inverse kinematic. In the first method ADAMS software was considered,
which one of the common software is in order to solve inverse kinematic prob-
lems. Then bee algorithm (BA) is used which is an intelligent method. This
method is the one of the fastest and most efficient method among existing method
for solving non-linear problems. Hence problem of inverse kinematic solution is
transformed into an affair of optimization. Comparison of results from both models
shows the reasonable performance of BA method in solution of robot inverse
kinematic because of its capability in providing the answer from all existing states
along with the privilege of no need to 3D modeling.
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1 Introduction

Conducted researches in the field of robotics include a wide range of theoretical and
practical topics likemotion planning [1], intelligent control [2, 3], andmotion control
on predetermined 3-dimensional trajectories [4]. Trajectory design for robot arms is
usually performed in Cartesian space and determination of robot joint movements by
having the location and orientation of end effector is called robot inverse kinematics.

There are different methods for solving inverse kinematic problem including
algebraic, geometrical, and trial and error methods which are both time consuming
and difficult to be solved numerically [5]. In recent years there have been
numerous efforts to use new methods in revers kinematics solutions. KOKER et al.
[6] considered a multi-layer neural network design for a robot with 3 degrees of
freedom in 2004. DURMUS et al. [7] solved inverse kinematic for a robot with
6 degrees of freedom using BA algorithm in 2011.

The main aim of this research is investigating a novel method for solving inverse
kinematic problem. The necessity for introducing a new method refer to the weak-
ness of previous methods such as time-consumption and 3D modeling that not only
need an exact simulatedmodel but also in order to change the problem from a specific
model to another one, simulated robot needs to be fully rebuild. Another downside is
that using simulating software just evaluates one possible solution, while accessing
to all possible answers is accessible using numerical methods. Because of difficulties
in solving complex nonlinear equations of motion of robot, Bee algorithm, as an
optimization method, is considered. The results obtained in this essay strongly
demonstrate the reliability of this method along with no need to 3D modeling and
consequently no more time need to be spent for changing the model. In addition, all
possible solution can be acquired regarding to motion constraint of joints.

2 Inverse Kinematic

Figure 1 illustrates the KR16 robot specification which has been studied in this
research.

For a robot with n degrees of freedom, relation between joints is given by (1).

xðtÞ ¼ f hðtÞð Þ ð1Þ
where xðtÞ is the position of end effector, hðtÞ is the vector of robot joints angles,
and f is a nonlinear continuous function that connects joint variables to work
environment coordination. This equation has only a unique answer solvable by
analytical methods [8]. In the other hand, it is possible to solve the inverse
kinematic problem by solving of the following equation.

hðtÞ ¼ f�1 xðtÞð Þ ð2Þ
Unlike direct kinematic, this equation does not have a unique answer. In order

to solve it, Denavit-Hartenberg characteristics need to be defined for a robot firstly.
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Fig. 1 Specification of KOKA KR16

3 Denavit-Hartenberg System

To explain the relevant motion of the end effector from fixed joint, a matrix needs
to be defined which includes relative rotation and replacement of determined
coordinate system from fixed coordinate system. For this purpose, Denavit-
Hartenberg system is considered for each joint. According to definition, a rota-
tional matrix that describes each joint relative to the previous joint is given by (3).

n�1Tn ¼
cos hn � sin hn cos an sin hn sin an an cos hn
sin hn cos hn cos an � cos hn sin an an sin hn
0 sin an cos an dn
0 0 0 1

2
664

3
775 ð3Þ

Finally, the matrix determining orientation and position of end effector is
derived by multiplying matrices obtained from (3) for each joint.
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6T0 ¼ 0T1
1T2

2T3
3T4

4T5
5T6 ¼

nx sx ax px
ny sy ay py
nz sz az pz
0 0 0 1

2
664

3
775: ð4Þ

4 Analytical Solution

According to definition, a robot arm will have redundancy if for same end effector
state there is more than a set of joint angles [8]. As it is mentioned in KOKA
company tutorial file, for a specific position of end effector, there are 8 possible
states presented in Fig. 2.

4.1 Possible Joints Orientation

Regarding to Fig. 2, 8 possible solutions for the same position of end effector will
be evaluable through (5) for joints 1–6 respectively. The aim of this essay is
finding specific set of joints variables which conduct the end effector motion on
desired path.

According to Fig. 3, all possible solutions for joint variables are evaluable by (5).

Fig. 2 Possible solution for KR16 robot inverse kinematic problem
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h1;1 ¼ h1;2 ¼ h1;3 ¼ h1;4 ¼ arctan2 �p04;z; p04;x
� �

h1;5 ¼ h1;6 ¼ h1;7 ¼ h1;8 ¼ arctan2 �p04;z; p04;x
� �þ p

H2;1 ¼ H2;2 ¼ �ðb1 þ b2Þ;H2;3 ¼ h2;4 ¼ �ðb1 � b2Þ
H2;5 ¼ H2;6 ¼ ðb1 þ b2Þ;H2;7 ¼ H2;8 ¼ ðb1 � b2Þ
H3;1 ¼ H3;2 ¼ p� /; H3;3 ¼ H3;4 ¼ pþ /

H3;5 ¼ H3;6 ¼ �ðp� /Þ; H3;7 ¼ H3;8 ¼ �ðpþ /Þ
H4;1 ¼ H4;6 ¼ a tan 2ðr23;A; r13;AÞ;H4;2 ¼ H4;5 ¼ a tan 2ðr23;A; r13;AÞ þ p

H4;3 ¼ H4;8 ¼ a tan 2ðr23;B; r13;BÞ;H4;4 ¼ H4;7 ¼ a tan 2ðr23;B; r13;BÞ þ p

H5;1 ¼ H5;2 ¼ arccosðz4A:nÞ; h5;3 ¼ H5;4 ¼ � arccosðz4A:nÞ
H5;5 ¼ H5;6 ¼ arccosðz4B:nÞ;H5;7 ¼ H5;8 ¼ � arccosðz4B:nÞ
H6;1 ¼ H6;5 ¼ a tan 2ð�r32;A; r31;AÞ;H6;2 ¼ H6;6 ¼ a tan 2ð�r32;A; r31;AÞ þ p

H6;3 ¼ H6;7 ¼ a tan 2ð�r32;B; r31;BÞ;H6;4 ¼ H6;8 ¼ a tan 2ð�r32;B; r31;BÞ þ p

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

ð5Þ

5 BA Based Optimization

Imitating the interesting foraging behaviors of honeybees, Pham et al. [9] proposed
bees’ algorithm (BA) to solve the optimization problems. In BA methodology,

Fig. 3 Joints orientation for different positions of end effector
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N random solutions are constructed, in which, N1 solutions, with higher fitness
values, are considered as the best solutions. Among the best solutions, N2 solutions
with greater fitness values are chosen as the elite ones. To reach better solutions,
neighborhood searches around the best and elite solutions are performed. n1 and n2
are the number of exploitations around the best and elite solutions, respectively,
while n2 is greater than n1. Besides, the remaining N-N1 solutions are chosen
randomly. Note that, the random solution, xrand , is calculated by (6).

xrand ¼ xmin þ a xmax�xminð Þ ð6Þ
where a is a random vector which its elements are between 0 and 1. xmin and xmax

are the lower and upper bounds for the solution vector, respectively. The neigh-
borhood searching around each element of the solution vector (i.e. xi) is performed
using

xpi ¼ xi � rð Þ þ 2ai � r ð7Þ
where xpi is the ith element of the new solution vector obtained from a neigh-
borhood search around xi with the radius equal to r. The iteration continues until
the stopping criterion is met. The optimization target is to find the best solution of
the problem. In this paper, we are searching for the best selection of joint angles to
control the end effector in desired path, hence objective function will be defined
as (8).

Error ¼ ðx� xdesiredÞ2 þ ðy� ydisiredÞ2 þ ðz� zdisiredÞ2 ð8Þ
The number of scout bees using in optimization with BA is 50, number of best

selected patches is 3, number of elite selected patches is 1, number of recruited
bees around best selected patches is 4, and patch radius for neighborhood search is
selected 0.02.

6 Simulation Results

In this section results evaluated by ADAMS and BA will be illustrated. In order to
obtain Adams results, the robot is simulated in ADAMS environment and then it
has been constrained by the end effector to move on predetermined path.
Subsequently, corresponding joints variations are measured through the path.

To evaluate the BA results, 21 accuracy points are defined as a presumed
trajectory to be followed by the end effector and then a set of joint angles will be
calculated from (8) according to BA process. By accounting motion limitation of
each joint, 8 possible answers are accessible for a specific target.

By using interpolation method between driven angles for each joint, related
spline could be obtained. Then these splines are assumed as the motor input for
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each joint in ADAMS. Consequently, end effector movement according to joints
input evaluated by BA is compared with predetermined trajectory in order to test
its reliability. Figure 4 shows 2 different set of joint angles obtained by BA (blue
dot) and ADAMS (red line) for same end effector predetermined trajectory.

According to Fig. 4, the green curve exhibits calculated joint angles via BA
which are connected to each other using 6th order interpolation and in order to
move on desired trajectory.

By inserting calculated values for each joint, based on selected accuracy points,
and using Eqs. (3) and (4), px; py; pz will be evaluated. Figure 5 shows these
amounts (black dot) which are connected to each other using sixth-order
interpolation.

In order to study the calculated joint angles more precisely, estimated values
through BA (Fig. 4) are imported as motor inputs in ADAMS. Figure 6 shows that
how robot moves in ADAMS environment regarding imported amounts for each
joint.

Fig. 4 Joints variation evaluated by ADAMS and BA
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In Fig. 6, green curve shows the difference between traversed trajectory and
desired one. As it is depicted in figure, end effector follows the desired path while
created error is close to zero. Undoubtedly, using more accuracy points will
increase the precision of tracking.

According to Fig. 7, forces tolerated by joints in a situation in which values
calculated by ADAMS are used have a more uniform trend, while the magnitude
of these forces are greater than values calculated by BA method.

Fig. 5 The end effector trajectory for components X, Y and Z

Fig. 6 End effector components variation comparison

814 P. Masajedi et al.



7 Conclusion

In this article inverse kinematic problem is studied for a 6R manipulator robot
using ADAMS and BA intelligent optimization method. For this purpose both
linear and curved trajectories were considered to evaluate the reliability of men-
tioned methods.

According to simulation results, ADAMS software exhibited very high preci-
sion in predicting joint angles to conduct a robot on a predetermined trajectory, but
a precise 3D model will be required and there with, only one of 8 possible states
are calculated. To point out some advantages of optimization methods, we could
refer to its capability of calculating all possible states for joint angles without need
to 3D simulation of robot, in a very short time and with a high level of precision.
Hence, the designer will have more freedom of action in dealing with physical
obstacles for a given state by using other states. Also, in order to increase preci-
sion, number of accuracy points can be increased so that satisfies the criteria.
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Performance Improvement of Human
Detection Using Thermal Imaging
Cameras Based on Mahalanobis Distance
and Edge Orientation Histogram

Ahra Jo, Gil-Jin Jang, Yongho Seo and Jeong-Sik Park

Abstract In the thermal imaging, human object detection is difficult when the
temperatures of surrounding objects are similar to or higher than human’s. In this
paper, we propose a novel algorithm suitable to those environments. The proposed
method first compute a mean and variance of each pixel value from the initial
several frames, assuming that there is no object in those frames. Then for each
frame after the initial frames, the Mahalanobis distance is computed between the
mean value and the current frame at each pixel, and the region of interest (ROI) is
estimated. Finally, using the aspect ratio and edge orientation histogram, we
determine if the ROI is human or not. The experimental results show that the
proposed method is effective in both summer and autumn.

Keywords Thermal imaging � Surveillance system � Human detection �
Mahalanobis distance � Edge orientation histogram
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1 Introduction

Most surveillance-system researches use a visible-light camera. However, it is
hard to detect human activities at night or rainy weather with the visible-light
cameras. Unfortunately, almost all crimes occur in those environments. To solve
this problem, nowadays some researchers proposed using a thermal imaging
camera. It is independent to lighting conditions because it measures the infrared
radiation emitted by the object to capture the images.

Under the observation that, in thermal imaging at low temperatures, human is
usually brighter than background objects such as buildings, trees, etc., we can
easily extract human regions using statistical confidence measures in the gray-
level, brightness histogram [1]. On the other hand, at high temperatures, human is
darker than or very similar to backgrounds brightness hence histogram method is
not suitable to those cases.

In this paper, we propose an efficient human detection method using thermal
imaging cameras in summer and autumn. First, we propose a novel background-
subtraction technique using the Mahalanobis distance [2] and its edge information
to detect the region of interest (ROI) of the target human. Second, we propose a
human classification technique using Bhattacharyya distance between the edge
orientation histogram for the known template and the ROI.

The remainder of this paper is described as follows. We begin with charac-
teristics of thermal images in the daytime and describe the main components of the
object detection and person classification algorithms (Sect. 2). We then present
experimental results (Sect. 3). Lastly, we conclude with a summary of our pro-
posed method.

2 Human Object Detection in Thermal Images

James and Vinay proposed a method of classifying foreground and background
regions using Mahalanobis distance [2]. However, it is difficult when the differ-
ence between background and foreground pixel values is small. Therefore, we
propose a technique for background using the edges in the Mahalanobis distance
images. To detect human regions, we use the edge orientation histogram method.

2.1 Characteristics of Thermal Images in the Daytime

The thermal imaging camera captures the infrared radiation emitted by objects. In
the resulting image, each pixels in the (x, y)-plane is expressed by integer numbers
from 0 to 255 according to the temperature of the corresponding pixel location.
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As shown in Fig. 1, if the temperature of the background is higher or equal to
the human’s, it is hard to distinguish the human object from the background due to
similar measurements.

Moreover, in the case of capturing the thermal images from a long distance, the
measurement may contain time-varying noises because the radiated heat is
absorbed by the air or other obstacles in the way. Figure 2 shows the measurement
at a single pixel from a long distance, and the value fluctuates a lot along the time
axis due to the additive measurement noise. Therefore, reliable foreground
detection is very hard in such circumstance with simple background subtraction
methods [1–3].

2.2 Construction of the Mahalanobis Distance Images

As shown in Fig. 2, the background image is not fixed and time-varying. If we
assume that the additive noise in each pixel is a Gaussian random variable with
zero mean, the variance is the only necessary parameter to describe its statistical
behavior. We further assume that there is no moving object in the initial several
frames, and compute the mean and the variance of those samples. The optimal
estimate for the background is the sample mean, and the noise variance is the
sample variance. The distance from the background image is computed by
Mahalanobis distance [2], which is defined by the Euclidean distance normalized
by a known variance, such that

D x; yð Þ ¼ I x; yð Þ � l x; yð Þð Þ2

r x; yð Þ2
ð1Þ

where x; yð Þ is the pixel coordinate, I x; yð Þ is the intensity at the pixel of the current
image frame, and l x; yð Þ and r x; yð Þ2 are the sample mean and the sample variance
of the background. The 2-dimensional, Mahalanobis distance map whose elements

Fig. 1 Thermal images in summer and autumn afternoons
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are D x; yð Þ, which is the difference from the initial background statistics, and used
for detecting foreground objects from the current frame.

2.3 Edge Detection

We perform canny edge detection in the Mahalanobis distance map to find the
existence of the foreground, moving objects in the current frame. Figure 3 is the
Canny edge detection results when moving objects exist, and Fig. 4 is the result
when there is no moving object.

As shown in Fig. 3, when there are moving objects, the difference from the
background in the region containing the moving objects is much larger than the
remaining region, so the edges around the moving objects become more distinc-
tive. In Fig. 4, when there is no moving object, the difference from the background
represented by the Mahalanobis distance map is all similar for all of the pixels, so
a lot of false edges are generated. We classify those cases by comparing the
variance of the edge map to the predefined threshold: if the variance of the edge
map is larger than the threshold, the current image is determined to have no
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moving object. Otherwise, we refine the object detection results by applying Sobel
edge detectors followed by a morphologically close operation to fill inside the
edge. The final object detection result is shown in Fig. 5.

Fig. 3 An example of a moving object case. Left Input image. Middle Mahalanobis distance
map. Right Canny edge detection results

Fig. 4 An example of no moving object case. Left Input image. Middle Mahalanobis distance
map. Right Canny edge detection results

Fig. 5 Result of Sobel edge detection and morphologically close operation
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2.4 Blob Grouping

Thermal camera measures the infrared radiation emitted by the object to capture
the images. When the camera captures a human object, its image is highly affected
by the thickness of the clothes and the carrying stuffs. This may make the region of
a single person split into a number of sub-regions, i.e., in many separate parts. To
handle such cases, we apply a blob grouping technique to find a reliable region of a
human object.

We use grouping algorithm presented formerly [1]. Among detected blobs, the
ones with smaller area than a given threshold are regarded as noises, and they are
excluded in the grouping process. Blobs with enough area size are grouped by the
distance between the centers of blob pair with considerations on the variance of the
pixel locations in the blobs, and an example result is shown in Fig. 6.

2.5 Human Region Identification

Because the human walks upright, the aspect ratio of the detected object can be
used to identify if the object is human or not. Simply speaking, if the height is
shorter than the width, it is less likely to be a human object. More specifically, the
edge orientation histogram (EOH) [4] is calculated for the current ROI and the
template of the human object, and their dissimilarity is measured by the Bhatta-
charyya distance. The human classification using edge orientation histogram is
described as follows: first, Canny edge detector is applied to the ROI as shown in
Fig. 7.

Second, we measure the gradient of edges [4], and construct the histogram, with
their relative frequencies to make it independent to the size of the ROIs (Fig. 8).

Fig. 6 Result of Blob
grouping
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Third, we measure Bhattacharyya distances between the histograms of the
current ROI and pre-selected human templates. Then, find the minimum, and, if it
is smaller than the predefined threshold, we determine that the ROI contains a
human object (Fig. 9).

Fig. 7 Left ROI. Right Canny edge detection of result
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Fig. 8 Left Edge orientation histogram of a ROI. Right Histogram of relative frequencies of the
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3 Experimental Results

The experimental results of the proposed method are shown in Fig. 10. The first
row is experimental result in summer and other rows are results in autumn. Each
image is arranged in a chronological order. As a result, the proposed method is
effective in both summer and autumn.
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Fig. 10 Experimental results
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The previously proposed methods are focused on winter and night. Therefore,
we are not able to compare between ours and their methods.

4 Conclusion

We present a two-stage method to detect human objects in thermal imagery using a
thermal-based background-subtraction and identification using aspect ratios of the
ROIs. First, we check that if there exists a moving object in the current frame using
the edge distribution of the Mahalanobis distance map. If found, we construct edge
orientation histogram and compute the Bhattacharyya distances between the his-
tograms of the current ROI and the known templates. Using the computed dis-
tances, we decide if the ROI is human or not. The experimental results show that
the proposed method is effective at daytime.

Future work includes automatic adjustment of edge strength threshold for
robust identification of human object in daytime to eliminate the need for visible
light camera.
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Sensibility to Muscular Arrangement
of Feedforward Position Control
for Non-Pulley-Musculoskeletal System

Hitoshi Kino, Shiro Kikuchi, Yuki Matsutani and Kenji Tahara

Abstract This paper studies the feedforward position control induced by the
redundancy in a non-pulley-musculoskeletal system. Targeting a planar two-link
musculoskeletal system with six muscles as a case study, the motion convergence
depending on the muscular arrangement is examined. The results indicate that the
motion convergence is extremely sensitive to the muscular arrangement and that
adding small offsets for the points of muscle connection can remarkably improve
the positioning performance.

Keywords Tendon � Manipulator � Non-pulley model � Internal force

1 Introduction

Focusing attention on the dexterity of an actual human, the human system is
characterised by two significant points: structural features and signal-processing
features. The former connotes that the human body possesses a musculoskeletal
structure; muscles create motion by transmitting muscular force through tendons.
Because muscles can only transmit tension, redundant actuation is necessary.
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Consequently, the redundant actuation yields an internal force between muscles.
To date, several humanoid robots with a musculoskeletal structure have been
developed [1, 2]. Regarding the signal-processing aspect, many hypotheses have
been advanced to elucidate the principles of human motion generation [3–6].
Consequently, by incorporating knowledge obtained from physiological findings
into actual mechanical systems, manipulator systems that are more flexible and
dexterous and thus more humanlike can be realised.

Turning now to robotics, the features of wire-driven (or ‘cable-driven’) systems
appear similar to the human mechanical structure in terms of the drive of unidi-
rectional force. Namely, these wire-driven systems use wire cables that can only
transmit tension. Kino et al. reported that the internal force of a parallel-wire-
driven system produces a particular potential energy field; sensorless position
control can thereby be achieved by inputting the constant internal force balancing
at a desired position [7].

In this paper, expanding on the feedforward positioning of a parallel-wire-
driven system, the motion convergence of the musculoskeletal system modelled
after a human arm is investigated when constant internal force balancing at a
desired posture is inputted to the muscles. The target system has two links con-
sisting of two joints (shoulder and elbow joints) and six muscles (two biarticular
muscles and four simple joint muscles) under the zero-gravity condition, as pre-
sented in Fig. 1. Note that this system has no pulleys in the joints for the trans-
mission of muscular tension. Each muscle is approximated as a straight muscle
directly attached to limbs. This non-pulley-musculoskeletal model has a particular
non-flat potential field generated by the internal force. Taking advantage of the
constant internal force, the non-pulley-musculoskeletal model enables feedforward
positioning.

The potential energy generated by the internal force is strongly governed by
both the values of the internal force and the muscular arrangement. Therefore, the
motion convergence might depend similarly on both. The dependency of the
motion convergence on the muscular arrangement is then demonstrated through a

Fig. 1 Two-link non-pulley-
musculoskeletal system
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case example. The result indicates that the motion convergence of the feedforward
positioning is extremely sensitive to the muscular arrangement and that adding
small offsets for the muscular connected points on the links can specifically
improve the work space in this case.

2 Feedforward Position Control

2.1 Problem Setting

To simplify the discussion, the following are assumed:

• The term ‘‘muscle’’ denotes as the mechanical parts of an actuator unit and wire
cables in a wire-driven system.

• The muscles are regarded as massless rigid cables with variable length and can
only transmit tension.

• The target system has no static/Coulomb friction and is under a non-gravity
condition but have adequate viscosity in the joints.

• Each muscle is arranged to be straight.
• The target system guarantees non-singularity, defined as ‘‘vector closure [8]’’
during a motion.

• A sufficiently large internal force can be produced at any time to prevent the
muscles from slackening.

2.2 Target System

This section expands the feedforward positioning to a planar two-link system with
two joints (shoulder and elbow joints) and six muscles (two biarticular muscles
and four simple joint muscles. In Fig. 1, qi depicts the length of the i-th muscle and
h1 and h2 indicate the shoulder and elbow angles respectively. The muscles
labelled as i = 1…4 are simple joint muscles, and the others (i = 5, 6) are biar-

ticular muscles. The joint angular vector is h ¼ h1;h2
� �T

and the position of the

hand is x ¼ x; yð ÞT . It is presumed that the joint angles are limited to 0\hi\p and
that the relations among these displacement vectors are calculable analytically
through inverse/forward kinematics.

The relation between the muscular tension vector a ¼ a1 � � � a6ð ÞT and the

resultant torque vector s ¼ s1;s2
� �T

is expressed as s ¼ WðhÞa, where WðhÞ is a
Jacobian matrix (2 9 6). Consider inputting the constant internal force vd bal-
ancing at a desired angular vector, hd, to the muscular tension a of the two-link
system. The generated torque s can be rewritten as
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s ¼ WðhÞvd; ð1Þ

where

vd ¼ ðI �WðhdÞþWðhdÞÞke: ð2Þ

The vector ke can be selected arbitrarily as long as each element of vd is
positive.

From Eq. (1), the value of vd is determined according to ke and WðhdÞ which is
determined uniquely by the muscular arrangement and the joint angle. Because
this system has six DOFs with respect to the muscular lengths, which are con-
strained to the two DOFs of the joint angles, the internal force vd belongs to the
four-DOF null space of WðhdÞ. Therefore, the internal force vd cannot be deter-
mined uniquely. Thus, not only the design of the muscular arrangement but also
the selection of the internal force is extremely important in applying feedforward
positioning for musculoskeletal systems.

The resultant motion can be converged quasi-statically at the desired posture if
the generated potential energy is minimised at the desired posture. In this case, the
potential energy P generated by inputting vd can be expressed as follows in the
muscular length coordinates:

P ¼
X6
i¼1

qi � qdi
� �

vd: ð3Þ

Therein, qd ¼ qd1. . .qd6ð ÞT is defined as the desired muscular length corre-
sponding to the desired position hd.

2.3 Inputting Internal Force

The analysis described herein uses the following internal force to obtain the
simplest vd:

vd ¼ cðI �WðhdÞþWðhdÞÞð1; 1; 1; 1; 1; 1ÞT ; ð4Þ

where c is a positive coefficient. Although this choice is one of the simplest

selections for ke ¼ ð1; 1; 1; 1; 1; 1ÞT , it indicates an optimisation minimising the

Euclidean norm of vd under the condition that
P6
i¼1

vdi is constant.

This section investigates the motion convergence of the two-link system
depending on muscle arrangement. Figure 2 presents the parameters of the
arrangement. In this section, two samples of the muscle arrangement are prepared
as a case study. The prepared arrangements differ in terms of the fixture points on
the base and the second link as shown in Fig. 3a, b. The arrangement (a) has
offsets for both simple joint muscles and biarticular muscles. This arrangement is
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defined as ‘‘OF–OF’’. The arrangement (b) does not have any offsets for the
muscular fixed points. This arrangement is defined as ‘‘D–D’’. These configura-
tions are symmetrical. The difference between D and OF configurations is simply
d = 0 or d[ 0. Next, giving Eq. (4) into the two-link system as the feedforward
input, the work space and the motion convergence of the two samples are inves-
tigated. Here, work space is defined as the set of quasi-statically feasible desired
points for the feedforward positioning. In other words, it is the set of desired
positions for which motion can quasi-statically converge at each desired xd cor-
responding to hd when the internal force balancing at each xd is given. To reveal
the motion convergence and the work space quasi-statically, it must be determined
whether the potential energy P is minimised at each desired position. The

Fig. 2 Symbols for muscular
arrangement

Fig. 3 Two samples of muscular arrangements. a OF-OF arrangement. b D-D arrangement
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minimisation of the potential P at a desired position xd allows for quasi-static
feedforward positioning.

3 Result of Case Study

3.1 Work Space

Figure 4 shows the resultant work space of the two sample arrangements, the
specifications of which are h = 50, d = 20, bx = 10, by = 120, L1 = 330,
L2 = 330 mm and c ¼ 100. To derive this work space, the potential energy of
each desired point must be calculated numerically and checked for the location of
the minimum point. In this case example, the desired points xd are discretely
varied in steps of 46 mm. According to the resultant motions, the desired points
are classified into the following groups:

• The desired point equal to the minimum point of the potential energy is defined
as an available desired point of the feedforward positioning.

• The point not corresponding to the minimum point is defined as an unavailable
desired point.

• At some desired points, the balancing internal force delivered derived from
Eq. (4) can have negative values. These points are termed singular points.

In Fig. 4, the green points show the available desired points and the black
points are unavailable. The remaining black crosses are the singular points.

The OF–OF arrangement widely spreads the available points in Fig. 4a such
that it can achieve the feedforward positioning almost entirely throughout except
through singular points. The singular points, however, are most numerous. There
are two unavailable points: A and C in Fig. 4a. The potential gradient of the points

Fig. 4 Work space of two-link musculoskeletal system. a OF-OF arrangement. b D-D
arrangement
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A and C is almost zero in the vicinity of each desired point. Therefore, the
difference might be attributable to numerical error.

The D–D arrangement has unavailable points throughout the entire range of
motion except for a few singular points, as depicted in Fig. 4b. Feedforward
position control is impossible for this arrangement. This feature is opposite that of
the OF–OF arrangement.

4 Conclusion

This paper described feedforward position control using muscular redundancy for
(a musculoskeletal system and presented an investigation of the motion)
convergence.

The feedforward position control was quasi-statically examined based on
muscular arrangement. As a case example, giving small offsets for the muscular
fixture points, this paper investigated the work space for two sample arrangements.
Consequently, it was confirmed that the motion convergence is extremely sensitive
to small changes in the muscular arrangement and that the tiny offsets improve the
positioning performance in this case.

This case example treated only the offsets of the muscular arrangement. More
detailed analysis, however, should be conducted based on quantitative evaluation.
This topic will be the subject of our future works.

References

1. Mizuuchi I, Tajima R, Yoshikai T, Sato D, Nagashima K, Inaba M, Kuniyoshi Y, Inoue H
(2002) The design and control of the flexible spine of a fully tendon-driven humanoid
‘‘Kenta’’. In: Proceedings of the IEEE/RSJ international conference intelligent robots and
systems, vol 3. pp 2527–2532

2. Mizuuchi I, Nakanishi Y, Sodeyama Y, Namiki Y, Nishino T, Muramatsu N, Urata J, Hongo
K, Yoshikai T, Inaba M (2007) An advanced musculoskeletal humanoid Kojiro. In:
Proceedings of the 7th IEEE-RAS international conference on humanoid robots, pp 294–299

3. Feldman AG (1986) Once more on the equilibrium point hypothesis (lambda model) for motor
control. J Motor Behav 18(1):17–54

4. Hogan N (1984) An organizing principle for a class of voluntary movements. J. Neurosci
4(11):2745–2754

5. Kawato M, Furukawa K, Suzuki R (1982) A hierarchical neural-network model for control and
learning of voluntary movement. Biol Cybern 57:169–185

6. Arimoto S, Sekimoto M (2006) Human-like movements of robotic arms with redundant DOFs:
virtual spring-damper hypothesis to tackle the Bernstein problem. In: Proceedings of the IEEE
international conference on robotics and automation, pp 1860–1866

7. Kino H, Yahiro T, Taniguchi S, Tahara K (2009) Sensorless position control using feedforward
internal force for completely restrained parallel-wire driven systems. IEEE Trans Robotics
25(2):467–474

8. Kino H, Yahiro T, Takemura F, Morizono T (2007) Robust PD control using adaptive
compensation for completely restrained parallel-wire driven robots: translational systems using the
minimum number of wires under zero-gravity condition. IEEE Trans Robotics 23(4):803–812

Sensibility to Muscular Arrangement of Feedforward Position 833



Mobile Sensing-Based Localization
Method for Illegal Electricity Usage
by Using Inspection Robot

Bat-Erdene Byambasuren, Mandakh Oyun-Erdene
and Dong-Han Kim

Abstract Detection and localization of illegal electricity usage are important
issue for power delivery companies of power system. In order to detect illegal
electricity usage, network current-based methods using smart meter were mostly
used in previous researches. Two main disadvantages of these methods are that
they are unable to detect the exact location of illegal electricity usage. The latter is
all users must be disconnected from the power system to detect the location. In this
research, inspection robot can be used for detecting of illegal electricity usage. The
inspection robot can define location of illegal electricity usage on the air trans-
mission line without disconnection. In addition, this method can indicate fault
location of transmission line. This paper presents a novel mobile sensing-based
localization method for illegal electricity usage by using inspection robot, and it is
verified through simulation results.

Keywords Illegal electricity usage � Localization method of illegal electricity
usage � Inspection robot � Remote detection of illegal electricity usage

1 Introduction

In this era of technology, electricity is most useful part of our life, where the
amount of consumption is steadily increasing. As this increasing, illegal electricity
usage is stagnatly existed on the power delivery system. Detecting and localizing
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illegal electricity usage is the most important issue for power delivery companies
[1].

Illegal electricity usage can be detected by the current difference between two
energy meter, which are installed on the start and end section of transmission
branch [2, 3]. However, the main disadvantage of this method is the usage of
additional energy meter, which has to be installed on every transmission branch of
users.

Illegal electricity usage can be detected by measuring the line impedance when
the power delivery system of all users are disconnected and then a low voltage
signal having high frequency component is transmitted to the power delivery
system [4]. However, the power delivery system of all users must be disconnected
to detect illegal electricity usage.

However, sometimes, the illegal electricity usage on the power delivery system
may be occurring on a low voltage of air transmission line [5]. In this paper, a
novel method is proposed to detect and to define the location of illegal electricity
usage on the air transmission line. The proposed method measures the current
value of illegal electricity usage under the transmission line by using inspection
robot. Once the illegal current value is calculated, then it can define the location of
illegal electricity usage. The proposed method does not necessary to install
additional energy meters on the transmission branch of electrical users. Signifi-
cantly, the proposed method can detect illegal electricity usage in real-time
without disconnecting the electricity on users side. This research presents a new
trend of inspection robot for smart grid system as well as robot navigation using air
electrical transmission line. Furthermore, the proposed method can be extended to
detect the fault location for power system.

2 Mobile Sensing-Based Localization Method for Illegal
Electricity Usage by Using Inspection Robot

Detection and Localization Method for Illegal Electricity Usage. We assume
that power delivery system has infrastructure as shown in Fig. 1a. The structure of
TSM is shown in Fig. 1b.

As shown in Fig. 1a, the main energy meter (MEM) and terminal smart meter
(TSM) are installed on the starting node and on the final end of each electrical
user, respectively. MEM measures the total energy of all electrical users, whereas
TSM measures the energy usage of each user and transmits the measured value
through a power line when the detection system does not detect illegal electricity
usage. If an illegal electricity usage is occurred on the power delivery system, the
measured value of MEM and the summation of each TSM measurements will not
be equivalent. In this case, the proposed method begins the detection process by
switching the status of TSMs. Note that the switches of TSM can be either turned
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on or off simultaneously by the control command of control block with a high
frequency component.

Voltage sag is converted to a normal by AC/AC converter, which is created by
the switching frequency. Then, the normal voltage is delivered to an electrical user
and the energy meter can measure user voltage as a normal condition. In this case,
the main current is measured by MEM, which only expresses illegal electricity
current when user’s currents are switched off by TSMs. However, when user’s
currents are switched on by TSMs, the measured current of MEM represents the
total current of power delivery system. In the proposed method, inspection robot is
used to measure the current of transmission line for power system. The inspection
robot can crawl under the transmission line and detect obstacle using CCD camera
and other sensors. When the robot detects an obstacle, it can pass through by the
obstacle [6–8]. In this research, the inspection robot should sense an illegal current
by remote current sensor [9, 10], which is filtered from the measured line current
when user’s currents are switched off by TSMs.

Separation Process of Illegal Current. To detect and localize of illegal
electricity usage, the illegal current should be separated from measured current
using the inspection robot. Figure 2 shows the signal process to separate the illegal
current.

When the measured current from the inspection robot is multiplied by an
impulse signal, the illegal current section can be extracted. In this case, the
impulse signal becomes active when users are disconnected by TSMs. In addition,
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Fig. 1 Structures: a Proposed power delivery system, b Terminal smart meter
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the measured current can be multiplied by another active impulse signal when
users are connected by TSMs. In this condition, multiplied current represents the
total component of current.

Furthermore, the measured voltage from power delivery system is filtered by
Kalman filter (KF) from the noise of measurement equipment [11]. Because KF
generates efficiency response for sinusoid signals with constant frequency. After
that, the adaptive impedance estimation is estimated by values of multiplied illegal
current section and filtered voltage using Recursive Least Square (RLS) method.

To explain adaptive impedance estimation for separation process, let’s consider
one of example. Figure 3a shows an example of extracted illegal current section.
Multiplied current by another active impulse signal is shown in Fig. 3b.

From the Fig. 3a, when the impulse signal is active, the multiplied values of
extracted current will be represented original illegal current value. However, the
multiplied values of extracted illegal current will be equal to zero when the
impulse signal is inactive which is called focusing section. In the focusing section,
original illegal current values will be disappeared. Therefore, an estimation of
original illegal current values is necessary in focusing section. To estimation,
impedance values of illegal electricity usage should be calculated using measured
current and filtered voltage when impulse signal is active. There is assumed that

Kalman
filter

Adaptive impedance
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Xest
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Fig. 2 Separation process of illegal current

Fig. 3 Extracted current sections: a Extracted illegal current, b Extracted total current
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illegal electricity usage is not changed and constant. Then, calculation of the
illegal current is possible using estimated impedance and filtered voltage.
According to Ohm’s law, impedance is expressed as follows:

_Zest illegal ¼
_Vest

_Imeas
_Zest illegal ¼ Rest illegal þ jXest illegal;

_Vest ¼ VestR þ jVestI ;

_Imeas ¼ ImeasR þ jImeasI

ð1Þ

where _Zest illegal is estimated impedance, Rest illegal is estimated resistance,
Xest illegal is estimated reactance, _Vest is filtered voltage using KF, VestR, VestI are
real and imaginary part of voltage, _Imeas is measured current of during active
impulse signal, ImeasR, ImeasI are real and imaginary part of current.

Measured current using remote sensing method has measurement noise.
Therefore, when there is used remotely measured current, accuracy of the esti-
mated impedance will be decreased. In this case, RLS method can be used to
increase the calculation accuracy and to reduce the measurement noise for esti-
mated impedance [12, 13]. The calculation model can be represented as follows:

yt ¼ hTt Xt

yt ¼
ItmeasR
ItmeasI

� �
; hTt ¼

Vt
estR

0

0

Vt
estI

� �
; Xt ¼

1
Rt
est illegal

1
Xt
est illegal

2
4

3
5 ð2Þ

The objective of least square method is to determine parameters such that the
parameter error is minimized. It is possible to determine that the minimum error is
obtained as:

X ¼ ðhThÞ�1hTy ð3Þ

The RLS method is iteratively used to calculate the parameter vector X as
follows:

Xt ¼ Xt�1 þ Gt yt � hTt Xt�1
� �

ð4Þ

Gt ¼
Pt�1ht

Ikþ hTt Pt�1ht
ð5Þ

Pt ¼
½I � Gth

T
t �

k
Pt�1 ð6Þ

where G is the weight of matrix, P is the degree of precision of the measurement,
I is the identity matrix, and k is the forgetting factor.
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Now, calculation of impedance is possible using RLS method. After the cal-
culation of impedance, illegal current can be plotted by to estimated impedance
and filtered voltage in focusing section. In addition, resistance and reactance can
be defined from estimated impedance.

Localization Algorithm for Illegal Electricity Usage. The proposed working
environment of inspection robot to detect the location of illegal electricity usage is
shown in Fig. 4. The robot starts to move away from MEM and its motion is
continued even if an illegal current is measured. Circle and triangle markers are
placed on every node of power delivery system and on every branch of users,
respectively. Note that the marker is not placed if the branch is continued and
connected to a node.

Finite state diagram of inspection robot is shown in Fig. 5. If the measured
current from robot has an illegal current section, the robot continues its motion
towards a node marker. If the robot has arrived to the node marker, it detects all of
triangle branch markers and moves to the most right side of branch by using CCD
camera. The value of illegal current is calculated on the triangle marker of passed
branch. If the illegal current is detected, the robot continues its motion to pass this
branch until the exact location of illegal electricity usage. In this way, the exact
detected location of illegal electricity usage can be transmitted by the robot. After
transmission, the robot goes back to the node and checks the next branch. If the
illegal current is not detected on the triangle marker of passed branch, the robot
goes back to the node and checks the next branch. When all branches with triangle
marker are examined, the robot goes to non-marker branch and repeats its process.

The proposed detection process gets terminated when there is no branch having
any markers, which is equivalent to inspecting all power delivery system.

3 Simulation Results

Regulator simulation of voltage sag. Switching noise of TSM generates voltage
sag and it can be compensated using AC/AC regulator. Note that buck-boost AC/
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Fig. 4 Working environment of inspection robot
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AC convertor was used in the regulator simulation of voltage sag [14]. Figure 6
shows the result of regulator simulation. In the simulation the results of separation
of illegal current, illegal electricity usage was connected in the power delivery
line. From the result, we can see that the proposed method was able to regulate the
user’s output voltage level to the normal value.
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Fig. 6 Output voltage on the
user

Fig. 7 Simulation results of
filtering for measured
voltage: a Noisy and original
signal, b Filtered signal using
KF
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Simulation of filtering for measured voltage. A noise source is generated in
voltage measurement, which depends on error of measurement equipment and
statistical factor. KF can be used to decrease the noise source, which is simulated
in this section. To implement simulation of filtering for measured voltage, noise
sources are generated by Gaussian white noise with signal noise ratio (SNR)
20 dB, 15 % third harmonic, 10 % fifth harmonic, and 5 % seventh harmonic.
After that, filtered signal is plotted using KF. The simulation results are shown in
Fig. 7. From Fig. 7, noisy signal was successfully filtered, and filtered signal could
be successfully used to separation process of illegal current.

Simulation of separation process for illegal current. According to structure
as shown in Fig. 2, separation process was simulated. In the simulation results of
separation of illegal current, illegal electricity usage was connected in the power
delivery line model.

The parameters used in this line model are as follows: Vsource ¼ 220 V; fline ¼
50Hz; Rillegal ¼ 100X; Lillegal ¼ 500mH Xillegal ¼ 2pfline Lillegal

� �
; Rload ¼ 200X;

Fpwmof TSM ¼ 1 kHz, duty ratio of switches D = 0.5. In addition, time period of
simulation was 0.8 s, number of iteration was 8, and time periods of the each
iteration were 0.1 s.

Figure 8 shows simulation results of separation process for illegal current. From
the results of estimated resistance and reactance, estimated values were compen-
sated to original values from third iteration. Real and imaginary parts of illegal

Fig. 8 Simulation results of separation process for illegal current: a Estimated resistance,
b Estimated reactance, c Original illegal current, d Estimated illegal current
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current and estimated illegal current were calculated using estimated resistance
and reactance, which are plotted in Fig. 8d. From the results, we can see that
illegal current was successfully separated.

4 Conclusion

The proposed method was implemented and the simulation results showed that the
location of illegal electricity usage could be detected by the mobile sensing-based
localization method. It was more efficient and useful way than installing the energy
meter chip on every user’s branch. Note that the proposed method became a
consistent method for the new trend of smart grid system and conformed for the
non-fixed power transmission line. Through the proposed method, the location and
user of non-fixed power transmission line may be changed by the power delivery
companies.
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Development Age Groups Estimation
Method Using Pressure Sensors Array

Junjirou Hasegawa, Takuya Tajima, Takehiko Abe
and Haruhiko Kimura

Abstract This paper aims to estimate age groups by walking data using pressure
sensors array. Techniques of the age groups estimation in many retail businesses
(for example, convenience stores, supermarkets, shopping malls, etc.) are mar-
ketable. There are many researches of the age estimation using face images,
walking silhouette data, etc. However, there are some problems too. One of
problem is that the estimation classes are a few. Moreover, many age estimation
systems use some video cameras. Therefore, these systems may invade surveyed
person’s privacy by taking one’s face images. In this study, this fact is one of merit
in using the pressure sensors. The pressure sensors array gets feature quantity
including center of gravity, pressure value, etc. In this study, our system classifies
surveyed persons to 7 age groups as each decade. Here, surveyed persons are
20–80 s. Average estimation accuracy of all age groups is 72.86 %. The highest
estimation accuracy is 86.67 % at 70 s.

Keywords Marketing � Age estimation � Walking data � Pressure sensors

1 Introduction

According to white paper on aging society, edition 2012, Japan, the population of
elderly people 65 and over is 23.3 % of the total population of Japan. Japan will be
undoubtedly the real aged society in the future. The ratio of the elderly people has
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been increasing every year. Moreover, it will be 26.8 % in 2015, 33.4 % in 2035, and
39.9 % in 2060 [1]. As seen from the above, the aging society which no country in the
world has experienced until now is coming. Meanwhile, the marketing deployment
for elderly people is considering it as important problem by many retail businesses.

In the retail business, the targeting customers and area marketing for a given
marketing strategy need to grasp these characteristics. Until now, in order to
understand customers characteristics and behaviors in the retail business, historical
data on customers, like point-of-sale data (POS data) has traditionally be used. Using
such data, one can determine which customer purchased what and where, and that
data can be analyzed in greater depth. For example, in the field of marketing, cus-
tomer purchasing behavior models using such data [2, 3]. More recently, in order to
handle large volumes of data, data mining was conducted in many industries [4], and
this was helpful for improving sales promotion activities and brand strength. While
customer purchasing history data is able to record the purchasing results for a given
customer, it is difficult to grasp the purchase age groups of goods and market area.
Therefore, techniques of the age groups estimation in many retail businesses
(for example, convenience stores, supermarkets, shopping malls, etc.) are market-
able techniques. Because those techniques are applicable for market research and
customer analysis. In the convenience store, a customer’s age classification is
manually estimate by the staff. This estimation includes dispersion for each staffs.
Thus, this method is not efficiently for collecting of customer’s age groups. Here, in
Japan, Tertiary industry is an important industry for nearly 70 % of the Japanese
economy (in terms of GDP and employment). However, Japanese labour produc-
tivity in tertiary industry is about 40 % as compared with the U.S. Moreover,
Japanese labour productivity in tertiary industry is bottom among advanced nations.
These labour productivity is regarded as weakness from a standpoint of global
competitiveness. In future, if this system helps labour productivity by market
research, this Japanese weakness will be resolved. The purpose of this study is the age
groups estimation by walking data using a pressure sensors array. This fact is one of
merit in using the pressure sensors. The pressure sensors array gets feature quantity
including weighted center, pressure value, area of foot, etc. Thus, pressure sensor
obtains values data only. Obviously the footprint which consists of numerical values
is not invasion privacy.

2 Related Work

We briefly review related work on face image based and gait based age estimation.
The face image based age classification problem is usually defined as a multi-

class classification problem and is solved by using various classifiers such as a
neural network classifier and nearest neighbor classifier [5]. Face image based age
estimation is formulated as a regression problem from face features to age, and
estimation approaches mainly fall into global model based approaches and
personal model based approaches. Face image based age estimation has already
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been installed in adult authentication system for automatic vending machines of
cigarettes in several countries. Gait based age estimation, a learning method of an
age-ordinary preserving discriminant subspace and a multi-label guided subspace
[6]. classified children (3–5 years old) and adults (30–52 years old) [7], classified
younger people (average 28.4 years old, standard deviation 6.4 years) and the
elderly (average 69.2 years old, standard deviation 5.1 years) [8], and classified
four groups: children (under 15 years old), adult male, adult female, and the
elderly (over 65 years old). Moreover, analysis of walking silhouette using 25
synchronous cameras (2 layers of 12 encircling cameras and an overhead camera
with a mirror), and six screens surrounding the treadmill [9]. Therefore, there are
the estimation classes a few on gait based age group estimation and age estimation
than face image based studies. Adult authentication system has false recognition of
adult authentication. Moreover, one of problems is that many age estimation
systems use some video cameras. Therefore, these systems may invade surveyed
person’s privacy by taking one’s face images.

3 Measurement System

3.1 Pressure Sensor

This measurement system uses an array consisting of three pressure sensors. This
pressure sensor is developed by Xiroku Inc. [10] and they are called LL sensor.
This sensor consists of orthogonal coil pattern and thin aluminum sheet. Using the
cameras result an invasion of privacy. Also, the camera system inflicts discomfort
and stress for the person being watched. Unfortunately, this situation may cause an
unnatural walking. This is the conflicted system. Thus, this system cannot use
cameras. Therefore, pressure sensors are used in this study. This pressure sensor
does not cause an invasion of privacy. Because, this sensor do not have personally
identifiable information (e.g. fingerprint). Additionally, these sensors are entirely
unaffected by environment (e.g. lighting, camera focus and range). Consequently,
this system can measure easily and stably. And, the user of this system does not
feel any stress. Table 1 shows the specifications of the pressure sensor. Figure 1
shows the structure of pressure sensor. Figure 2 shows output of the footprints
from the pressure sensor.

Table 1 Specification of
pressure sensor

Sensor type Electromagnetic induction

Size 600 mm 9 600 mm
Thickness 1 mm
Resolution 10 mm
Sensing point 3600 points per sheet
Sampling period 120 frame per second
Element separation 10 mm
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3.2 Measurement Method

This system starts obtaining pressure value data, and these data are changed to
point data of weighted center. An obtaining time is 1 s. 1 obtained data has
30frames, because the sampling period is 30frame per second. 1 frame data has
person’s pressure value, a step taken walking, 2 points of data of the weighted
center and fluctuation of weighted center. In other words, the 2 point data is
weighted center of x axis and y axis. We attached some conditions to measurement
examinees. Some conditions are walking without shoes, as usual walking speed of
each person, and fill out a questionnaire. The questionnaire has age, gender,
experience of sports. We obtained 42 subjects with ages ranging from 20 to over
80 s. Figure 3 is shown installation of pressure sensors array. The detail of mea-
surement method as follows.

Fig. 1 Structure of pressure sensor [11]

Fig. 2 Output of footprints from pressure sensor
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(1) 1 examinee walking on sensor array.
(2) Sensor starts record data when examinee’s foot is on sensor.
(3) Sensor records data during on sensor.
(4) (1)–(3) repeats 10 times.
(5) Answer a questionnaire.
(6) (4)–(5) repeats next examinees.

4 Experiment

In this section, we explain to support vector machine, 10-fold cross validation,
estimation method and experimental result.

4.1 Support Vector Machine

We use the support vector machine (SVM) [12–15] to estimate the age groups of a
person. It uses a margin between hyper plane and training samples as an evaluation
function. This study requires binary classification. Therefore, we use a single
SVM. When the SVM is unable to separate the observation data into linear space,
it realize the linear separation by mapping data to a higher dimensional space
through nonlinear conversion. The method to greatly reduce the amount of cal-
culation is called the kernel trick. There are some kernel functions such as linear,
polynomial, sigmoid, and Gaussian. Although the SVM performance is affected by
the kernel selection and parameters, the effective method for selecting the kernel
has not yet been established [12]. In this study, we used the Gaussian kernel
because the number of parameters of the Gaussian kernel is small. In Eq. 1, the
Gaussian kernel is described. K (x; x0) is the kernel function, x and x0 are input
data, and c is the dimensionality of the data.

Fig. 3 Sensor installation
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K x; x0ð Þ ¼ exp �gamma x � x0j j^2
� �

: ð1Þ

4.2 10-Fold Cross Validation

If the number of calculations of estimation accuracy is 1 time, this result may be
higher or lower contingently by biased data etc. We should check the average
estimation accuracy. Thus, we calculated the average of estimation accuracy by
10-fold cross validation. The 10-fold cross validation is the method that divides
original data into 10 equal parts. These parts are treated as 9 training data sets and
1 testing data set. Next, SVM learns with 9 training data sets. And, 1 testing data
set is estimated by SVM. These estimation processes are executed 10 times.
Therefore, 1 testing data set is changed 10 times in the calculation processes of
average estimation accuracy. Finally, the average estimation accuracy is calculated
from these results.

4.3 Walking Data-Based Age Groups Estimation

The coordinate of weighted center is shown by 2 point data that are the x axis and
y axis. The range of x axis is 1–180 and the range of y axis is 1–60, because
resolution of the pressure sensor is 1 cm, and a side is 60 or 180 cm. In Table 2,
coordinate of the upper left corner is (1, 1) and the coordinate of the lower right
corner is (180, 60). Moreover, the coordinate of total pressure value of sensor area,
area of footprints, step length and interval between the both foots. This system
obtains a coordinate of x axis enter of gravity(x), total pressure value of sensor
area (w) per 30 frame per second. Additionally, area of foot(s), step length (l) and
interval between the both foots (b) is not depend on the frame. We use walking
data of 1 s. Because, it is not influenced by a customer’s irregular motion.
However, it will have high flexibility to a setting position. Figure 4 shows example
of the obtained walking data. In addition, the walking data are different walk time
each. Thus, we modify to walking data of 1 s. We gave 1 instruction signal to
obtained data of Table 2. The instruction signals are the names of the person’s age

Table 2 The coordinate walking data

Frame no. 1 2 3 … 29 30 More frame

Coord x 5 9 11 … 53 53 …
Coord w 935 2895 3486 … 6113 6220 …
Coord s 21 44 58 … 102 104 …
Coord l 70
Coord b 20
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groups in this study. For example, the instruction signals are 20–80 s. This process
is for estimation using support vector machine (SVM). SVM is a type of super-
vised learning method. Therefore, SVM needs the instruction signal. Moreover, we
processed 1 obtained data of 30frame to 1 record with the instruction signal.
Table 2 shows example of records. In Table 2, ‘‘f1’’ means frame no. 1, ‘‘f30’’
means frame no. 30, and ‘‘No.’’ means record number. We obtained 10 experi-
mental records per each person. Therefore, the number of records is 420.

4.4 Experimental Result

Table 3 shows experimental results of the average estimation accuracy of the age
groups. The Average estimation accuracy of all age groups is 72.86 %. The
highest estimation accuracy is 86.67 % at 70 s.

5 Consideration

The average estimation accuracy is subtle estimation. We can explain these results
as follows. The 50 and 70 s classification are exceeded over 80.0 %. This means
effective feature quantity of the age groups estimation. However, all age groups
incorrect estimated. From the result of the experience of sports in the question-
naire, we think that each examinee’s walking data has dispersion. Therefore, we
think enough reliability is not provided statistically.

Fig. 4 The obtained walking data

Table 3 The average estimation accuracy of age groups (%)

20 s 30 s 40 s 50 s 60 s 70 s 80 s

20 s 75.0 8.3 6.7 1.7 3.3 1.7 3.3
30 s 3.3 55.0 3.3 3.3 1.7 1.7 3.3
40 s 13.3 10.0 75.0 1.7 10.0 3.3 3.3
50 s 3.3 3.3 5.0 81.7 6.7 0.0 3.3
60 s 3.3 1.7 3.3 1.7 66.7 1.7 1.7
70 s 1.7 3.3 6.7 5.0 8.3 86.7 15.0
80 s 0 18.3 0.0 5.0 3.3 5.0 70.0
Total average accuracy 72.86
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6 Conclusion

We purpose to estimation system of the age groups using pressure sensors array in
this study. This system has one of merit in using pressure sensor. Moreover, the
average estimation accuracy is 72.86 % by result of experimentation of 7 age
groups. As for future policy, we intend to increase the examinees of each age
group in order to improve the system with higher reliability. Moreover, we will
improve feature quantity with higher accuracy.
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Bio Rapid Prototyping Project:
Development of Spheroid Formation
System for Regenerative Medicine

Takeshi Shimoto, Nozomi Hidaka, Hiromichi Sasaki,
Koichi Nakayama, Shizuka Akieda, Shuichi Matsuda,
Hiromasa Miura and Yukihide Iwamoto

Abstract Cells construct is made by spheroid-culturing the cells and collecting
the spheroids. The spheroids are manufactured by dispensing cell turbid liquid into
a special multiwell plate. If there is a difference in the number of cells when
dispensing the cells turbid liquid, spheroids in different sizes are generated.
Moreover, spheroids are not generated if the number of cells is extremely small,
and if large, spheroids in distorted shapes are generated. Therefore, this study was
aimed to develop a system that generates similar spheroids. In result, all the
spheroids generated using developed system came in a pure spherical shape, and
generation of spheroids is confirmed on all the wells.

Keywords Tissue engineering � Rapid prototyping system � Cell construct �
Spheroid
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1 Introduction

In the field of regenerative medicine, three-dimensional tissue engineering, which
intends to regenerate lost tissues and organs, is focused. Formation of a three-
dimensional construct outside the body has already been attempted by using
combination of three elements, i.e., cells, growth factors/genes, and scaffold.
Reports have been made on the technique to create a construct by overlaying cell
sheets [1–3] or the technique to overlay cells while seeding them at arbitrary
positions [4–7]. However, all of them use a scaffold such as biodegradable poly-
mer and hydrogel, thereby leaving concerns over the necessary cost and side
effects when implanting to live organs. There are some literatures that mention
scaffold-free but have not reached the stage of clinical experiments [8].

We have already established a technique to make a three-dimensional construct
only with cells. In fact, we have successfully made high-density mesenchymal
stem cell autologous constructs, HD MACs with the diameter of about 10.0 mm
and the height of about 6.0 mm only with cells. However, these constructs are
usually made by skilled technicians who are familiar with cells, reagents, and cells
culture methods. This means only a limited number of people can make the HD
MACs, and moreover, the larger the implant constructs made for regenerative
medicine become, the longer the work hours become. As a result, there may rise
possibilities of contamination risks to spread and variation in quality of the cells
construct to occur. Therefore, there is a need for automatization of the process
using robotics technology. And with the intention of make a cells construct, we are
developing a cell processing robot for regenerative medicine.

Cells construct is made by spheroid-culturing the cells and collecting the
spheroids. The spheroids are manufactured by dispensing cell turbid liquid into a
special multiwell plate. If there is a difference in the number of cells when dis-
pensing the cells turbid liquid, spheroids in different sizes are generated. More-
over, spheroids are not generated if the number of cells is extremely small
(Fig. 1a), and if large, spheroids in distorted shapes are generated (Fig. 1b).

Spheroid shape distorted

Small masses of cells

(a) (b)

Fig. 1 Spheroids on a special multiwell plate that has been manufactured. a Spheroids are not
generated if the number of cells is extremely small. b Spheroids in distorted shapes are generated
if the number of cells is extremely large
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Therefore, this study was aimed to develop a system that generates similar
spheroids.

2 Materials and Methods

2.1 Development of Spheroid Formation System
for Regenerative Medicine

An overview and a schematic view of the spheroid formation system for
regenerative medicine are presented in Figs. 2 and 3 respectively. Basic operations
such as attachment of tips are carried out using a cleanroom SCARA robot (E2C,
EPSON) and suction and discharge of cells are carried out using an electric cyl-
inder (CPL28T2B-06KD, Orientalmotor). Members used for the device are made
of autoclavable or ethanol-sterilizable material. The whole device is installed in a
clean bench to be kept clean and ultraviolet sterilization can be done when out of
service. The control software is operated with a touch screen in view of the clean
environment, with an easy-to-operate program screen.

A tip-removable pipette of 2 9 2 channel is attached to the fourth articular of
end of the SCARA robot and a sterilized tip is fixed to handle cells. The tip is
made of resin and it requires a delicate force to attach. It was securely attached as
failing to do so not only can affect all the works but also can cause an error in a

Clean bench

Slider unit

Plate tower

Stacker

Scalar robot

Touch panel 
operation screen

Fig. 2 The spheroid formation system for regenerative medicine
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relative coordinate system at the tip end and damages the cells. Since the tip is
discarded after sterilized with high-pressure steam when the work is finished, it
was made removable in a container to which it is discarded.

As a function evaluation of spheroid formation system, we conducted a research
on the generation of contamination by falling bacteria test and measured the length
of time required to dispense cell turbid liquid. The falling bacterium test was
conducted by statically placing culture dishes filled with culture fluid used in this
research at the four corners of the clean bench on which the device is installed, and
releasing the lid of the culture dishes while the system is in operation. Static
culture was performed for a week, and then a skilled technician observed the
culture fluid by a microscope to investigate the presence or absence of contami-
nation. As for the time required to make spheroids, we compared the time required
to dispense the cell turbid liquid with this system and by handwork. The handwork
was performed by one skilled technician.

2.2 Creation of Spheroid

In this study, cells construct is made by spheroid-culturing the cells and collecting
the spheroids. The spheroids are manufactured by dispensing cell turbid liquid into
a special multiwell plate. The multiwell plate for forming spheroids can generate
96 spheroids per plate. To make cells construct using mold, ten plates are required
when knee joint of a Japanese white rabbit is targeted. More multiwell plates are
required to make cells constructs for human. So, a stacker and a slider unit that

Case for used tips Cell turbid liquid

Cells

Slider unit

Electric Cylinder
Scara robot

Tips of rack
Stacker

Tips

2 2 cannel
pipette

Fig. 3 Schema of the spheroid formation system for cartilage regeneration
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conveys multiwell plates to a fixed position are used to automatically feed the
multiwell plates. When a system was first developed, multiwell plates were
manually replaced. Now, the multiwell plate automatic feeding module reduces
factors such as impacts on cells and contamination, thereby enabling operations in
a clean environment. A plate tower of the stacker can be incubated as it is and can
be easily managed.

We used MSC (Mesenchymal Stem Cell) harvested from a Japanese white
rabbit. MSC passage was carried out on a culture dish (U150 mm, H25 mm,
CORNING) and for the culture fluid for passage, we used DMEM (dulbecco’s
modified eagle medium, Nissui) to which 10 % FBS (fetal bovine serum,
HyClone), 4.4 mM sodium hydrogen carbonate (WaKo), 9.9 mM HEPES (2-[4-
(2-hydroxyethyl)-1-piperazinyl] ethanesulfonic acid, DOjinDO), and 1.2 %
antibiotics (penicillin and streptomycin, Meiji) were added. Upon reaching the
required number of cells, they were dispensed into a multiwell plate (multiwell
plate, SUMILON), and after a two-day spheroid culture, we took out the manu-
factured spheroids and conducted a macroscopic evaluation. We performed dis-
pensing works using a system developed.

3 Results

Once contamination occurs, cells need to be discarded regardless of the level of
progression. A skilled technician observed the results of the falling bacterium test
with a microscope. According to him, no occurrence of contamination was con-
firmed and the clean status was maintained in the system.

The lengths of time per multiwell plate to dispense cell turbid liquid are
presented in Fig. 4. The spheroid formation system used a pipette of 2 9 2
channels whereas a pipette of 1 9 8 channels was used for the handwork. There
was variation in the results by handwork because the procedure depended on the
operator’s physical conditions and concentration. When dispensing the cell turbid

n.s.
N=5

*P<0.01

Human Robot
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Fig. 4 Dispensing time to a
multiwell plate of 96 well
format
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liquid, a certain number of cells need to be seeded into the multiwell plate.
However, since cells in the cell turbid liquid precipitate rapidly, sufficient stirring
is necessary. Procedures by hand are as follows; a motion of sucking the cell turbid
liquid from the bottom of a V-shaped rectangular container specially made for a
pipette of 1 9 8 channels and discharging it at the upper part is repeated and
seeding the cells by stirring thoroughly. Cell processing robot uses a pipette of
2 9 2 channels and accordingly a container of frustum of a cone was made for the
cells turbid liquid. Because it is a frustum of a cone, an extra motion of stirring the
cells turbid liquid to the shape of the frustum was added to the motion of sucking
the cells turbid liquid from the bottom and discharging it at the upper part that
caused processing by the robot to take more time. However, no significant dif-
ference was found.

The spheroids generated by using the cell processing robot are presented in
Fig. 5. If there is a difference in the number of cells when dispensing the cells
turbid liquid, spheroids in different sizes are generated. Moreover, spheroids are
not generated if the number of cells is extremely small, and if large, spheroids in
distorted shapes are generated. All the spheroids generated by this system came in
a pure spherical shape, and generation of spheroids is confirmed on all the wells.

4 Discussions

When building a cells construct for the rabbit femoral cartilage regeneration, the
number of cells necessary is about 4.0 9 107 and the number of spheroids are as
many as about 800. In addition, if human is targeted, a large cells construct needs
to be made that requires long working hours, thus a system like this device is
considered effective.

10

Multiwell plate

0 µ m

Multiwell plate

Fig. 5 Spheroids generated on the multiwell plate using the spheroid formation system
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In this experiment, the handwork was conducted by a skilled technician and there
was no failure in the spheroid generation. However, when it was conducted by a non-
skilled technician, it took longer time for the work and sometimes resulted in failure
(Fig. 6). This could have been because the cells were exposed to the external air for a
long time or the pipettes were erroneously operated and resulted in the occurrence of
contamination, death cells, or nonuniform works. When spheroids were made using
this system, there were no failures such as occurrence of contamination.

Since cells are handed in this research, in spheroid exfoliation by pipetting or
stirring of cells turbid liquid, it is necessary to reconstruct the motions of skilled
technicians with specialist knowledge and technique so as not to damage the cells.
There is no significant difference between the lengths of time in dispensing cells
turbid liquid by this system and that by the handwork carried out by a skilled tech-
nician, similar to spheroids made by handwork, reproducible spheroid were suc-
cessfully made though macroscopically evaluated. In addition, the clean bench used
in this system does not have specifications that are vulnerable to dynamic actions
such as vibrations of SCARA robot when it is operated at the maximum speed, and
hence the work speed is moderated to 50–70 % consequently, providing the clean
bench with rigidity can increase the work speed to achieve further efficiency.

In this research, a macroscopic evaluation on the results of the generated
spheroids has been made and the effectiveness of the system was discussed. When
clinical application is taken into account, a quantitative evaluation is required in
order to confirm quality control and compatibility of spheroids. From quantitative
evaluation, we will perform reproducibility confirmation and feedback to spher-
oids generation protocol and intend to achieve realization of products for regen-
erative medicine.

5 Conclusions

This purpose of this study is to develop the cell processing robot for cartilage
regeneration. In this paper, we have performed the development and evaluation of
a spheroid formation system. When regenerative medicine develops and cells

Spheroid shape distorted

Small masses of cells

Fig. 6 Example of spheroids
formation by a non-skilled
technician
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constructs for implantation grow in size, automatization will be required
inevitably. Moreover, the field of tissue engineering such as regenerative medicine
requires skilled technicians that have specialist knowledge and technique which
will result in imposing them a big load. This system that reproduced the techniques
of skilled technicians and could successfully make spheroids similar to the those
made by handwork can keep uniformity in work and can greatly contribute to
clinical application of the regenerative medical technology. This research group
has also established a method to place multiple types of spheroids in arbitrary
spatial positions and is developing a device to which a manipulator is applied.
Therefore, this system will be able to contribute to make constructs of organs and
tissues that have complicated shapes or constructs.
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Robot Control Architectures: A Survey

Evjola Spaho, Keita Matsuo, Leonard Barolli and Fatos Xhafa

Abstract This paper surveys and analyzes the relevant literature on robot control
architectures. The design of an efficient collaborative multi-robot framework that
ensures the autonomy and the individual requirements of the involved robots is a
very challenging task. This requires designing an efficient platform for inter-robot
communication. P2P is a good approach to achieve this goal. P2P aims at making
the communication ubiquitous thereby crossing the communication boundary and
has many attractive features to use it as a platform for collaborative multi-robot
environments.
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1 Introduction

Robots are being steadily introduced into modern everyday life and are expected to
play a key role in the near future. Typically, the robots are deployed in situations
where it is too dangerous, expensive, tedious, and complex for humans to operate.
Although many of the real-life applications may only need a single robot, a large
number of them require the cooperation of a team of robots to accomplish a certain
task. The use of multiple robots of overlapping capabilities offers a cost-effective
and more robust solution. This redundancy in the robots’ capabilities makes the
overall system more flexible and fault-tolerant.

There are many research works for the control of single mobile robots, but not
much has been done for cooperative mobile robots. The design of an efficient
collaborative multi-robot framework that ensures the autonomy and the individual
requirements of the involved robots is a very challenging task. This requires
designing an efficient platform for inter-robot communication. P2P is a good
approach to achieve this goal. P2P aims at making the communication ubiquitous
thereby crossing the communication boundary. It is network independent, scalable
and can operate over TCP/IP, Bluetooth, and other wired and wireless technolo-
gies. It also facilitates creating any overlay network which provides an automatic
and efficient abstraction of the physical network implementation details. As a
result, P2P technology shows many attractive features to use it as a platform for
collaborative multi-robot environments [1].

The rest of the paper is organized as follows. In Sect. 2, we give an overview of
the various current and past researches of architectures for robot control. We give
an introduction of P2P robot control and JXTA-Overlay Platform in Sect. 3. In
Sect. 4, we discuss the implications of the developmental approach for robotics
research. In Sect. 5, we give future research directions and conclusions.

2 Architectures for Robot Control

Developing a multi-robot control architecture has been the subject of several
studies. Asama et al. proposed ACTor-based Robot and Equipments Synthetic
System (ACTRESS) [2]. The ACTRESS architecture tackles the issues of com-
munication protocols with different abstraction levels, path planning, and task
assignment through multi-stage communication protocols. The architecture was
tested on heterogeneous mobile robots performing complex object pushing tasks
that cannot be accomplished with a single robot.

In [3] is proposed a biologically inspired CEllular roBOTics system (CEBOT).
Robots within the CEBOT architecture are tightly coupled and can dynamically
reconfigure their physical structure in response to different environment changes.
The CEBOT hierarchy is based on the selection of a cluster of master cells to
coordinate subtasks by communicating with other master cells.
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Efficient communication protocols among CEBOT agents have also been
discussed in several studies. Reducing the communication requirements, estimat-
ing the volume of information exchange between the involved robots, and effective
solutions for choosing the master cells, were among the addressed issues [4].

GOFER is another distributed multi-robot problem solving architecture [5, 6]. It
is based on a centralized task planning and scheduling module, which keeps track
of the task allocation and the availability of all the robots through direct com-
munication with them. The system also uses conventional artificial intelligence
and task allocation algorithms, such as Contract Net Protocol to dispatch the
subtasks to be performed by individual robots. Despite its satisfactory performance
in applications, like following a wall and pushing objects, most of the GOFER
implementations involved no more than three robots. In addition, GOFER is
designed for indoor environments only and its dependence on a centralized task
planning and scheduling module represents a major limitation from a flexibility
and fault-tolerance perspective. In order to alleviate the naturally inherited prob-
lems in most of the aforementioned frameworks, the ALLIANCE architecture was
introduced [7]. It is a behavior-based architecture incorporating with mathemati-
cally modeled motivations to deal with task allocation for multi-robot cooperation
with fault tolerance. The architecture is designed for small to medium-sized teams
of loosely coupled heterogeneous mobile robots operating in dynamic environ-
ments to perform tasks with possible ordering dependencies. The ALLIANCE
architecture also assumes that the robots are probabilistically capable of assessing
the performance of their actions as well as those of others through perception and
broadcast communication.

In [8] the authors describe an open and modular approach to design and
implement a real-time robot control system using Open Source Software (OSS)
which includes a Linux-based Real-Time Operating System Xenomai, real-time
IEEE 1394 device driver and other middleware components.

There are some other research works that deal with the autonomous distributed
robot systems. In these systems, many autonomous mobile robots cooperate
together to carry out complicated tasks [9–13].

In [14] is proposed an Adaptive Reservation-Time Division Multiple Access
(AR-TDMA) medium access control protocol which can realise a real-time
communication among robots in a heterogeneous environment by using a reser-
vation mechanism. Also, by using an adaptive time slot allocation method, the
protocol has a flexible behaviour and can deal with the changes of number of
robots.

Furthermore, the proposed protocol can reduce the packet collision probability.
However, all these research works deal with different communication protocols

for robot communication.
In [15–17], the authors proposed and implemented a humanoid robot control

platform. In this platform, the control components are implemented as CORBA
servers and behave as agents. The platform allows easy addition, deletion and
updating of new devices. The authors carried out many experiments and confirmed
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the effectiveness of the proposed platform. However, this platform is based on C/S
approach.

There are other works [18–20], which deal with biped robots. However, most of
them deal with robot architecture, walking generation or robot tracking.

3 A P2P Robot Control System

Our proposed platform includes a set of protocols that are able for robot com-
munication and control. The proposed platform is based on JXTA architecture
[21–23] and is implemented by Java Language. Thus, it is platform independent
(does not depend on the OS).

In our proposed system, we combine P2P communication and robot technology.
The robot size is 450 (W) 9 1200 (H) 9 250 (D) mm and the robot weight is
24 kg. The biped walking robot has 19 motors (V-SERVO). The robot is shown in
Fig. 1. We implemented the computer Interface (ETC-A013) in the robot. The
mounted computer is equipped with Z520PT processor, two serial ports
(RS-232C), four USB devices, LAN device and Controller Area Network (CAN).

Fig. 1 Biped walking robot
used for experiments
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The computer size is 210 (W) 9 29 (H) 9 150(D) mm. We implemented the
computer in the back side of our robot as shown in Fig. 2.

Our goal is not only to control the robots in a WAN but also to overcome the
firewalls and other security devices. This is why we use the JXTA-Overlay P2P
platform. The system image for the control of biped robots by P2P system is
shown in Fig. 5.

The P2P robot control system is shown in Fig. 3 and a snapshot of the robot
control system interface is shown in Fig. 4. We will consider the biped robots as
peers. We developed now a knowledge sharing system for biped robots as shown
in Fig. 6.

Fig. 2 ETC-A013 computer mounted in biped robot

Fig. 3 P2P robot control system

Robot Control Architectures: A Survey 867



The Motors of robot are controlled via JXTA-Overlay P2P system. Experiments
are carried out in real environment and we confirmed the effectiveness of JXTA-
Overlay.

Fig. 4 A snapshot of robot control system interface

Fig. 5 Overcome of security devices by P2P technology
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4 Discussion and Future Prospects

By using many robots in a distributed way, the robot functions can be simplified
and the system cost, fault tolerance and flexibility can be improved. In the case,
where there are many robots and if one robot has a problem, the other robots can
cooperate to finish a requested task. Therefore, the distributed robot systems are
better than single robots. However, in distributed robot systems, to realise a
common task, the robots should cooperate together and consider not only their
own task but also the complete task (Figs. 5 and 6).

Robots offer many advantages to accomplishing a wide variety of tasks given
their strength, speed, precision, repeatability, and ability even in extreme envi-
ronments. Most robots perform these tasks in an isolated manner, and the interest
is growing in the use of tightly interacting multi-robot systems to improve per-
formance in current applications and to enable new capabilities. Potential
advantages of multi-robot systems include redundancy, increased coverage and
throughput, flexible reconfigurability and functionality.

Controlling and programming cooperative multi-robot systems is a highly
complicated task that requires a flexible control architecture and programming
environment that are able to handle the distributed nature of multi-robot systems.

Robot architectures are distinguished from other software architectures because
of the special needs of robot systems. Cooperation among multiple robots working
as a team needs a very high level of control. The success of mobile robots control

Fig. 6 Proposed knowledge sharing system for biped robot
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architectures depends on satisfying characteristics such as safety, security, reli-
ability and availability.

The control system of robots should be modular (divided into smaller subsys-
tems) that can be separately and incrementally designed, implemented, debugged
and maintained. As the field of robotics is rapidly changing, the future work should
be focused on the design of open and modular system so they can quickly adopt a
new promising technology by just replacing the corresponding module of the
system not redesign the entire system for adopting some small changes in hard-
ware or software.

Reliable inter-robot communication is crucial for dangerous applications for
this reason new protocols should be built.

5 Conclusions

In this paper is provided a brief review of robot control architectures. As the field
of robotics is rapidly changing, the future work should be focused on the design of
open and modular system so they can quickly adopt a new promising technology
by just replacing the corresponding module of the system not redesign the entire
system for adopting some small changes in hardware or software. By using many
robots in a distributed way, the robot functions can be simplified and the system
cost, fault tolerance and flexibility can be improved. The integration of system
infrastructure with the development of intelligent robotic architectures will lead to
robots that display ever greater levels of autonomy. During the literature review
work, we found that P2P aims at making the communication ubiquitous thereby
crossing the communication boundary and has many attractive features to use it as
a platform for collaborative multi-robot environments.
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Experiment Verification of Position
Measurement for Underwater Mobile
Robot Using Monocular Camera

Natsuki Uechi, Fumiaki Takemura, Kuniaki Kawabata
and Shinichi Sagara

Abstract Authors have been developing the underwater robot that can be used for
environmental protection work in the sea near Okinawa. It is difficult to get the
position of underwater robot, because it cannot use GPS in sea. Authors have been
developing the underwater robot to work in the sea near Okinawa with a high
radree of transparency, so we try to develop the inexpensive measurement for
underwater robot using a monocular camera. In this paper, we illustrate the
measurement method and the basic experiment on land and underwater.

1 Introduction

Recently, the activity concerning the environmental sustainability and conserva-
tion is recommended by the change in the global environment. Especially, the
coral reefs that are present in Okinawa etc., is a base of the ecosystem, and
important existence for human beings to live [1]. However, it has been reported
that about 1/3 of the reef-building corals in the world is a threatened species in
report by World Conservation Union (IUCN) [2]. Therefore, it is pressing needs to
conservation and protection of the coral reef based on the analysis of the influence
that the habitat factor gives the ecosystem.

All these work is done by the hand work though the vegetation of coral reef and
capture of Crown-of-thorns-starfish is being done as a protection activity of the
coral reef by the diver. Therefore, the removal of the physical burden and danger is
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hoped for. Because the number of coral decreases rapidly when the coral exceeds
20 [m] in depth from living by depth that sunlight reaches [3], it be able to act by
about 20 [m] in depth as underwater robot that done the protection activity of the
coral reef. Then, authors develop the underwater robot that can work by 20 [m] in
depth and are researching [4].

A coral investigation, the research, and the protection activity are often done
periodically. In order to determine the cause of the decline of coral, time and
location information is important information. However, the underwater robot
cannot grasp ‘‘positional information’’ because GPS cannot use at undersea. The
expensive apparatus is needed in obtaining enough accuracy though a positional
measurement that uses the sound wave and the supersonic wave is chiefly done in
underwater. In this study, we develop the system that acquires the location
information of the underwater robot. There is no applied example from poor
visibility in water to a positional measurement of on underwater object though
positional measurement by monocular camera is researched at land [5]. The
underwater robot that authors are developing has aimed at the coral maintenance
activity in the Okinawa neighboring waters. It is thought that a positional mea-
surement with a monocular camera is quite possible because of a positional
measurement of the underwater robot that acts in depth and the sea area where the
transparency is high. Figure 1 shows an image of a blue coral that was taken in
Oura Bay (Nago city, Okinawa prefecture, Japan). Figure 1 was taken a blue coral
from below about 5 [m] in surface of the sea. Even if depth is about 5 [m], a blue
coral can be confirmed clearly from Fig. 1.

Moreover, it is possible to use it also for the operational support of the
underwater robot by offering image obtained by monocular camera image to the
operator of the underwater robot.

Here we proposes the positional measurement method of the underwater robot
with a monocular camera, and describes about the system. Moreover, it reports on
the basic experiment in land and underwater.

Fig. 1 Blue coral in Oura
Bay—depth: approx. 5 m
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2 Method of Positional Measurement

2.1 Outline of Positional Measurement

The underwater robot that uses it in this study is having cable, and operator PC in
the sea (land) is teleoperated robot (ROV) connected by LAN cable. The following
apparatus are installed in the underwater robot.

Equipment to be mounted on the underwater robot

• LED marker
• Depth sensor

Depth information of the underwater robot by the depth sensor is assumed to be
already-known through LAN cable.

The positional measurement method is shown in Fig. 2. The sea movable body
with the thruster is floated on the sea, and the downward monocular camera is
installed in the sea movable body. The following apparatus are installed in the sea
movable body.

Equipment to be mounted on a sea floating body.

• GPS
• Attitude sensor (acceleration sensor and gyro sensor)
• Thruster

The state to float the monocular camera on the surface of the sea is assumed to
be parallel to the surface of the sea. The depth of the underwater robot is enabled
to be measured by the depth sensor. The LED marker is equipped in the under-
water robot and the position on the image is measuring by the image processing.
And the conversion formula of the size for each 1 pixel (length) in depth in made
by correcting the swerve. Thus, an actual position is understood from counting the
number of pixel from the starting point to the marker, and combining conversion
formula of a real position with depth information on the underwater robot.

Fig. 2 Position
measurement method
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Here, there is actually no such situation though the monocular camera is
assumed to become parallel to the surface of the sea. Then, it is system that
acquires the global coordinate of the underwater robot by correcting attitude based
on information on the installed attitude sensor, and GPS information and inte-
grating it. Moreover, it is supposed to move the sea floating body to locate the
underwater robot at the image center by installing the thruster.

2.2 1 Pixel and Real Distance Conversation in Depth
Information

In this position measurement method, the location information is shown by the
pixel value in monocular camera. Therefore, it is necessary to convert pixel value
into real position [m]. Figure 3 shows the position of the camera and the under-
water robot of the sea. Depth D [m] is already-known from a depth sensor of the
underwater robot. H [pixel] is the vertical size, aW [rad] is the vertical angle, W
[pixel] is the horizontal size, and aH [rad] is horizontal angle of the picture. If the
transform coefficient to the actual position to vertical direction is CW and hori-
zontal direction is CH, the following equation is established relationship.

CW ¼ 2 � D � tan aW=2ð Þ
W

m/pixel½ � ð1Þ

Fig. 3 Relation of between pixel and real-distance
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CH ¼ 2 � D � tan aH=2ð Þ
H

m=pixel½ � ð2Þ

The spacing error is contained when using it for the position tracking as it is
because the swerve is caused in the camera. Pixel the swerve correction then real
distance transform coefficient CH and CW are obtained. The image size, the hor-
izontal angle of view, and the vertical picture corner after the swerve is corrected
are shown in Table 1.

Thus, real position (RH, RW) can be requested by using the conversion formula
of the next expression from the pixel value (position PH of the vertical direction,
horizontal direction, and position PW) in the image.

RW ¼ CW � PW ¼ 0:00136D � PW m½ � ð3Þ

RH ¼ CH � PH ¼ 0:00133D � PH m½ � ð4Þ

Table 1 Camera
specification

Picture size W:1280 9 H:960 [pixel]

Field angle—vertical aH:80.9 [rad]
Field angle—horizontal aW:66.3 [rad]

Fig. 4 Flow chart
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2.3 Method of Image Processing

The image processing program uses Microsoft Visual C++ 2010 Express Edition,
and the image processing library uses OpenCV1.0 that is open source.

Figure 3 shows the flow of the image processing. HSV is converted after the
image is corrected, and the marker is detected with the particle filter. The mean
value at the position of the particle is adjusted to the position in the image. A real
position is requested from the center position of the particle based on expression
(3) and (4) (Fig. 4).

Fig. 5 Result of the image
processing (land)

Fig. 6 Result of the image
processing (underwater)
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3 Basic Experiment

Carry out basic experiments used a monocular camera at outdoor, whether the
marker can be recognized by the particle filter. At this time, the LED light is
adopted in the marker. The distance of the monocular camera and the marker is 5
[m].

Shows Fig. 5 that is processing the distortion correction. And shows Fig. 6 that
is the particle filter.

Blue point is the position of the center of gravity of the particle. The marker
was able to detect by using the particle filter in both land and underwater.

4 Conclusion

Authors are trying the development of the position measurement system of the
underwater robot using a monocular camera from the development of the under-
water robot that works in the sea off Okinawa where the transparency is high.

In this paper, it reported on the basic experiment by the positional measurement
method and land.

The parameter of the particle filter is adjusting now. From now, we are going to
test the accuracy of the position measurement. In the future, we aim to build a
position measurement system integrated to GPS information and attitude sensor
information.

Acknowledgments This study received The Telecommunications Advancement Foundation in
2012 fiscal year and was done.
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Emergency Detection Based on Motion
History Image and AdaBoost
for an Intelligent Surveillance System

Jun Lee, Jeong-Sik Park and Yong-Ho Seo

Abstract This paper proposes a method to detect emergency situations in a video
stream using a Motion History Image (MHI) and AdaBoost for a video-based
intelligent surveillance system. The proposed method creates a MHI of each
human object through an image processing technique entailing background
removal based on Gaussian Mixture Model (GMM) followed by labeling and
accumulating the foreground images. The obtained MHI is then compared with the
existing MHI templates to detect emergency situations. To evaluate the proposed
emergency detection method, a set of experiments on a dataset of video clips
captured from a surveillance camera were conducted. The results show that we
successfully detected emergency situations using the proposed method.

Keywords Gaussian mixture model � Motion history image � Video-based
surveillance system � AdaBoost

1 Introduction

Currently there is strong demand for intelligent emergency detection techniques
that automatically analyze situations recorded in a live video stream captured from
a surveillance camera. This paper proposes a method to detect emergency situa-
tions for a video-based intelligent surveillance system [1].
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The proposed method traces a human object in the field of view of a
surveillance camera after separating the foreground from the background in the
image using conventional image processing techniques including a Gaussian
Mixture Model (GMM) and labeling.

We also develop a vision-based surveillance system based on the proposed
method to record images captured from an IP camera installed under the ceiling of
an indoor environment, similar to existing CCTV surveillance systems.

This paper is organized as follows. The proposed emergency detection method
is described in Sect. 2. Experimental results are presented in Sect. 3 and a con-
clusion is finally given in Sect. 4.

2 Emergency Detection Method Using Motion
History Image

The proposed method first extracts the foreground, which is assumed to be a
human object, from the input image. Human object tracking is then conducted to
create a Motion History Image (MHI) of the current object from sequential images
in a given duration triggered by using a similarity threshold between the current
and the next foreground human object.

2.1 Foreground Extraction and Human Object Tracking

For detection of a human object, separation of the foreground from the background
is necessarily required. The conventional approach for foreground extraction
requires modeling of the background in a video stream.

Therefore, we employ a GMM-based approach, which is a robust and widely
used method for background modeling. The suggested method uses multi-
Gaussian distributions in order to prevent the regular Gaussian distribution from
falling into the maximum local point by using average and standard deviations of
distributed values. A mixture of Gaussians is maintained for the underlying dis-
tribution for each pixel’s color values. For each new frame, the mean and
covariance of each component in the mixture are updated to reflect the change of
the pixel values. If a new value is far enough from the mixture in a new image, the
current background model is updated. The foreground can be extracted by cal-
culating the difference between the entire image and the current background model
[2].

The following parameters of each Gaussian component need to be learned
dynamically. Equation (1) gives the average, Eq. (2) gives the variance, and
Eq. (3) gives the weight parameter of each Gaussian component.
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After extracting the foreground binary image, noise is removed by applying
dilation and erosion operation prior to the labeling process.

Human object tracking is conducted after foreground extraction. Labeling is a
process to obtain blobs from the foreground image. For this process, we apply a

Fig. 1 Flowchart of foreground extraction and human object tracking
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well-known blob labeling algorithm [3]. The near blobs then need to be merged
because they can form a candidate of the human object.

The tracking process also includes a comparison of two human objects in
successive image frames to determine whether the current human object is the
same object as either the previous one or a new one. This can be calculated by
measuring the Euclidian distance of the center of masses and the difference of
sizes of two objects. In this study, we simply use a correlation-based approach, by
which the sum of pixel differences between two objects is calculated and a
threshold value is defined to recognize a new human object.

Figure 1 shows a flowchart of the foreground extraction and the human object
tracking steps, which are used as preprocessing techniques in our emergency
detection method. In Fig. 1, CMPHO and Threshold denote the correlation value of
two successive human objects and the predefined threshold value, respectively.

2.2 Emergency Detection Using MHI

Unlike posture recognition, which uses a single image frame, a sequence of images
should be considered to recognize human action. Given a sequence of images, we
adapt a representation of the MHI to a model of human action. The MHI accu-
mulates an image sequence into a single image that captures spatial and temporal
information about motion [4]. The MHI has advantages of fast processing speed
and the ability to represent short-duration movement.

It is possible to apply various types of MHIs. In this study, we identify each
human object by giving higher weight to recent frames rather than previous frames
when accumulating the human object [5]. Examples of MHI templates for emer-
gency situations are shown in Fig. 2.

Fig. 2 Examples of MHI templates of positive samples for emergency situations
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AdaBoost is used to detect behaviors of emergency situations. AdaBoost was
proposed in 1995 as a general method for generating a strong classifier out of a set
of weak classifiers [6, 7]. It works even when the classifiers are taken from a
continuum of potential classifiers such as neural networks and LDA. However, for
the sake of simplicity, it assume that the pool of experts is finite, that it contains L
classifiers, and that it is provided as input to AdaBoost. This is the case, for
example, with the well-known method of face recognition introduced by Viola and
Jones [8].

A strong classifier f(x) can detect emergency situations by combining a set of
weak classifiers ht(x) as in the following Eq. (4). The output of the strong classifier,
Cr(x), is given by the following Eq. (5).

f ðxÞ ¼
XT

t¼1
athtðxÞ ð4Þ

Fig. 3 Flowchart of
emergency detection using
MHI and AdaBoost
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CrðxÞ ¼ sign
XT

t¼1
athtðxÞ

� �
ð5Þ

If the MHI of the current situation is identical to one of the Adaboost classifiers
that we trained using the MHI templates of the given emergency situation,
the output Cr(x) of the Adaboost classifier will be close to 1. In this study, the
detection result of the emergency situation is satisfied when we trained the
AdaBoost with positive samples and negative samples at a ratio of 1–3. Figure 3
shows a flowchart of the emergency detection using MHI. In Fig. 3, Dth represents
the predefined threshold value for accumulating successive human objects.

Fig. 4 Result of emergency situation detection and MHI template of falling

Table 1 Experimental results of emergency detection

Emergency case Detection results

Using
AdaBoost (%)

Using template matching (%)

Squatting down 65 40
Falling down 75 45
Walking 90 80
Total 76 55
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3 Experimental Results

We installed the IP camera under the ceiling of a corridor with a height of 2.5 m
and a width of 1.5 m for our experiments. We reproduced the situations of falling
down and squatting down as emergency cases. Figure 4 represents a result of
emergency situation detection and a MHI template of falling down.

The experimental results of emergency detection are represented in Table 1 for
three emergency situations: squatting down, falling down, and walking.

4 Conclusion

This paper proposes an emergency detection method using a MHI for a video-
based intelligent surveillance system. The proposed system can detect emergency
situations automatically, and thus could deliver notification of the current emer-
gency to a surveillance manager. The proposed method consists of three funda-
mental processes for detecting an emergency situation: foreground extraction,
human object tracking to create a proper MHI, and emergency classification using
AdaBoost.

The feasibility and effectiveness of the proposed method were successfully
verified by conducting several experiments involving emergency detection for
squatting down and falling down cases under an indoor environment, similar to a
conventional CCTV surveillance system.

For future work, we will enhance the quality of the foreground by considering
external factors such as the light an the angle and walking speed of a human
object, and also will enhance the emergency detection accuracy.
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Marker Tracking for Indirect Positioning
During Fabric Manipulation

Mizuho Shibata

Abstract We describe here a marker tracking algorithm for indirect positioning
during planar fabric manipulation. Indirect positioning is a unique problem during
manipulations of deformable objects. Improving the tracking of position by a
robotic system contributes to the dexterous manipulation of deformable objects.
To formulate this algorithm, we assessed the movement of a single robotic finger
moving one manipulated point on a fabric to one positioned point or marker, to the
desired point on a floor. To select an appropriate algorithm, we classified distur-
bances during the positioning of fabrics. To precisely detect the position of the
marker during these disturbances, we applied the combination of a particle filter
and a labeling processing to the algorithm. Experimental evidence showed that,
due to its precision in detecting position, this algorithm was suitable for indirect
positioning.

Keywords Fabric manipulation � Non-collocated manipulation �Marker tracking

1 Introduction

In this manuscript, we discuss image processing for the manipulation of
deformable objects, in this case fabrics. Fabric manipulations are required in many
industrial fields, including apparel and linen supply services, but most are per-
formed by hand. Automation of fabric manipulation can enhance its efficiency.
Several methods of fabric manipulation have been described [1–3]. Mechanical
grippers, with pins [4] and rollers [5] to grasp fabrics, have been developed to
handle fabric. Sensory systems, utilizing visual and tactile information, have been
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developed to sense or recognize fabric manipulations [6, 7]. Models of fabrics have
been developed to analyze their manipulation, with most models using a spring-
mass-damper system to reduce computation time [8, 9]. Several strategies have
also been introduced for fabric manipulation [10, 11], including systems that
integrate various techniques in their working strategies [12, 13]. We have devel-
oped a robotic system that can manipulate a fabric such as a handkerchief [13]. We
have classified these manipulations into their basic motions, including grasping,
wiping [14], unfolding [15], and placing [16] motions, and integrated these
motions in series [13].

Wiping motion using a deformable object is defined as a task in which there is
contact, but no relative movement, between the manipulator and the object, while
there is both contact and relative movement between the object and a floor during
the displacement of the object. We applied contacts with the fabric and the
environment, including the fingertips of the robotic hand, to the sequence. These
contacts adequately constrained movement and deformation of the fabric, realizing
this sequence utilizing an open-loop control law for a one-handed robot with two
grippers [14]. Similarly, utilizing contact with fabrics and an environment can
result in easy manipulations to handle deformable objects. In this manuscript, we
discuss the indirect positioning of fabrics (Fig. 1). Indirect positioning, or non-
collocated control, is a positioning problem, in which a positioned point on a
deformable object is moved to a desired point, as determined by coordinates or a
floor, by moving a manipulated point that differs from the positioned point
(Fig. 1). This positioning problem is unique to manipulations of deformable
objects due to the dynamics of the object. Among studies of indirect positioning
are those involving vibration suppression control of a flexible structure such as a
flexible arm [17, 18]. The concept of indirect positioning has been applied to fabric
manipulation [8, 19]. Modeling of a deformable object can affect a control law
during indirect positioning [8]. Our group analyzed the effects of the viscosity of a
linear deformable object on indirect positioning [19]. In this manuscript, we dis-
cuss planar indirect positioning, in which a single robotic finger moves a manip-
ulated point on a flat floor (Fig. 1). We considered the indirect positioning as a
type of wiping slide motion. Utilizing contact with fabrics and an environment, the

Fig. 1 Indirect positioning for fabric manipulation. a Initial condition. b Convergent condition
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fabrics can be easily replaced. We utilized one marker to measure the positioning
point. Precise positioning, however, may require visual feedback, and a visual
feedback system requires the marker to be measured robustly and accurately, even
during disturbances. In this manuscript, we consider the effects of disturbances on
the indirect positioning of fabrics. To develop marker tracking for the indirect
positioning of fabrics, we applied the combination of a particle filter and a labeling
method to image processing.

2 Problem Settings

In this section, we describe the setting of the problem underlying the indirect
positioning of fabrics. Based on this problem setting, we selected an image pro-
cessing algorithm. As described in Sect. 1, the system consists of a single
manipulator or robotic finger moving one positioning point to the desired point on
a fabric placed on a flat floor. This high-precision algorithm can track the marker
in a short computation time. We assumed that there was no slippage between the
robotic fingertip and the fabric during this manipulation. The positioned point on
the fabric was indicated with a black mark, and the position of the marker was
determined using an image obtained by a camera.

To select an adequate algorithm for the problem, we classified disturbances that
may occur during indirect positioning (Fig. 2). One major disturbance during this
manipulation arises from the manipulator itself. The manipulator should be placed
as close to the marker as possible to reduce the effects of the fabric’s dynamics.

Fig. 2 Disturbances during planar indirect positioning of fabric manipulation. a Robotic finger.
b Design of fabrics. c Ruck on fabrics
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This is indicated by the photograph of the robotic finger (Fig. 2a-1). The
disturbance by the manipulator may be large relative to the area occupied by the
marker (Fig. 2a-2), emphasizing the need to select an algorithm with robustness
for such a large disturbance.

We should also consider the characteristic disturbances of a fabric. One of these
disturbance is the design on the fabric (Fig. 2b-1). For example, a fabric with a
waffle pattern can generate many small disturbances (Fig. 2b-2), suggesting the
need to select an algorithm with robustness for these disturbances.

Another disturbance is due to rucks on the fabric (Fig. 2c-1). Fabrics can buckle
in response to compression, with buckling generating rucks on the fabric, which
may account for a considerable degree of disturbance during manipulations
(Fig. 2c-2). Rucks are generated by mechanical conditions, such as the relative
movements of the robotic finger, the fabric and the floor. Therefore, these rucks
will not be generated if the manipulator moves the fabric in an adequate config-
uration. In this manuscript, we do not consider rucks on the fabric.

3 Proposed Algorithm

In this section, we introduce an image processing algorithm for the indirect
positioning of fabrics based on the problem settings described above. Image
processing based on a particle filter was applied to the algorithm to track a marker
on the fabric. Particle filter tracking is a type of time series filter such as a Kalman
filter [20]. Distributions dealt with by particle filters are nonlinear and nongaus-
sian, allowing their application to various tracking problems. The particle filter
algorithm generates several particles around the target stochastically, followed by
the elimination of some of these particles based on predefined criteria. The
position of the target was calculated as the average position of all surviving
particles so that the tracking based on particle filters has robustness for distur-
bances such as noises and occlusions in short-time. The position determined by the
algorithm can move partially and randomly because the positions of the particles
are generate stochastically. Therefore, the precision of the position after the cal-
culation must be somewhat low to utilize the input signals of positioning problems.
For example, the average position of particles may move randomly even if the
marker does not move, because of the principle of the algorithm. To overcome this
difficulty, we applied the combination of a particle filter and a labeling processing
to the algorithm. This proposed algorithm consists of following processes or steps,
shown in detail in Fig. 3.

(a) image capturing: the camera in this system captures a raw image,
(b) initializing: the initial positions of the particles are determined relative to the

marker for preprocessing,
(c) binary processing: the raw image is converted to a binary image,
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(d) erosion process: the binary value of the target pixel is inverted depending on
the conditions of pixels near the target pixel,

(e) labeling process: clusters of black pixels are labeled based on a labeling
method,

(f) calculations: particles are generated/eliminated based on the criteria of a
particle method. The average position of the particles is calculated,

(g) recognition: the labeling data obtained in Step (e) were compared with the
average positions in Step (f). The label area, including the average position of
particles as the marker, and the target area were determined,

(h) calculating center of gravity; the center of gravity (COG) of the target area
was calculated and defined as the position of the marker.

Using this algorithm, we dealt with a grayscale image in Step (a), allowing
erosion and labeling. In Step (b), we set the initial position of the image using a
mouse. In Step (c), the threshold of the binary process was determined adequately
using a manual. The white noises in the image are reduced through erosion (Step
(d)), using a four-neighbor erosion process [21] to the step. A 4-neighbor labeling
method [21] was utilized for this image (Step (e)). During this step, all clusters,
including disturbances, were labeled. In Step (f), we applied the CONDENSA-
TION method [20] to the algorithm of the particle filter. The label number of the
marker may change during Step (e), depending on the relative positions of the
marker and the disturbances. Even if the label number changes during
the manipulation, however, the particles track the area of the marker. That is, we
obtained the current labeling number of the marker (Step (g)), directly utilizing the
COG of the marker directly, allowing the proposed algorithm to more precisely
determine the position of the marker than when using the particle filter alone (Step
(g)). The single loop of the proposed algorithm consists of capturing one image
and processes from Step (c) to Step (h). After Step (h), the camera captures the
next image.

Fig. 3 Overview of the steps of the proposed algorithm. a Image capturing. b Initialization. c
Binarization. d Erosion. e Labeling. f Particle filter. g Recognition. h Calculating COG
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4 Experiments

In this section, we implement the proposed algorithm, and then verify its validity
experimentally. We utilized three conditions in order to verify the validity of this
algorithm (Fig. 4). We first checked the path on a plain white fabric of a black
rectangular marker, measuring 20 9 10 mm, moved from its initial position 20 mm
to the right in a straight path for approximately 3 s (Fig. 4a). Here, the manipulating
point is on the right of the figure to avoid rucking the fabric during manipulation.
This manipulating point is not observed in the images obtained during the experi-
ment. The distance between the fabric and the floor was approximately 165 mm.
The spatial resolution of each pixel was approximately 0.4 mm. The origin in the
task coordinate is at the upper left corner of the image. To investigate the relative
merits of the proposed algorithm, we compared it with a tracking algorithm using
only a particle filter. Figure 4b confirms the influence of a single large disturbance
on the marker for the proposed algorithm, with the area of disturbance larger than
that of the marker. In Fig. 4c, we utilized a fabric with a waffle pattern as a model of
many disturbances during movement of a fabric. In all experiments, we utilized the
same experimental setup. Figure 5 shows the paths of the markers obtained during
these experiments. The proposed algorithm was able to determine the straight path
(Fig. 5a-1). Although the particle filter alone could track the marker, the path was
not straight because of statistical elements (Fig. 5a-2). These results indicate the
superiority of the proposed algorithm, which can be utilized to track an indirectly
positioned marker.

One advantage of the proposed algorithm is the computation time, which is
independent of the number of disturbances (Table 1). These times were deter-
mined from the average of 40 samplings and include the image capture time. This
algorithm requires that only the COG of the objective area, or marker, is calcu-
lated. The COGs of other areas, including disturbances and noises, are not cal-
culated because the objective area can be adequately determined based on tracking
of the particle filter.

Fig. 4 Experimental setup. a Without disturbance. b With one disturbance. c With disturbances
(Fabric designs)
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5 Summary

This manuscript has described a marker tracking algorithm for indirect positioning
of planar fabric manipulation. We considered the scenario in which one robotic
finger moved one manipulated point on a fabric, such that the positioned point, or
marker, corresponds with the desired point on a floor. In order to select an ade-
quate algorithm, we showed typical disturbances by (a) the manipulator (b) the
design of the fabrics and (c) the rucks of the fabric. We applied the combination of
a particle filter and a labeling process to the algorithm to detect the marker pre-
cisely under these disturbances. We checked the validity of this algorithm through
several experiments. Our experimental results showed that the algorithm was more
robust than an algorithm based solely on a particle filter.

Acknowledgments This research was partially supported by The Furukawa Foundation for
promotion of technical science.

Fig. 5 Experimental results. a-1 Proposed algorithm without disturbances. a-2 Particle filter
without disturbances. b-1 Proposed algorithm with one disturbance. b-2 Particle filter with one
disturbance. c-1 The proposed algorithm with disturbances. c-2 The particle filter alone with
disturbances

Table 1 Computation times
for steps in the proposed
algorithm

Experiment Ave. time (ms) Standard deviation (ms)

(a-1) in Fig. 5 73.0 7.4
(b-1) in Fig. 5 75.8 8.2
(c-1) in Fig. 5 73.1 7.3
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Vision-Based Human Following Method
for a Mobile Robot Using Human
and Face Detection

Se-Jun Park, Tae-Kyu Yang and Yong-Ho Seo

Abstract This paper presents a method of vision based human following for a
mobile robot to trace a given human in an indoor environment. For a mobile robot
to perform vision based human tracing reliably, we combined a silhouette based
human detection and two-stage face detection technique. In this paper, the human
detection uses a Histogram of Oriented Gradient (HOG). The face detection is
composed of two stages, face detection using a Haar-like wavelet feature and
AdaBoost and face detection using skin color with motion information and
validation of contour shape. Finally, the performance of the proposed system is
verified by conducting experiments where a mobile robot follows a human
successfully in a real indoor environment.

Keywords Mobile robot � Human following � Face and human detection �
AdaBoost � HOG

1 Introduction

Robust object detection and tracking technology for autonomous navigation of
mobile robots is a very important issue in robotics research. In particular, it is
critical when both the mobile robot and human are moving [1]. Difficulty in vision-
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based real-time object detection and tracking technology depends on the kind of
target object to be tracked and its surrounding environment.

Face detection to find the position and size of a face that exists in a given image
captured from a camera attached on a robot is an important step to perform human
following. Therefore, we propose a method of vision-based human following in a
dynamic environment using the contour information detection of a human as well
as a face detector.

In this paper, we present a cascaded method that combines three detectors
including one human detector and two face detectors to perform reliable human
target tracking. First, the human detection uses contour information of a human
based on a Histogram of Oriented Gradient (HOG). When the image captured from
the camera of a robot does not contain all contour information, it fails to detect a
human, and dual-stage face detection is then activated. The first stage of the face
detection method uses Haar-like wavelet features and AdaBoost, well-known
methods included in OpenCV [2]. For the second stage of face detection, we use
skin color with motion information and validation of the face contour shape.

The proposed method should deal with robust object following of a mobile
robot while the mobile robot and human are moving in a dynamic environment
with obstacles by combining the output results of human and face detection.
Finally, we verified the feasibility and performance of the suggested method by
conducting autonomous navigation experiments where a mobile robot should
follow a human while avoiding obstacles in a complex indoor environment by
applying the proposed method.

2 Related Works

Object tracking methods can be classified into color-based approaches, template-
based approaches, and motion-based approaches according to the characteristics of
the target object.

First, color-based methods use the color distribution of the object as a char-
acteristic value. These methods are widely used because they are based on a simple
and fast algorithm. The color distribution variations of each object can be
expressed by generating a Gaussian Mixture Model based on a color histogram of
the object after converting a RGB color model into a HSV or YUV color model.
This method can easily extract a moving object from the background [3].

Second, template-based methods usually register the template of an object in
various forms prior to tracking. These methods show more stable performance than
the motion-based methods. However, the conventional template-based methods
cannot effectively deal with size change and rotation of object. Papageorgiou pro-
posed a pedestrian detection method using wavelet template creation and SVM [4].

Third, the motion information is an important cue for object tracking. The
motion-based tracking methods can be represented as a set of motion parameters
expressed as a Parametric Motion Model for the motion information of an object.
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These methods can be applied to a moving camera by using the background
motion model and independent object motion model creation. The optical flow
method is a representative algorithm [5].

In this paper, we use a template-based method to detect a human and face
detection. We use a Histogram of Oriented Gradient as a template in the human
detection stage and Haar-wavelet features in the face detection stage. We also use
AdaBoost as a classifier of these two templates. Finally, we add another face
detector that combines a skin color-based detector with motion information and
validation of contour shape as a second technique when the first face detector fails
to find a face.

3 Vision-Based Human Following Method

3.1 Vision-Based Human Tracker Based on Human
and Face Detection

The set of image features used for human detection is based on duplicated encoding
andhighdensity of image areausinghistogramgradient descriptors.Here, descriptors
can be classified into static HOG and motion HOG. The static HOG is calculated
through individual images and the appearance features, and it includes R-HOG,
C-HOG, Bar HOG, and Centre-Surround. The motion HOG is calculated by a set of
continuous video and motion channel, and is used for video detection.

The static HOG and motion HOG are based on an oriented histogram [6].
Figure 1 shows the static HOG encoding process. For human detection, we use a
method based on HOG and AdaBoost proposed by Laptev [7].

In this study, we use a well-known face detection algorithm based on AdaBoost
proposed by Viola and Jones. This detector is an excellent algorithm in terms of its
speed and detection performance [8]. The Haar-wavelet feature expresses edges or
lines in an image and it contains two or more rectangular areas. In a given sub-
window, the Haar-wavelet feature can be defined as the weighted subtraction of
the brightness sum of two rectangular areas.

Fig. 1 Static HOG encoding process
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In order to deal with detection failure of the human detector and the face
detector mentioned above, we propose another face detector based on skin color
filtering with motion information and contour shape validation. This face detector
works well on small size faces even if the described two detectors do not work, but
false alarms of this detector are relatively higher. The skin color filtering method is
widely used due to fast computation time and simple operation. However, if the
background color is similar to the skin color, it does not work well, and it is also
sensitive to illumination changes [9].

Therefore, we combined the skin color filtering with motion information and
contour shape validation to minimize the impact of the background or lighting
problems to reduce the risk of incorrect detection with the use of skin color only.
The proposed face detection method calculates the difference of successive two
images: the result is called a motion map. It then selects candidate regions of a face
by using skin color filtering merged with the motion map. Finally, it detects a face
by verifying that the contour shape is close to an ellipse.

Figure 2 shows a human detection result using HOG and AdaBoost and Fig. 3
shows results from the two different face detectors. The left figure of Fig. 4 shows
the face detection result using a Haar-wavelet and AdaBoost and the right two
figures show the face detection result and its internal process using skin color
filtering with motion and validation of the contour shape. These figures show that
the implemented human detector and two face detectors works relatively well.

Figure 4 shows a flow chart of our vision-based human following based on
human and face detection. First, the proposed following method tries to detect a
human. When this stage fails, it usually means that the current image does not
contain an entire outline of the human, and therefore it activates the first face
detection using the Haar-wavelet and AdaBoost. If this stage fails to find a face,
then the second face detection based on skin color with motion and validation of
the contour shape is activated lastly. The mobile robot can follow a moving human
in dynamic indoor environments according to this cascaded detection method with
the simple following algorithm described in the next section.

Fig. 2 Result from the HOG based human detector
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3.2 Human Following of Mobile Robot

In this study, we implement a simple human following algorithm where a mobile
robot traces a human path autonomously based on the 2D position of a human
target from a vision-based human tracker. If the human target is detected by the
vision-based human tracker, we need to decide the robot movement according to
the horizontal displacement of the robot and the human target. Usually a camera is
installed at the front of the mobile robot, and we can hence assume that the center
of the horizontal axis of the image plane is the center of the robot. Therefore, the
horizontal displacement of the robot and the human can be simplified to the

Fig. 3 Results from the two different face detectors

Fig. 4 Flow chart of vision-based human tracker based on human and face detection
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horizontal position of the 2D position of the detected human target, and we can
easily convert this horizontal displacement to the target heading angle.

If the heading angle is within a given range defined as the angle threshold, the
mobile robot will move forward, and if the heading angle is beyond the threshold,
the robot will turn left or right according to the sign of the heading angle. If the
human target is not detected during vision-based tracking in the short term, the
mobile will keep the previous movement, and finally if the target is lost in the long
term, the robot will rotate or step forward randomly to find the target. The human
following algorithm of the mobile robot is shown below.

Human Following Algorithm of Mobile Robot

While Human Following is activated
If Human tracking success

if (Heading Angle[-Angle Threshold
&& Heading Angle\Angle Threshold)

Move Forward;
else if (heading angle\=- Angle Threshold)

Left Turn;
else Right Turn;
Else if Human tracking fail in short term

Keep Previous Movement;
Else if Human tracking fail in long term

Random Turn and Step Forward;
EndWhile

4 Experimental Results

For the experiment, we developed our own mobile robot. The robot has two
differential driving wheels and two auxiliary caster wheels. It also has two PSD
sensors and five ultrasonic sensors located on its front that can detect ranges for
obstacle avoidance. Table 1 shows the specifications of the mobile robot.

Also, the robot has a webcam for a vision-based human tracker. The camera is
mounted at the front of the robot. Figure 5 shows photographs of the human
following experiment.

Figure 6 shows experimental results of the proposed vision-based human fol-
lowing scheme. In this figure, j represents the trajectory of human movement and

Table 1 Specifications of
mobile robot

Item Specification

Body dimensions W550 x D900 x H1100 [mm]
Body weight 30 kg
Driving way 2 Wheel Differential Drive
Driving speed Max. 1.5 m/sec
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� represents the trajectory of the mobile robot. The left side of Fig. 6 shows the
experimental result of the human following using human detection only and the
right side of Fig. 6 shows the experimental result using the proposed tracker using
face and human detection. When we use human detection only, the robot can
easily fail to detect the human target. In contrast, when we use the proposed
tracker, the robot can follow the human stably.

5 Conclusion

In this paper, we present a method of vision-based human following for a mobile
robot using cascaded human and face detectors. The proposed vision-based tracker
detects a human using HOG and AdaBoost. It also has a two-stage face detector,
which uses a Haar-wavelet based AdaBoost method and skin color filtering with
motion and validation of the contour shape of a face. If the tracker does not find a

Fig. 5 Human following experiment

Fig. 6 Experiment for human tracking
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human, it tries to find a face in captured images successively to enhance the human
detection rate.

Through the experiment, we confirm that the mobile robot can follow a human
successfully in a complex indoor environment using the proposed vision-based
tracker and simple human following algorithm. For further work, we are planning
to extend this method so that it can perform human following in an outdoor
environment. Also, we will continue to improve the performance of the vision-
based tracker and human following algorithm for the purpose of an autonomous
mobile robot carrying luggage at airports and hotels as a public service robot.
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Precise Location Estimation Method
Using a Localization Sensor for Goal Point
Tracking of an Indoor Mobile Robot

Se-Jun Park and Tae-Kyu Yang

Abstract Simultaneous localization is the most important research topic in
mobile robotics. In this study, we propose a precise location estimation algorithm
for a mobile robot based on a localization sensor and artificial landmarks in the
ceiling in order to achieve point tracking. The proposed technique estimates the
location of landmarks in the ceiling, generates the global ceiling and the global
ceiling map for landmarks, and estimates the location of a mobile robot based on
the ceiling map. The localization algorithm effectively removes incorrectly rec-
ognized landmarks using a histogram. In addition, the algorithm removes the
measurement noise based on a Kalman filter. In order to evaluate the performance
of the proposed precise localization technique, we performed several experiments
using a mobile robot. The experimental results demonstrated the feasibility of the
proposed localization algorithm.

Keywords Location estimation � Localization sensor �Mobile robot � Goal point
tracking

1 Introduction

Fundamental studies on mobile robotics can be divided into five main research
topics-: obstacle avoidance, self localization, mapping, path maintenance and
comeback [1–4]. The mobile robot should steadily recognize its current location to
perform duties. The main line of research on location-awareness is self-recognition
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of location coordinates and obstacles through odometer information obtained
from an encoder, infrared and ultrasonic sensors [5, 6]. However, it is difficult to
recognize global coordinates due to the low precision and poor accuracy of odometer
information. Therefore, a method for calculation of the exact global coordinates
is required to achieve efficient mapping and route recognition. In some cases,
determination of a relative position rather than an absolute position is important.

Sensor-based methods for recognition of absolute position include use of an
ultrasonic active beacon, RFID tags and near-infrared camera [7]. However, the
methods cannot guarantee the absolute error because they are sensitive to envi-
ronment changes, and they also present installation difficulties. Several methods to
take advantage of a robot’s global localization sensor have been introduced [8, 9].
The methods employ a system for self-recognition of robot location using artificial
landmarks and near-infrared emitters. The robot localization method using land-
marks on the ceiling recognizes incorrect landmarks from the dead-zone and
overlap-zone in the landmark array process. Therefore, an incorrect landmark
produces a large number of position errors in the ceiling image processing pro-
cedure. In addition, position measurement errors occur by shaking or vibration
while a robot navigates.

To solve these problems, this paper removes position errors by eliminating the
uncertain landmarks using a threshold in the histogram. We also propose a precise
location estimation algorithm to remove the measurement noise using a Kalman
filter.

2 Ceiling Artificial Landmark Localization

To estimate location of landmarks and explain how to create a ceiling map, we
make some assumptions and define the environment. First, we assume that the
ceiling attached landmark is a flat surface. Second, we assume that the robot’s
moving ground is a flat surface. Finally, we assume that the robot estimates its
absolute position in relation to the corresponding landmark coordinate system
through recognition of one or two landmarks from a ceiling image in real-time.
Figure 1 shows position estimation of landmarks.

In Fig. 1, the coordinate system {B} has a same compass as the coordinate system
{A} and has a different translation. The position of the mobile robot is defined as
vector (AP) in coordinate system {A} and vector (BP) in coordinate system {B}.
Because the two vectors are defined by the coordinate system with the same ori-
entation, a translation vector (APBORG) can be represented as given in Eq. (1).

APBORG ¼ A P�B P ð1Þ

The robot recognizes the landmark during navigation. In such a case, because
the robot recognizes the same landmark several times, we can calculate a more
accurate origin coordinate through an average value (Marklocal). The average value
(Marklocal) is obtained by Eq. (2).
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Marklocal ¼
1
d

Xd
i¼1

APBORG ð2Þ

Here, d is the number of continuous landmarks. The ceiling global map can be
expressed as Eq. (3). In Eq. (3), m is the number of ceiling landmarks.

MarkworldðmÞ ¼
Xm
i¼1

Xi

k¼1

MarklocalðiÞ: ð3Þ

3 Precise Location Estimation of Mobile Robot for Goal
Point Tracking

3.1 Error Removal of an Incorrectly Recognized Landmark

The mobile robot recognizes landmarks through image processing after attaching
landmarks under the ceiling at constant intervals. The landmark recognition rate is
low despite the landmark arrangement and inaccuracy due to image processing
problems. However, if the landmark is recognized incorrectly, we cannot obtain
the robot’s position.

Therefore, we propose a method to remove position errors caused by incorrectly
recognized landmarks. The robot estimates its position by recognizing the nearest
ceiling landmark while it is navigates. At this time, incorrect recognition of
landmarks occurs by dead-zone or overlap-zone navigation, unexpected turns and
inaccurate image processing. The occurrence probability ðpðrkÞÞ for continuous
landmarks (rk) is defined as Eq. (4).

pðrkÞ ¼
nk
n

k ¼ 1; 2; 3; . . .; L ð4Þ

Fig. 1 Position estimation of
landmarks
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where, n is the total number of landmarks, nk is the number of kth landmarks and
L is the number of continuous landmarks. Therefore, we can remove the position
error caused by incorrectly recognized landmarks by removing landmarks (rk)
below the threshold, as given in Eq. (5).

pðrkÞ� Threshold k ¼ 1; 2; 3; . . .; L: ð5Þ

3.2 Measurement Error Removal by Kalman Filter

Position measurement error can occur by shaking or vibration despite removal of
the position error caused by incorrectly recognized landmarks while the robot is
navigating. Thus, we estimate the state variable value of the dynamic system as
input with incoming noise through the sensor using a Kalman filter [10], and
estimate the precise position of the mobile robot. We require the system model,
given as Eq. (6) for system modeling using a Kalman filter.

xkþ1 ¼ Axk þ Buk
zk ¼ Hxk þ vk

ð6Þ

Here, A ¼ 1; B ¼ 0:2; H ¼ 1; Q ¼ 0; R ¼ 4. Equation (6) can then be
expressed as Eq. (7).

xkþ1 ¼ xk þ 0:2uk
zk ¼ xk þ vk

ð7Þ

In Eq. (7), xkþ1 represents the present position of the mobile robot. zk represents
the measured position value of the mobile robot including noise ðvk ¼ Nð0:22ÞÞ.

4 Experimental Results

In order to evaluate the location estimation performance of the mobile robot, we
built an experiment environment by attaching 12 landmarks on a ceiling (7.45
9 6.07 m 9 2.4 m). Table 1 shows the main specifications of StarGazerTM.

As in Table 1, StarGazerTM recognizes one or two landmarks and recognizes
the absolute position of the robot (10 times/sec). Table 2 shows the actual values

Table 1 Main specifications
of StarGazerTM

Item Specification

Product HAGISONIC CO., LTD.
Model StarGazerTM(HSG-A-02)
Landmark recognition Max. two
Measurable time 10 times/sec
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and estimated values of the ceiling landmarks and the distance error for each
landmark ID. The average distance error is relatively low at less than 10 cm
(0.0993 m).

Figure 2 (left) shows the measured position of the mobile robot, indicating that
large location error occurs by incorrectly recognized landmarks. Also, Fig. 2 (right)
shows the position of the mobile robot using a threshold (3) in the histogram.
However, measurement noise remains due to shaking or vibration of the mobile
robot while the robot is navigating. Therefore, we removed measurement noise
using a Kalman filter as seen in Fig. 3. In Fig. 3, the noise of locations X and Y has
a relatively large value of -0.27*0.27 m because large measurement error occurs
by shaking when the robot is turning.

Table 3 shows the average and standard deviation of the position noise and
distance noise of the mobile robot. Therefore, this paper obtains more accurate
position estimate values by removing distance noise (approximately 0.08 m) using
the proposed algorithm.

Table 2 Landmark location for reference coordinate

Landmark
ID

Actual Estimation Distance error (m)

X (m) Y (m) X (m) Y (m)

544 0.0 0.0 0.0 0.0 0.0
64 0.0 1.825 -0.0153 1.9059 0.0823
50 0.0 3.645 -0.0090 3.7420 0.0974
576 1.820 3.635 1.8440 3.7689 0.1360
2 1.820 1.820 1.8343 1.8809 0.0626
18 1.820 0.0 1.8199 0.0188 0.0188
80 3.640 0.0 3.6839 0.0750 0.0869
562 3.640 1.815 3.6719 1.9468 0.1356
112 3.640 3.640 3.6844 3.8100 0.1757
578 5.460 3.645 5.5932 3.7748 0.1860
546 5.460 1.825 5.5659 1.8644 0.1130
66 5.460 0.0 5.5571 -0.0113 0.0978

Fig. 2 Measured position of mobile robot (left incorrectly recognized ID, right processing of
incorrectly recognized ID)
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Figure 4 shows experimental results of goal point autonomous navigation.
Here, the red circle shows the starting point and the goal point, and the black
rectangle shows obstacles used in the experiment. In Fig. 4, the mobile robot
navigates toward the goal point, avoiding obstacles relatively accurately through
precise position estimation.

Fig. 3 Position errors of
mobile robot

Table 3 Position and distance noise of mobile robot

X (m) X (m) Distance (m)

Average 0.0301 0.0599 0.0794
Standard deviation 0.0490 0.0727 0.0876

Fig. 4 Experiment for goal point tracking
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5 Conclusion

In this paper, we estimated the position of ceiling landmark for precise position
estimation of a mobile robot, and built a global map of ceiling landmarks. We
removed large error caused by incorrectly recognized landmarks using a threshold
in a histogram on the basis of the global map. Also, we proposed a precise location
estimation algorithm to remove the measurement noise using a Kalman filter.

In experiments, we created a global map of a ceiling and the average distance
error between actual landmarks and estimation landmarks was less than 0.1 m. We
also removed large error caused by incorrectly recognized landmarks using the
proposed histogram based method. In our measurement, the significant noise
occurred when the robot was turning, with an average value of approximately
0.08 m. We removed the distance noise through robot position estimation using
the proposed algorithm in this paper, and obtained a precise location estimation
value. Also, we observed that the mobile robot navigates toward the goal point
accurately through precise position estimation while avoiding obstacles.
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Motion Capture Based Dual Arm Control
of a Humanoid Robot Using Kinect

Kyo-Min Koo, Young Joon Kim and Yong-Ho Seo

Abstract This paper proposes a Motion Capture Based Dual Arm Control Method
for a humanoid robot using a Microsoft depth camera called Kinect. A system that
controls a humanoid robot by imitating a human’s motion can be applied to
various areas of tele-robotic applications due to its intuitive operation and con-
venience. Therefore, we developed a remote dual arm control system to process
data captured from a depth camera and to control the joint angles of motors of dual
arms of a humanoid robot using a human gesture based non-contacting motion
capture method. In experiments, we successfully demonstrated dual arm control of
a robot using the proposed motion capture based method using Kinect.

Keywords Motion capture � Robot arm control � Humanoid robot � Depth camera

1 Introduction

With the development of robot-related technologies, the use of robots has been
widely extended to healthcare, entertainment, and industries. In addition, studies
on Human-Robot Interaction (HRI) technology that enable robots and humans to
communicate and cooperate are actively being carried out in the field of robotics
research. A system to control robots more conveniently and intuitively for various
areas of application and the resulting various demands of users is thus required [1].
However, the current robot control methods are basically limited in their manip-
ulation methods, and suffer from resultant inconveniences; e.g., users have to learn
new interfaces for operating robots.
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Thus, we propose a control method for existing complex robots and develop a
robot remote dual arm control system employing the user’s arm gestures as an
interface. As a way to improve the existing control methods, a contactless motion
capture method is proposed for convenient and intuitive control by the user’s
physical actions instead of a separate controller.

2 Humanoid Dual Arm Robot Control System

A dual arm control system for a humanoid robot is configured as shown in Fig. 1.
The system carries out joint value extraction from user skeleton data captured from
a Kinect. The system then controls the motors of the dual arms of a humanoid
robot in a Windows application. The processing flow of flow of the proposed dual
arm control system is shown in Fig. 2.

In this research, we used the Microsoft depth camera Kinect for XBOX 360 as a
camera and a depth sensor of a humanoid robot as shown in Fig. 3. Table 1 shows
its specifications [2].

We used a humanoid robot called Mokwoni, developed by the Department of
Intelligent Robot Engineering in Mokwon University, as a test bed to apply and
test the proposed method [3].

Figure 3 shows the appearance of the humanoid robot Mokwoni (left) and its
arm DOF alignment. The robot has two arms that have 7 servo motors each from
shoulders to grippers. Thus, each arm of the humanoid robot has 7 degrees of
freedom in total including the gripper. We used DYNAMIXEL EX-106 ? ,
RX-64 and AX-12A from Robotis to develop servo motors of the humanoid
robot’s arms [4]. Table 2 shows the specifications of the humanoid robot.

3 Development of Application Software for Dual Arm
Control of a Humanoid Robot

We developed application software to process the depth data captured from Kinect
and to control the robot’s joint motor. The software consists of a window form
monitor to set each joint angle value of the robot arm and a window that displays

Fig. 1 Configuration of a
dual arm control system for a
humanoid robot
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Fig. 2 Processing flow of a dual arm control system for a humanoid robot

Fig. 3 Appearance of a humanoid robot, Mokwoni (left), and its Arm DOF alignment (right)
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the current angle of the motor based on a.NET Framework 4.0, as shown in Fig. 4.
It was developed using Microsoft Visual Studio 2010 and runs on a Windows PC.

At the upper left corner in Fig. 4, the Kinect sensor connected to the PC is
found and marked and at the bottom, an interface is made to select the user image
data value to be output with a radio button. On the right side of Fig. 4, depth data
and skeleton data captured from Kinect are displayed in one screen.

Table 2 Specifications of a humanoid robot, Mokwoni

Type Spec

Size Height: 120 cm Width: 80 cm
Weight 30 kg
Degree of freedom Head 1DOF

Arm 7 DOF (6 DOF arm with 1 DOF gripper)
Waist 1 DOF
Mobile 2DOF

Servo Motors at Arm DYNAMIXEL EX-106+
Minimum control angle: About 0.06� 9 4,096
Joint operating range: 251�
Communication method: RS-485
DYNAMIXEL RX-64 HN05-N1 Type
Minimum control angle: About 0.29� 9 1,024
Joint operating range: 300�
Communication method: RS-485

Servo Motors at Gripper and Head DYNAMIXEL AX-12A
Minimum control angle: About 0.29� 9 1,024
Joint operating range: 300�
Communication method: RS-232 TTL

Servo Motors at Mobile and Waist DC servo motor with Encoder

Table 1 Specifications of Microsoft Kinect for XBOX 360

Type Specifications

Sensor Color and depth sensor
Microphone array

Viewing angle 43� vertical by 57� horizontal field of view
Frame rate 30 frames per second
Default resolution Depth: VGA (640 9 480)

Color: VGA (640 9 480)
Skeletal Tracking Tracks 20 joints per active player
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3.1 Joint Value on 3-D Spatial Coordinates

To implement movement of the robot arms in real three-dimensional space, a
program to find the angle value in the 3-D spatial coordinates of the user’s arm
should be implemented. If the positional values of the joint point are obtained
through Kinect SDK, the values on the three-dimensional coordinates can be
obtained, based on which the angle values should be calculated. For this calcu-
lation, the joint vector of the relevant position is projected to a plane, as shown in
the left side of Fig. 5; then, using Eq. (1), through the inner product of the two
vectors, the angle between the two is found [5].

For the shoulders, 2 degrees of freedom should be extracted, 2 planes in pivot
directions are respectively set, and the projected angle between the vector and the
joint vector is calculated.

a!� b
!¼ a!

�� �� b
!���
��� cos h

h ¼ cos�1 a!
�� �� b

!���
���= a!� b

!� �� � ð1Þ

Fig. 5 Script for Definition of Environment (left) and 3D Modeling Mesh (right)

Fig. 4 Windows application software for dual arm control of a humanoid robot
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For the elbow angle, the positions of joint points among the shoulder, elbow,
and wrist are obtained as D1, D2, D3 in the right side of Fig. 5 through Kinect
SDK, and the angle h is found using Eq. (2).

h ¼ cos�1 a2 þ b2 � c2

2ab

� �

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2x � D1xð Þ2þ D2y � D1y

� 	2
q

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D3x � D2xð Þ2þ D3y � D2y

� 	2
q

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1x � D3xð Þ2þ D1y � D3y

� 	2
q

ð2Þ

3.2 Motor Control Using Cosine Interpolation

For smooth control of the robot motion, a unit interval should be given to send
motor angles periodically. The target angle is then divided into angles between the
initial angle and target angle by using interpolation technique [6].

In this study, we set 20 ms as a unit interval for interpolation. We also use
cosine interpolation to get the smooth trajectory of each joint angle. As seen in
Fig. 6, when the motor turns from the initial angle to the target angle, using
Eq. (3), a point connecting the two angle points smoothly is generated using cosine
function. We can get the intermediate angle at any interval of x between the initial
angle and target angle by simply applying Eq. (4) [7].

Fig. 6 Example of cosine interpolation

918 K.-M. Koo et al.



tempInterp =
1 � cos interval of x � pð Þ

2
ð3Þ

y ¼ initial value * 1 � tempInterð Þ þ target value * tempInterp ð4Þ

4 Experimental Results

The rotational angle for each joint of axes X, Y, Z of the user’s arm is set to the
angle of the motor corresponding to the human joint, and in the Windows appli-
cation program developed in this study, a system that controls the motor was
implemented in RS-485 and RS-232 serial communication.

Fig. 8 Test using humanoid robot dual arms

Fig. 7 Experimental environment for the proposed Motion Capture Based Dual Arm Control
System
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Figure 7 shows the experimental environment for the proposed motion capture
based dual arm control system with the humanoid robot.

From the results of the test, the angle value of the user joint was calculated and
displayed with the positional values of each joint point of the user read from
Kinect through the Window application program developed in this study, and
using cosine interpolation, each joint of the robot was controlled and the humanoid
robot dual arm was successfully controlled, as seen in Fig. 8.

5 Conclusion

This study used the three-dimensional camera feature of a depth camera, Kinect, to
implement a contactless motion capture based humanoid robot dual arm control
technology and its usefulness was verified through tests.

Realistically, multiple constraints follow the implementation of a robot arm that
moves in the same manner as that of a human by extracting the three-dimensional
human joint value. The robot’s arm and the user’s arm have different length, and
there is a limit to produce the same position of the motor, that is, a robot joint, in
correspondence to human motion. Thus, for more precise control, studies on
feedback of the robot joint angle value using kinematics and the resulting posture
correction have been performed, and research on the human arm and the hardware
design structure of robot arms should follow. Therefore, future studies should
carry out research on methods of adjusting postures by supplementing this prob-
lem. Nonetheless, this study is significant in that it proposes a contactless motion
capture based humanoid robot dual arm control technology using Kinect and has
demonstrated its usefulness.

The three-dimensional camera motion capture technique proposed in this study
can be applied to various areas such as medical manipulator robot, entertainment
including gaming, remote control, etc., and will help users control robots conve-
niently and intuitively by becoming controllers themselves instead of employing
controllers with complex functions.
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Scalable Building Facade Recognition
and Tracking for Outdoor Augmented
Reality

Suwon Lee, Yong-Ho Seo and Hyun S. Yang

Abstract This paper proposes a scalable building facade recognition and tracking
system for outdoor augmented reality enabling real time augmentation of various
information onto the facade. The system is composed of three modules: recognition
and tracking module, server-client module and GPS module. In the recognition and
tracking module, Generic Random Forest was used for real time recognition and
three-dimensional pose estimation of facades. For scalable recognition, global
region is divided into multiple local regions and then, same regional buildings are
trained separately into a forest. In the server-client module, client maintains own
travel map in order to choose proper forest by employing GPS sensor, and server
transmits a new forest when client detects never visited regions. This makes our
system scalable and also expansible to new regions.

Keywords Outdoor augmented reality � Building facade recognition � Generic
random forest
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1 Introduction

Augmented reality (AR) is a kind of human–computer interaction that enhances
our perception and helps us to see, hear, and feel our environments by providing
local virtuality [1, 2]. AR technology gives us a better quality of education,
directions to find our way, instructions in an assembly, and new experiences or
enjoyments that we otherwise could not [3].

Recently, there has been a lot of augmented reality systems developed for
outdoor activities ranging from pure sensor based, to pure vision based, to hybrid
approaches. Traditional systems rely on location based sensors like GPS for posi-
tion measurements with the assistance of magnetic compasses for orientation
estimations [4–8]. While GPS provides reliable accuracy in open spaces, the
accuracy deteriorates significantly in urban environments since there are many
other signals in urban environments which jam the transmissions of GPS signal and
also reflection from buildings is one of the reasons. As a result, the performance of
the position measurements depends severely on the location. Pure vision based
approaches such as [9–12] perform image based object recognition to localize and
track the users in outdoor environments. The user context in these approaches is
acquired by querying the image to database of labeled objects. Hybrid approaches
fuse data from different sensors such as camera, GPS and gyroscopes [13–15]. In
these hybrid approaches, successive approximation of GPS data and edge tracking
information from the three-dimensional geo referenced graphical models are
combined for better localization and robustness against environmental influences.
In this way, most of them are focused on better accuracy but not on scalability issue.

In this paper, we propose a scalable building facade recognition and tracking
system for outdoor augmented reality that can augment various information onto
the facade in real time. In our system, global region is divided into multiple local
regions and each local regional buildings train a Generic Random Forest sepa-
rately. Each forest performs real time recognition and three-dimensional pose
estimation of facades in own region. GPS sensor is employed for choosing proper
forest in order to limit the recognition scope of target buildings, and server
transmits a new forest to a client when new local region is detected. As a result,
our system becomes scalable and expansible.

The rest of the paper is organized as follows. In Sect. 2, we first describe
recognition and tracking process. We then present scalable model in Sect. 3.
Section 4 gives the experimental results. Finally, we conclude with a brief
summary and discussion in Sect. 5.

2 Recognition and Tracking

In this section, we describe recognition and tracking module which can recognize
and track multiple building facades in real time. In this module, recognition and
tracking are performed repeatedly for an input frame as shown in Fig. 1.
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Initially, the recognition process is performed for every frame captured by the
camera. For real time multiple building facades recognition with their three-
dimensional pose estimation, we adopted Generic Random Forest (GRF) [16],
designed to be capable of simultaneous object recognition and keypoints matching
through one pass over the original Random Forest [17]. As shown in Fig. 2, a GRF
consists of NT random trees, and each tree performs D binary tests comparing the
intensities of two random pixel locations of the input image patch surrounding a
keypoint. Through D binary tests, an image patch reaches a leaf node among 2D leaf
nodes. Every leaf node of each tree has n ? 1 posterior probability distributions:
1 distribution is to decide where the image patch comes from n building facades, and
each of the n distributions is for the corresponding building facade’s keypoints
matching. As a result, the GRF is capable of simultaneously both building facade
recognition and its three-dimensional pose estimation by keypoints matching. Every
image patch surrounding a keypoint is passed through the GRF and the candidate
facade is predicted with matching pairs between current input frame and candidate
facade’s training image. We used FAST corner detector [18] as a keypoint extractor
in our implementation. To calculate its three-dimensional pose from matching pairs,
we eliminated outliers by computation of a homography between current input
frame and candidate facade’s training image using PROSAC [19]. In this way,
only inliers are remained and used to calculate the initial three-dimensional pose:

Recognition

Input Frame

Keypoints Extraction (FAST)

Facade Recognition &
Keypoints Matching (GRF)

Outlier Removal (PROSAC)

Pose Initialization

Good Pose ?
(inlier ratio)

Tracking

Input Frame

New Pose Prediction

Keypoints Matching
(Coarse-to-Fine)

Compute New Pose

Good Tracking ?
(# of Matching)

Keyframe Update
6DOF

Facade's ID 
& 6DOF Pose

Yes
No

Fig. 1 Recognition and tracking module
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six-degree-of-freedom (6 DOF) pose is estimated only if inlier ratio is larger than a
threshold; otherwise, the candidate facade is rejected to be recognized [20].

Once the recognition process is done, ID of building facade and its three-
dimensional pose are estimated, and then the tracking process is started using
training image of the building facade as an initial keyframe. For every frame,
tracking process predicts a new pose of the facade using the previous three-
dimensional pose and the current camera motions. For the prediction of new pose,
coarse-to-fine matching is conducted, and the opportunity to update the keyframe is
given only in the case of good tracking. More detailed tracking process is described
in [21], and our tracking process is performed in the same manner as the work.

The aforementioned recognition and tracking process is performed in a local
region in order to limit the number of target facades to a certain number. This
regional restriction is overcome by scalable model in which local region is
expanded to global region. The details are described in the following Section.

3 Scalable model

For scalability, we present scalable model in this Section. Key idea of the scalable
model is to limit the recognition scope of target buildings. For this, we first divide
global region into multiple local regions as shown in Fig. 4, and each local

Fig. 2 Generic random forest
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regional buildings train GRF separately. After that, the system activates proper
GRF according to currently visited region using location information measured by
GPS in real time. As a result, the recognition scope of target buildings in a moment
is reduced to the buildings located in currently visited local region.

As shown in Fig. 3, we designed server-client module for transmission of GRF.
Every GRF has n ? 1 probability distribution and each distribution is stored
separately in a independent file, called FRPDF(facade recognition probability
distribution file) and KMPDF(keypoints matching probability distribution file) as
shown in Fig. 2. In server-client module, the PDF files are transmitted only when
the need arises. For FRPDF, client maintains own travel map updated in GPS
module in real time. Each region in the travel map has one of the following four
states: currently visited region, newly detected region, detected region and never
detected region (Fig. 4). In a moment, client activates currently visited regional
FRPDF for recognition among detected regional FRPDFs. The detected regions
are expanded by accumulating adjacent regions of currently visited region, and the
client receives newly detected regional FRPDF from server to prepare next
movement. As shown in Fig. 4, the region’s states are changed depending on
movement of currently visited region (A to B). In this case, client activates B’s
regional FRPDF for recognition and receives three new FRPDFs from server.

Similarly, KMPDF is updated only when the need arises. After recognition
process in recognition and tracking module using the activated FRPDF, a facade
ID is predicted as a candidate result and waits for verification by keypoints

Fig. 3 Scalable model
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matching using the proper KMPDF, the candidate facade’s one. At this point, the
module checks whether the KMPDF already exists or not. If the module does not
has the KMPDF, the module requests the file to server and wait for transmission;
otherwise, performs keypoints matching immediately. All of the aforementioned
processes of scalable model are shown in Fig. 3.

4 Experimental Results

For implementation, we used our system on a laptop with a 2.10 GHz dual-core
processor and 2 GB of memory, and tested the system in KAIST campus. We
divided KAIST into 12 local regions in order that the number of facades in a region
is less than 30. Every facade in a local region is used to train a GRF which consists
of 50 trees of 10 depths as mentioned in Sect. 2. Figure 5 shows the demonstration
of the system. For an input image, 250 keypoints are extracted on a facade using
FAST corner detector. At runtime, our system recognizes multiple facades and
augments their pose on each of them.

For experiments, we first measured the recognition rate under different tree
depth and different number of facades. We randomly synthesized 100 new facades
per a facade, and they were used as a query image to measure the average
recognition rate. The results are shown in Fig. 6.

We then measured the computational time under different number of tracked
facades using four test movies. Each test movie has 500 frames and includes
various events with tilts, scale variations, rotation, and fast movement. The result
was that the number of tracked facades has entirely effect on tracking process.
However, it neither has effect on keypoints extraction nor recognition process as

Fig. 4 Travel map
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shown in Fig. 7. In case of tracking four buildings at once, our system spends
35.12 ms that achieves approximately 30 fps. This result demonstrates that our
system is fast enough for frame rate performance.

Fig. 5 (a) an input image for train (b) extracted keypoints on a facade (c) multiple facades
tracking on same building (d) multiple facades tracking on other buildings

Fig. 6 Recognition rate
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5 Conclusion

In this paper, we presented scalable building facade recognition and tracking
methods. For recognition and tracking facades, we adopted GRF, designed for
simultaneous object recognition and keypoints matching. By using GRF method,
our system was able to recognize and track multiple facades in real time. Through
the proposed scalable model, we were able to make our system scalable and
expansible. The scalable model is theoretically perfect on the assumption that
network and GPS performance are reliable. The scalable model is expected to be
applied to other outdoor AR applications which have scalability issue.

However, our recognition and tracking module is vulnerable to various varia-
tions caused by both external and internal reasons: occlusion, lighting conditions,
weather or season changes and repetitive patterns of facade itself. The main reason
is the recognition and tracking process entirely depends on texture based vision
algorithm. The problems are very challenging but some trials like sensor fusion or
learning techniques may be possible. We have plans to attempt the trials as a future
works.
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Fig. 7 Computational time

930 S. Lee et al.



References

1. Azuma R, Baillot Y, Behringer R, Feiner S, Julier S, MacIntyre B (2001) Recent Advances in
Augmented Reality. IEEE Comput Graphics Appl 21(6):34–47

2. Krevelen DWF, van Poelman R (2010) A survey of augmented reality technologies,
applications and limitations. Int. J. of Virtual Reality 9(2):1–20

3. Lee S, Jung J, Hong J, Ryu J, Yang H. (2012) :AR paint: A fusion system of a paint tool and
AR. ICEC 2012. LNCS, vol 7522. Springer, Heidelberg pp 122–129

4. Azuma R, Hoff B, Neely H, Sarfaty R (1999) A motion-stabilized outdoor augmented reality
system. In Proc. IEEE, Virtual Reality, pp 252–259

5. Hollerer T, Feiner S, Terauchi T, Rashid G, Hallaway D (1999) Exploring MARS:
developing indoor and outdoor user interfaces to a mobile augmented reality system.
Computer & Graphics 23(6):779–785

6. Baillot Y, Brown D, Julier S (2001) Authoring of physical models using mobile computers.
In: Proceedings international symposium on wearable computers, pp 39–46

7. Thomas B, Demczuk V, Piekarski W, Hepworth D, Gunther B (1998) A wearable computer
system with augmented reality to support terrestrial navigation. In: Proceedings international
symposium on wearable computers, pp 168–171

8. Piekarski W, Thomas B (2001) Tinmith-metro: New outdoor techniques for creating city
models with an augmented reality wearable computer. In: proceedings international
symposium on wearable computers, pp 31–38

9. Arth C, Wagner D, Klopschitz, M, Irschara A, Schmalstieg D (2009) Wide area localization
on mobile phones. In: proceedings international symposium on mixed and augmented reality,
pp 73–82

10. Gordon I, Lowe D (2004) Scene modeling, recognition and tracking with invariant image
features. In: proceedings international symposium on mixed and augmented reality,
pp 110–119

11. Irschara A, Zach C, Frahm J, Bischof H (2009) From structure-from-motion point clouds to
fast location recognition. In: proceedings IEEE conference on computer vision and pattern
recognition, pp 2599–2606

12. Ta D, Chen W, Gelfand N, Pulli K (2009) Surftrac: Efficient tracking and continuous object
recognition using local feature descriptors. In: proceedings IEEE conference on computer
vision and pattern recognition, pp 2937–2944

13. Satoh K, Anabuki M, Yamamoto H, Tamura H (2001) A hybrid registration method for
outdoor augmented reality. In: proceedings international symposium on augmented reality,
pp 67–76

14. Reitmayr G, Drummond TW (2007) Initialisation for visual tracking in urban environments.
In: proceedings international symposium on mixed and augmented reality, pp 161–172

15. Reitmayr G, Drummond TW (2006) Going out: Robust tracking for outdoor augmented
reality. In: proceedings international symposium on mixed and augmented reality, pp 109–118

16. Cho K, Yoo J, Yang H (2009) Markerless visual tracking for augmented books. In:
proceedings joint virtual reality conference of EGVE-ICAT-EuroVR, pp 13–20

17. Lepetit V, Fua P (2006) Going out: Keypoint recognition using randomized trees. IEEE Trans
Pattern Anal Mach Intell 28(9):1465–1479

18. Rosten E, Drummond TW (2006) Machine learning for high-speed corner detection. In:
Proceedings European conference on computer vision, pp 430–443

19. Chum O, Matas J (2005) Going out: Matching with PROSAC-progressive sample consensus.
In: proceedings IEEE conference on computer vision and pattern recognition, pp 220–226

20. Schweighofer G, Pinz A (2006) Robust Pose Estimation from a Planar Target. IEEE Trans
Pattern Anal Mach Intell 28(12):2024–2030

21. Cho K, Jung J, Lee S, Lim S, Yang H (2011) Real-time recognition and tracking for
augmented reality books. Computer Animation and Virtual Worlds 22(6):529–541

Scalable Building Facade Recognition 931



Head Pose Estimation Based on Image
Abstraction for Multiclass Classification

ByungOk Han, Yeong Nam Chae, Yong-Ho Seo and Hyun S. Yang

Abstract We address the problem of head pose estimation from a facial RGB
image as a multiclass classification problem. Head pose estimation continues to be
a challenge for computer vision systems due to extraneous characteristics and
factors that do not contain pose information and affect changing pixel values in a
facial image. To achieve robustness against variations in identity, illumination
condition, and facial expression, we propose an image abstraction method that can
reduce unnecessary information and emphasize important information for facial
pose classification. Experiments are conducted to verify that our head pose esti-
mation algorithm is robust against variations in the input images.

Keywords Head pose estimation � Image abstraction � Multiclass classification

1 Introduction

Significant attention has been shown to the question of how people naturally
interact with computers. This is called Natural User Interface (NUI). An NUI is a
human–machine interface that does not use devices for input; that is, it is a natural
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interaction method between a human and a computer that is similar to effective
communication between people. In order to achieve non-intrusive and natural
human–computer interaction (HCI), recognition technologies, such as face rec-
ognition, facial expression recognition, activity recognition, and gesture recogni-
tion, are important.

In addition to these techniques, it is also crucial to improve the estimation
process for human head poses for the NUI. Head pose estimation is a technology
designed to obtain three-dimensional (3D) orientation properties from an image of
a human head; that is, it is designed to extract head angle information from an
image in terms of roll, pitch, and yaw rotations. Among various 3D object prop-
erties in 6 degrees of freedom, pitch and yaw are more difficult to estimate than the
other properties, such as roll angle, two-dimensional (2D) translation, and scale,
which can be calculated easily using 2D face detection techniques. However, it is
difficult to estimate the pitch and yaw angles because of occlusions due to features
such as glasses, beards, hair, and angular changes of the head. Differences in
illumination and facial expression also pose problems during the extraction pro-
cess for these angular properties of head images.

2 Related Works

In recent years, numerous studies have attempted to estimate 3D human head
poses using facial RGB images. These studies can be divided into methods based
on classification and those based on regression using machine learning methods.
They can also be divided based on whether the pose space is discrete or contin-
uous. The advantage of the classification approach is that the training datasets that
are used in a training session can be expanded to a larger set at any time [1].
Moreover, the training data requires only human head images and corresponding
labels with head angle information. However, this approach is only capable of
estimating designated, discrete poses of the head. The regression methods for
human head pose estimation, on the other hand, can obtain information about
continuous poses of the head. It is difficult to design a robust estimation process for
head pose though, due to variations in identity, illumination, and facial expression.
These techniques attempt to find non-linear or linear mapping functions that
connect head images and pose labels.

From the point of view of image representation, head pose estimation can be
categorized into two types: appearance-based methods and geometric-feature-
based methods. They can be classified by the characteristics of the description
vectors that are used to train; the appearance-based approach uses texture infor-
mation from a facial image, whereas the geometric-feature-based approach
manipulates positional information of the facial features such as eyes, eyebrows,
nose, and mouth. Because the first method exploits pixel values in the facial image
as it is, it has to include an effective noise removal algorithm such as face
alignment. The second method finds facial features using model-based algorithms

934 B. Han et al.



such as the Active Shape Model (ASM) [2], the Active Appearance Model (AAM)
[3], or the Constrained Local Model (CLM) [4]. Feature vectors can be composed
of location information obtained using several facial feature detectors trained with
another training set for 2D location detection. The feature vectors, which are
composed of the positional information, can be used as a supervised learning
framework. Furthermore, they can be employed directly to estimate facial poses.
For instance, a triangle obtained from three points, comprised of two eyes and one
nose, can be utilized for pose estimation by simply calculating a projected triangle
on the image plane. The geometric approach can be tedious because facial feature
locations in all facial images should be labeled manually for composition of
training data. On the other hand, it can be an intuitive way to estimate head pose
because it uses location information.

Our approach in this paper is based on concepts from multiclass classification
and an appearance-based method. For noise reduction, we propose a novel
approach that is based on image abstraction. Image abstraction was originally
developed for artistic purposes with automatic stylization. In addition, it was also
employed to communicate information in [5]. In other words, it provides important
perceptual information for the recognition process by simplifying the visual
contents. A related study [6] addresses the image abstraction methods for coarse
head pose estimation algorithms that are simple and accurate. It is, to my
knowledge, the first study in head pose estimation that uses image abstraction.
However, it only considers the estimation process for various head poses in terms
of variations in identity; it does not consider variations of illumination or facial
expression. This paper examines the problems of removing unnecessary infor-
mation for head pose estimation. We focus on an image abstraction method that
uses a facial sketch image obtained from a contour image and a cartoon-like effect.
Then, we evaluate the effectiveness of the noise removal algorithm through var-
ious experiments.

The remainder of this paper is organized as follows. Section 3 provides an
overview of the framework of our system. Section 4 contains details about the
image abstraction method used for noise reduction. We present our research results
in Sect. 5 and conclude this paper in Sect. 6.

3 System Overview

Humans can easily recognize head poses by detecting simple sets of edges like
cartoon faces. Because people can intuitively abstract the features of faces, they
are capable of simply identifying head poses. In particular, people have trained-in
shapes or configurations of contours of features such as eyes, noses, mouths,
eyebrows, foreheads, and chins. Using this, they can remember abstracted images
of heads by inference from the trained data. Our system is designed and imple-
mented from this perspective.
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The overall process of our system is described in Fig. 1. To classify facial
poses, a classifier comprising facial pose data has to be created to learn facial poses
and corresponding labels from the Pose database (Pose DB) during the training
session. First, the Adaboost face detection algorithm is used to detect coarse
frontal and profile faces from images in the Pose DB. If there is no face in an
image, then it is removed from the training data. Then, the pose data is normalized
after the exception handling process and described using our image abstraction
method. Using the vectors from the image abstraction algorithm, a classifier is
trained by performing the Support Vector Machine method for a multiclass clas-
sification. After the training session, a test image is vectorized to a contour image
as above and the resulting pose is estimated as the outcome.

4 Image Abstraction

Image abstraction removes unnecessary information and emphasizes the main
contents by reinterpreting scene information. This process can help viewers to
catch visual information that has been specifically adapted. We use an image
abstraction method to interpret facial images. Our image abstraction method is

Start

Pose DB

Frontal Face 
Detection

Detected?

Normalization

Yes

Profile Face 
Detection

No

Images

Detected?Yes

No

Facial Image 
Abstraction

Training

Pose DataPose Labels

Classifier

Test
Image

Estimated
Pose

End

Fig. 1 Overall process of
our system
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described in Fig. 2. The proposed algorithm performs the Grabcut segmentation
[7] after the rectangular area of a face is provided by face detection. Then, for a
cartoon-like effect, the bilateral filtering [8] removes some noise and the Differ-
ence of Gaussian (DoG) method [9] extracts contours from the face.

4.1 Grabcut Algorithm

Grabcut is a method for performing segmentation in an image. The only input is a
rough segmentation between the foreground and the background. This is achieved
by using the Graph Cut algorithm and the Gaussian Mixture Model (GMM). The
basic procedure of the Grabcut algorithm is as follows.

(1) A user input comprising a face region, background region, and unknown
region is obtained. The unknown region can contain either face or background
information.

(2) The pixels are modeled from the background and face regions using the GMM.
(3) Each face and background GMM component is selected by choosing the most

probable components. Then, every pixel is assigned to the corresponding
GMM component.

(4) Two new GMMs are trained from the pixel sets that were created in the
previous step.

(5) A graph is built and the Graph Cut is used to determine the segmentation of
face and background pixels.

(6) Steps 4–6 are repeated until the segmentation converges.

4.2 Bilateral Filtering

The bilateral filter is a smoothing filter that preserves edges. This filter is based on
a Gaussian filter and the weights of the Gaussian are influenced by the spatial

Image Abstraction

Face Detection
Difference of 

Gaussian
Bilateral 
Filtering

Grabcut 
Segmentation

Fig. 2 Image abstraction pipeline
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location in an image and the corresponding intensity value, to be exact, a spatial
filter and a range filter. This approach is non-iterative, local, and simple. After a
face image is obtained from the Grabcut method, noise in the foreground region is
reduced and the facial contours, which provide visual cues for the identification of
the head pose, are extracted using this method.

4.3 Difference of Gaussian

DoG utilizes the differences between the two Gaussian images and extracts the
edges. A convolution operation is conducted using two Gaussian masks, which
have different standard deviations. The DoG algorithm is similar in function to the
retina, which reads information from an image. The thickness of edges can be
controlled by adjusting the two standard deviations of the Gaussian. Our approach
employs this algorithm to emphasize facial contours and create a binary image
composed of edges.

5 Experiment

We evaluated our method using the Multi-PIE face dataset [10]. The dataset
contains 750,000 images of 337 people from 15 viewpoints, 19 illumination
conditions, and a range of facial expressions. We used implementations of the face
detection, Grabcut, and bilateral filtering algorithms from the OpenCV library
[11]. Final contour images from the proposed method are shown in Fig. 3. As can
be seen, these images have similar patterns according to pose variation. If these
patterns are regular regardless of the other variations, we can ignore the slight
alignment error that is crucial for the recognition process. To verify the

Facial Contour Images

Fig. 3 Facial contour images obtained using our image abstraction algorithm
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effectiveness of our method, we conducted several experiments with variations in
identity, illumination, and facial expression. Table 1 shows the results of our
framework for the different variations. It shows that the proposed method can
remove noise effectively and emphasize pose information, especially contours.

6 Conclusion and Future Work

This study demonstrated that the image abstraction for head pose estimation can be
successfully applied to the multiclass classification problem. Cartoon-like facial
contour images can be used to abstract the characteristics of common facial poses
quickly. These images can reduce noise due to variations in identity, illumination
condition, and facial expression. In addition, experimental results show that the
edges of a facial image can significantly affect visual communication between
humans and computers. In the future, face detection algorithms should be modified
to incorporate effective head pose estimation processes so that they can detect
faces that are rotated by a tilt angle. We plan to expand this work to allow for batch
alignment of faces using image abstraction.
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Recovering Human-Like Drawing Order
from Static Handwritten Images
with Double-Traced Lines

Takayuki Nagoya and Hiroyuki Fujioka

Abstract This paper focuses on an ill-posed problem of recovering a human-like
drawing order from static handwritten images with double-traced lines. The
problem is analyzed and solved by employing a method based on the graph the-
oretic approach. Then, a main issue is to obtain the smoothest path of stroke from a
graph model corresponding to input image. First, we develop an index on double-
traced lines ‘‘D-line index’’ by employing the spline curves. Then, it is shown that
the graph is transformed to a semi-Eulerian graph. The restoration problem
reduces to maximum weight matching problem and is solved by a probabilistic
tabu search. We examine the effectiveness and usefulness by some experimental
studies.

Keywords Human-like drawing recovery � Graph theory � Handwritten images

1 Introduction

Recovering human handwriting motion from static handwritten images (e.g. sig-
nature, etc.) is a challenging problem in the various fields—such as forensic
sciences, biomimetics and character recognition, etc. An effective approach for
such an ill-posed problem may be the graph theoretic approach and various types
of recovery algorithm based on the graph theory have been developed (see e.g.
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[1–3]). For example, Yasuhara et al. (e.g. [4]) have developed the hybrid approach
which is merged both of local tracing and global graph searching methods. In the
method, the types of each edge and vertex are determined by locally analyzing the
structure of the graph model corresponding to the character stroke. Then, the
labeling information of stroke is obtained. By globally searching the graph based
on the labeling information, we thus can recover some dynamic information of
stroke. Similar work has been presented in our work [5, 6]. But, since the drawing
order is determined at each vertex by employing only the local structure of graph,
the recovered drawing order may not correspond to a human-like smoothest path
of the possible ones.

In this study, we develop a new method for recovering human-like drawing
order from static handwritten images. We here analyze and solve such a recovery
problem by employing the graph theoretic approach in [5, 6]. Then, our concern is
to derive the smoothest path from the graph model corresponding to input hand-
writing image. First, we constitute the graph model from the input image by
employing thinning algorithm. Then, we locally analyze the structure of graph at
each vertex. Here, supposing that the input image includes some double-traced
lines (D-lines) on the stroke, the identification method of D-lines is developed by
introducing ‘‘D-line index’’ based on spline curves [7]. Such a method may enable
us to transform any graph models including D-lines to semi-Eulerian graph
models. Thus, the restoration problem reduces to maximum weight perfect
matching problem of graph. For such a matching problem, we finally present a
probabilistic tabu search algorithm. A recovery example for human handwritten
images includes.

In the sequel, we assume that an undirected graph G with vertex set
V(G) = {v1,v2, …, vn} and edge set E(G) = {e1,e2, …, em} is already constructed
from an input I. Each edge of G corresponds to a part of stroke in the skeleton and
each vertex of G corresponds to a geometrical feature point at which an edge
terminates and multiple edges are connected.

2 Detection and Removing of Double-Traced Lines
on Stroke

Let us consider the case where a graph G is semi-Eulerian. Then, there exists a
walk on G which traverses all of the edges exactly once from a vertex with degree
one (i.e. start vertex) to another one (i.e. end vertex). Such a walk is called as
‘Euler path’. The problem of finding a Euler path in a semi-Eulerian graph can be
computed in polynomial time. But, we often face a case where some stroke is
drawn twice. We refer such a stroke traversed twice as ‘‘double-traced line
(D-line)’’. In such a case, the graph G obtained from input I never become
semi-Eulerian. We thus need to detect all the D-lines in order to construct a semi-
Eulerian graph from G.
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In Fig. 1, a set of possible D-lines on the stroke is shown. We readily see that
all the types of D-lines except to Fig. 1a, say Fig. 1b–f, are represented as the
graph with same structure. The fact may yield difficulties to distinguish the dif-
ferences among their D-lines from only local structure information on G. We
therefore introduce an index called as ‘‘D-line index’’ using the spline curves in
order to identify D-lines (Sect. 2.1). Then, a method for transforming graph G with
D-lines into semi-Eulerian one is developed (Sect. 2.2). Note here that the dif-
ferentiation on the types of D-line will be achieved by global analysis presented in
later section.

2.1 D-Line Index

We may notice that all the types of D-lines in Fig. 1 do not only consist of an edge
between two vertices with odd degree, but the length of edge is generally small.
When D-line is given as a path between two vertices vD1, vD2 [ V(G), the path PD

is written as

PD ¼ \ mD1; mD2ð Þ[ ð1Þ

with vki [ V(G), i = 1,2,…,l, where (vp, vq) denotes an unordered pair of adjacent
vertices vp and vq, hence an edge between vp and vq. In order to determine whether
a path PD is D-line, we introduce the following D-line index.

Specifically, we define D-line index based on the straightness and smoothness
between the path PD and the incident edges to PD. Let DLI(PD) [ R+ be index of
D-lines for the path PD, DLI(PD) is defined as

DLI PDð Þ ¼ ST PDð Þ þ k SM PDð Þ ð2Þ

with a weighted parameter k [ R+.
Here, ST(PD) and SM(PD) denote the ratios on straightness and smoothness

respectively for PD as follows.
The straightness ratio ST(PD) is evaluated by

Fig. 1 Double traced lines (D-lines)
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ST PDð Þ ¼ d PDð Þ=l PDð Þ; ð3Þ

where d(PD) is Euclidean distance between two vertices vD1 and vD2 in (1) and
l(PD) is the total number of pixels on PD. Note here that it holds that ST(PD) C 1
with upper bound being achieved when the path becomes exactly straight line.
Thus, ST(PD) approaches to 0 as the straightness of path PD decreases.

On the other hand, the smoothness ratio SM(PD) in (2) is defined as

SMðPDÞ ¼ min
X
i¼1;2

SðeD; evD1
i Þ;

X
i¼1;2

SðeD; evD2
i Þ

( )
ð4Þ

with

S ed; emDj
i

� �
¼

Z1

0

d2x½eD;e
vDj
i �ðsÞ

ds2

�����

�����
2

ds=

Z1

0

dx½eD;e
vDj
i �ðsÞ

ds

�����

�����ds: ð5Þ

Here, ei
vDj denotes an edge (vDj, vi

vDj) for i,j = 1,2, where vi
vDj is an adjacent vertex

to vDj. eD denotes the edge that is obtained by merging all edges of PD to one.
Also, x½eD;e

vDj
i �ðsÞ, s[[0,1] denotes some approximated spline curve constructed

from a set of sequential pixel data on the path (eD, ei
vDj).

2.2 Construction of Semi-Eulerian Graph

We next present a method for transforming the graph G with D-lines to a semi-
Eulerian graph. Then, our task may be detection of all the D-lines by using D-line
index and remove the all the odd-degree vertices.

If some D-lines exist on the stroke, the odd-degree vertices of graph G must be
either D-line or terminal point on stroke (i.e. the start and end points). Now, let
V1 ( V(G) be a set of vertex with degree one. Then each vertex vi [ V1 is either a
terminal point of stroke or a degree one vertex of a D-line. In other words, there exist
exactly two vertices, denoted by vs,vt [ V1, which correspond to start and end points
of stroke. We then identify vs and vt by using the D-line index DLI in (2) as follows.

For each vi [ V1, we find the nearest vertex vj [ V(G)(i = j) from vi whose
degree is odd greater than or equal to three. Let P(vi,vj) be the shortest path in
G between vi and vj. Then, the vertex vi with the smallest DLI(P(vi,vj)) may not be
a terminal of D-line. Hence, two vertices with smallest DLI may be regarded as the
terminal vertices vs and vt.

Next, let VD be the set of every odd degree vertices of G, where vs,vt [ V1 are
omitted. Then, it is easy to see that |VD| is even. Moreover, any D-lines are the
shortest path between a pair of vertices of VD, because the path length corre-
sponding to D-line must be very short. According to the fact that any D-line does
not connect two vertices both of which have degree one, all the D-lines are
identified as follows.
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Let Godd be an edge weighted graph with a set of vertex V(Godd),

V Goddð Þ ¼ VD ð6Þ

and a set of edge E(Godd),

E Goddð Þ ¼ VD � VDð Þ
�

mi; mj

� �
deg mið Þ ¼ deg mið Þ ¼ 1j

� �
; ð7Þ

where A 9 A is the Cartesian product of A with itself.
Also, we introduce the weight function w: E(Godd) ? R+ defined as

w mi; mj

� �
¼ DLI P mi; mj

� �� �
ð8Þ

for each (vi,vj) [ E(Godd). Then, the detection of D-lines can be regarded as the
maximum weighted matching problem on Godd. As is well known, the maximum
weighted matching problem can be solved in polynomial time. If we detect the
terminal vertices and D-lines, we readily transform the graph G into a semi-
Eulerian graph Geul. For example, when we are given a input I as illustrated in
Fig. 2, we get semi-Eulerian graph Geul as shown in Fig. 2b.

From the above results, we can get the following lemma.

Lemma 1 Geul is a semi-Eulerian graph. Furthermore, Euler paths of Geul corre-
sponds one-to-one with strokes of the given image.

Remark 1 By the path duplication method, it can be shown that the above results
are readily extended to the case where some stroke intersects with D-lines.

3 Construction of Optimal Euler Path

We here develop a method for recovering the smoothest drawing order, which may
correspond human handwriting motion, from input image I. Specifically, we find
the smoothest Euler path from the semi-Eulerian graph Geul. First we construct
continuity graph from semi-Eulerian graph Geul obtained in the previous method
(Sect. 3.1). Then, the smoothest Euler path is approximated by employing prob-
abilistic tabu search algorithm (Sect. 3.2).

Fig. 2 An example of input I (left) and the constructed semi-Eulerian graph Geul (right)
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3.1 Construction of Continuity Graph

Let vi be even degree vertex of Geul and let {e1,…,ed} be a set of adjacent edges of
vi. For each vi, we create a complete graph Cvi whose vertices are {ve1,…ved}.
Then, vi is replaced by Cvi and we connect vei to ei for i = 1,…,d. Moreover, the
weight S(ei, ej) is assigned for each edge (vei, vej). Note that the graph Gcon is no
longer Eulerian.

By using a perfect matching of Cvi, a path of graph Gcon may reduce to a path
corresponding to an Euler path of Geul as follows. Let Mp be a set of perfect
matchings defined as

Mp ¼ Mmif gmi2v Geulð Þ; ð9Þ

where Mvi [ Mp is a perfect matching of Cvi. Then, the graph G’con defined as

G;
con ¼ V Gconð Þ; E Gconð Þ � [m2v Geulð ÞE Cmð Þ

� �
[ Mp

� �
ð10Þ

is a path that correspond to an Euler path of Geul whenever G’con is connected.
Then, the following theorem holds.

Theorem 1 For a set of perfect matchings Mp in (9), G’con is a path corresponding
to an Euler path of Geul whenever G’con is connected. Conversely, for every Euler
path P of Geul, there exists a perfect matching Mp such that G’con corresponds to
P (Fig. 3).

3.2 Probabilistic Tabu Search

From the results in Sect. 3.1, we see that the problem of computing optimum
Eulerian path in Geul reduces to one of computing a set of perfect matching
Mp = {Mvi}vi [ V(Geul). Here, Mvi denotes a perfect matching of Cvi such that G’con

is connected. Also, the total weight of Mp represents smoothness of a corre-
sponding Euler path. For computing such Mp such that G’con is connected, we here
use a probabilistic tabu search algorithm as follows.

Fig. 3 A continuity graph
obtained from the semi-
Eulerian graph Geul in Fig. 2
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First, we compute an Euler path Pe of Geul. Then, a set of perfect matching of
complete graph {Cvi} vi [ V(Geul) corresponding to Pe is given as Mp in (9). Here,
Mp is set as initial feasible solution of probabilistic tabu search. In the probabilistic
tabu search, an optimal solution is iteratively obtained by modifying the initial
feasible solution to better one. Then, a tabu list T of feasible solutions is used to
avoid modifying to feasible solution that have been visited in the recent past. Here,
an initial setting of T is set as T = {Mp}. Then, the algorithm may find better
feasible solution M’p of which the weight is larger than that of previously visited
feasible solutions by repeating the following local change: First, we choose Cvi

randomly from {Cvi} vi [ V(Geul) with probability proportional to the weight of Mvi

[ Mp. Then, two edges e1 = (v1,v2) and e2 = (v3,v4) of Mvi are chosen uniformly
at random. Moreover, we set E1 = {(v1,v2),(v3,v4)}, E2 = {(v1,v3),(v2,v4)}, and
E3 = {(v1,v4),(v2,v3)}. If there exists i [ {2,3} such that w(Ei) B w(E1) and
M’p = Mp/E1 [ Ei is a feasible solution unlisted in T, then we update T and Mp as
T = T[{M’p} and Mp = M’p respectively. The process is iteratively carried out
for new Mp and T until a predefined time limit N is exceeded. Finally, the algo-
rithm outputs Mp that is the best feasible solution found so far as the desired
drawing order of input handwritten image I (Fig. 4).

4 Experimental Studies

We examine the effectiveness and usefulness by some experimental studies. In
Fig. 5, we show some recovering results for human handwriting images, where
each images were written by pen tablet device. In these figures, the written order is

Fig. 4 A graph G’con

obtained from the continuity
graph Gcon in Fig. 3

Fig. 5 Experimental results
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illustrated by arrow marks. From the results, we may observe that our method can
correctly recover the human-like drawing order of handwritten image even when
the double-traced lines are included.
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Noise Reduction Scheme for Speech
Recognition in Mobile Devices

Jeong-Sik Park, Gil-Jin Jang and Ji-Hwan Kim

Abstract This paper proposes an efficient noise reduction scheme for speech
recognition in mobile devices. Due to the limited capacity of mobile devices, the
speech recognition system requires a noise reduction module processed with low
computational intensity. For noise reduction in mobile devices, the proposed
approach directly utilizes packet data estimated by a speech coder. In particular,
we apply pitch information for comb filtering, a well-known noise reduction
method.

Keywords Noise reduction � Speech recognition �Mobile device � Comb filtering

1 Introduction
As mobile devices such as smartphones and tablet PCs have become very popular,
an importance of voice as a convenient and reliable man–machine interface has
been increased [1]. Accordingly, the research on Automatic Speech Recognition
(ASR) has been varied from on-line telecommunication network to mobile envi-
ronments. Particularly, in mobile environments, it needs to be considered by low
computational power and memory as well as limited capacity of mobile devices.
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The research works, especially related to extracting feature parameters used for
ASR system in mobile environments, can be classified into three categories:
(a) extraction from the input speech of the speech coder, (b) extraction from the
packets generated after encoding process, and (c) extraction from the output
speech of the coder [2]. Method (a), in which ASR system is located inside a
device, gives high recognition performance, but has limitations on applying
intensive algorithms over the device capacity. Bitstream-based method (b), which
uses coding parameters such as Line Spectral Frequency (LSF) directly for rec-
ognition, gives good recognition rate while it requires no feature extraction pro-
cesses. On the other hand, method (c), in which ASR system exists in the server
side, gives lower performance due to the distortion of the output speech caused by
speech coding and decoding process while any algorithms can be applied to ASR.

In this paper, a method applying the comb filtering technique, which is a well-
known noise reduction method, to the output speech is proposed and it is related to
the extraction method (c). In Sect. 2, we present the details of the proposed
method. Experiments and results are shown in Sect. 3. And Sect. 4 concludes this
paper.

2 Proposed Noise Reduction in a Mobile Device

Most of noise reduction methods such as spectral subtraction detect the non-speech
frames from the speech signals, then estimate the noise components in the frames,
and use the estimate to reduce the noise components included in the speech frames.
However, it is not possible to estimate the correct noise components for output
speech of the speech coder embedded in mobile devices since energy of the non-
speech frames is decreased by the coder. As a result, it has limitations on reducing
noise components in the speech frames. Accordingly, methods that do not require
noise estimation in non-speech frames are applicable to the output speech. One of
the methods maintaining this property is the comb filtering, which reduces noise
components, using the fundamental frequency, in other words, the pitch period, of
the speech signals [3, 4].

The comb filtering is based on the property that waveforms of the voiced sound
are periodic with a period that corresponds to the pitch period, or the fundamental
frequency, and its principle is as follows. The noisy voiced sound has noise
components within speech harmonics. The components can be reduced by passing
harmonics of speech, using a comb filter constructed with the frequency response
corresponding to the fundamental frequency.
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2.1 Proposed Process for Noise Reduction

Proposed noise reduction process employing the comb filtering technique is
described in Fig. 1. This process consists of two stages, one of which is to select
voiced frames and the other is to apply comb filtering to the selected voiced
frames.

The comb filtering utilizes the pitch period of the speech signals, and therefore
the filtering process should be applied to only the frames containing the pitch
period, that is, the voiced frames. For this reason, a process for selection of the
voiced frames must be preceded by comb filtering. For this process, we extract and
use the data rate information from the packets generated by the speech coder

QCELP decoder

packet

YES

Result speech

Eighth rate 
frame?

NO

Voiced frame

U/V Decision

Comb Filtering

Pitch Period Data 
Rate

attenuation
(x 0.4)

Silence
frame

Unvoiced frame

Output speech

QCELP encoder

Noisy speech
Fig. 1 Proposed noise
reduction process based on
comb filtering
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embedded in mobile devices. We give further details about this process, using the
QCELP coder as a representative speech coder.

The QCELP coder is a variable bit-rate speech coder that dynamically selects
one of four kinds of data rates for each frame, depending on the speech activity [5].
Four kinds of data rates are called: full rate (8 kbps), half rate (4 kbps), quarter
rate (2 kbps), and eighth rate (1 kbps). In general, silence and background noise
are encoded at the eighth rate, whereas active speech is encoded at the upper rates.
In consideration of this property, all frames designated as the eighth rate are
excluded in the next steps.

Frames excepting the eight rate frames can be designated as speech frames. But
among the speech frames, only the voiced frames possess a periodic property of
signals, that is, the pitch period. Hence, the unvoiced speech frames cannot be
submitted to the comb filtering process. For the selection of the unvoiced frames,
Unvoiced/Voiced (UV) decision is required. In this study, we employ the U/V
decision technique using autocorrelation coefficient [6].

The second stage of proposed process is applying comb filtering to the voiced
frames. To obtain a reliable result from comb filtering process, estimation of
correct pitch information is necessarily required. Previous researches introduced
various techniques for pitch estimation such as cepstral-based and LPC-based
approaches. However, it is quite difficult to estimate the correct pitch period from
noisy speech. In particular, this task may require intensive computational power in
mobile devices.

To overcome these problems, we extract the pitch period information directly
from the speech packets. The pitch period estimated by the Qualcomm Code-
Excited Linear Prediction (QCELP) coder is relatively correct, especially for the
voiced frames. In particular, the pitch information is used for generation of output
speech, and thus, the comb filtering for the output speech provides more reliable
result. Finally, direct use of pitch information excludes the pitch estimation
process.

Figure 2 provides further description of comb filtering process applied to the
voiced frames. As shown in this figure, a comb filter is constructed per sub-frame
since the number of the pitch data in each frame is different according to the data
rate. In this figure, a ‘full rate’ frame, in which the pitch is updated four times, is
divided by four sub-frames. And four comb filters are constructed using respective
pitch periods (T1 * T4), and applied to each sub-frame.

After the comb filtering process, the signal energy of the voiced frames is
degraded due to reduction of noise components. In order to balance the energy of
the voiced frames and that of other frames, a simple attenuation is performed on
frames corresponding to silence and unvoiced speech frames.
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3 Experiments and Results

To evaluate the efficiency of the proposed approach, we performed speech rec-
ognition experiments on output speech of the QCELP speech coder.

3.1 Experimental Environments

Recognition experiments were performed on the Aurora 2 database, a noise-con-
taminated version of the TI-DIGITS database. Our recognition system has the
same structure as the baseline system provided by Aurora 2 task, using Hidden
Markov Model (HMM) to train acoustic models and using 39 dimensional Mel-
Frequency Cepstral Coefficients (MFCCs) as a feature parameter. This feature set
consists of 12 dimensional MFCCs and log energy with their first and second
derivatives. The HMM models were trained with noiseless speech data. Training
and testing follow the steps specified in [7]. For testing, we used a test set that
consists of three types of noise conditions, that is, subway, babble, and car.

YES NO

result speech

attenuation
(x 0.4)

voiced 
frame?

packet
output
speech

noisy
speech

encoder decoder

Adaptive Comb 

Filtering

Comb Filter 
construction

pitch information

Fig. 2 Further description of comb filtering process
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3.2 Recognition Results

The experimental results are presented in Table 1. This table provides the word
recognition accuracy for two kinds of feature parameters extracted from: (1) the
output speech and (2) the output speech processed by the proposed noise reduction
procedure.

It is observed that the noise-reduced output speech provides superior perfor-
mance to the original output speech over all types of noise conditions and noise
levels. As a whole, the average accuracy of the baseline system and the proposed
system were 58.4 % and 67.8 %. From this result, the proposed approach pre-
sented about 30 % of relative performance improvement to the baseline system.
The efficiency of the proposed system is more significant on the noise conditions
rather than a clean condition. The experimental results demonstrate that the noise
components included in the output speech of a mobile device are effectively
reduced by the proposed noise reduction scheme.

4 Conclusion

In this paper, we proposed a process to reduce the noise components effectively, by
applying comb filtering to the output speech of the speech coder in a mobile
device. The proposed approach utilizes useful information from packet data esti-
mated by the speech coder. In particular, direct use of pitch information improves
the comb filtering performance and reduces computational time consumption.

The results of speech recognition experiments performed on the Aurora 2
database demonstrated that the proposed approach effectively removes noise
components, deteriorating the recognition error rate. However, in clean speech
environment, the proposed approach showed poor performance compared to the
baseline. This is due to the distortion of speech signal caused by comb filtering. In
the future work, we will investigate a method to minimize the distortion.

Acknowledgments This research was supported by the Converging Research Center Program
funded by the Ministry of Education, Science and Technology (2012K001341).

Table 1 Word recognition accuracy for feature parameters extracted from output speech and
noise-reduced speech

dB Output speech (baseline) Noise-reduced speech (proposed)

subway babble car Av. subway babble car Av.

Clean 98.1 98.5 98.2 98.3 98.3 98.3 98.1 98.2
10 61.8 75.7 72.7 70.1 78.2 84.3 87.8 83.4
5 42.2 49.8 45.6 45.9 54.5 64.2 66.7 61.8
0 21.2 17.5 19.2 19.3 24.2 27.5 31.8 27.8

Avrg. 55.8 60.4 58.9 58.4 63.8 68.6 71.1 67.8
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Implementation of a Large-Scale
Language Model in a Cloud Environment
for Human–Robot Interaction

Dae-Young Jung, Hyuk-Jun Lee, Sung-Yong Park,
Myoung-Wan Koo, Ji-Hwan Kim, Jeong-sik Park,
Hyung-Bae Jeon and Yun-Keun Lee

Abstract This paper presents a large-scale language model for daily-generated
large-size text corpora using Hadoop in a cloud environment for improving the
performance of a human–robot interaction system. Our large-scale trigram lan-
guage model, consisting of 800 million trigram counts, was successfully imple-
mented through a new approach using a representative cloud service (Amazon
EC2), and a representative distributed processing framework (Hadoop). We per-
formed trigram count extraction using Hadoop MapReduce to adapt our large-
scale language model. Three hours are estimated on six servers to extract trigram
counts for a large text corpus of 200 million word Twitter texts, which is the
approximate number of daily-generated Twitter texts.

D.-Y. Jung � H.-J. Lee � S.-Y. Park � M.-W. Koo � J.-H. Kim (&)
Department of Computer Science and Engineering, Sogang University, Seoul, South Korea
e-mail: kimjihwan@sogang.ac.kr

D.-Y. Jung
e-mail: dyjung@sogang.ac.kr

H.-J. Lee
e-mail: hyukjunl@sogang.ac.kr

S.-Y. Park
e-mail: parksy@sogang.ac.kr

M.-W. Koo
e-mail: mwkoo@sogang.ac.kr

J. Park
Department of Intelligent Robot Engineering, Mokwon University, Daejon, South Korea
e-mail: parkjs@mokwon.ac.kr

H.-B. Jeon � Y.-K. Lee
Electronics and Telecommunications Research Institute, Electronics and
Telecommunications Research Institute, Daejon, South Korea
e-mail: hbjeon@etri.re.kr

Y.-K. Lee
e-mail: yklee@etri.re.kr

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_101,
� Springer Science+Business Media Dordrecht 2013

957



Keywords Language model � Large-scale � Cloud � Human–robot interaction

1 Introduction

Service robots operate autonomously to perform services useful to the well-being
of humans. Unlike industrial robots, which are typically found in manufacturing
environments, service robots interact with a large number of users in a variety of
places including hospitals, homes, restaurants, and offices. In order to coexist with
humans in their daily lives and fulfill their requests, service robots should be able
to understand human communication.

Speech recognition aims to find the most likely word sequence, Ŵ , which
maximizes the product of P(O|W) and P(W) provided by an acoustic model (AM)
and a language model (LM), respectively. The standard approach in an LM
requires a word-based n-gram [1]. If all histories with the same most recent n–1
words are treated as equivalent, the word-based n-gram probability is approxi-
mated as below:

P wi w1; . . .;wi�1jð Þ � P wi wi�nþ1; . . .;wi�1jð Þ ð1Þ

In general, the word-based n-gram LM is easy and efficient for training from a
corpus of millions of words.

However, building an LM gives rise to two problems: excessive memory
requirement and data sparsity. For a trigram with a 65 k word vocabulary, we must
be able to produce probabilities for 2.2 * 1014 possible different sequences. If the
probability for each sequence requires 4 bytes, then the total required memory for
the trigram LM would be 8.8 * 1014 = 880 TB. Such a large amount of data
cannot be stored in a single server. The other key issue concerns handling data
sparsity while maintaining accurate word predictions. An hour-long English
broadcast news program contains approximately 10 k words. If all the words from
one channel are transcribed for one year, 24 h a day, we obtain 10 k * 24 *
365 = 8.7 * 107 trigram sequences. It is impossible to collect such a large amount
of data for training a text corpus. As a result, the vast majority of trigram
sequences are not observed in training the text corpus.

One way to solve this problem is through LM adaptation. In LM adaptation,
a background LM is adapted to a domain-specific model so that the adapted model
can match the lexical information in the test data [1]. Advances in social net-
working services have led to the generation of large text corpora. For example,
Twitter creates 200 million texts every day [2]. For such a large text corpus, it is
impossible to adapt an LM within 24 h on a single server. Thus, we focus on cloud
computing, which has successfully performed large-data processing.

In this study, we build a large-scale language model for daily-generated large-
size text corpora using Hadoop in a cloud environment and performed trigram
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count extraction using Hadoop MapReduce to adapt our large-scale language
model.

The paper is organized as follows: Sect. 2 discusses studies related to LM
adaptation methods. In Sect. 3, we describe a method of implementing a large-
scale LM and trigram count extraction for LM adaptation. In Sect. 4, we evaluate
our system in a cloud environment, and in Sect. 5, we conclude this paper.

2 Related Works

LM adaptation methods have been explored to resolve domain mismatch prob-
lems. In LM adaptation, a background LM is adapted to a domain-specific model
so that the adapted model can match the lexical information in the test data.

Figure 1 shows the general framework of LM adaptation. In Fig. 1, CoB is a
large background corpus and CoA is the small-size domain corpus. LMA is the
adapted LM and LMB is the background LM. The fundamental concept of LM
adaptation is based on the maximum a posteriori (MAP) estimation and involves
combining CoB and CoA at the frequency count level rather than the model level [3].
The goal of minimum discrimination information (MDI) adaptation is to find an
LMA whose probability distribution satisfies the specific constraints derived from a
small domain corpus and that has the minimal discrimination information with the
background LM [4]. However, previous research has focused on LM adaptation
performed on a single server.

Conventionally, an n-gram LM is represented by a flat text format (e.g., the
ARPA format) or a tree-bucket format. Because the typical sizes of the above two
file formats are very large, LM compression has received considerable attention
from the speech recognition community. In general, LM compression is carried out
by pruning and quantizing the floating-point components of the LM.

As cloud services become more affordable, it is better to implement an LM over
multiple servers rather than on a single server with LM compression. However, to
the best of our knowledge, the implementation details for LM over multiple
servers have not yet been published.

Fig. 1 General framework of LM adaptation
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3 System Design

This section presents the design of the system of a large-scale LM and trigram
count extraction which is a part of LM adaptation.

3.1 Design of a Large-Scale Language Model
Using a Distributed Storage System

This section describes our proposed approach for the implementation of a large-
scale n-gram LM using a distributed storage system. The design should meet the
following objectives:

• Scalability over increasing training data size: Our training corpus for the
background LM is 1 trillion word tokens of text from publicly accessible web
data collected by Google. We use Twitter texts as LM adaptation data—200
million texts are created in a day. The size of the LM training corpus increases
whenever an LM adaptation is performed.

• Time complexity for search and update operations: An efficient data structure,
such as search or update from the perspective of metadata for the entire table,
should be devised and implemented for main operations. A representative data
structure is a B+ tree.

• Data sparsity characteristic of LM: One of the most representative speech rec-
ognition systems, hub4, has a 65 k word vocabulary. This vocabulary generates
2.7 * 1014 different word sequences, out of which only 0.00001 % of the dif-
ferent word sequences are observed in the training data.

The above three aspects match well with the design objectives of BigTable [5],
which was developed by Google for the management of structured data that are too
massive to be stored on a single server. BigTable is a distributed storage where a
big table is split into small tables, which are stored on multiple servers.

BigTable has a general master–slave configuration, where slaves are called
tablet servers. The master server manages tablet servers using Chubby. Each tablet
server has its own UserTable. The location of this table is maintained as a three-
level hierarchy analogous to that of a B+ tree. In a B+ tree, insertion, deletion,
search operations are accomplished at O(log n) time.

The root tablet contains the location of all tablets in a special METADATA
table. Each METADATA tablet contains the location of a set of user tablets. The
METADATA table stores the location of a tablet under a row key, which is an
encoding of the tablet’s table identifier and its end row. When a row key is
searched by a user request, BigTable first seeks the location of the ROOT tablet on
a Chubby file. Then, BigTable detects the location of the METADATA tablet from
the root tablet, whose range corresponds to the requested row key. Similarly,
BigTable finds the location of UserTable containing the row key from the
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METADATA tablet. Next, BigTable returns the value associated with the row key
within UserTable.

During data insertion of a pair of (row key, value), the location of UserTable is
determined by the same procedure as for the search of the row key. Next, a node
with the pair is added at the location of UserTable. Each pair of (row key, value) is
stored in a node of a linked list. All nodes in this linked list are sorted according to
the row key.

Since BigTable supports distributed storages and data insertion within O(log n)
time, BigTable satisfies the first two design objectives: scalability over increasing
training data size and time complexity for search and update operations.

Compared to relational databases, BigTable has a simple schema, which con-
sists of only a row key and column family. BigTable is referred to as a non-
relational database. Non-relational databases do not have the features of relational
databases, such as data integrity and reliability. In a relational database, the storage
overhead increases owing to the complex schema required to ensure data integrity
and reliability in sparse data processing. As data become sparser, the ratio of the
schema storage overhead to LM data storage increases rapidly. Missing an element
in an LM adversely affects the generation of a word and the consecutive words.
Therefore, it is unnecessary to use such an excessive storage in LM to ensure data
integrity and reliability. For this reason, the BigTable is suitable for the structure
of an LM having a data sparsity characteristic.

Our large-scale LM was implemented on the Amazon Elastic Compute Cloud
(Amazon EC2) [6] service with the use of Hbase [7], which is an open-source
project of BigTable. Amazon EC2 is a platform as a service that provides scalable
computing capacity in a cloud environment. In Hbase, our large-scale LM was
implemented as a table which uses a trigram tuple as a key and a trigram count as a
value. These counts are extracted from 800 million trigram tuples in ‘Web 1T
5-gram Version 1’ [8]. The implementation details are described in Sect. 4.

3.2 Trigram Count Extraction Using MapReduce

In order to extract trigram counts from daily generated large size texts within a
limited amount of time, distributed processing on a cloud environment is required.
One of the most representative distributed processing methods is MapReduce [9].
MapReduce is a simple programming model for processing massive numbers of
datasets on a commodity server cluster using a distributed computing framework.
we performed trigram count extraction using MapReduce.

Figure 2 presents the concept diagram of MapReduce for trigram count
extraction. The first step is to split the entire domain corpus into DataNodes. The
next step is to run the map function on each DataNode. Several map functions can
be run concurrently on a DataNode. A map function reads one text line from the
part of the domain corpus dedicated to the corresponding DataNode. The map
function finds all the trigrams generated from the text line and displays their
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counts. The key is a group of three words in a trigram, and the value is the trigram
count. In the final step, the MapReduce framework collects the outputs of all the
map functions. The reduce function adds all values related to the same key, and
creates a new pair with the key and the sum of values, which is the corresponding
n-gram count for the entire domain corpus. We implemented the above of Map and
Reduce functions on Hadoop [10] MapReduce framework. Hadoop is an open-
source project by Apache for providing distributed computing infrastructure.

4 Evaluation

We implemented our large-scale LM and trigram count extraction on the Amazon
EC2 service. Amazon EC2 is a platform as a service that provides scalable
computing capacity in a cloud environment. Amazon EC2 has two main advan-
tages. First, it reduces the time required to obtain and boot new server instances to
a couple of minutes, allowing a system to quickly scale up or down its capacity
according to the computing requirements. Second, it provides a reference testing
environment for LM adaptation.

In our evaluation, we used high-CPU extra-large instances. Each instance uti-
lized 7 GB of memory, 20 EC2 compute units, and 1.69 TB of storage. One EC2
compute unit provides an equivalent CPU capacity of a 1.0–1.2 GHz 2007
Opteron or 2007 Xeon processor. This type of instance is a recommended con-
figuration for running an Hbase. Evaluations were carried out using Hadoop-1.0.1
and Hbase-0.92.1 on Ubuntu 11.10 on each Amazon EC2 instance. The setup

Fig. 2 Conceptual diagram of mapreduce in trigram count extraction
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parameters for Hadoop MapReduce were assigned according to the default con-
figuration, except for the maximum number of map tasks per node, which was set
to four based on the limit of the computation power of an instance.

4.1 Performance Evaluation

Ultimate goal of our research find the optimal number of amazon EC2 instances in
the LM adaptation under the time constraint that the Twitter text data generated
daily should be processed within one day. The processes in LM adaptation are
divided into trigram count extraction and model update. This paper focuses on the
analysis of the required amount of processing time in trigram count extraction
according to the size of the Twitter text and the number of Amazon EC2 instances.

The size of available Twitter texts was about 6.8 GB, which is approximately
30 % of the Twitter texts (21 GB) generated daily. Hence, we analyzed the cor-
relation between the amount of data and the processing time in trigram count
extraction with a fixed number of instances for the available data. Then, the pro-
cessing time was estimated for the entire amount of daily-generated Twitter texts.

Figure 3 shows the results of our analysis. The diamond-shaped points depict
the pairs of (amount of data, processing time) when the number of instances is two.
Although the diamond points in Fig. 3 are sparse, it appears that the processing
time increases linearly with increasing amount of data. The upper line with dia-
mond-shaped points in Fig. 3 is the line-of-best-fit for the results at two instances,
as estimated by the least-squares method (LSM). This line fits the data very well.
The R square value is calculated to be 0.998. It appears that the processing time
increases by about 732 s per 1 GB of additional Twitter texts. This positive cor-
relation is also observed for different numbers of instances. If the horizontal
scalability is guaranteed according to the number of instances in the distributed
processing for trigram count extraction, then the slope of the line-of-best-fit is
inversely proportional to the number of corresponding instances.

According to Fig. 3, as the number of instances increases, the slope of each
line-of-best-fit is decreased. However, they are not inversely proportional. When
the number of instances is four (second upper line with square-shaped points), the
processing time increases by about 601 s per 1 GB of additional Twitter texts. This
is due to that map functions are executed on multiple instances by maintaining data
locality, but network overhead is incurred during the reduce phase when one
instance collects the results of the map functions. Consequently, the advantages of
distributed processing are diminished as the number of instances increases.

Based on the linear correlation between the amount of data and the processing
time derived from Fig. 4, we estimated the required time to process 21 GB of data
by varying the number of instances between 2 and 16. Figure 4 presents the esti-
mated amount of time according to number of instances. We found that fewer than
3 h are required to process 21 GB when the number of instances is six. Even when
the number of instances is two, it is expected that 4 h are sufficient to process 21 GB.
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Fig. 3 Processing time of trigram count extraction according to twitter texts data size

Fig. 4 Forecasted processing time of trigram count extraction for 21 GB twitter texts by using
LSM
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Considering the time constraint (24 h) for completing LM adaptation, the time
required for trigram count extraction does not constitute a substantial portion.
Therefore, the optimal number of instances should be determined by considering the
required time in model update according to the number of instances.

5 Conclusion

In this paper, we presented a large-scale language model, consisting of 800 million
trigram counts, using Hbase in Amazon EC2 and performed trigram count
extraction using Hadoop MapReduce to adapt our large-scale LM.

For trigram count extraction, we found that fewer than 3 h are required to
process daily-generated Twitter texts when the number of instances is six. Con-
sidering the time constraint for completing LM adaptation, the time required for
trigram count extraction does not constitute a substantial portion.

The optimal number of instances should be determined by considering the
required time in model update. This optimal number will be investigated as a
future work.
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Speed Control Using a PID Algorithm
for an Educational Mobile Robot

Se-Young Jung, Se-Jun Park, Yong-Ho Seo and Tae-Kyu Yang

Abstract In this paper, we propose a new mothod using the PID controller gain
value from rotatation of wheels according to rotation momentum characteristics
for an educational mobile robot. P-Gain, I-gain and D-gain have been changed
from the mobile robot via wireless remote control in a real-time basis. The
transmitted gain value is calculated by real-time operation of embedded software
in the robot. Experiments are carried out to find the optimized gain value of two
conditions, maximum speed and minimum speed. The gain of intermediate
velocity region is calculated from this gain value using primary curve fitting. The
intermediate region gain value is calculated by real-time transmission of the
mobile robot. Successful results are demonstrated with PID control using
he calculated intermediate region gain value.

Keywords PID control � Variable PID gain tuning � Educational mobile robot

1 Introduction

Many mobile robots use a PID-control algorithm for position control or velocity
control. These are important algorithms in mobile robots for travelling to a desired
location and for desired velocity control. The PID-control algorithm is a traditional
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control algorithm [1]. Many robots use PID-control algorithms in various fields
such as industry, medicine, and automation systems. The reliability of PID-control
depends on how the PID set gain value is selected [2, 3].

A PID-control algorithm that is tuned by an inaccurate gain value does not
converge to the goal point. For this reason, many research groups have sought
methods to find a stable gain value [4]. But it is not easy to find the stable gain. For
example, physical movement momentum is not stable while velocity is changing.

In this paper, we define the values of both the maximum and minimum speed.
An intermediate value is also calculated by primary curve fitting on two different
gains. The intermediate gain value is obtained by experiments using a PID-con-
troller on a mobile robot, CRX10. The mobile robot can consequently move with
precise accuracy by the variable PID gain value. The variable PID gain value can
be configured by a PC or smart-phone through wireless communication. The gain
value will be reflected in real-time on a mobile robot in a PID control loop and
controlled. The software used in the experiment was created on Visual Studio C#
language base in .Net Frameworks 3.0 [5]. The mobile robot used in the experi-
ments is CNROBOT’s CRX10. Connection between the mobile robot and PC is by
Bluetooth [6].

2 Mobile Robot Platform

2.1 General Feature CRX10

CRX10 of CNRobot uses Bluetooth communication as a wireless interface with an
Android-based smart-phone, smart pad, or desktop. It sends sensor information
and receives a set value on a real-time basis. The communication speed between
the mobile robot and the PC is 119600 bps and the signal of the mobile robot is
transmitted at a speed of 30 ms per packet. In addition, two-way communication is
possible within 100 m. The appearance of the mobile robot platform is shown in
Fig. 1 and its key specifications are listed in Table 1.

Fig. 1 Appearance of the
mobile robot platform,
CRX10
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2.2 Hall Sensor Signal and Microcontroller Interrupt
Connection

CRX10 has two brush type motors and a magnet hall sensor type encoder. Signals
A and B are generated from the magnetic hall sensor by motor rotation. Channel A
is higher than channel B when the motor rotation is in the forward direction. In
contrast, the channel B signal becomes higher than that of channel A when the
motor is moving in the reverse direction. Sixteen square wave outputs are gen-
erated by motor rotation and the magnet hall sensor for each channel.

Themagnet hall sensor signal output timing chart is shown in Fig. 2. Equation (1)
is used to compute the hall sensor output according to the position of the motor
phase difference.

DU ¼ 90� � U
P
� 180�

����
����� 45� ð1Þ

Microcontroller interrupt 0*3 is connected to the hall sensor output and is
shown in Fig. 3. The decision of forward or backward direction status is decided
from the input 4 channel.

Table 1 Hardware
specifications of the mobile
robot platform, CRX10

H/W item Specification

Microcontroller ATmega128 (main), ATmega88 (sensor)
Wheel Four wheels driven by two DC motors
Display 8 9 8 LED dot-matrix
Sensor PSD sensor—3EA

Flower IR sensor—7EA
Magnetic encoder—2EA
Bumper sensor—3EA

Communication Bluetooth 2.4Gh/Serial RS232
Transport speed MAX. 1 m/s
Battery/Run time Li-ion cell 11.1 V 2600 mA/up to 4 h
Charging time 2.5 h

Fig. 2 Magnet hall sensor
signal output timing chart
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3 User Interface Design and Variable PID-Control

3.1 Console Software

Figure 4 shows the screen of the main menu of the application to choose the output
functions and control types of the mobile robot through real-time Bluetooth data
communication after data acquisition.

This program is operated based on .Net Frameworks 3.0. The graph in the middle
of the main window displays the current RPM, PID control gain value, RPM error
value and the target goal. We can see the value in the PID gain setting scrollbar and
change the motor speed for text input to the left in the main graph. Value of various
input sensors are displayed at the bottom of the graph and a Dot-matrix setting box
and communication setting box are provided for communication connections.

3.2 PID Control Loop in Mobile Robot

A traditional control algorithm [7] is applied to the PID controller. It is delineated
by Eq. (2).

Fig. 3 Connection circuit of
between magnet hall sensor
output and microcontroller

Fig. 4 Console software of mobile robot application for information output and control
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MVðtÞ ¼ KpeðtÞ þ ki

Z t

0
eðsÞdsþ Kd

de

dt
ð2Þ

The goal of the PID control loop is configuration of the number of encoder
pulses according to the rotational speed of the motor. The PID controller of the
mobile robot is equipped with embedded software. The gain value is transferred to
the controller through real-time communication. Gain is applied to the PID con-
troller in mobile robot embedded software. A block diagram illustrating PID
control is shown in Fig. 5.

3.3 Variable PID Control Loop in Mobile Robot

Traditional PID control after gain tuning has an inaccurate response due to load
change or mechanical characteristics. In this paper, we change the gain value
obtained from the traditional PID to improve the accuracy of the PID control while
a mobile robot operates. This approach can be summarized as Eq. (3).

MVðtÞ ¼ K
0

peðtÞ þ K
00

i

Z t

0
eðsÞdsþ K

000

d

de

dt
ð3Þ

The PID control loop cycle and update for the error value are controlled in
30 ms. We calculate the mid-point value using first order curve fitting by PID gain
tuning. The result is divided into minimum speed and maximum speed.

Fig. 5 PID control block diagram
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4 Experimental Results

4.1 Tuning for Variable PID Gain Value

We divided the speed into low and high level for PID gain tuning, and calculated a
mid-point value using primary curve fitting. CRX-10 has a maximum speed at 112
pulse output of 30 ms, and the wheel output pulse tuning has a minimum speed at
12 pulse output of 30 ms. The optimized gain values ‘Kp, Ki, Kd’ are ‘0, 0.001,
0.001’ and 0.01, 0.2, 0.1, respectively, where the highest speed is obtaind at the
optimized gain value, as shown in Table 2.

4.2 Experiments at the Gain Change

This experiment yields different results due to different gain values. In this case of
maximum speed tuning, the gain value did not converge on the minimum speed.
The minimum speed tuning gain also similarly did not converge at maximum
speed as shown in Table 3.

Calculated for gain by the primary curve fitting, the mid-setpoint gain shows
better performance than the maximun and minimum tuning gain values. This
setpoint is 55 pulse per 30 ms and ‘Kp, Ki, and Kd’ are calculated as ‘0.05, 0.1, and
0.5,’ as shown in Fig. 6

4.3 Result

In the experimental result, there was a deviation of PID control. The gain tuned at
maximum speed does t converge in the minimum speed set. Similarly, the gain
tuned at minimum speed does not converge in the maximum speed set.

From these results, the mobile robot requires different gain for different goal
speeds. Stable control is confirmed when using an intermediate value for PID-
control in the mobile robot obtained by the results calculated from the first order
fitting curve.

Table 2 PID gain table for
variable gain

Gain Maximum speed Minimum speed

Kp 0 0.1
Ki 0.001 0.2
Kd 0.001 0.1
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As a result, as shown in these experiments, the PID controller has problem
because of fixed gain. However, we demonstrated that using more than a PID gain
can provide more accurate control.

5 Conclusion

We proposed a method to remotely turn PID gain by using a desktop computer,
and calculated an intermediate value for PID-control. The intermediate value was
calculated from two gains. The first gain value was tuned at maximum velocity.
And the other gain value was tuned at minimum velocity. The intermediate value
was calculated from the first order curve fitting method. We performed experi-
ments to obtain accurate gain for PID-control.

We can apply variable PID-control to the mobile robot. In addition, we con-
ducted an actual experiment using CRX10 to evaluate the performance of the
proposed control method. Variable PID-control was applied for mobile robot
control. The obtained results confirmed that it is possible to control a mobile robot
by the variable PID-controller.

Lastly, the PID results differed according to the various situations in our
experiment. Therefore, to obtain better performance, it would be effective to use
intermediate values computed by a different control algorithm such as adaptive
control or a neural networks.

Acknowledgments This work was supported by the Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science
and Technology (MEST) (2011-0013776). This work was also supported by the Prevention of
Disaster with Information Technology Center of Mokwon University through the Regional
Innovation Center Program (RIC) funded by SMBA of Republic of Korea.

Fig. 6 Console software of mobile robot application for information output and control
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Performance Analysis of Noise Robust
Audio Hashing in Music Identification
for Entertainment Robot

Namhyun Cho, Donghoon Shin, Donghyun Lee, Kwang-Ho Kim,
Jeong-Sik Park, Myoung-Wan Koo and Ji-Hwan Kim

Abstract Many technical papers have been published related to music identifi-
cation. However, most of these papers have focused on describing their algorithms
and their overall performance. When music identification is applied to embedded
devices, the performance is affected by the level of frame boundary desynchro-
nization, environmental noise, and channel noise. This paper presents an empirical
performance analysis of music identification, in terms of its Peak Point Hit Ratio
(PPHR). In theory, music identification systems guarantee a 100 % accurate PPHR
between the queried music and its reference. However, PPHR falls to 40.8 % by
desynchronization when a frame boundary is desynchronized by half the frame
shift. In addition, due to environmental noise, PPHR decreases to 69.6, 59.4, 46.1,
and 24.3 % at SNR 15 dB, 10 dB, 5 dB, and 0 dB, respectively. For music clips
recorded in an office environment, PPHR is 58.7 % due to environmental and
channel noise.
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Keywords Music identification � Performance analysis � Audio hashing �
Desynchronization � Environmental noise � Channel noise

1 Introduction

Interest in music recognition has been growing dramatically after successful
releases of embedded applications. The representative applications such as
Shazam and Gracenote are based on audio fingerprinting [1]. These types of music
recognition applications work in several ways either based on an audio fingerprint
generated by changes in energy across consecutive bands [2, 3] or based on hash
keys generated by peak points [4]. The latter is more robust and able to withstand
environmental noise [5].

The latter system successfully recognizes the queried music file if hash key
accuracy of the queried music compared with the reference music is greater than
that compared with the best candidate.

According to our experiments, the average of the hash key accuracy of the
queried music file compared with the best candidate is measured at about 3.3 %.
This 3.3 % of hash key accuracy can be converted to 18.2 % of peak point
accuracy (3.3 % = (18.2 %)2), because a hash key consists of two peak points and
an exact match of a hash key requires an exact match of two peak points. In theory,
Music Identification System (MIS) guarantees 100 % accuracy in identifying the
peak points of a queried music and its reference. However, when MIS is applied to
embedded devices, performance deteriorates due to (1) desynchronization of the
frame starting point, (2) environmental noise, (3) channel noise (the queried music
is played on a speaker and recorded using a mobile phone’s internal microphone).

In this paper, we examine the amount of degradation caused by the above three
factors. In Sect. 2, the MIS algorithm based on hash key generation between peak
points is summarized. In Sect. 3, each factor is described and analyzed. In Sect. 4,
we conclude this paper.

2 Related Works

This paper introduces the music-identification algorithm described in [4]. This
algorithm is based on hash key generation at peak points.
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2.1 Peak Point Generation

Overlapping frames are generated by segmenting audio signals. Spectrogram is
created by performing a Fourier transform on every frame. A point in a spectro-
gram is a candidate for comparison if it has more energy than any of its neighbors.
Generated peak points are robust in the presence of noise that is linearly super-
imposed [6]. In this paper, 1,024 sample-length frames are generated with an
overlap of 160 samples, 1,024 FFT points are used, and the size of region is
configured as 9 9 9.

2.2 Strategy to Reduce the Number of Peak Point
Combinations

In order to reduce the number of combinations, only a part of peak points are
allowed to be combined with the peak points in their corresponding target zones.
These are called anchor points. In this paper, top N peak points with high energy
every second are chosen as anchor points. Each anchor point has a unique target
zone. A target zone is defined as a square area, whose width is TL and height is FL.
TD is the distance from an anchor point to a target zone. Hence, the total number
of combinations of peak points is reduced into the multiplication of the total
number of anchor points and the average number of peak points in their corre-
sponding target zones. In our experiment, 100, 1, 100, and 25 are assigned for N,
TD, TL, and FL, respectively.

2.3 Hash Key Generation

A hash key is generated from each pair of anchor points and peak points in their
corresponding target zone. A hash key contains three components: the time dif-
ference between the two points, and the frequencies of two points. Figure 1 shows
the concept diagram of a hash key generated from an anchor point (t1, f1) and
a peak point (t2, f2). From these points, a hash key (t2-t1, f1, f2) is generated.

2.4 Searching and Scoring

For a queried music clip, hash keys are generated according to the processes
described in Sect. 2.1–2.3. These hash keys are compared with the hash keys
generated from each music file in a music database. For each music file, the
number of hash key hits is counted. If the reference music file is one of the music
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files in the database, a significant number of counts appear on the reference music
file. The music that receives the largest counts is deemed to be the result of music
identification.

3 Experiments

Ten thousand music MP3 files were purchased from www.bugs.co.kr, which is one
of the most famous online music providers in Korea. Table 1 shows the statistics
of the music files according to genre. The music database consists of hash keys
generated from the 16 kHz sampled 10,000 PCM music files.

To analyze the system’s performance, we collected two sets of 300 queried
music clips. Three hundred music files were randomly chosen from the set of
10,000 music files. The first set consists of 3-second-long clips taken from 1/4
position of each music file. The second set consisted of 10-second-long clips at the
same position were recorded in quite office.

3.1 Desynchronization

Even in the absence of noise distortion, it is unlikely that the frame alignment of
the input signal will correspond exactly to the one used to compute the original
hash, which is stored in a reference database [7].

Fig. 1 Concept diagram of a
hash key generated from an
anchor point and a peak point

Table 1 Statistics of music files according to genre

Genre K-pop Pop Sound-tracks Classical and jazz Total

Number of music files 2,900 2,700 2,200 2,200 10,000
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In order to examine the distortion of the peak point caused by desynchroni-
zation, we used the first set of 300 music query files and simulated the amount of
desynchronization by shifting the frames up to 80 samples with the increment of
ten samples. Figure 2 shows Peak Point Hit Ratio (PPHR) according to the amount
of desynchronization. It appears that PPHR degrades linearly as the number of
desynchronized samples increases up to 80. The worst case takes place when a clip
is desynchronized with a shift of half a frame. In this case, PPHR surprisingly
plunges 40.8 %.

3.2 Environmental Noise

In our study, environmental noise is defined as unpleasant or unwanted ambient
sound. In order to examine the effect of environmental noise, we recorded the
babble noise at a cafe using an embedded device (iPhone 3GS). We controlled the
level of noise in terms of Signal to Noise Ratio (SNR) by mixing the recorded
noise with clean music clips. We used the first set of 300 music query files as clean
music clips. Figure 3 shows PPHR according to the level of environmental noise.
Although the points in Fig. 3 are sparse, it shows that PPHR degrades linearly as
the level of noise increases.

3.3 Channel Noise+Environmental Noise

When propagated through a channel, signals are shaped and distorted by the
channel’s frequency response and attenuating characteristics. In order to examine
the effect of channel noise, we used a second set of recorded music clips. These
music clips contain three types of noise: channel noise, environmental noise, and

Fig. 2 PPHR according to
the amount of
desynchronization

Performance Analysis of Noise Robust Audio Hashing 981



desynchronization. If the exact amount of desynchronization is known, it can be
removed from the clip by shifting the clip by the amount of desynchronization. For
all of the recorded music clips in the second set, the best starting point where
PPHR is at a maximum is determined and PPHR is measured between each clip
and its reference music file. The average PPHR is 58.7 %. This amount of deg-
radation in PPHR is caused by channel and environmental noise. These clips were
recorded at SNR 15 dB, and channel noise decreased PPHR by around 10 %.

4 Conclusion

The performance of music identification is empirically analyzed. De-synchroni-
zation, environmental noise, and channel noise are addressed as the main factors
that affect performance.

According to experiments, PPHR is 58.7 % for music clips recorded in an office
environment (environmental noise ? channel noise). In addition, PPHR falls to
40.8 % when the frame boundary is desynchronized by as much as half the frame
shift. If all of these factors affect the system together, the peak point accuracy
between the queried music and its reference drops to 23.9 %, which only differs by
5.7 % from 18.2 % (the average of peak point accuracy between the queried music
and the best reference, explained in Sect. 1). If the system is used in a situation
with extreme environmental noise (such as SNR 0 dB), the performance of the
system becomes unreliable.

Acknowledgments This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea Government (MEST) (2010-0004522).

Fig. 3 PPHR according to
the level of environmental
noise
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Preliminary Experiments of Dynamic
Buoyancy Adjusting Device with an Assist
Spring

Norimitsu Sakagami, Amira Shazanna Binti Abdul Rahim
and Satoshi Ishikawa

Abstract In this paper, we propose a dynamic buoyancy adjusting device with an
assist spring for underwater robot survey. The purpose of this device is to prevent
underwater robots from agitating the water and sand during underwater survey and
sampling. The proposed buoyancy adjusting device is actuated by an electric motor
with a passive spring that provides some assistance to the motor. The assist spring
supports actuator torque and allows low gear. As a result, the proposed device would
achieve better energy efficiency and higher speed for dynamic control. To evaluate
the performance of the proposed device, we designed and developed a dynamic
buoyancy adjusting device as a prototype. Preliminary experiments indicate that
the proposed device could be used for dynamic control of underwater robots.

Keywords Underwater robot � Dynamic buoyancy control � Assist system

1 Introduction

Small underwater robots are occasionally used for biological and archaeological
surveys. In these surveys, it is necessary for underwater robots to move closer to target
objects for observation or sampling. In general, thrusters are used for underwater robot
locomotion. Thrusters are one of the useful tools for underwater robots to move

N. Sakagami (&) � A. S. B. A. Rahim
Department of Navigation and Ocean Engineering, Tokai University,
3-20-1, Orido, Shimizu-ku, Shizuoka 424-8610, Japan
e-mail: sakagami@scc.u-tokai.ac.jp

A. S. B. A. Rahim
e-mail: 9aku1116@mail.tokai-u.jp

S. Ishikawa
Research Institute for Humanity and Nature, 457-4, Kamigamo-motoyama,
Kita-ku, Kyoto 603-8047, Japan
e-mail: oounagi@chikyu.ac.jp

J. J. (Jong Hyuk) Park et al. (eds.), Information Technology Convergence,
Lecture Notes in Electrical Engineering 253, DOI: 10.1007/978-94-007-6996-0_104,
� Springer Science+Business Media Dordrecht 2013

985



efficiently. Therefore, a lot of Remotely Operated Vehicles (ROVs) and Autonomous
Underwater Vehicles (AUVs) employ thrusters as a locomotion device. Thrusters are
useful for positioning underwater robots [1, 2]. Several researchers also use thrusters to
change the robot’s attitude [3, 4] as well as locomotion.

On the other hand, other researchers proposed and developed other locomotion
devices for underwater robots based on volume change (buoyancy control).
Shibuya et al. developed a biology-inspired underwater robot that installs buoy-
ancy control devices inspired by the sperm whale hypothesis [5]. These devices
include paraffin wax that changes the volume by heating or cooling. Wasscrman
et al. [6] developed a dynamic buoyancy system using a variable ballast tank.
Buoyancy control devices are also used for underwater gliders [7, 8] and disk-type
underwater robot [9].

In this paper, we developed a mechanical piston cylinder that changes its
volume by an electric motor. Generally, mechanical piston cylinders have simple
structures that consist of actuators, high ratio gearboxes, and waterproof cylinders.
The high ratio gearboxes are used to counter the force applied by high water
pressure. However, the high ratio gearbox makes it difficult for the buoyancy
control device to move quickly. To overcome such difficulty, we propose a
dynamic buoyancy adjusting device (DBAD) that is actuated by an electric motor
with an assist spring. The assist spring allows a lower gear ratio, because the spring
provides some assistance to the motor. To evaluate the performance of the
proposed device, we developed a DBAD as a prototype in this paper.

The outline of this paper is the following: the motivation and concept in this
paper is described in Sect. 2. In Sect. 3, the design and development of a prototype
DBAD is presented briefly. The specifications of the developed DBAD are also
described. Section 4 presents a description of several preliminary experiments
that were conducted to assess the performance of the developed DBAD. The
experimental results indicate that the developed device is promising for dynamic
control of underwater robots.

2 Motivation and Concept

Frequent use of thrusters during underwater observations sometimes causes the
stirring up of sand from the sea bottom. In such cases, an operator cannot see anything
except for sand during observations. In seaweed beds, thrusters may get entangled
with seaweed. In some water sampling studies, it is undesirable for thrusters to
agitate the water during the sampling. Because of these reasons, we designed and
developed a buoyancy adjusting device for dynamic control in this paper.

The proposed DBAD can dynamically change its volume. We aim to use the
DBAD to control an underwater robot dynamically. Several buoyancy adjusting
devices are attached to an underwater robot, as seen in Fig. 1. This robot has two
types of buoyancy adjusting device. One type is a set of the proposed DBADs with a
low ratio gearbox and an assist spring. The other buoyancy adjusting device has a
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high ratio gearbox that is required to support the DBADs, because the DBADwhich
has a low ratio gearbox compresses and works around an equilibrium point where
the spring force balances the force due to water pressure acting on the DBAD.

Each device independently changes its volume, and controls the center of
buoyancy of the robot and varies the buoyancy force. As the result, the robot can
silently move close to target objects without use of thrusters. The proposed device
can avoid stirring up sand from the sea bottom, agitating the water during the water
sampling, and getting entangled with seaweed.

3 Design and Development of DBAD

We designed and developed a prototype DBAD in order to study its characteristics
and potential use. The prototype is to be used in a water tank. Figure 2 presents the
three-dimensional design and the developed DBAD. Table 1 shows the principal
dimensions of the DBAD.

In the prototype, a servo actuator (Kondo Kagaku Co., Ltd. KRS 786 ICS) drives
the DBAD. The output shaft of the actuator is connected to a slide screw (Misumi
Co., Ltd., MSSRA824-55-S10-Q6) which transfers reciprocating motion of the

Fig. 1 Concept of use of
dynamic buoyancy adjusting
device

Fig. 2 Design and development of the prototype DBAD
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DBAD head. Though the rotational angle of the actuator was limited from 0 to 180�,
we changed the electric and mechanical parts to allow it to rotate unlimitedly.
A spring (Accurate Co., Ltd., C280) is located between the servo actuator and the
DBAD head to support the actuator. The spring constant is 4,600 N/m. In this
prototype, the spring directly counters the force applied by water pressure. The
main body of the DBAD is made from polyvinyl chloride pipe and acrylic plate.
The electric and mechanical parts are sealed with an O-ring and adhesives. An air
hole is placed on the top of the head to allow the DBAD to change its volume easier.
The maximum motion distance of the head is set at 25 mm. In terms of volume, it is
possible to change its volume of approximately 60 cm3.

The DBAD can be manually or automatically controlled by using a controller
which includes a 16-MHz micro-controller, as seen in Fig. 2.

4 Preliminary Experiments

This section presents several experiments that show the performance of the
developed DBAD. Here, we present results, comparing the performance of the
DBAD with and without the assist spring based on the following aspects: gener-
ative force, speed, and electric energy consumption.

4.1 Experimental Setups

Figures 3 and 4 present the overviews of the experimental setups. Figure 3 shows
the setup for measuring generative force, speed and electrical energy consumption.

Table 1 Principal
dimensions of the prototype
DBAD

Dry weight 0.240 kg
Diameter of the head 55 mm
Height 175 mm
Actuator torque 0.8526 Nm
Spring constant 4,600 N/m

Fig. 3 Experimental setup
for measuring generative
force, speed and electric
energy consumption
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In these experiments, weight forces were applied to the DBAD head instead of
static water pressure. A weight force can be converted to a water pressure or a
water depth using the head area of the DBAD. Figure 4 presents the experimental
setup for underwater testing. An air tube was connected to the air hole on the top
of the head to change the volume easily, as seen in Fig. 4.

4.2 Measurement of Generative Force

First, wemeasured themaximum force generated by the DBADwith andwithout the
assist spring. In the case with the spring, the DBAD was able to lift 8.1-kg of weight
which is converted to the water pressure of approximately 0.034 MPa and the water
depth of 3.4 m. In comparison, the device without the spring was able to lift 6.3-kg
of weight which is converted to the pressure of approximately 0.027 MPa and the
depth of 2.7 m. This result indicates that the assist spring supported the servo
actuator and increased the generative force by approximately 29 %.

4.3 Measurement of Speed and Energy Efficiency

We also measured the speed and electrical energy consumption of the DBAD to
compare the performance with the assist spring to that without the spring. In these
experiments, the DBAD moved in a reciprocating motion with amplitude of
0.011 m, and weight forces were applied to the DBAD head instead of static water
pressure.

Figures 5 and 6 respectively show the average speeds of the DBAD head when
the DBAD expanded in the case with or without the assist spring. The x-axis
represents the depth, which is converted from the weight force. The y-axis is the
average speed. Each value is the average of five measurements and the error bars
indicate the maximum and minimum measured values. The average speeds with
the spring were higher than those without the spring. Therefore, these results
indicate that the spring supported the actuator when the DBAD expanded.

Figures 7 and 8 show the average speeds of the head when the DBAD com-
pressed. The speeds with the spring were lower than those without the spring,

Fig. 4 Experimental setup in
a tank
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because the DBAD compressed against the spring force. However, as the depth
increased, the speed with the spring also increased. For the dynamic buoyancy
control, both expansion and compression must be fast. Therefore, the performance
of the DBAD is desirable when the depth increases.

Figures 9 and 10 respectively illustrate the electric energy consumption of the
DBAD with and without the assist spring. These results show the DBAD with the
spring was more efficient than that without the spring as the depth increased. When
the depth was over 2.0 m, the electric energy consumption of the DBAD with the
spring was 3 times higher than that without the spring.

Fig. 6 Average speed during
expansion without the assist
spring

Fig. 7 Average speed during
compression with the assist
spring

Fig. 5 Average speed during
expansion with the assist
spring
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4.4 Tank Test

We also tested the motion performance of the DBAD in a water tank which has a
depth of 0.45 m. The red object in the figure is a weight to immerse the DBAD
which has positive buoyancy. Figure 11 illustrates the successive pictures during
the motion. The DBAD changed its volume and could repeat the up and down
motion in the tank. The average motion speed was approximately 0.1 m/s.

Fig. 9 Electric energy
consumption with the assist
spring

Fig. 10 Electric energy
consumption without the
assist spring

Fig. 8 Average speed during
compression without the
assist spring
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These results demonstrate that the DBAD would be useful for dynamic control
of underwater robots.

5 Conclusion

From the experimental results of the developed DBAD, we were able to conclude
the following:

(1) The DBAD with the assist spring as a prototype has been designed and
developed.

(2) The DBAD increased the maximum generative force by 29 % compared with
the buoyancy adjusting device without the assist spring.

(3) The speed of the DBAD head was increased, and the electric energy con-
sumption was reduced by using the assist spring.

(4) The developed DBAD could change its volume and move up and down
dynamically in a water tank. Therefore, we will use the DBAD to implement a
dynamic control of underwater robots.
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Optimization of a Cart Capacity Using
the Three-Dimensional Single Bin Packing
Problem for a Serving Robot

Ara Khil and Kang-Hee Lee

Abstract Given a set of rectangular-shaped items such as dishes, cups, saucers, or
forks and a rectangular tray of a cart, the three-dimensional single bin packing
problem (3D-BPP) involves orthogonally packing a subset of the items within the
tray. If the value of an item is given by its volume, the objective is to maximize the
covered volume of the tray. Thus, this paper aims to optimize the transport
capacity of a serving robot carrying a cart. This experiment, the first of its type,
proves the feasibility of this endeavor efficiently.

Keywords Three-dimensional single bin packing problem � Three-dimensional
knapsack problem � Serving robot � Cart � Tray � Optimization

1 Introduction

James Kuffner at Google introduced the term ‘‘Cloud Robotics’’ to describe a new
approach to robotics that takes advantage of the Internet as a resource for mas-
sively parallel computation and sharing of vast data resources [1]. The robot
specialized company, Willow Garage, is funded from Google, has received
attention to introduce ‘‘Cloud Robotics’’, is exploiting the cloud resource of
Google, for the services such as the context-awareness and the object manipulation
that are required to process enormous data. This paper, based on the concept of
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Cloud Robotics, would rather focus on optimizing the task planning in order to
serve effectively dishes by using a cart or tray than do simple motion planning [2].

Thus, this paper formulates this problem as a three-dimensional finite bin
packing problem (3D-BPP) and aims to optimize the amount of a dish cart
capacity which the serving robot can carry at one time. The rest of the paper is
composed as follows. In Sect. 2, we formulate the optimization problem of a cart
storage using the 3D-BPP. Section 3 describes the structure of the ONEBIN
algorithm [3–5] for finding possible positions for placing items. The experiments
in Sect. 4 are performed to demonstrate the feasibility of the proposed scheme in
Sects. 2 and 3. The empirical and theoretical analyses follow to investigate its
characteristics. Concluding remarks follow in Sect. 5.

2 Modeling a Dish Cart Problem with a 3D-BPP

We model a dish cart capacity filing problem (DCCP) with a three-dimensional
single bin packing problem (3D-BPP) [5] (Fig. 1). This 3D-BPP consists of
orthogonally packing into one bin as many items as possible. The aim is to find a
feasible packing of a subset of the items on the cart (tray) that maximizes the total
volume of the packed items. We assume that the origin of the coordinate system is
in the left-bottom-back corner of the bin. We are given a set of n rectangular-
shaped items, each characterized by width wj �W , height hj �H, and depth dj �D
(j 2 J ¼ 1; . . .; nf g), and one three-dimensional bin (container) having width W ,
height H, and depth D. The items such as dishes, cups, forks, and knifes are
different from shapes, styles, and materials as listed in Table 1.

In this study, we use an enumerative algorithm for the exact solution of 3D-BPP
that Martello et al. [5] proposed. Therefore, the parameters including lower
bounds, in Table 2 [3] can be followed directly. The detailed theorems and proofs
can be referred in Ref. [5].

Fig. 1 A serving robot PR2
carrying a dish cart. The
depth of the tallest item(s)
becomes D
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3 ONEBIN: An Exact Algorithm for Filling a Single Bin

This section describes the algorithm called ONEBIN [5] for finding the best filling
of a single bin using items from a given set �J. Initially, no item is placed, so
C 0ð Þ ¼ 0; 0; 0ð Þf g. At each iteration, given the set I � �J, currently packed items,
set C Ið Þ is determined through 3D-CORNERS together with the corresponding
volume V Ið Þ. If F is the total volume achieved by the current best filling, we may
backtrack whenever.

Table 1 Item list

j 3D shape wj hj dj Description

1 5 32 99 Fork

2 25 25 5 Plate

3 4 22 99 Knife

4 16 16 99 Saucer and cup

5 3 12 99 Teaspoon

6 10 7 99 Bowl

7 7 7 99 Can

8 6 6 99 Cocktail glass

9 8 8 99 Cola cup
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X
i2I

vi þ B� V Ið Þð Þ�F

If no more items fit into the bin (i.e., if C Ið Þ ¼ 0), we possibly update F and
backtrack. Otherwise, for each position xj; yj; zj

� �
2 C Ið Þ and for each item j 2 �JnI,

we assign the item to this position and call the procedure recursively.

3.1 Algorithm 2D-CORNERS: Determining the Corner
Points in 2D Single Bin

Given an item set I, it is quite easy to find, in two dimensions, the set C
_

Ið Þ of
corner points of the envelope associated with the feasible region Ŝ Ið Þ defined by
the x� y faces of the items in I. Following Property 2, let us order the items
according to their end points xj þ wj; yj þ hj

� �
, so that the values of yj þ hj are

Table 2 Parameters and lower bounds for 3D-BPP

Index Parameter Description

1 I Instance defined by item j and all the pieces currently assigned to bin i
2 i Bin index
3 n Number of items or rectangular pieces
4 J 1; . . .; nf g A set of items
5 j Item index or item name
6 W Bin (tray) width
7 H Bin (tray) height
8 D Bin (tray) depth
9 wj Width of item j
10 hj Height of item j
11 dj Depth of item j
12 I0 Instance defined by the unassigned items and all the pieces currently

assigned to active bins
13 c Number of currently closed bins
14 L0

L0 ¼
Pn

j¼1
hjwjdj

HWD

� �

15 LWH1 Refer to [5]
16 LWH2 Refer to [5]
17 L1 max LWH1;LWD1; LHD1f g
18 L2 max LWH2;LWD2; LHD2f g
19 z� Best incumbent solution value
20 C Ið Þ Resulting corner points
21 Ĉ Ið Þ Set of corner points of the envelope

22 S Ið Þ x; y; zð Þ : 8i 2 I; x� xi þ wi or y� yi þ hi or z� zi þ dif g
23 Ŝ Ið Þ Feasible S Ið Þ
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nonincreasing, breaking ties by the largest value of xj þ wj. The following algo-
rithm for determining the corner points set consists of three phases.

Algorithm 2D-CORNERS:
begin

if I ¼ 0 then Ĉ Ið Þ :¼ 0; 0ð Þf g and return;
comment: Phase 1 (identify the extreme items e1; . . .; em);

�x :¼ m :¼ 0;

for j :¼ 1 to Ij j do

if xj þ wj [�x
then m :¼ mþ 1; em :¼ j; �x :¼ xj þ wj;

comment: Phase 2 (determine the corner points);

Ĉ Ið Þ ¼ 0; ye1 þ he1ð Þf g;

for j :¼ 2 to m do

Ĉ Ið Þ :¼ Ĉ Ið Þ [ xej�1 þ wej�1 ; yej þ hej
� �� �

;

Ĉ Ið Þ :¼ Ĉ Ið Þ [ xem þ wem ; 0ð Þf g;

comment: Phase 3 (remove infeasible corner points);

for each x0j; y
0
j

� 	
2 Ĉ Ið Þ do

if x0j þmini2�JnI wif g[W or y0j þmini2�JnI hif g[H

then Ĉ Ið Þ :¼ Ĉ Ið Þn xj; y0j

� 	n o

end.

3.2 Algorithm 3D-CORNERS: Finding Possible
Positions for Placing an Item

Algorithm 2D-CORNERS set C Ið Þ of corner points in three dimensions, where I is
the set of three-dimensional items currently packed into the bin. One may apply
the algorithm for z ¼ 0 and for each distinct z coordinate where an item of I ends,
by increasing two values. For each such coordinate z0, 2D-CORNERS can be
applied to the subset of those items i 2 I that end after z0, i.e., such that zi þ di [ z0

adding the resulting corner points to C Ið Þ. However, as shown in Fig. 2, some false
corner points like 6, 7, 9, 13, and 14 can be obtained because they are corner points
in the two-dimensional cases. To remove such points, the following 3D-CORNER
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algorithm is used such that no corner point will be generated inside the three-
dimensional envelope.

Algorithm 3D-CORNERS:
begin

if I ¼ 0 then Ĉ Ið Þ ¼ 0; 0; 0ð Þf gand return;
T :¼ 0f g [ zi þ di : i 2 If g (comment: do not duplicate equal values in T);
sort T by increasing values, and let T ¼ z01; . . .z

0
r

� �
;

C Ið Þ :¼ Ĉ I0ð Þ :¼ 0; k :¼ 1;
while k� r and z0k þmini2�JnI dif g�D do
begin

Ik :¼ i 2 I : zi þ di [ z0k
� �

;

apply 2D-CORNERS to Ik yielding Ĉ Ikð Þ;
comment: add true corner points to C Ið Þ
for each x0j; y

0
j

� 	
2 Ĉ Ikð Þ do

if x0j; y
0
j

� 	
62 Ĉ Ik�1ð Þ

then C Ið Þ :¼ C Ið Þ [ x0j; y
0
j; z

0
k

	n o

k� :¼ k; k ¼ k þ 1;

end

end.

Fig. 2 Three-dimensional
single bin filling (Corner
points C Ið Þ are found by
applying algorithm 2D-
CORNERS six times on for
each value of z0k i.e., such that
(1, 2, 3, 4) ? (5, 6, 7) ?
(8, 9) ? (10, 11, 12) ?
(13, 14) ? (15).)
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The volume V Ið Þ occupied by the envelope associated with I is

V Ið Þ ¼
Xk�

k¼2

z0k � z0k�1

� �
A Ik�1ð Þ þ D� z0k�

� �
A Ik�ð Þ

where the last term is nonzero whenever k�\r.

4 Experiment

The experiments are performed to demonstrate the feasibility of the proposed
scheme. In these test problems, the sizes of the pieces to be packed were varied
and the bin sizes (tray) were always same as W � H � D ¼ 1� 1� 1 ¼ 1. The
experiment was implemented in visual C++ 2008, OpenGL 2.0, and WinXP.
It works well on an Intel PC with core i7 3.0 GHZ CPU and 8 GB RAM.

Figure 3 shows general cases of randomly generated problem instances having
different combinations of items. Compared to the 2D-BPP result, the 3D-BPP
result shows less covered area of the tray in spite of larger numbers of items
because PLATEs were stacked.

5 Concluding Remarks

We presented the world’s first 3D-BPP applied to the situation of the maximization
of the capacity of a cart for a serving robot. By using this concept, more effective
service can be offered by various types of serving robots.

Acknowledgments This research was supported by Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science
and Technology (grant No. 2012-0003583).

Fig. 3 Maximum packing for left side: 40 items-2D-BPP and right side: 48-items 3D-BPP
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A Study on Splitting LPC Synthesis Filter

Kwang-Bock You and Kang-Hee Lee

Abstract In this study, for analysis speech signal the 10th order LPC synthesis
filter is split into five 2nd order filters to avoid the nonlinear interactions of the
poles. This novel algorithm allows us to reconstruct the wideband speech signal
from the narrowband one by using the relationship between AR coefficients and its
corresponding analog poles. The relationships between AR parameters and the
continuous poles are presented.

Keywords LPC synthesis filter � AR parameter � Wideband speech signal �
Sampling rate

1 Introduction

Many operations of a robot need to be ready for sensing the signals around its
environments even though it is in the idle state. Hence, usually, it may be required
a heavy bit-budget. If the enhanced algorithm in this study may be applied to the
speech synthesis with the minimum number of bits, then the remaining bits can be
assigned to other operations of the robot.

Generally, a speech Formant is characterized by a pole frequency and its
bandwidth of the transfer function of filter in the Linear Predictive Coding (LPC)
model. However, it is difficult to synthesize a speech Formant structure by just
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pole modification. The major problem is pole interaction [1, 2]. Model parameters
such as LPC coefficients, however, can be expressed as products form of highly
nonlinear interactions of all the poles of the model. Hence, the change of sampling
rate results in a set of complicated relationships among model parameters.
Therefore, in this paper, first, the relationships between AR parameters ak and the
corresponding continuous poles sk are derived. Second, the new enhancement
algorithm that deals with the separation of the 10th order LPC synthesis filter into
five 2nd order filters to avoid the aforementioned nonlinear interactions of the
poles is suggested. Then, the simulation and its results are followed. Finally, in the
conclusion some possible applications of the proposed enhancement algorithm are
introduced and the future works are discussed.

2 The AR Parameters ak and the Corresponding Poles sk

Consider a real wide-sense stationary (WSS) process Xa tð Þ of finite order as the
response of a minimum-phase system Ha sð Þ with input a white-noise process v tð Þ
[3, 4]. The power spectrum of this system can be expressed as

Sa sð Þ ¼ r2vHa sð ÞHa �sð Þ ð1Þ

where r2v ¼ E v tð Þv tð Þf g.
The autocorrelation function of this process is able to be found as following:

Ra sð Þ ¼ r2v

XN

k¼1

Cke
sk sj j ð2Þ

where N represents the order of Sa sð Þ and the coefficients Ck can be determined
from the initial value theorem.

On the other hand, the transfer function of the Autoregressive (AR) process of
Nth order can be expressed as

H zð Þ ¼ G

1þ
PN

k¼1 akz
�k

ð3Þ

where the coefficients akf g are real and G is a constant.
The power spectrum for this system can be expressed as

S zð Þ ¼ rv
2H zð ÞH z�1

� �
ð4Þ

where r2v ¼ E v tð Þv tð Þf g
Since the power spectrum is the Fourier transform of the autocorrelation

function, we can express the power spectrum as
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S ejx
� �

¼
X1

m¼�1
R mð Þe�jxm; � p

T
�x� p

T
ð5Þ

where R mð Þ ¼ E X mð ÞX n� mð Þf g and T represent the autocorrelation function and
the sampling interval, respectively. We assume here that the aliasing does not
occur. Since X nð Þ ¼ Xa nTð Þ, the autocorrelation function R mð Þ can be described as

R mð Þ ¼ E X mð ÞX n� mð Þf g ¼ Ra mTð Þ ¼ r2v
XN
k¼1

Cke
sk mTj j ð6Þ

Inserting Eq. (6) into (5), we obtain the power spectrum in a product form,

S zð Þ ¼ r2v
N zð ÞQN

k¼1 z� eskTð Þ
QN

k¼1 z�1 � eskTð Þ
ð7Þ

Rewriting the Eq. (4) by inserting (3)

S zð Þ ¼r2v
G

1þ
PN

k¼1 akz
�k

� G

1þ
PN

k¼1 akz
k

¼r2v
GPN

k¼0 akz
N�k

� GPN
k¼0 akz

k�N
a0 ¼ 1ð Þ

ð8Þ

Since denominators of Eqs. (7) and (8) can be regarded as the characteristic
polynomials for this system, we conclude that [5]

XN
k¼0

akz
N�k ¼

YN
k¼1

z� eskT
� �

ð9Þ

This Equation shows the relationships between the coefficients of AR process
and its corresponding analog poles. In general, we can describe this relationship as
shown below:

aðm; 0Þ ¼ 1 for m ¼ 1; 2; . . .;N

aðmþ1; kÞ ¼ aðm; kÞ � eðsðmþ1ÞTÞam; k�1 for m ¼ 1; 2; . . .;N � 1 and k ¼ 1; 2; . . .;m

aðmþ1;mþ1Þ ¼ �eðsðmþ1ÞTÞaðm;mÞ for m ¼ 1; 2; . . .;N � 1

aN;N ¼ ð�1ÞNe
PN

ðk¼1Þ skT

ð10Þ

when N ¼ 2, the numerator N zð Þ in Eq. (7) is expressed as

N zð Þ ¼ C1 1� e2s1T
� �

1þ e2s2T
� �

þ C2 1� e2s2T
� �

1þ e2s1T
� �

� C1 1� e2s1T
� �

es2T þ C2 1� e2s2T
� �

es1T
� �

zþ z�1
� � ð11Þ

After calculating the coefficients of zþ z�1ð Þ term and the constant term
with R 1ð Þ ¼ R �1ð Þ ¼ C1es1T þ C2es2T ; R 0ð Þ ¼ C1 þ C2 and R 2ð Þ ¼ C1e2s1Tþ
C2e2s2T , we can find the power spectrum for 2nd order model:
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S zð Þ ¼ r2v
R 0ð Þ � R 2ð Þf g 1� e2 s1þs2ð ÞT� �

Q2
k¼1 z� eskTð Þ

Q2
k¼1 z�1 � eskTð Þ

ð12Þ

3 Splitting the LPC Synthesis Filter

The wideband speech signal would not be reconstructed by the pole modification
with changing the sampling rate due to the pole interaction of the transfer function
of the LPC synthesis filter, H zð Þ ¼ 1

A zð Þ. Thus, the 10th order LPC synthesis filter is

split into five filters of 2nd order to avoid the pole interaction. The transfer
function of the 10th order LPC synthesis filter can be expressed as

H zð Þ ¼ 1
A zð Þ ¼

1

1þ
P10

k¼1 akz
�k

¼ 1Q5
k¼1 1� pkz�1ð Þ 1� p�kz

�1
� � ð13Þ

where a0is are prediction coefficients and p0is and p�0i s are roots and complex con-
jugate roots of A zð Þ, respectively. Rewrite Eq. (13) as five equations of 2nd order.
That is,

H zð Þ ¼ 1

1� p1z�1ð Þ 1� p�1z
�1

� � . . . 1

1� p5z�1ð Þ 1� p�5z
�1

� � ¼
Y5
k¼1

HkðzÞ ð14Þ

where HkðzÞ ¼ 1
1þak;1z�1þak;2z�2 ¼ 1

1�p1z�1ð Þ 1�p�1z
�1ð Þ.

In Sect. 2, the relationships between the parameters of AR model and its
corresponding analog poles were shown. By using Eq. (9) we can describe the
relationships between model parameters of the 2nd order filter and corresponding
analog poles,

a k;1ð Þ ¼ �e skTþs�kTð Þ

a k;2ð Þ ¼ e skþs�kð ÞT ð15Þ

where the complex poles sk ¼ rk þ jxk. Then, we can calculate rk and xk.

rk ¼
1
2T

ln ak;2
� �

xk ¼
1
T
cos�1 �ak;1

2
ffiffiffiffiffiffiffi
ak;2

p

 ! ð16Þ

Now, applying new sampling interval T0 ¼ T
2

� �
to Eq. (16), new model

parameters with respect to T0 are obtained
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bk;1 ¼ �e skT0þs�kT0ð Þ

bk;2 ¼ e skþs�kð ÞT0
ð17Þ

Therefore, we can find new transfer function of LPC synthesis filter for the
wideband signal:

GkðzÞ ¼
Y5
k¼1

1
1þ bk;1z�1 þ bk;2z�2

¼
Y5
k¼1

1

1� qkz�1ð Þ 1� q�kz
�1

� �
ð18Þ

where q0ks and qk �0 s are new poles and complex conjugate poles for new sampling
interval, respectively. It is important notice that Eq. (18) for the wideband speech
signal model is obtained by changing only the sampling interval from T to T0.

The LPC parameters cannot ensure the stability of the synthesis filter due to
their dynamic range. For practical purposes, Line Spectral Frequencies (LSFs)
should be used in systems since their ordering property ensures the stability of the
synthesis filter [6–8].

4 The Simulation and its Results

Now, the new enhancement algorithm which is described by Eq. (13) through (18)
is examined by the simulation. Our data which is sampled by 16 kHz is the
sentence—‘‘Don’t ask me to carry an oily rag like that’’—spoken by a female. We
take 480 samples which is the length of 30 ms as a processing frame. Then, we
normalize the 16 kHz sampled speech data as follows [9]:

SampleMean : ls ¼
PN

n¼1 s nð Þ
N

SampleVariance : r2s ¼
PN

n¼1 s nð Þ � lsf g2

N

NormalizedData : ds nð Þ ¼ s nð Þ � ls
rs

ð19Þ

where sðnÞ and N represent the 16 kHz sampled speech data and the total number
of samples in a frame, respectively.

The 8 kHz sampled speech data to be processed through the proposed
enhancement algorithm in this study are generated by downsampled the 16 kHz
speech data. The following figures are the results of the simulation. Figure 1 shows
the normalized 16 kHz sampled speech data. The 8 kHz sampled speech data,
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which are the input signal to the proposed enhancement system, are presented in
Fig. 2. The reconstructed 16 kHz sampled speech data, of course, by the splitting
LPC synthesis filter are shown in Fig. 3.
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5 Conclusion

The novel enhancement algorithm is to reconstruct the wideband speech signal
from the information contained in the narrow band one.

The interaction between poles does not exist in the model parameters because
of the 2nd order model.

As we have stated in Sect. 1, the proposed algorithm can be valuable to use for
the housekeeping robot and the ubiquitous environmental monitoring system [10].

This suggested enhancement algorithm addresses the speech reproduction issue.
When the speech is to be heard through loudspeakers in some applications such as
videophones and video conferencing systems, speech quality often becomes a
major concern. Wideband speech processing offers one way of improving the
speech quality [11]. Image quality degradation occurs due to the shortage of bit
budget in videophone and video conferencing systems. Since the proposed algo-
rithm can reconstruct the wideband speech signal from the spectral information of
narrowband one, at the encoding end there will be some remaining bits which can
be allocated to the image.
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Teleoperation of a Master–Slave
Pneumatic Robot Arm System Over
the Internet: Consideration of Delay
Between Oregon and Fukuoka

Shunta Honda, Tomonori Kato, Hiromi Masuda
and Ittirattana Jullakarn

Abstract Teleoperation of pneumatic robots is desired in the fields of rescue,
surgery, and rehabilitation therapy. In the present study, teleoperation control of a
four-DOF robot arm system incorporating pneumatic artificial rubber muscles is
proposed. In the experiment of the present study, the distance between the master
and the slave systems is approximately 8600 km. Signals and images from the
master controller side are sent over the Internet using user datagram protocol
(UDP). The effectiveness of the proposed system is discussed by the experimental
results.

Keywords Teleoperation � Robot arm � Pneumatic artificial rubber muscle � User
datagram protocol

1 Introduction

A pneumatic system has a high weight-power ratio and compliance. In addition,
the air is a clean substance to drive actuators. Therefore, teleoperation of pneu-
matic robot systems that incorporate pneumatic actuators have been applied in a
number of fields. For example, teleoperation control of construction machinery is
applied at disaster sites in order to minimize injuries and the loss of workers during
rescue operations. For this purpose, a remote control system using pneumatic
artificial rubber muscle (PARM) as the actuator of a robot system was developed
and applied to the tasks of manipulating construction machinery [1]. Surgical
operations and rehabilitation therapies are other examples of tasks that can be
performed using teleoperation control of pneumatic systems [2, 3].
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In the present study, we have developed a four-degree-of-freedom (DOF)
pneumatic robot arm, which incorporates two two-DOF modules as the slave
system. The arm has a manipulator module as a gripper. In addition, we developed
a master controller system so that the operator can control the master/slave system
intuitively.

Two web cameras are attached to the pneumatic robot system (slave system).
Images from the camera are transported to the master side over the Internet using
SkypeTM and are displayed on a laptop computer. Normally, the signals from the
master controller would be transported over the Internet using user datagram
protocol (UDP). Since UDP uses a simple transmission model without implicit
hand-shaking dialogues for guaranteeing reliability or data integrity, time-sensitive
applications, such as real-time robot teleoperations, often use UDP because
dropping packets is preferable to waiting for delayed packets. However, in order to
avoid the effects of signal losses associated with UDP, interoperable telesurgical
protocol (ITP) is used in the present study.

The teleoperation experiments were conducted between two universities
separated by approximately 30 km. The effectiveness of the proposed system was
confirmed by the experimental results.

2 Development of a Robot Arm System

2.1 Pneumatic Robot Arm (Slave System)

Pneumatic artificial rubber muscle (PARM) is a novel actuator that has a high
weight-power ratio [4]. As shown in Fig. 1(Left), PARM is composed of a rubber
tube impregnated with fibers. The PARM that was selected as the actuator for the
robot arm (slave system) is the Fluidic Muscle (MXAM-20-AA) manufactured by
FESTO. According to its specifications, the maximum contraction over the

Fig. 1 Pneumatic artificial rubber muscle (Left) and Antagonistic drive (Right)
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nominal length is 20 %. The driving system of a single joint using PARMs is
shown in Fig. 1(Right). Two PARMs are connected in parallel to a link. A five-
port pneumatic servo valve (MPYE-5-M5-B:FESTO) controls supply and exhaust
air to the PARMs. The difference in contraction between the two PARMs creates
joint torque. A potentiometer was attached to each joint, and the rotation angle was
measured and controlled. We have developed a two-DOF module using four
PARMs (two joint driving systems). The length of the two-DOF module is
approximately 350 mm. By coupling two two-DOF modules, a four-DOF robot
arm was designed and fabricated, as shown in Fig. 2. The weight of the arm is
approximately 3 kg. Since each module is controlled with two five-port servo
valves, the arm is controlled with five servo valves (including the servo valve for
the manipulator module). Potentiometers were attached to each joint, and the
rotation angles were measured.

2.2 Master Controller

A master control system was developed so that the operator can control the master/
slave system intuitively. The newly developed master control system consists of a
master manipulator, an electric power source, and a laptop computer. The skeletal
structure of the master manipulator is similar to that of the slave system (robot
arm). Four potentiometers are attached to the each angles of the master manipu-
lator, and a switch button to activate the manipulator module as a gripper is
incorporated into the master manipulator.

Fig. 2 Robot arm (slave system) (CAD image)
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3 Tel-Operation Experiment Between Fukuoka
and Oregon

3.1 Teleoperation Control System

Figure 3 shows a schematic diagram of the teleoperation control of the master/
slave system. An operator controls the master controller while viewing the image
captured by the camera at the slave side, which is sent to the master side over the
Internet using SkypeTM. The signals from the potentiometers of the master con-
troller are sent to a laptop computer through an AD converter. In the laptop
computer, coordinate transformations are performed for each joint. The trans-
formed angle values are then transported over the Internet using User Datagram
Protocol/Internet Protocol (UDP/IP).

On a computer located at the slave side, coordinate transformations are per-
formed on each joint (same as the master side). After the signals are transported
from the master side to the computer of the slave side, the set angle values are
calculated and the control signals are transported to the servo valves through a DA
converter. Since response and stability are preferable to positioning, simple P
(proportional) control was applied in the experiment. The sampling time of both
the master and slave computers is 2.0 ms. The motion vision is captured by web
camera(s) in slave robot side. Images from the camera are transported to the master
side over the Internet using SkypeTM.

3.2 Experimental Procedures

In teleoperation experiments, the master controller system was located at Oregon
State University (1500 SW Jefferson Way, Corvallis, Oregon, USA), and the slave
system was located at Fukuoka Institute of Technology (3-30-1 Wajiro-higashi,

Fig. 3 Diagram of teleoperation control (master/slave system)

1014 S. Honda et al.



Higashi-ku, Fukuoka, Japan) as Fig. 4. The distance between the master controller
system and the slave system is approximately 8600 km. The round trip time (RTT)
through the Internet communication was measure for 20 times in the experiment,
and the mode value of RTT was 0.146 ms.

The experimental setup is shown in Fig. 5 (master side) and Fig. 6 (slave side).
There are two tables in front of the robot arm. An empty PET bottle is place on the
left-hand table. The experimental procedures are as follows:

(1) The robot starts from its original position, shown in Fig. 5.
(2) The empty PET bottle on the left-hand table is grasped using the gripper

(manipulating module).
(3) The PET bottle is moved to the right-hand table. (The gripper is opened to

release the bottle.)

Fig. 4 Map of experiment

Fig. 5 Photograph of experimental site (slave robot side, Fukuoka)
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The time required for the task is measured in each experiment.
As shown in Fig. 5, there are two cameras attached to the robot arm. One is for

‘‘Top view’’ as a main camera, and the other is for ‘‘Hand view’’ as a sub camera.
In order to ensure the effectiveness of the sub view, the experiments were
conducted under the conditions of with and without the sub camera.

The experiments were conducted for three people. Each person tried the
experiment ‘‘with’’ and ‘‘without’’ using the sub camera alternatively for five times
each. The number of mistake (Failure in grasping, Falling the bottle) was counted
for each experiment.

3.3 Experimental Results

Teleoperation of robot system itself was successfully conducted. The experimental
results for each person are shown in Table 1 and the summary of experimental
results is shown in Table 2. By the results of the number of mistake, it seems that
using the sub camera contributes to improve the accuracy of controllability.
However, with the case of using the sub camera, the more time is required
compared with the case without using the sub camera. One of the cause that can be
thought is the movement of sight when using the sub camera, since in that case
there are two monitors to be checked.

Fig. 6 Photograph of experimental site (master controller side, Oregon)
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4 Conclusion

In the present study, we developed a four-DOF pneumatic robot arm that incor-
porates two two-DOF modules as the slave system. The robot arm has a manip-
ulator module that can be used as a gripper. In addition, we developed a master
controller system so that the operator can control the master/slave system intui-
tively. A web camera is attached to the pneumatic robot system, and images
captured by the camera are transported to the master side over the Internet using
SkypeTM and are displayed on a laptop computer. The signals from the master
controller are transported over the Internet using UDP. Master/slave teleoperation
control experiments were conducted between two universities in Fukuoka and
Oregon that are separated by a distance of approximately 8600 km.

Table 1 Experimental results for each person

Number
of trial

Time required (s)
(with sub camera)

Number of mistake
(with sub camera)

Time required (s)
(without sub camera)

Number of mistake
(without sub camera)

Subject number 1
1st 13.99 0 12.99 0
2nd 26.04 0 32.93 1
3rd 43 1 16.93 0
4th 18.85 0 11.25 0
5th 11.94 0 37.19 1

22.76 s (Average) 1 (Total) 22.26 s (Average) 2 (Total)
Subject number 2
1st 58.5 2 18.59 0
2nd 18.59 0 13.45 0
3rd 29.31 1 23.43 0
4th 19.22 0 20.28 0
5th 42.34 1 17.8 0

33.59 s (Average) 4 (Total) 18.71 s (Average) 0 (Total)
Subject number 3
1st 20.62 0 18.35 0
2nd 15.43 0 22.93 1
3rd 17.88 0 12.12 0
4th 12.99 0 11.34 0
5th 9.71 0 9.94 0

15.33 s (Average) 0 (Total) 14.94 s (Average) 1 (Total)

Table 2 Summary of experimental results

Time required (s) (Average) Number of mistake (Total)

With sub camera 23.89 5
Without sub camera 18.63 3
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Teleoperation of robot system itself was successfully conducted. By the
experimental results. It seems that using the sub camera contributes to improve the
accuracy of controllability. However, with the case of using the sub camera,
the more time is required compared with the case without using the sub camera.
Though one of the cause that can be thought is the movement of sight when using
the sub camera, since in that case there are two monitors to be checked, Further
investigation is needed on this matter.
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Fundamental Study of a Virtual Training
System for Maxillofacial Palpation

Tatsushi Tokuyasu, Erina Maeda, Takuya Okamoto, Hiromu Akita,
Kazuhiko Toshimitsu, Kazutoshi Okamura and Kazunori Yoshiura

Abstract Maxillofacial palpation is a physical examination technique where face
or jaw are touched with fingers to determine their shape, consistency and location.
Dentists utilizes palpation to diagnose pathological condition of a patient suffered
from maxillofacial diseases. This paper proposes a virtual training system for
maxillofacial palpation. To provide a virtual palpation system, a basic patient
model is constructed based on linear elastic finite element method. Finally the
simulation results and the remained issues making the system more practical are
discussed.

Keywords Virtual reality � Haptic system � Finite element method �Maxillofacial
palpation

1 Introduction

Maxillofacial palpation has been considered as one of the essential diagnostic
methods for dentists to diagnose patient’s pathological condition. A number of
palpation methods have been proposed according to the cases of patient [1, 2].
Regardless of the importance of maxillofacial palpation, however this is mostly
neglected in medical training simulators [3, 4]. Meanwhile, students of dental
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school have become dentists without practical training about maxillofacial pal-
pation before finishing their dental school. Though the palpation diagnosis, the
diseased region and its stage have to be known in order to enhance the quality of
life (QOL) of a patient. Therefore, accurate skills of maxillofacial palpation of
dentists leads to early detection of the diseases. The reason why of lacking
practical training with a patient in dental school, there is some concerns of that
dental students endanger the safety of a patient. Against the background of this
dental education, a training simulator has been highly desired by the coauthor
dentists.

The accuracy of palpation skill depends on the sense and/or the experience of a
dentist, so the deftness is needed to accurately diagnose a patient. Additionally, it
is difficult to cultivate common objectivity in the skill of palpation among dentists
because, even in dentists, personal difference in the feeling of fingertip must be
lying hidden among them.

It has assumed that the reliability of palpation skill improves through the
training with palpation score that is based on synthesizing palpation data of several
regions of a patient [5, 6]. But, even though the reliability of palpation score is
high, the diagnosis accuracy of palpation might not be ensured. Because there is no
ensured that the reliability of basic palpation data is good. Then, Ohmura et al.
clarified finger pressure in palpation by using their developed palpation simulator
as shown in Fig. 1, in which a head mannequin model was built and force sensors
are embedded in its maxillofacial surface [5, 6]. According to their investigations,
the contribution factors generating pressure force in palpation diagnosis lie on
either side of doctor and patient. This implies that dentists have to accumulate the
experience of palpation diagnosis with a patient to enhance the reliability of
palpation.

Actually, Ohmura’s simulator enables us to experimentally contact the maxil-
lofacial shape of a human, in which trainees learn how to not only approach a
patient but also evaluate the feelings of touching the patient objectively. With
respect to use this simulator in the case of practical training in dental education
facilities, it is desired to have the patient model various symptomatic states. In
order to answer this request, the physical patient model has to be reconstructed.

Fig. 1 Scene of palpation
training in Ohmura’s
simulation model [5]
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Then, this study began to develop a virtual system for maxillofacial palpation
training, in which functional specifications of a patient model changes corre-
sponding to a variety of conditions of a patient.

This study firstly builds a virtual patient model based on linear finite element
method in this paper. The technical issues necessary to provide the virtual training
environment of maxillofacial palpation with computer graphics and haptic hard-
ware are described in the following sections. After the experimental result will be
written, the remained technical issues to enhance the quality of our system are
discussed.

2 Materials and Methods

2.1 System Structure

Figure 2 shows a schematic diagram of the system we would like to develop,
where one desktop computer controls a haptic device and processes a virtual
patient model. A trainee operates a pen stylus end-effector of the haptic device to
virtually touch the patient model in the computer display. The computer calculates
the reaction force to the contact of a virtual finger with the patient model with
expressing the deformation of maxillofacial surface without time delay.

The computer, used in this paper, is running on Windows 7 64 bit OS. Visual
studio 2010 has been adopted as the development environment. Additionally, Intel
C++ Composer XE2011 that supports parallel computing of Intel multi-core
processor, has been installed in this computer to implement parallel processing of
the virtual patient model.

PHANToM Omni produced by Sensable inc. will be used as a haptic device in
earlier stage of this study, because this device has convenient functions to reflect
the operation of trainee and to transmit the reaction force to the trainee via a pen
stylus of end-effector of PHANToM.

Fig. 2 Schematic diagram of
a maxillofacial palpation
training system
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2.2 Virtual Maxillofacial Model

In the field of medical engineering, finite element method (FEM) has been used
often to simulate the behavior of a patient model in a surgical training system
[7, 8]. This study also applies FEM to make the patient model of a maxillofacial
shape.

On trial basis of this study, CT image data of a mannequin model, in which a
human skull bone was embedded in, is taken as a patient data. Figure 3a shows a
slice data of CT image taken from a mannequin, and Fig. 3b is the visualized
image drawn with a free medical image processing software, Osirix.

The most important request for the patient model is to deform against external
force without time delay. Of course the reaction force has to be computed in real
time. It has been well known that the computation cost increases in FEM com-
putation, and this has become the reasons of that researchers avoided to use FEM
in building their patient model [8].

By the way, the displacement occurred in actual palpation for maxillofacial
surface is not large, so that linear type of FEM computation might fill our requests
to the maxillofacial palpation system. Then, linear elastic FEM model is used in
this study. In order to make the FEM model of a head from CT image of a
mannequin, the following steps are performed; (i) infilling hollow portions of all
slices of CT image by manually operations, (ii) converting the operated CT images
to binary, (iii) extracting the volume data from the image data, and (iv) meshing
the volume data into tetrahedral elements.

For (iii) and (iv) procedures, a volume data can be easily constructed by using
Image J and a commercially available meshing software, GiD 10, where front
advanced method has been used to process of meshing. Figure 4 shows the image
of a head composed of tetrahedral elements (15718 elements of 4010 node points).

Fig. 3 Example images of the source CT data for maxillofacial model, a A slice of CT, b 3D
graphic visualized with Osirix
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2.3 Computation of Reaction Force with FEM Model

Physical properties of human organs are nonlinear. Though several researches
attempted to make a virtual organ by using nonlinear FEM in a surgical simulator,
the complexity of nonlinear FEM computation algorithm and its computation cost
had become the bottleneck. Hence, this study also avoided to apply nonlinear FEM
computation to make a patient model and decided to use linear FEM computation.

In the computation of linear FEM model, basically Hooke’s low described in
the Eq. (1) governs the relationship between external force and the displacement of
an elastic model, where f is nodal force vector, u is nodal displacement vector, and
K is stiffness matrix. In general, the model obeying the Eq. (1) has been called as
elastic body.

f ¼ Ku ð1Þ

By using the inverse matrix K-1 of the stiffness matrix K, the displacement of
an elastic body due to the external force f is derived by the Eq. (2).

u ¼ K�1f ð2Þ

The position of virtual finger is expressed as the point. This is determined by a
trainee through the operation of haptic device. As a consequence, we ignore the
posture of end-effector in this paper. The movement of trainee’s finger is con-
sidered as the enforced displacement d in the FEM computation, and then the
reaction force fr generated by the enforced displacement d can be derived as shown
in the Eq. (3).

fr ¼ Kd ð3Þ

The resultant displacement depicting deformation of the maxillofacial surface
due to the palpation can be calculated by the Eq. (4).

Fig. 4 The developed
tetrahedral mesh model
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d ¼ K�1fr ð4Þ

The mentioned computation method certainly reduces the computation cost,
because only once computation of the inverse matrix K-1 of a stiffness matrix K is
necessary to continue the reaction of the patient model against the palpation during
training.

3 Results

This study underwent deformation simulations of the developed maxillofacial
model, where the nodes under the neck region are fixed as the boundary condition.
By using Open GL graphic library, the FEM model has been visualized on the
computer display. Figure 5 show the scenes of deformation, where the small
sphere indicates the point of a virtual finger and the node of operational object.
Pressing a node of the cheek region is shown in Fig. 5a. And Fig. 5b is the
appearance where a node of the cheek region is pulled with a small displacement.

The enforced displacements given to simulate the press and the pull operations
against the virtual model were given computationally in order to add the defor-
mation perpendicularly for the maxillofacial surface. And then, the time-series
data was simulated as shown in Fig. 6. For one sequence of FEM computation, it
takes less than approximately eight milliseconds. No time delay was confirmed in
this experiment.

Fig. 5 Simulation results for deformation against pressing and pulling a node of cheek region of
the virtual patient model. a Pressing on cheek, b Pulling a node of cheek surface

1024 T. Tokuyasu et al.



4 Discussions

In the phase of constructing the volume data from CT image, firstly all inside
region of head is high contrast. Consequently the volume data had become dense
more than necessary to construct a maxillofacial model. This brought the incre-
ment of the numbers of element and node. By the way, the appearance of max-
illofacial surface is too rough to depict the impression of human maxillofacial
surface. This issue can be overcome with making the size of element outside the
cranial bone smaller with hollowing the region inside cranial bone. Or, the use of
spline compensation would be effect to enhance the appearance of the patient
model.

Figure 6 shows the relationship between the pressure force and the deformation
against the region of cheek surface of the patient model. The stiffness matrix K of
the FEM computation for the patient model was tentatively given uniformly, so the
calculated reaction force became not realistic. To determine the elastic coefficient
of stiffness matrix K is one of the most important tasks to complete the patient
model. Because physical properties of organ tissue are nonlinear and it can be
considered tissue structures chance substantially due to the influence of diseases.
As the traditional method to determine the elastic coefficient of stiffness matrix K,
the parameters are adjusted by referencing to the feelings of a skilled doctors [8].
But this was impractical method, doctors have a full schedule for the number of
parameter should be adjusted.

Recently, ultrasound elastgraphy has been produced. This measurement system
enables us to estimate three dimensional elastic data of organ tissue noninvasively.
The authors have been entertaining to use this measurement instrument in the
construction of our patient model.

Fig. 6 Time-series of
displacement and reaction
force
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5 Conclusions

This study aims to develop a training system for maxillofacial palpation. This
paper firstly introduced how to build the patient model in our system, where linear
FEM computation applied to the volume data model extracted from the CT image
data of a mannequin. The deformation simulation resulted successively for the first
trial of the developed system, in which there were no time delay in the reaction of
the patient model against the enforced displacement given computationally. For
future work, the external reality of the patient model will be improved with
reducing the number of elements. And the practical test of palpation will be done
after the system links to the haptic device.
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Design of a 2-DOF Wearable Mechanism
for Support of Human Elbow
and Forearm

Tetsuya Morizono and Motoki Suzuki

Abstract A 2-DOF wearable mechanism for support of human elbow and forearm
is proposed in this paper. An advantage of the mechanism is easy attachment to a
human arm: rigorous adjustment of attachment positions is unnecessary when the
mechanism is attached. This paper firstly illustrates design and a model of the
mechanism, and then derives kinematics. A supporting method applicable to the
mechanism is secondly described. Thirdly, a mockup for future design of a pro-
totype is shown. An issue for future development of the mechanism is finally
discussed.

Keywords Wearable robot � Easy attachment � Elbow � Forearm � Braking
support

1 Introduction

Wearable mechanical devices are still an attractive field of study, and many
mechanical designs have been proposed. Development of the devices for a human
arm is considered to be especially important for assist of human activities and
rehabilitation. Recent developments of the devices are surveyed in [1].

This paper focuses on motion support of human elbow and forearm. Combi-
nation of elbow rotational motion and forearm pronation-supination motion gen-
erates 2-DOF motion. An idea of supporting the motion is applying two
mechanical rotational joints independently to each motion [2–6]. However, this
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idea may cause a problem. From kinematic viewpoint, rotational axes of the
mechanical joints must be exactly arranged on those of human elbow and forearm,
but this is considered to be a difficult task because the exact arrangement of the
mechanical joints requires rigorous and careful adjustment of attachment posi-
tion(s) when a wearable device is placed on a human arm. Flexibility of human
skin enables motion of a human arm even in the case that the adjustment of
attachment position is inaccurate, however, the inaccurate adjustment causes
kinematic mismatch between a human arm and the device. The kinematic mis-
match generates force exerted on a human arm, and a safety problem may occur as
a result.

An idea of avoiding the attachment problem described above is using a device
actuated with flexible material ([7] for example), however, the flexibility generally
causes another difficulty in modeling of the device for analysis. Using a parallel
mechanism seems to be an idea of overcoming the problem [8], however,
a complex mechanism may make realization of a portable device more difficult.

The authors think that a key idea of overcoming the problem is redundancy of
the mechanism, as also discussed in the study of [9]. Based on this idea, one of the
authors was developed a mechanism suitable for a portable device [10]. The
purpose of the study was realizing a 1-DOF wearable mechanism for support of
human elbow motion, and the mechanism was designed so that rigorous adjust-
ment was unnecessary when it was attached on a human arm.

The design concept of the study [10] can be extended for supporting 2-DOF
motion by both human elbow and forearm; therefore, this paper proposes a design
of a wearable mechanism for supporting the 2-DOF motion. This paper is orga-
nized as follows: Sect. 2 describes a model of the mechanism. Section. 3 derives
kinematics of the mechanism based on the model in Sect. 2. Section. 4 describes
an idea of ‘‘braking support’’ with a braking device, and statics necessary for
further analysis is given. A mockup for future manufacturing of a prototype is
shown in Sect. 5. Section. 6 discusses an issue for future development of the
mechanism. Finally, Sect. 7 describes conclusion.

2 Model

This paper considers a model shown in Fig. 1. The model includes both a human
arm (illustrated by the red color) and the wearable mechanism attached to the
human arm (illustrated by the blue color). The model of a human arm considers
elbow and wrist joints as shown in Fig. 1a. The elbow joint is referred to as the
joint E hereafter. The points O and W denote attachment points of the wearable
mechanism, and it is assumed that they locate on the upper arm and the forearm,
respectively. The wearable mechanism is a 6-DOF mechanism assembled by a ball
joint B (3-DOF), a prismatic joint (1-DOF) and a universal joint U (2-DOF). The
point C is a kinking point of a link and no joint is installed in that point. It is
assumed that the angles BCO, COE and UWE are kept perpendicular while the
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wearable mechanism is on the human arm. Although the wearable mechanism
itself is 6-DOF, its motion becomes 2-DOF in combination with the human arm.
This is verified by the formula calculating DOF of a robotic mechanism, and also
by kinematics shown in Sect. 3.

Fig. 1b depicts coordinate systems for deriving kinematics. RO is the reference
coordinate system and its origin locates on the point O. RE and RW are the
coordinate systems for the joint E and the point W. The zE axis is on the rotational
axis of the joint E, and the zW axis is on the rotational axis of the wrist joint. The xE
axis is perpendicular to both zE and zW axes.

Fig. 1 The kinematic model
including a human arm and
the wearable mechanism:
a models of a human arm (red
color) and the wearable
mechanism (blue color),
b coordinate systems for
deriving kinematics, and
c constants and variables for
expressing kinematics
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Some constants necessary for expressing kinematics are shown in Fig. 1c. LR
denotes the distance between the points O and C. It is assumed that the segment
WU also has the same distance. Lhu denotes the distance between the points E and
O. It is assumed that the segment BC has the same distance. Here, it is noted that
Lhu is assumed to be constant once the wearable mechanism has been attached to
the human arm; however, it is possible to take any value when the mechanism is
attached

(provided that the segment BC is adjustable). The distance Lhf between the joint
E and the point W is similarly defined and has the same feature of attachment;
therefore, rigorous adjustment of the attachment points O and W are unnecessary
when wearing the mechanism.

Fig. 1c also shows variables for expressing kinematics. The angle qE denotes
the flexion angle of the elbow, and its extended posture is expressed by qE = 0.
The angle qW denotes the rotational angle of the forearm, here, qW = 0 means that
the axes xE and xW are parallel. The length lf is defined as the distance between the
joints B and U, and denotes the displacement of the prismatic joint.

3 Kinematics

The goal of this section is expressing the length lf by a function of qE, qW, LR, Lhu
and Lhf. Firstly, DH parameters between RO and RE are aOE = Lhu (the length of a
link), aOE = 0 (the twist angle), dOE = 0 (the link offset) and hOE = p/2 ? qE (the
joint angle). They yield the following homogeneous transformation matrix OTE:

OTE ¼

cos p
2 þ qE
� �

� sin p
2 þ qE
� �

0 Lhu
sin p

2 þ qE
� �

cos p
2 þ qE
� �

0 0

0 0 1 0

0 0 0 1

2
6664

3
7775

¼

� sin qE � cos qE 0 Lhu

cos qE � sin qE 0 0

0 0 1 0

0 0 0 1

2
6664

3
7775:

ð1Þ

Similarly, DH parameters between RE and RW are aEW = 0, aEW = p/2,
dEW = Lhf and hEW = qW. Therefore, the transformation matrix ETW between RE

and RW is

ETW ¼

cos qW � sin qW 0 0
0 0 �1 �Lhf

sin qW cos qW 0 0
0 0 0 1

2
664

3
775: ð2Þ
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The position vector WpU of the point U on RW is obtained from Fig. 1b, c

WpU ¼ �LR 0 0 1½ �T : ð3Þ

Therefore, the position vector OpU of the point U on RO is calculated as follows:

OpU ¼ OTE
ET

W
W pU ¼ XU YU ZU 1½ �T

¼

LR sin qE cos qE þ Lhf E þ Lhu
�LR cos qE cos qW þ Lhf E

�LR sin qW

1

2
6664

3
7775:

ð4Þ

The coordinates of the joint B on RO is also obtained from Fig. 1b, c:

OpB ¼ XB YB ZB 1½ �T ¼ Lhu �LR 0 1½ �T : ð5Þ

The length lf is defined as the distance between the joints B and U, therefore,

lf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XU � XBð Þ2þ YU � YBð Þ2þ ZU � ZBð Þ2

q

¼ LR sin qE cos qW þ Lhf cos qE
� �2þ �LR cos qE cos qW þ Lhf sin qE þ LR

� �2n

þ L2R sin
2 qW

�1=2
:

ð6Þ

Mathematical operation for Eq. (6) derives the following equation:

lf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2hf þ 2LRLhf sin qE þ 2L2R 1� cos qE cos qWð Þ

q
: ð7Þ

4 Support of Motion

4.1 Idea of ‘‘Braking Support’’

We can see from Eq. (7) that the displacement lf of the prismatic joint is related to
the two angles of qE and qW. From this fact, we can understand that support by
power assist with installing an actuator on the prismatic joint is impossible because
those angles cannot be independently controlled.

However, it is considered that many situations exist in our daily life where
support by power assist is not necessarily needed, for example, carrying a heavy
object such as a massive shopping bag. In that case, it is considered that fatigue of
a human arm can be decreased by constraining human elbow and forearm with the
wearable mechanism. Again, Eq. (7) shows that lf is related to both qE and qW.
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Therefore, they can be fixed to certain values if lf is fixed to a certain value (here,
remember that motion ranges of human elbow and forearm are limited to p[rad] at
most). This brings an idea of introducing a braking device into the prismatic joint
for fixing its length.

4.2 Statics

For further inspection of the above idea (this is a part of future work, unfortu-
nately), deriving statics of the wearable mechanism is helpful. With referring to
Fig. 1c, we assume that brake force ff acts on the prismatic joint, and the brake
force brings brake torques sE and sW on human elbow and forearm. The virtual
displacements Dlf, DqE and DqW are also assumed for the prismatic joint, the elbow
and the forearm. The principle of virtual work derives the following equation:

ffDlf ¼ sEDqE þ sWDqW ð8Þ

From Eq. (7),

Dlf ¼
olf
oqE

DqE þ
olf
oqW

DqW : ð9Þ

Substituting Eq. (9) into Eq. (8) yields

ff
olf
oqE

DqE þ olf
oqW

DqW

� �
¼ sEDqE þ sWDqW : ð10Þ

Comparison of both sides of Eq. (10) obtains the following equations:

sE ¼ ff
olf
oqE

; sW ¼ ff
olf
oqW

: ð11Þ

Substituting partial differentials calculated from Eq. (7) into Eq. (11) finally
yields

sE ¼ ff
LR Lhf cos qE þ LR sin qE cos qW

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2hf þ 2LRLhf sin qE þ 2L2R 1� cos qE cos qWð Þ

q ; ð12Þ

sW ¼ ff
L2R cos qE sin qWffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L2hf þ 2LRLhf sin qE þ 2L2R 1� cos qE cos qWð Þ
q : ð13Þ
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5 Mockup

For the purpose of designing a prototype in future, a mockup of the mechanism
was assembled as shown in Fig. 2a. The left side component including a ball joint
(igus AGRM-06LC) is the attachment for a human upper arm, and the right side
component including a universal joint (SANYU K-6) is the attachment for a
human forearm. Two pipes and a rod connect the components and constitute a
prismatic joint.

The view of the mockup mounted on a human arm is shown in Fig. 2b. From
this figure, it is verified that the wearable mechanism proposed in this paper is
capable of following 2-DOF motion of elbow and forearm. However, the current
mockup has some problems. The main problem is assembling of a ball joint. The
considerably limited tilt angle of a ball joint makes full range motion of a human
elbow impossible. For overcoming this problem, the mounting angle of the ball
joint to the upper arm attachment must be carefully considered. This requires
mathematical analysis based on the kinematics, and this is a part of future work.
Development of the attachments is also needed so that they can satisfy the
assumption for three attachment angles (BCO, COE and UWE) depicted in Fig. 1.

Fig. 2 A mockup of the
wearable mechanism: a full
view, b view of the
mechanism mounted on a
human arm
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6 Discussion on an Issue for Future Development

Besides the issues found from the mockup, the study in this paper has an issue for
future development. It is briefly discussed in this section.

The length LR shown in Fig. 1c greatly associates with compactness of the
mechanism, that is, a smaller LR is more desirable from a viewpoint of com-
pactness because it realizes a mechanism closer to a human arm. However, we also
need to pay our attention to the brake torques sE and sW, because they are also
concerned with LR.

This paper considers this issue through some examples of the torques calculated
under a special angle condition of qE = 0 and qW = p/2[rad]. Substituting those
angles into Eqs. (12) and (13) yields

sE ¼ ff
LRLhfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2hf þ 2L2R

q ; sW ¼ ff
L2Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L2hf þ 2L2R
q ð14Þ

From a related study [10], we assume that LR = 0.034 m and ff = 16.7 N. In
addition, we choose the value of Lhf to be 0.2 m because the length of a human
forearm can be assumed to be approximately 0.25 m (in the case of Japanese
people [11]). The calculation results of the torques are sE = 0.55 nm and
sW = 0.094 nm. If LR can be stretched to the double length (0.068 m), the brake
torques become sE = 1.0 nm and sW = 0.35 nm.

If we focus on sE, its magnitude 1.0 nm is capable of supporting a force of 4 N
acting on a human hand. This is obtained by dividing the torque (1.0 nm) by the
length of the human forearm (assumed to be 0.25 m) (under the assumption that
the long axis of the forearm is perpendicular to the direction of gravitational force).
The force of 4 N corresponds to a load of which mass is only 0.4 kg, therefore, it is
necessary to improve supporting capacity of the mechanism.

As shown in the above, the brake torques can be increased by increasing LR,
however, a problem is that compactness of the mechanism is vitiated as LR is
increased. Another method of increasing the brake torques is increasing the
magnitude of the brake force ff, as suggested by Eq. (14). For example, it is
expected that using an air gripper as a braking device and activating it with highly
compressed air increase ff. Using a pneumatic actuator contributes to maintaining
portability of the mechanism, and less controllability of a pneumatic actuator will
not become a problem because an air gripper considered here is statically actuated
only for generating the brake force. However, the brake force cannot be infinitely
increased because it is the frictional force acting between an air gripper and a link
of the prismatic joint. Therefore, improving mechanical design of the mechanism
will be also necessary. For example, using two or more prismatic joints with
braking devices in parallel is a method of increasing the magnitude of ff.
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7 Conclusion

This paper proposed a wearable mechanism for 2-DOF motion generated by
human elbow and forearm. An advantage of the proposed mechanism was that
rigorous adjustment of attachment positions was unnecessary when the wearable
mechanism was attached to a human arm. This paper firstly derived kinematics of
the mechanism based on a model including both a human arm and the mechanism.
The mechanism proposed in this paper is impossible to support human elbow and
forearm by power assist due to lack of DOF of the prismatic joint, however, this
paper described that ‘‘braking support’’ constraining the human elbow and forearm
was applicable by introducing a braking device into the prismatic joint. The
mockup for future design of a prototype suggested that the mounting angle of a
ball joint should be improved for realizing full range motion of a human elbow.

This paper finally discussed an issue for future development of the mechanism.
Some examples of calculation for the brake torques suggested that capacity of the
‘‘braking support’’ was not satisfactory; however, the discussion also suggested
that the capacity can be increased by improving mechanical design of the
mechanism.
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Variable Quantile Level Based Noise
Suppression for Robust Speech
Recognition

Kangyeoul Lee, Gil-Jin Jang, Jeong-Sik Park and Ji-Hwan Kim

Abstract This paper addresses the issues of single microphone based noise
estimation technique for speech recognition in noisy environments. Many
researches have been performed on the environmental noise estimation; however,
most of them require voice activity detection (VAD) for accurate estimation of
noise characteristics. We propose an approach for efficient noise estimation
without VAD, aiming at improving the conventional quantile-based noise esti-
mation (QBNE). We fostered the QBNE by adjusting the quantile level according
to the relative amount of added noise to the target speech. From the observation
that the power spectral density (PSD) of noise is close to the Gaussian distribution,
while that of speech is more narrowly populated, the level of additive noise is
measured by the selected Gaussianity functions. We compared the proposed
method with the conventional QBNE and minimum statistics based method on a
simple speech recognition task in various SNR levels. The experimental results
show that the proposed method is superior to the conventional methods.

Keywords Quantile-based noise estimation � Speech recognition � Gaussianity
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1 Introduction
Due to recent advances in technology, the use of automatic speech recognition
(ASR) is extremely increased by spread of using smart devices. Although there are
several important factors to enhance speech recognition rate, purity of speech is
regarded as most crucial one. Unfortunately, the speech is always exposed to
numerous acoustic background noises in recoding environment as shown in Fig. 1.
The service suppliers such as wireless telecommunication companies or applica-
tion providers for smart devices should take care of handling various background
noises, since we commonly use the devices in outdoors.

So far, a lot of noise suppress algorithms are proposed, and they are mostly
based on spectral subtraction that is first introduced by Boll in 1979 [1]. It assumes
that additive noise changes slowly over time and uncorrelated with speech and
approximates the power spectral density (PSD) of the noise signal by an average in
non-voice periods. Most conventional methods depend on voice activity detection
(VAD) which detects the presence of speech. However, it is not easy to distinguish
speech or noise, its performance varies a lot in accordance with types and the
amount of additive noises.

Several methods based on spectral subtraction are proposed to eliminate VAD.
Minimum statistics-based noise estimation is notable for VAD independent
method [2]. It tracks noise power spectrum through taking minimum value of
smoothed PSDs of noisy speech. Quantile-based noise estimation (QBNE) is
another wide use method that is not required VAD [3]. The basic concept of
QBNE succeeded to MS-based method but it assumes that the noise PSD is
contained for significant percentage of noisy speech PSD instead taking minimum
value. However, due to intrinsic assumptions of the noise characteristics, both
methods suffer from performance variation in different noise conditions. The
proposed method not only remedies the shortcomings of conventional methods,
but also eliminates the need for VAD. Based on observed log PSD of stationary

Fig. 1 Single microphone based noise suppression system
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noise and speech, we can aware that the distribution of a stationary noise is close
or peakier than Gaussian (super-Gaussian), while a speech signal is spreader than
Gaussian (sub-Gaussian). Therefore, we impose variable quantile levels according
to the measured statistical moments of the log PSD at each frequency. A contrast
function is used to classify the super-Gaussian (positive) and the sub-Gaussian
(negative) by distance of the given distribution [4], and we adjusted higher
quantile level when the distribution is Gaussian or super-Gaussian.

After the estimation, a time-domain Wiener filter suppressing the found noise
PSD is derived from the noise estimate and applied to the input noisy speech
signal. ASR experiments are carried out on speech separation challenge database
[5] to verify improvement of proposed methods. The proposed method shows
stable performance over various SNR conditions, while the conventional methods
show degraded performance in high or low SNRs.

2 Conventional Qantile-Based Noise Estimation

Spectral subtraction based noise suppression techniques need good noise power
spectrum estimator. Most conventional noise estimation methods use VAD to
estimate background noise. The VAD updates estimated noise whenever speech is
absent. However short pause detection is difficult and the performance of the VAD
varies according to the kinds and conditions of noise [6]. On the other hand, [2, 3]
and [8] proposed noise estimators that continuously track noise power spectrum
for each frequency band regardless of existence of speech. These methods have
advantage for reducing errors from VAD.

Usually the noisy signal y nð Þ is processed frame by frame for STFT, and each
frame length is proper to set 10–30 ms for processing. It is assumed that for the
duration of a frame, s nð Þ and v nð Þ can be considered WSS process. We represent
the additive noise to the speech in the PSD domain as follows:

Yðx; tÞj j2¼ Sðx; tÞj j2þ Vðx; tÞj j2; ð1Þ

where t is current time index and Y x; tð Þ, S x; tð Þ and V x; tð Þ are STFT versions of
y nð Þ, s nð Þ, and v nð Þ respectively.

Stahl proposed QBNE which takes qth quantile of the noisy speech spectrum.
QBNE assumes that the noise power for each frequency band is contained for
significant percentage of noisy speech segment. In order to estimate noise power

spectrum, firstly, observed power spectrum frames Y x; tmð Þj j2;m ¼ 0; . . .;D are
sorted for a frequency band x as below equation where D is fixed window length.

Y x; t0ð Þj j2 � Yðx; t1Þj j2 � . . .� Y x; tDð Þj j2: ð2Þ

The noise power spectrum at each frequency band is estimated by taking qth
quantile as follows.
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V̂ x; tð Þ
�� ��2¼ Y x; t qDb c

� ��� ��2 ð3Þ

For instance, q = 1 yields the maximum, q = 0 the minimum, and q = 0.5 the
median. It is found that q � 0:5 is optimal empirically, as shown in Fig. 2. The
QBNE method has very simple concept and can track noise power spectrum
without reference to speech presence as MS based method. However estimated
noise power will be close to speech power component when little amount of noise
is added. In that case, speech can be eliminated as well as additive noise when
performing Wiener filtering. As a result, overestimation of noise power spectrum
may distort the output signal and it leads low recognition rate.

3 Variable Quantile Level Estimation Using Negentropy

In high SNR condition, speech power can be presumed as noise power and it leads
to increase distortion of output signal. One of the representative characteristics of
stationary noise is that its power spectrum does not vary too much along time [8].
For example, Fig. 3a, b and c show the histograms for 2 kHz log-scale power
spectrum of the airport, babble and restaurant noise from AURORA-2 database,
respectively. As shapes of distributions, the histograms of noises are near to
Gaussian distribution or super-Gaussian. On the other hand, as we discussed [4],
speech varies much faster than noise and power is spread broadly. This phe-
nomenon makes a shape of log scale histogram deviate from Gaussian. Figure 3d
shows such shape of log-scale histogram which is much broader than Gaussian.

Fig. 2 Quantiles of PSD at
300 Hz, 1.5 kHz and 3 kHz
in speech signal of the TIMIT
corpus
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In noisy speech problem, we could expect that the more the environment is
noisy, the more a distribution of logarithm power spectrum nears to super-
Gaussian. If a distribution is getting sharp, SNR of a frequency band is getting low.
In this case, QL had to be adjusted to higher level. On the other hand, a distribution
is getting obtuse means that SNR of input signal is getting high, so we need to
choose low QL. So Gaussianity is the key factor for measuring degree of con-
tamination of the noisy speech as well as selecting the optimal quantile levels.

For example, let b x; tð Þ logarithm power spectrum buffer at current time t.

b x; tð Þ ¼ log Y x; t � Dð Þj j2
� �

; log Y x; t � Dþ 1ð Þj j2
� �

; . . .; log Y x; tð Þj j2
� �h i

;

ð4Þ

where D is the buffer length. We define r̂ which represents Gaussianity and seg-
ment SNR indirectly as Eq. (33). Input buffer b x; tð Þ needs to force zero mean with
unit variance before function f �ð Þ which estimates Gaussianity of the distribution is
performed.

r̂ ¼ f
b x; tð Þ � E b x; tð Þð Þ

rb

� �
; ð5Þ

where rb is standard deviation of b x; tð Þ. And then we need to map r̂ to qr̂ which
is optimal quantile level for estimating noise power of segment b x; tð Þ according
to the function f �ð Þ. Finally, noise power spectrum can be estimated as following
equation.

V̂ðx; tÞ
�� ��2¼ Y x; t qr̂Tb c

� ��� ��2: ð6Þ

(a) (b)

(d)(c)

Fig. 3 Histogram of log-scale PSD for various noises and clean speech at 2 kHz: a SNR: 0 dB,
b SNR: 5 dB, c SNR: 10 dB and d SNR: 20 dB
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To measure the Gaussianity exactly, Hyvärinen proposed the negentropy based
method which estimates non-Gaussianity of a random variable without suffering
outlier effect [9]. The entropy of a random variable x with probability density f ðxÞ
is defined as

H xð Þ ¼ �
Z

f xð Þ log f xð Þdx: ð7Þ

An important property of Gaussian distribution is that it has the maximum
entropy among all distribution over the entire real axis �1;1½ �. The uniform
distribution has the maximum entropy among all distributions over a finite range.
Based on this property, the negentropy is defined as

J xð Þ ¼ H xGð Þ � H xð Þ; ð8Þ

where xG is Gaussian random variable of the same mean and variance with x.
Since entropy of Gaussian is the largest over all random variable, negentropy is
always greater than zero, and it is zero if and only if x follows Gaussian random
variable. The problem for using negentropy is that it is very difficult for compu-
tation hence approximations of negentropy are needed. An approximation is
proposed by Hyvärinen as

J uð Þ �
Xp

i¼1

ki E Gi uð Þf g � E Gi gð Þf g½ �2 / E G uð Þf g � E G gð Þf g½ �2; ð9Þ

where ki are some positive constants, and g is a normal distribution. Although this
approximation may be not accurate, Eq. (9) can be used to construct a measure of
non-Gaussianity that is consistent in the sense that it is always non-negative, and
equal to zero if u follows Gaussian distribution. Gi are some non-quadratic
functions such as

G1 uð Þ ¼ 1
a
log cosh auð Þð Þ; G2 uð Þ ¼ � exp � u2

2

� �
; ð10Þ

where 1� a� 2 is suitable constant. Since results of E G uð Þf g indicates that how u
is close to Gaussian distribution, we can use it for estimating the Gaussianity. In
this manner, function G �ð Þ is useful for setting QL instead of kurtosis. If distri-
bution u is getting sharp, the result of function G uð Þ gets small. It means that SNR
of a frequency band is getting low, thus we need to set high QL. While increasing
output value of function G uð Þ, distribution u is getting obtuse. In other words, if
SNR of input signal is getting high, we need to choose low QL. We define r̂i which
can estimate Gaussianity and segment SNR indirectly as follow,

r̂Ni ¼ E Gi
b x; tð Þ � E b x; tð Þf g

rb

� �	 

; i ¼ 1; 2f g; ð11Þ

where, i is a type of quadratic function and rb is standard deviation of b x; tð Þ.
Basically, QBNE works well in very noisy condition. As mentioned before,
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r̂i which is smaller than or equal to some threshold means that the distribution of
log scale power spectrum is close to Gaussian, therefore the signal is low SNR.
Optimal quantile level corresponding to r̂i is experimentally found as below
equation.

qNr̂ ¼
0:5; r̂1\0:447 or r̂2\� 0:692

0:1; otherwise

(
ð12Þ

Finally, estimated noise power for each frequency band can be obtained as
follows,

V̂ x; tð Þ
�� ��2¼ Y x; t qNr̂ Tb c

� ����
���
2
: ð13Þ

4 Experimental Results

To verify improvement, we compared the two types of proposed methods to the
QBNE and MS based method separately, by automatic speech recognition
experiments on the Speech Separation Challenge (SSC) database [5]. The SSC
database has clean speech set of 17,000 utterances for training, spoken by 34
different speakers. The training set is recorded in quiet condition without any
background noise. Each utterance consists of 6 words in the format, such as
‘‘command-color-preposition-letter-number-adverb’’. For example, ‘‘bin-blue-on-
A-5-soon’’.

The acoustic models of the words are built by the HTK. The features are
extracted by 39-dimensional vectors consisting of 12 MFCCs plus log energy, plus
their velocities and accelerations at every 10 ms. We also employ separate testing
set of 600 utterances which is exclusive with training set.

The proposed methods are evaluated on 8 different noise environments, ‘‘air-
port, babble, car, exhibition, restaurant, street, subway and train’’, from the
AURORA-2 database and noises are added to clean speeches. We simulated in 6
different SNR conditions, such as 20, 16, 12, 8, 4 dBs and clean speech. All HMMs
are trained by clean speech to verify degree of noise reduction.

In Table 1, ‘‘None’’ column lists the performance results without noise sup-
pression. Each row is the average recognition rates over all noise types in specific
SNRs. The proposed methods are about 6.0 and 5.9 % better than ‘‘None’’,
whereas QBNE and MS are 4.4 and 3.2 % better. QBNE performed quite well
under severe noisy conditions; on the contrary, the performance of MS becomes
better as SNR increases, and best in clean condition. The variable quantile level
based approaches take both advantages of QBNE and MS. In 12 dB SNR, the
performances of the proposed methods are similar to MS on the average; in 8 dB
SNR, they are slightly better and QBNE, and much better than the others.
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5 Conclusion

This paper proposed a novel noise estimation technique without VAD. The MS
based method and QBNE are conventional VAD-free methods, however they have
some shortcoming for various SNR environments. To overcome it, we proposed a
noise estimation method regarding to adjusting QL for each frequency band
according to estimated SNR. The shape of the log power spectral densities at
individual frequency band is compared to Gaussian by statistical moments, and
binary QLs are obtained by the measured moments. To evaluate the proposed
methods, we performed speech recognition experiments on a simple speech rec-
ognition task. Experimental results show that the proposed methods work well in
various SNR conditions when compared to conventional methods. Future research
issues include finding new contrast functions for better approximation of noise
presence.
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An Efficient Resource Management
Scheme Based on Locality for P2P
Overlay Network

Chung-Pyo Hong, Jin-Chun Piao, Cheong-Ghil Kim, Sang-Yeob Na
and Tae-Woo Han

Abstract In a mobile environment, there are limitations: limited power supply,
smaller user interface, limited computing power, limited bandwidth and limited
storage space; and above limitations must be considered for deploying a p2p
overlay network. Locality and mobility are important factors as well as the limi-
tations in a mobile environment. Based on the above assumption, we propose a
mobile locality-based hierarchical p2p overlay network (MLH-Net) to address
locality problems without any other services. In this paper, we introduce a novel
profile called PCSN-List and node management scheme. MLH-Net is constructed
as two layers, an upper layer formed with super-nodes and a lower layer formed
with normal-nodes. Because super-nodes can share advertisements, we can guar-
antee physical locality utilization between a requestor and a target during any
discovery process. To overcome a node failure, we propose a simple recovery
mechanism. The simulation results demonstrate that the hop value of MLH-Net is
21 % decreased compared with JXTA when discovering nodes. And also, the
average distance is decreased by 45 % as the number of max-hop is increased.
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1 Introduction

DHT-based p2p systems distribute nodes and resources uniformly over a p2p
overlay network. These p2p systems provide good load-balancing, but they have a
locality problem. In a mobile environment, there are many mobile devices such as
PDAs and cell phones, and query results from resources that are physically close to
the requestor should be more efficient and useful. Therefore, we should support
both locality and mobility when deploying a p2p overlay network in a mobile
environment.

In this paper, we propose a mobile locality-based hierarchical p2p overlay
network, called MLH-Net. It is based on the p2p overlay network of JXTA. MLH-
Net is motivated to address locality problems without other external services, to
provide load-balancing of DHT simultaneously, and to support mobility. In a
mobile environment, there are major limitations such as limited power, computing
capability, bandwidth, storage space, and an insufficient user interface. To deploy a
p2p overlay network in a mobile environment, these limitations should be con-
sidered. In particular, we have considered mobility and locality as important
features. MLH-Net addresses the locality problem by using mobility without any
other external services such as GPS. Second, we provide a recovery mechanism
within a given p2p overlay network to support mobility because the p2p overlay
network should be dynamically reconfigured. Because the MLH-Net guarantees
one hop during the locality-based discovery process, simulation results show that
the hop value of MLH-Net is 21 % decreased compared with JXTA when dis-
covering nodes. And also, the average distance is decreased by 45 % as the
number of max-hop is increased.

The rest of this paper is organized as follows. Other p2p systems for improving
locality are described in Sect. 2. The system overview is introduced in Sect. 3. In
Sect. 4, the evaluation result is presented. And finally, the conclusion is shown in
Sect. 5.

2 Related Work

To address the locality problem, p2p systems such as Grapes [1], SkipNet [2],
Brocade [3], and Jelly [4] have designed their own approaches. Grapes uses a
hierarchical virtual network to support lookup services. The hierarchical virtual
network consists of sub-networks which consist of physically close nodes and a
super-network which consists of the leaders of sub-networks. Resources and nodes
increase in a sub-network and then the leader of that sub-network sacrifices load-
balancing in a super-network. Our goal is to deploy a p2p overlay network for
improving locality in a mobile environment. These systems cannot support both
locality and mobility.
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SkipNet [2] uses a scalable overlay network to provide two kinds of locality:
content locality and path locality. Content locality distributes data to a specific
node in a given organization, and path locality prevents messages between two
nodes in the same organization from being routed outside that organization. To
provide efficient message routing, they use two separate, but related address
spaces: a string name ID space and a numeric ID space. The string name ID space
is mapped by node names and content identifier strings, and the numeric ID space
is mapped by hash values of the node names and content identifiers. SkipNet
cannot provide load-balancing for the overall system but instead provides con-
strained load-balancing for a subset of nodes in a system.

3 Proposed Scheme

In this section, we overview the proposed p2p system, a mobile locality-based
hierarchical p2p overlay network. Specifically, its structure and management
mechanism are explained. MLH-Net is constructed as two layers, i.e., the upper
layer and the lower layer. The upper layer is configured with super-nodes and the
lower layer is configured with normal-nodes, where each normal-node is con-
nected to its associated super-node.

3.1 The Proposed P2P Architecture

An example of the proposed p2p system, as shown in Fig. 1, shows the basic
structure of MLH-Net. As in Fig. 1, a super-node is connected to a group of
normal-nodes, which are connected to each other. When a normal-node needs to
identify some specific resources, a discovery query is propagated through the
upper layer. If this request can be serviced by any specific target, which is
physically close to itself, propagating this query may waste network bandwidth
and cause unnecessary traffic. The main goal of MLH-Net is to prevent a discovery
query from being propagated through the overall p2p overlay network and thus to
guarantee a physically short distance between requestor and target.

3.2 The Recovery Mechanism

To recover our hierarchical p2p overlay network, two kinds of nodes, i.e., a normal-
node and a super-node have to be able to change their roles dynamically. Because all
normal-nodes need one connected super-node to publish advertisements and to
discover resources, we need a recovery mechanism for super-node failure. A failed

An Efficient Resource Management Scheme 1049



super-nodewill exit the p2p overlay network. In this section,we discuss this recovery
mechanism.

The recovery mechanism is very important because the method is directly
related to the safety of the p2p overlay network and each sub-network requires one
super-node to participate in a p2p overlay network. Super-nodes communicate
with each other through an upper layer network.

One example of the recoverymethod, in Fig. 2, shows the casewhere one normal-
node becomes a super-node. In Fig. 2, S1 is a super-node and N1–N3 are normal-
nodes. If S1 exits the network, the sub-network of S1 is destroyed andN1–N3 (which
were connected to S1) cannot participate in a p2p overlay network. The data which
are propagated andwhich are related toN1become inconsistent. Because S1 exits the
p2p overlay network, a normal-node must become a super-node. The recovery
process is described in Fig. 2.

4 Evaluation

In this section, we describe the evaluation result of the proposed architecture
compared with the conventional P2P model called JXTA. In this experiment, some
parameters are chosen as limited values. The map size is 200.200, the percentage
of super-nodes is 20 % over the total number of nodes: 1000, the number of
movements is 1000, and the number of discoveries is 1000.

Group of physically 
close super-nodes

Super-node

Normal-node

Fig. 1 The conceptual model of the proposed architecture
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In Fig. 3, the hop value of JXTA is 3.42 in all graphs. The hop values of MLH-
Net are 3.11, 2.98, 2.79, and 2.7, respectively. The gap between MLH-Net and
JXTA increases while the max-hop value increases. For the first bar case, the hop
value of MLH-Net is 3.11 and this is 9 % decreased compared with that of JXTA.
For the last bar case, the hop value of MLH-Net is 2.7. This is a 21 % decrease
compared with JXTA.

In Fig. 4, the y-axis shows the average total distance to target for any discovery
query being propagated. While the max-hop value increases, the y-axis value of
MLH-Net decreases and the gap between MLH-Net and JXTA increases.

S1

N2N1

N3

N1

N2

N3

Fig. 2 An example of the node recovery

0

0.5

1

1.5

2

2.5

3

3.5

4

1 2 3 4

Max-hop

A
ve

ra
ge

 O
ve

rl
ay

 N
et

w
or

k 
H

op

MLH-Net JXTA

Fig. 3 Hop for the increasing number of max-hop

An Efficient Resource Management Scheme 1051



The y-axis value of JXTA is 213 for all cases and the y-axis values of MLH-Net
are 168, 144, 125, and 116, respectively. For the first bar case, the y-axis value of
MLH-Net is 168. This is a 21 % decrease compared with JXTA. For the last bar
case, the y-axis value of MLH-Net is 116. This is a 45 % decrease compared with
that of JXTA.

5 Conclusion

DHT-based p2p systems distribute nodes and resources uniformly over a p2p
overlay network. These p2p systems provide good load-balancing, but they have a
locality problem. In a mobile environment, there are many mobile devices such as
PDAs and cell phones, and query results from resources that are physically close to
the requestor should be more efficient and useful. Therefore, we should support
both locality and mobility when deploying a p2p overlay network in a mobile
environment. In this paper, we introduce a novel profile called PCSN-List and
node management scheme. MLH-Net is constructed as two layers, an upper layer
formed with super-nodes and a lower layer formed with normal-nodes. And also,
we propose a simple recovery mechanism. The simulation results demonstrate that
the hop value of MLH-Net is 21 % decreased compared with JXTA when dis-
covering nodes. And also, the average distance is decreased by 45 % as the
number of max-hop is increased.
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Parallel SAD for Fast Dense Disparity
Map Using a Shared Memory
Programming

Cheong Ghil Kim

Abstract The depth map extraction from stereo video is a key technology of
stereoscopic 3D video as well as view synthesis and 2D-3D video conversions.
Sum of Absolute Differences (SAD) is a representative method to reconstruct
disparity map. However, dense disparity map implementation requires heavy
computations and extensive memory accesses. In this situation, the rapid advance
of computer hardware and popularity of multimedia applications enable multi-core
processors to become a dominant market trend in desk-top PCs as well as high end
mobile devices; this movement allows many parallel programming technologies to
be realized in users computing devices. Therefore, this paper proposes a parallel
algorithm for SAD operation using a shared memory programming, OpenMP,
which can provide the advantage to simplify managing and synchronization of
program threads. The parallel implementation results show the 2.5 times of per-
formance improvements on the processing speed compared with the serial
implementation.

1 Introduction

In order to keep increasing PC performance, the architecture of modern micro-
processors had put emphasis on increasing CPU clock speed and putting more
transistors in single core processors. As a result, the complexity of a chip con-
tinued to grow at roughly the same rate as stated in Moore’s law in transistor count
and the speed of CPU, with no doubt, was expected to increase continuously over
10 GHz at an accelerating pace. However, this trend is facing the theoretical and
practical limit of power dissipation which is proportional to both clock speed and
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transistor count. In consequence, multi-core processor architecture [1] has
emerged as a dominant market trend in desk-top PCs while preserving the CPU
clock speed between 3 and 4 GHz. This movement enables a single chip to
increase the performance capability without requiring a complex system and
increasing the power requirements. Therefore, single-core CPUs are actually hard
to find and two-, three-, and four-core CPUs become normal in the market [2].

In this situation, another solution to increase PC performance could be
improving efficiency by taking advantage of parallelism in software rather than
depending o hardware technologies. Therefore, parallel programming becomes an
important issue of a multi-core system, since it enables full use of the market
dominant hardware system. Especially, Open Multi-processing (OpenMP) [3], an
open specification Application Programming Interface (API), provides an easy low-
burdensome method for threading applications based on shared memory architec-
ture. In the OpenMP programming model, the parallelization has been implemented
on a high abstraction level, which allows efficient parallelized C/C++ -programs for
parallel processors featuring a shared memory by adding specific OpenMP direc-
tives into the C-program code. These directives support the distribution of auton-
omous subtasks (threads) over the available processor cores [4].

This paper presents the effectiveness of parallel programs in multi-core hard-
ware architecture. For this purpose, we parallelize SAD algorithm, a representative
method to reconstruct disparity map requiring heavy computations and extensive
memory accesses, using OpenMP. And the performance evaluation was made by
comparing its processing time with the serial implementation.

The organization of this paper is as follows. Section 2 introduces the back-
ground of SAD algorithm and OpenMP. Section 3 discusses the design of parallel
SAD using OpenMP. Section 4 covers the results of simulation about the the
implementation of parallel SAD with comparison with its serial implementation.
In Sect. 5, we conclude our result and discuss further perspectives.

2 Background

2.1 Disparity Map and SAD

Stereoscopic 3D has been studied extensively due to its usefulness in many appli-
cations like 3D scene reconstruction, robot navigation, civil engineering, manu-
facturing, and so on. Especially, stereo matching is one of the most active research
areas and many different algorithms have been introduced [5]. In stereoscopic 3D,
two images of a scene from different viewpoints, called as left and right images, are
utilized and the difference in the positions of the two corresponding points in the
image pairs is called disparity. From the disparity, we can calculate depth.

Sum of absolute differences (SAD) is an algorithm for measuring the similarity
between image blocks. It works by taking the absolute difference between each
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pixel in the original block and the corresponding pixel in the block being used for
comparison. These differences are summed to create a simple metric of block
similarity. It computes the intensity differences for each center pixel (i, j) in a
window W(x, y) as follows:

SAD x; y; dð Þ ¼
XN

i; jð Þ2W x; yð Þ ILði; jÞ � IR i� d; jð Þj j; ð1Þ

where IL and IR are pixel intensity functions of the left and right image, respec-
tively. W(x, y) is square window that surrounds the position (x, y) of the pixel. The
disparity SAD (x, y, d) calculation is repeated within the x-coordinate frame in the
image row, defined by zero and maximum possible disparity dmax of the searched
3D scene. The minimum difference value over the frame indicates the best
matching pixel, and position of the minimum defines the disparity of the actual
pixel [6, 7].

2.2 OpenMP

In OpenMP, all threads can access global and shared memories. Programmers can
control the number of threads. Optimal performance occurs when the number of
threads represents the number of processors. Figure 1 depicts the operational block
diagram of OpemMP in which how a process can be divided into several threads.

Code

 Set of executable 
instructions

Shared memory for 
shared variables

Parallel region

T
hreads(1)

T
hreads(2)

T
hreads(n)

…

Stack

…

Fig. 1 Operational block
diagram of OpenMP
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Here, a master thread exists to assign tasks to threads, i.e., fork-join. Fork-join
time increases when there are more threads than processors. Moreover, data can be
labeled with private or shared. In particular, private data are visible to one thread
while all threads can spot shared data. In practical programs, local variables which
are about to be parallelized should be private. Additionally, global variables must
be assigned as shared data. OpenMP requires a compiler. Most IDEs today
accommodate OpenMP. Numerous benefits exist to using OpenMP, e.g., preser-
vation of serial code, simplicity, flexibility and portability. Nevertheless, explicit
synchronization remains as an issue that to be addressed [8].

3 Parallel SAD

Disparity map calculation is a estimation is a pixel-by-pixel basis to find corre-
sponding pixels for the left and right image pair. Generally, this computing pro-
cedure can be characterized as having no dependency between processes. This
means that these kinds of application are inherently suitable for making use of
parallel processing. The basic processing concept of SAD is accumulating absolute
differences of left image and right image pixels within a given window. Using the
Eq. (1), the least SAD is determined to be the disparity.

By using OpenMP, initially SAD program is executed by one process; and then
it activates light-weight processes (threads) at the entry of a parallel region. After
that each thread executes a task comprised of a group of instructions. An OpenMP
program is an alternation of sequential regions and parallel regions. A sequential
region is always executed by the MASTER thread, the one whose rank equals 0.
A parallel region can be executed by many threads at once. Threads can share the
work contained in the parallel region.

Figure 2 shows the possible parallelizable code blocks in SAD program. The
work-sharing consists mainly of executing a loop by dividing up iterations
between the threads; executing many code sections but only one per thread;
executing many occurrences of the same procedure by different threads. During
the execution of a task by a thread, a variable can be read and/or updated in
memory. When it is defined either in the stack (local memory space) of a thread, it
becomes a private variable; when in a shared-memory space accessible by all the
threads, it is a shared variable.

4 Simulation Result

In order to evaluate the performance improvement of OpenMP SAD implemen-
tation over its serial one, the processing time was measured. Table 1 describes the
experimental environment using Intel Core I7 CPU Q 740 @ 1.73 GHz. In this
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work, we just estimate the processing time of SAD algorithm so that for the
simplicity we used the pixel data only rather than reading from real image pairs.

As for the number of thread, we used 4 threads. The increase of number of threads
over 4 resulted in the degradation of the overall performance. This was because the
increased threads caused the overhead of thread distribution of master thread.

Parallel loop
(Looplevel parallelism)

x=a+b
y=x+c

call sub(...)

do i=...
end do 

Parallel section

call sub(...)

Repeated procedure

Fig. 2 Parallel SAD implementation

Table 1 Simulation
environment

Description

CPU Intel(r) Core(TM) I7 CPU Q 740 @ 1.73 GHz
RAM 8.00 GB
System Windows 7 (64 bit)
IDE Microsoft visual studio 2010
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Figure 3 shows the performance improvements of OpenMP implementations on
various image sizes. In all image sizes, over two times improvements was achieved
and the ratios become larger as the increase of image sizes.

5 Conclusion

In this paper, we presented basic concepts of parallel implementation of SAD
using OpenMP. SAD is a representative method to reconstruct disparity map from
stereo video and a key technology of stereoscopic 3D. Because it requires heavy
computation, SAD computation is suitable for parallel processing. The parallel
implementation results show the 2.5 times of performance improvements on the
processing speed compared with the serial implementation. Our future work will
include the disparity map computations with real image pairs and this will increase
the performance improvement of OpenMP over the serial implementation more.
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(MCST) and Korea Creative Content Agency (KOCCA) in the Culture Technology (CT)
Research and Development Program 2013.

References

1. Kayi A, Yao Y, El-Ghazawi T, Newby G (2007) Experimental evaluation of emerging multi-
core architectures. In: Proceeding of IPDPS 2007, pp 1–6

2. Kim CG, Kim JG, Lee DH Optimizing image processing on multi-core CPUs with Intel
parallel programming technologies. Multimedia tools applications, Springer. doi:10.1007/
s11042-011-0906-y

3. OpenMP official web site: www.openmp.org
4. Blume H, von Livonius J, Rotenberg L, Noll TG, Bothe H, Brakensiek J (2008) OpenMP-

based parallelization on an MPCore multiprocessor platform—a performance and power
analysis. J Syst Architect 54:1019–1029

5. Scharstein D, Szeliski R (2002) A taxonomy and evaluation of dense two-frame stereo
correspondence algorithms. Int J Comput Vis 47:7–42

6. Kamencay P, Breznan M, Jarina R, Lukac P, Zachariasova M (2012) Improved depth map
estimation from stereo images based on hybrid method. Radioengineering 21(1):70–78

7. Kuhl A (2005) Comparison of stereo matching algorithms for mobile robots. Centre for
Intelligent Information Processing System, University of Western Australia, pp 4–24

8. Song Y, Ho YS (2011) Fast disparity map estimation using multi-thread parallel processing.
In: International Conference on Embedded Systems and Intelligent Technology (ICESIT),
pp 1–4

1060 C. G. Kim

http://dx.doi.org/10.1007/s11042-011-0906-y
http://dx.doi.org/10.1007/s11042-011-0906-y
http://www.openmp.org


A Study on Object Contour Tracking
with Large Motion Using Optical Flow
and Active Contour Model

Jin-Woo Choi, Taek-Keun Whangbo and Nak-Bin Kim

Abstract In this study, an object contour tracking method is proposed for an
object with large motion and irregular shapes in video sequences. To track object
contour accurately, an active contour model was used, and the initial snake point
of the next frame is set by calculating an optical flow of feature points with
changing curvature in the object contour tracked from the previous frame. Here,
any misled optical flow due to irregular changes in shapes or fast motion was
filtered by producing an edge map different from the previous frame, and as a
solution to the energy shortage of objects with complex contour, snake points were
added according to partial curvature for better performance. Findings from
experiments with real video sequences showed that the contour of an object with
large motion and irregular shapes was extracted precisely.

Keywords Object contour tracking � Optical flow � Active contour model

1 Introduction

With the growing interest in the 3D videos, displays such as 3D TV and broad-
casting technologies that make it possible to watch 3D videos have been developed
and gaining popularity in a quick pace recently. However, despite ever-growing
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demands for the 3D contents, available 3D contents are very rare due to limited
production time and money [1, 2]. The 2D-to-3D technology that converts existing
2D images to 3D videos has been drawing attention lately as a solution to this.
Although there are a number of ways of realizing such a technology, generally,
2D-to-3D conversion works in the following manner [1].

• Object Extraction or Segmentation
• Depth Map Assignment or Generation
• Rendering or Occlusion
• Re-touch

In this technology, conversion is conducted by means of (1) manual conversion,
(2) non real- time software automatic conversion, and (3) real-time hardware
automatic conversion, depending on the use of contents, costs, and the quality of
videos [1]. It usually takes six months and 300 staffers to carry out manual con-
version to attain the level of movie-like quality, and a hybrid conversion technology
that combines software conversion based on an image-processing function and
manual work has been emerging to reduce manual work necessary for video con-
version and meet quality requirements [1]. To produce quality scene-based video
sequences that are properly classified, the operator intervenes to deliberately extract
individual objects and subtract the background for the first frame before producing
depth map through geometric analysis. The next frames are converted automati-
cally within a reasonable time on the basis of data used for the first frame. Here, it is
highly important for the operator to correctly track the contour of an object sub-
tracted from the first frame in subsequent frames, and the more irregular the shape
of the object is and the larger its movement becomes, the harder tracking gets.

In this study, we propose a method of tracking contour of an object with larger
motion and irregular shapes in video sequences for the 2D-to-3D conversion in a
stable manner. Regarding this issue, we explain existing object contour tracking
technologies in Chap. 2 and how to tract the contour of objects with larger motion
using the proposed optical flow and active contour model in Chap. 3. In Chap. 4,
we assess the performance of the proposed method through experiments, and
Chap. 5 discusses the conclusion.

2 Existing Object Contour Tracking Technologies

Object tracking methods of video sequences are classified largely into the method
of using modified object extracting algorithm of the past and the one of using
object tracking algorithm [3]. Technologies to apply the object extraction algo-
rithm to video sequences include the method of forming an energy function
considering the relationship between time-dimensional nodes together with
background subtraction and graph-cut algorithm [4, 5]. These methods often cause
errors in the adjacent areas with complex background. In object tracking algo-
rithm, features such as point, kernel, and silhouette are extracted from the previous
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frames, with the object extracted from the following frame by matching them [6].
Designed mainly to situate an object, this method needs additional algorithms to
ensure accurate extraction of the shape of an object and has disadvantages such as
occlusion of the object or vulnerability for objects with large motion [3].

In recent years, extensive studies have been made on an active contour model-
based method that effectively captures the modification of an object and divides in
flexible lines surrounding the object [7–11], a method to find the shape of an object
based on its contour energy data. In this study, the outermost closed curve of an
irregular object extracted from the first frame of video sequences by the operator
are being tracked continuously in the following frames using the active contour
model.

2.1 Snake Algorithm

The snake algorithm, as the most common active contour model, was first pro-
posed in 1987 by Kass [7]. In this algorithm, initial snake points are set around the
object to extract from the input video, and the contour of the object is extracted in
the course of minimizing the energy function by moving snake points iteratively
according to the defined energy function.

Snake energy function is the sum of internal energy determining the shape of
snake contour and external energy that serves to pulling snake points toward the
object contour.

EsnakeðvÞ ¼
XN�1

i¼0

ðEinternalðviÞ þ EexternalðviÞÞ ð1Þ

where snake point is set as vi, vi is vi ¼ ðxi; yiÞ, which means the ith snake point,
and N refers to the number of snake points.

Internal energy consists of continuity energy that determines the distance
between snake points and curvature energy that determines the movement of snake
points.

EinternalðviÞ ¼ EcontinuityðviÞ þ EcurvatureðviÞ ð2Þ

External energy functions to attract snake contour to features or contour of an
object. Features of frequently used videos include gradient meaning the boundary
of the object where brightness changes sharply. External energy at individual
points of 9-neighbor including the current control point is calculated to move to
the location with a larger gradient.

EexternalðviÞ ¼
� rf ðviÞj j

emax

ð3Þ
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2.2 Problems with Snake Algorithm

Since it can extract the object contour in a simple and effective manner, snake
algorithm is being used broadly and has following problems although there have
been many minimization algorithms proposed [12]. The algorithm

(1) is highly dependent on the location and shape of initial snake points.
(2) cannot extract the contour of an object with complex shape by means of

functions of internal energy function.
(3) takes enormous time due to the limited range where fixed points move at a

time.

As this study aims at applying to the non real-time 2D-to-3D conversion, the
problem as in (3) is not taken into account seriously. By calculating optical flowwith
the previous frame and setting the location of initial snake points for object tracking
of the current frame, the problem of dependence on the location and shape of initial
snake points as mentioned in (1) is solved. As far as the problem described in (2) is
concerned, object contour, no matter how complex, is effectively extracted by
inserting new snake points after calculating partial curvature between snake points.

3 The Proposed Method

This study proposes a new tracking method that follows in order to solve the
problem of object tracking using existing snake algorithm. The proposed method is
designed to track exactly object contour in the n ? 1th frame from object
extraction result data in the nth frame. In the n ? 1th frame, optical flow of object
contour feature points in the nth frame is calculated to set the initial snake points.
In this case, any optical flow as a result of wrong algorithm due to irregular object
or large motion is filtered, compared to the result of morphology algorithm of
difference edge map between two frames. Afterwards, activation contour is con-
verged to the target object in the n ? 1th frame in the course of finding activation
contour solution in the snake algorithm. To solve the problem of energy shortage
caused by complex contour of the object to track, we took into consideration of the
method of adding snake points using partial curvature of Lee [13] (Fig. 1).

3.1 Calculation of Optical Flow

In the case of non real-time 2D-to-3D conversion, objects are classified generally
by the operator for the first frame(n = 0) in video sequences of the scene to
convert. From the object contour classified in this way, end points of horizontal,
vertical, and diagonal components are set as feature points of object contour.
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Afterwards, referring to the n ? 1th frame, optical flow off feature points is
calculated. Optical flow means the motions of individual pixels created by 3D
movement of the object in the video or the camera represented by vector field [14].
Among many methods of tracking the motion of pixels, the Lucas-Kanade [15]
algorithm, most widely known, was used in this study. The Lucas-Kanade algo-
rithm is based on three hypotheses: brightness constancy, temporal persistence,
and spatial coherence. Brightness constancy means that brightness values among
video frames never change, while temporal persistence means that compared to
motion of an object in a video, time change faster, causing less motions of the
object between frames. Under these two hypotheses, the optical flow between time
t and t þ Dt is expressed as follows:

Vx

Vy

� �
¼

P
I2xi

P
Ixi IyiP

Ixi Iyi
P

I2yi

� � P
Ixi ItiP
Iyi Iti

� �
ð4Þ

Vx and Vy in Eq. (4) refer to speed component of each axle, and I to brightness
degree of each pixel. Figure 2 shows the results of motion of feature points fol-
lowing the calculation of optical flow with the n ? 1th frame, once feature points
are created along the object contour extracted by the operator from the nth frame.

Fig. 1 Flow of the proposed object contour tracking
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3.2 Setup of Initial Snake Points

The 15frame/s videos were used for this study and have tracking points where as a
result of creating optical flow, quickly moving irregular objects are unable to move
precisely to the object contour as shown in Fig. 2. Therefore, these tracking points
cannot be used for snake algorithm as they are due to higher dependence on the
location and shape of initial snake points set in 2.2, so it is impossible to track
object contour properly. To solve this problem, a difference edge map between
frames is created for filtering purposes. To make a difference edge map, edge maps
of the nth frame and the n ? 1th frame are made first of all. To reduce the impacts
of surrounding noises and obtain thick gradient data, the Sobel operator is used for
an edge map. The difference edge map Dedgeðx; yÞ for the two frames is defined as
follows:

Dedgeðx; yÞ ¼
Snþ1ðx; yÞ � Snðx; yÞ if Snþ1ðx; yÞ � Snðx; yÞ[ Ith
0 otherwise

(
ð5Þ

where Snðx; yÞ and Snþ1ðx; yÞ refer to edge extraction result of using the Sobel
operator of the nth frame and the n ? 1th frame, respectively, and 10 is used for
Ith as a threshold to prevent the mixture of noises. Figure 3 is the result of creating
difference edge map. Figure 3a, b show the results of the Sobel edge extraction for
the nth frame and the n ? 1th frame, respectively, and Fig. 3c is the result of
creating difference edge map. Fixed background and still object in a scene where
the camera does not move are set to values close to 0. Then, considering the scope
of filtering, dilation algorithms as a morphological algorithm are performed many
times to obtain a map for final snake point filtering as in Fig. 3d.

Using the difference edge map obtain in this way, the feature points produced
through optical flow in 3.1 are filtered. Specifically, any optical flow surpassing a
set value (here 5 set from many experiments) becomes subject to filtering, while
the one found not included in the value as a result of comparison with the dif-
ference edge map is removed. Figure 4 shows that almost all of the feature points
not included in the object contour have been removed.

Fig. 2 Creation of feature points and calculation of optical flow from object contour. a Object
extracted from the nth frame by the operator, b Feature points created from the object contour in
(a), c Results of tracking feature points of (b) along optical flow in the n ? 1th frame
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3.3 Finding Activation Contour Solution

Feature points filtered by difference edge map are set as reference snake points in
the n ? 1th frame and converged to object contour with gradient of grey image as
external energy. For an object with irregular shape, we considered a method of
adding snake points using partial curvature of Lee [13] in the stage of renewing
individual snake points in order to detect the contour in the areas where the
curvature among and between snake points changes severely. Discrete curvature kd
is calculated using three snake points vi�1; vi; viþ1 as follows:

Td1
�! ¼ vi�1 � vi; Td2

�! ¼ viþ1 � vi ð6Þ

cos h ¼ Td1
�!� Td2

�!

Td1
�!���

��� � Td2
�!���

���
ð7Þ

kd ¼
2 sin h
d

; where d ¼ viþ1 � vi�1 ð8Þ

Fig. 3 Creation of difference edge map to set reference snake points. a Result of edge extraction
in the nth frame, b Result of edge extraction of the n ? 1th frame, c Difference edge map,
d Dilation for (c)

Fig. 4 Filtering of feature points according to difference edge map. a Filtering method of feature
points, b Filtering results
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In the above equation, �means inner area of two vectors, and kkmeans the norm
of vector. Since the curvature value more than the critical value means complex
object contour, two new snake points are inserted into vi�1 þ vi=2 and vi þ viþ1=2.

4 Results and Discussion

To test the proposed method, a ballet video (1024*768, 15frame/s) [16] and
a foreman video (352*288, 50frame/s) containing irregularly changing object were
used. To assess the performance, mean error of actual contour point coordinates
and estimated contour point coordinates was calculated. Actual contour point
coordinates were obtained from the object contour extracted manually.

Figure 5 shows the experiment of the foreman video with a sufficient number of
frames and smaller motion of the object. Tracking was conducted in the 159th
frame for the object manually extracted from the 158th frame. Weights for con-
tinuity energy, curvature energy, and external energy of the snake algorithm were
set to 0.2, 0.3, and 0.5, respectively, through many experiments, and convergence
condition was that the rate of change of the snake points was below 10 %. The
mean error was 2.23 pixels, almost similar to the actual object contour.

Figure 6 indicates the experiment of the ballet video with less frames and larger
motion. Tracking was performed in the 84th frame for the object manually
extracted from the 83th frame. Weights of continuity energy, curvature energy,

Fig. 5 Results of experiments with the foreman video. a The 158th frame, b Reference snake
points estimated from the 159th frame, c Result of activation contour tracking of the 159th frame

Fig. 6 Results of experiments with the ballet video. a The 83th frame, b Reference snake points
estimated from the 84th frame, c Results of activation contour tracking of the 84th frame
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and external energy of the snake algorithm are 0.2, 0.15, and 0.65, respectively.
The mean error was 5.61 pixels, almost similar to the actual object contour.
Figure 6c reveals that some contour points near the left hand and foot are not
converged properly to the object. Motion blur is considered to cause the object
contour blurred near the left hand, while external energy shortage due to highly
similar brightness of the object and the background seemed to cause the problem
near the left foot. Nevertheless, most are found to have been tracked as the
boundary of the object.

5 Conclusion

In this study, we proposed a method of tracking object contour with large motion
and irregular shape in video sequences in a stable manner using the optical flow
and active contour model. Setting optical flow of feature points along the object
contour extracted by the operator from video sequences as snake reference for the
next frame, activation contour tracking was conducted with addition of snake
points by partial curvature. Findings from experiments with actual videos indicate
that irregular objects with large motion are easier to track. To apply this method to
a non real-time 2D-to-3D conversion where precise tracking of object is important,
however, research is necessary to solve the problem of motion blur or energy
shortage due to smaller brightness difference from the background.
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