
Chapter 14
Methods for Forward and Inverse
Scattering in Ultrasound Tomography

Roberto J. Lavarello and Andrew J. Hesford

Abstract Ultrasonic computed tomography (UCT) is a potentially useful technique
that has been explored for decades in the context of medical imaging. UCT can
provide quantitative images of acoustical parameters such as speed of sound,
attenuation, and density from measurements of pressure fields. Throughout the
years, several algorithms that rely on different wave propagation models have been
developed. In this chapter, the fundamentals of forward and inverse solvers for
ultrasonic tomography will be described.

Keywords Ultrasonic tomography � Ray-based tomography � Diffraction
tomography � Inverse scattering

14.1 Ultrasonic Tomography and the Wave Equation

Ultrasound imaging is widely used as a tool for medical diagnosis. The most
commonly used ultrasonic imaging method is sonography or B-mode imaging.
B-mode imaging uses data in reflection mode to produce anatomical greyscale
images. The brightness of each pixel is proportional to the amplitude of the
logarithmically compressed envelope of the echoes produced by tissues. Spatial
localization is performed using the pulse-echo principle.

However, the propagation of acoustic waves is a much richer phenomenon than
simple reflections of acoustic echoes. Attempts were conducted in the early 1970s
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to produce ultrasonic images in transmission mode that were more similar to
projective images formed with other modalities such as radiography and scintig-
raphy. These transmission-mode ultrasonic images were constructed by placing
a transmitter and a receiver transducer to face each other. By raster scanning
a sample placed in between the transducer pair, images of quantities such as
transmitted amplitude (Green et al. 1974; Marich et al. 1975) and time-of-flight
delays (Heyser and Croissette 1973, 1974) were produced. Advantages of using
ultrasound for projective imagings included the use of non-ionizing radiation and
the potential to exploit new sources of contrast for diagnostic imaging.

It was also in the early 1970s that the feasibility of applying the theory of
transmission tomography for clinical practice was demonstrated. In particular,
Hounsfield developed the first X-ray computed tomography device that allowed
production of two-dimensional cross-sectional images of X-ray attenuation coef-
ficients from a set of projection data at different orientation angles (Hounsfield
1973). This is not the only tomographic imaging modality used in clinical practice.
The concept of emission tomography using SPECT actually predates X-ray
tomography, having been demonstrated by Kuhl and Edwards in the 1960s (1963).
Emission tomography of humans using PET was reported in the mid 1970s (Phelps
et al. 1976). It was also by the mid 1970s that live animal imaging using magnetic
resonance principles was demonstrated (Damadian 1971; Lauterbur 1974). The
advantages of tomographic imaging compared to projective imaging were quickly
appreciated by the medical community. It is therefore not surprising that
researchers in the field of ultrasonic imaging also attempted to construct tomo-
grams from ultrasound projective data.

Acoustic tomography encompasses a set of techniques that aim to reconstruct
images of acoustic parameters from measurements of scattered pressure fields at
different spatial locations and frequencies. Considering the case of an incident
monochromatic field of angular frequency x propagating in fluid media, the wave
equation can be written as

qðrÞr2qðrÞ�1pðrÞ þ k2ðrÞpðrÞ ¼ �/incðrÞ;
kðrÞ ¼ x=cðrÞ � iaxðrÞ;

ð14:1Þ

where pðrÞ is the acoustical pressure, /incðrÞ are the acoustical sources, kðrÞ is the
complex wave number, and qðrÞ, cðrÞ and axðrÞ are the density, sound speed, and
acoustic attenuation (at frequency x) of the medium, respectively.

Equation (14.1) explicitly shows the relationship between parameters of the
medium and the complex scattered pressure field. Therefore, by inverting the wave
equation one can potentially create images of these parameters. Towards this end,
several approaches have been pursued throughout the decades in order to obtain
quantitative two- and three-dimensional tomographic ultrasonic images.
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14.2 Ray-Based Acoustic Tomography

The first experimental demonstrations of ultrasonic tomography were performed in
the early 1970s. Given the limited power of computer resources at that time, it is
not surprising that initial attempts at ultrasonic tomography were based on sim-
plifications of the wave equation. If density is assumed to be constant, the wave
equation (14.1) in the absence of a source can be written as

r2pðrÞ þ k2ðrÞpðrÞ ¼ 0: ð14:2Þ

If we let p ¼ p0 expð�ik0sðrÞÞ, with the wave number k0 corresponding to a
homogeneous background of sound speed c0, then the wave equation can be
rewritten in terms of the acoustic wavefront sðrÞ as

kðrÞ
k0

� �2

� rsðrÞ � rsðrÞð Þ � ik0

2p
r2sðrÞ ¼ 0: ð14:3Þ

Furthermore, if the medium is assumed lossless and the wavelength k0 ! 0, the
equation above can be written as

jrsðr; cÞj2 ¼ n2ðrÞ; ð14:4Þ

where nðrÞ ¼ c0=cðrÞ is the acoustic index of refraction. Equation (14.4) is known
as the eikonal equation, and is a fundamental result in geometrical acoustics
(Pierce 1989). The eikonal equation dictates how the acoustic wave front changes
due to variations of the acoustic wave number. The eikonal equation can alter-
natively be written as

jrTðr; sÞj2 ¼ s2ðrÞ; ð14:5Þ

where sðrÞ ¼ 1=cðrÞ is the slowness and Tðr; sÞ ¼ sðr; cÞ=c0 is the time of flight
required for the wave to reach point r:

14.2.1 Straight-Ray Propagation

A very significant implication of Eq. (14.4) is that if variations of sðrÞ are assumed
to be negligible, i.e., sðrÞ � 1=c0, then jrTðrÞj is a constant. Therefore, the
minimum-time arrival path between a transmitter and a receiver is a straight line.
Although some researchers attempted to perform acoustic tomography through
bone (Carson et al. 1977; Dines et al. 1981), a more favorable condition is met
when imaging soft tissues for which expected refraction index changes are typi-
cally less than 10 % (Goss et al. 1978, 1980). Therefore, at least in principle it was
reasonable to assume a straight ray propagation between a transmitter and a
receiver when imaging regions of the body composed exclusively of soft tissues. A
particular but important case that satisfied this requirement was breast imaging,
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which to this day remains the most widely studied medical application of acoustic
tomography.

Time-of-flight tomography creates tomograms of sound speed using measure-
ments of DTðrt; rrÞ ¼ Tðrr � rt; sÞ � Tðrr � rt; s0Þ, i.e., the difference in times of
arrival between a transmitter at rt and a receiver at rr with and without the sample
in between the transducers. If straight-ray propagation is assumed, DTðrt; rrÞ can
be related to the slowness using

DTðrt; rrÞ ¼
Z 1

0
dl Ds d r� rt þ l� ðrr � rtÞ½ �ð Þ; ð14:6Þ

where Ds ¼ sðrÞ � s0ð Þ. Consider the case of transmitters and receivers distributed
in straight lines as shown in Figure 14.1. Equation (14.6) can then be rewritten as

DTðp; hÞ ¼
Z Z 1

�1
drDsðrÞ d x cos hþ y sin h� pð Þ: ð14:7Þ

With this configuration, the same theory extensively used for other tomographic
medical imaging modalities can be used to create index of refraction tomograms
(Greenleaf et al. 1975). In particular, and using the notation in Fig. 14.1, the
Fourier slice theorem (Bracewell 1956) states that

Z 1
�1

dpDTðp; hÞe�jjp ¼
Z Z 1

�1
drDsðrÞe�jjp̂�r; ð14:8Þ

i.e., the values of the 1D Fourier transform of the measured data DTðp; hÞ corre-
spond to samples of the 2D Fourier transform of DsðrÞ over a line at h degrees
passing through the origin of k-space. A widely used method for the solution of
Eq. (14.6) is the filtered backprojection algorithm (Bracewell and Riddle 1967;
Ramachandran and Lakshminarayanan 1971; Shepp and Logan 1971). The algo-
rithm is based on rewriting (14.8) in polar coordinates, which results in

DsðrÞ ¼
Z p

0
dh
Z 1
�1

djjjjD�Tðj; hÞejjðp̂�rÞ; ð14:9Þ

Fig. 14.1 Straight-ray
acoustic tomography.
Transducers with a narrow
beam width are arranged in a
line of transmitters (red) and
a line of receivers (blue), and
measurements of time-of-
flight are collected. The
scattering object occupies the
region of space X
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where D�Tðj; hÞ is the 1D Fourier transform of DTðp; hÞ. The second integral in
Eq. (14.9) is the convolution of DTðp; hÞ with a filter hðpÞ whose Fourier transform
is equal to jjj: Therefore, Eq. (14.9) can be rewritten as

DsðrÞ ¼
Z p

0
DThðp̂ � r; hÞ; ð14:10Þ

where DThðp; hÞ ¼ DTðp; hÞ �
p

hðpÞ and �
p

represents the convolution with respect

to p. Algebraic methods were also developed for the inversion of Eq. (14.6) such
as the simultaneous algebraic reconstruction technique (SART) (Andersen and
Kak 1984). Reconstruction methods for fan-beam tomography were also explored
for UCT under straight ray propagation assumptions (Glover 1978).

Creating tomograms of acoustic attenuation proved to be slightly more
complicated. It was initially postulated that projections could be constructed from
either transmitted signal amplitude or integrated intensity measurements (Green-
leaf et al. 1974). However, these measurements were found to be sensitive to
effects such as out-of-plane signal propagation, signal loss due to reflection, and
phase cancellation across the receiver. Therefore, some researchers suggested
extracting projection data from the power spectrum of the received data instead
(Dines and Kak 1979; Klepper et al. 1981). After proper measurement of pro-
jection data, the reconstruction process was carried out using the same methods
described for time-of-flight tomography.

14.2.2 Refraction-Corrected Tomography

However, the simple straight-ray model was quickly found to be inappropriate for
tomography based on acoustic waves. In spite of the low variations of refraction
index, ultrasonic waves may undergo a non-negligible amount of refraction when
propagating through soft tissues. This is not the case for X-ray imaging, for which
refraction effects can be safely neglected. This limitation was acknowledged even
in the early days of acoustic tomography as a mechanism with potential to reduce
the visualization of small structures when using UCT (Greenleaf et al. 1975,
1978). An illustration of the effects of refraction is presented in Fig. 14.2, where
significant deviations from straight-ray path are shown when propagating through
an object with only 10 % speed-of-sound contrast.

As a result, efforts were conducted in order to incorporate refraction effects in
ray-based acoustic tomography. If the wavelength can be considered small com-
pared to the size of the scatterer, the wavefront refraction can be explained using
the eikonal equation in (14.4). Ray tracing methods allow for estimating the
refracted paths that replace the straight lines assumed in Eq. (14.6).

Using the method of characteristics (Jakowatz and Kak 1976), the eikonal
equation in Eq. (14.4) can be rewritten as a set of five ordinary differential
equations given by

14 Methods for Forward and Inverse Scattering in Ultrasound Tomography 349



dx

ds
¼ p

n
;

dy

ds
¼ q

n
;

dp

ds
¼ on

ox
;

dq

ds
¼ on

oy
;

ds
ds
¼ n; ð14:11Þ

where p ¼ os=ox, q ¼ os=oy, and s is an auxiliary curve parameter. Only the first
four equations in (14.11) are needed to obtain the ray path ðxðsÞ; yðsÞÞ corre-
sponding to transmitter location ðx0; y0Þ and starting ray direction ðp0; q0Þ. Other
approaches for ray tracing may be derived from different forms of the eikonal
equation. For example, Johnson et al. (1975) performed ray tracing by solving the
second-order differential form of the eikonal equation

d

ds
n

dr

ds

� �
¼ rn: ð14:12Þ

Numerical recipes for the solution of Eqs. (14.11) and (14.12) can be found in
(Andersen and Kak 1982; Andersen 1986).

For the problem of refraction-corrected tomography one is concerned with
finding the actual bent path that connects a transmitter with a receiver, i.e., the ray
linking problem (Andersen and Kak 1982; Norton 1987). Ray linking in the
geophysical imaging community was traditionally performed using ray shooting
and ray bending methods (Julian and Gubbins 1977), with the former being one of
the earliest methods proposed for refraction-corrected tomography (Schomberg
1978; Lytle and Dines 1980). Ray shooting consists of solving the eikonal equation
for a fixed transmitter position ðx0; y0Þ and different values of ðp0; q0Þ to find all
rays that pass through the receiver location. If more than one ray is found, the
solution is taken to be equal to the ray of minimum travel time between transmitter
and receiver. Ray bending is based on Fermat’s principle,1 which states that the ray
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Fig. 14.2 Refraction effects on wave front propagation through a cylinder with index of
refraction n ¼ 1=1:1: a Homogeneous medium b Cylinder, index of refraction n ¼ 1=1:1

1 The eikonal equation can alternatively be derived from Fermat’s principle, and therefore this
principle can also be used for ray tracing. The interested reader can refer to acoustics textbooks
such as Pierce (1989).
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that connects two points is the path of minimum travel time. Ray bending consists
of perturbing an initial ray path joining the transmitter and receiver until a
minimum time-of-flight criterion is met.

Ray linking approaches can be computationally expensive due to the need to
calculate many ray paths for different transmitter/receiver pairs. Therefore,
researchers sought alternative methods more efficient than classical ray linking
(Andersen 1987). A particularly interesting class of algorithms consists of using
graph theory methods to find the path of minimum travel time connecting trans-
mitter/receiver pairs. Not only is this approach computationally efficient, but it
also provides a global optimum solution and therefore avoids convergence prob-
lems of the shooting and bending methods (Moser 1991; Klimes and Kvasnicka
1994; Song and Zhang 1998; Li et al. 2010).

The main difficulty with reconstructing refraction-corrected acoustic tomo-
grams is that in order to calculate the ray paths one has to know the spatial
distribution of the index of refraction, which is the quantity that needs to be
estimated. Therefore, the imaging problem becomes nonlinear with respect to the
speed of sound distribution and more sophisticated methods than simple inverse
Radon transforms need to be applied. Refraction-corrected approaches were
applied since the early days of acoustic tomography by iteratively refining prop-
agation paths based on the current estimate of the speed of sound distribution and
the eikonal equation (Johnson et al. 1975; Schomberg 1978; Denis et al. 1995).
Other researchers proposed methods based on modifying the measured data rather
than the propagation paths (Norton and Linzer , 1982). Refraction-corrected paths
were also proposed to reduce artifacts in acoustic attenuation reconstruction
(Farrell 1981; Pan and Liu 1981).

14.2.3 Reflection Mode Tomography

Another variation of UCT is reflection mode tomography, which is based on using
data collected in pulse-echo mode. Pulse-echo data pðt; rtrÞ collected with the
transducer at location rtr can be modeled as (Jensen 1990)

pðt; rtrÞ ¼ vpeðtÞ �
t

Z
drfmðrÞhpeðrtr; r; tÞ; ð14:13Þ

where vpeðtÞ is related to the pulse-echo wavelet generated by the transducer,
hpeðrtr; r; tÞ is the pulse-echo spatial impulse response of the transducer and fmðrÞ
is the spatially varying reflectivity of the medium.2

2 Equation 14.13 can actually be derived from direct first-order simplifications of the wave
equation which are not presented here for brevity. The interested reader may refer to Jensen
(1990).
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For point-like transducers and at large measurement distances such that
jrtrj � jrj, hpeðrtr; r; tÞ / dðt � 2jrtr � rj=c0Þ. This allows Eq. (14.13) to be
written as

pðt; rtrÞ /
Z

drfmðrÞvpeðt � 2jrtr � rj=c0Þ: ð14:14Þ

Norton and Linzer (Norton and Linzer 1979a, b) proposed to collect pulse echo
data in a circle of radius R, i.e., rtr ¼ ðR cos h;R sin hÞ with h 2 ½0; 2p�. It was
proposed that images of fmðrÞ could be generated by using the backpropagation
operation3

f̂ ðrÞ ¼
Z 2p

0
dhpð2jrtr � rj=c0; rtrÞ: ð14:15Þ

The formulation by Norton and Linzer assumes that propagation paths are straight
lines. As discussed in Sect. 14.2.2, this will not be the case when propagating in
inhomogeneous media. Bent ray paths derived from sound speed tomograms have
been proposed to improve the backpropagation operation in Eq. (14.15) (Ashfaq
and Ermert 2007; Schmidt et al. 2011; Koch et al. 2012).

14.2.4 Results and Limitations

Experimental imaging systems that utilize ray-based approaches to construct
acoustic tomograms of sound speed and acoustic attenuation from tissues have
been built over the decades. Several systems were built in the late 1970s and early
1980s to obtain clinical acoustic tomograms of human breasts (Glover 1977;
Carson et al. 1981; Greenleaf and Bahn 1981; Schreiman et al. 1984). One
example of a currently available system is CURE, developed at the Karmanos
Cancer Institute (Duric et al. 2005). Both straight-ray (Duric et al. 2007) and
refraction-corrected (Li et al. 2009) acoustic tomography have been implemented
in this system. The CURE system provides images of speed of sound, attenuation,
and reflectivity. Another example is the HUTT system, developed by researchers
from the University of Southern California (Jeong et al. 2005, 2008, 2009). This
system uses ray-based tomography to reconstruct images of attenuation coeffi-
cients at different frequencies. Image fusion methods are used to combine the
different tomograms into 3D volumes for improved diagnostic capabilities. In
laboratory environments, the 3D-USCT systems developed at the Karlsruhe
Institute of Technology use transducers arranged in a 2D cylindrical aperture.

3 This approach is in fact a synthetic aperture reconstruction method (Soumekh 1999) equivalent
to the delay-and-sum algorithm. A commonly used variation is to perform the backpropagation
operation using envelope-detected data, which results in a spatial compounding reconstruction
method (Trahey et al. 1986).
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Using ray-based theory, tomograms of sound speed and reflectivity have been
constructed (Gemmeke and Ruiter 2007; Jirík et al. 2012).

Ray-based tomography has also been proposed to reconstruct images of
parameters other than sound speed, acoustic attenuation and reflectivity. For
example, Zhang et al. proposed to reconstruct tomograms of the acoustic nonlinear
parameter from measurements of second harmonic amplitude (Zhang and Gong
1999) and nonlinear interaction of waves at two different frequencies (Zhang et al.
2001).

Despite its successful experimental implementation, ray-based ultrasonic
tomography has usually been met with partial skepticism due to the simplified
physical model used to reconstruct the acoustic tomograms. Refraction is a
dominant mechanism when imaging large objects compared to the wavelength, but
diffraction needs to be considered when the size of scattering structures are on the
order of the wavelength. Simulation studies suggest that even after refraction
correction, ray-based tomography can only produce quantitatively accurate
reconstructions of structures that are larger than a few wavelengths (i.e., 2–5
wavelengths) (Quan and Huang 2007). This limitation has also been observed with
experimental data (Leach Jr. et al. 2002). Therefore, attention shifted in the early
1980s to methods that provide sub-wavelength resolution by taking diffraction into
account.

14.3 Diffraction Tomography

Although diffraction tomography was formally introduced to the acoustic imaging
community by Mueller et al. in the late 1970s (Mueller et al. 1979, Mueller 1980),
the theoretical foundation for diffraction tomography was available in the literature
prior to the development of ray-based acoustic tomography. In his seminal work
on optical imaging back in 1969 (Wolf 1969), Emil Wolf outlined a method to
reconstruct three-dimensional distributions of refractive index using measurements
of scattered data. For the case of constant density, the wave equation in (14.1) can
be written as

r2pðrÞ þ k2
0pðrÞ ¼ �/incðrÞ � Oðk; rÞpðrÞ; ð14:16Þ

where Oðk; rÞ ¼ ðk2 � k2
0Þ is the scattering potential function. Equation (14.16)

can be written in terms of the Green’s function G0ðrÞ corresponding to k0 as

pscðrÞ ¼ pðrÞ � pincðrÞ ¼
Z

X
dr0Oðk; r0Þpðr0ÞG0ðr; r0Þ; ð14:17Þ

where pscðrÞ is the scattered pressure field, pincðrÞ is the incident pressure field
caused by the sources /incðrÞ, and X is the region occupied by the object to be
imaged.
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14.3.1 The First-Order Born Approximation and the Fourier
Diffraction Theorem

As in the case of refraction-corrected tomography, (14.17) is a nonlinear equation
of the function Oðk; rÞ to be imaged because pðr0Þ depends on the scattering
potential function. In order to obtain a closed-form, tractable solution, Wolf (1969)
invoked the first-order Born approximation to write Eq. (14.17) as

psc
BornðrÞ ¼

Z
X

dr0Oðk; r0Þpincðr0ÞG0ðr; r0Þ: ð14:18Þ

The results in Wolf (1969) were developed by Wolf using plane wave illumination
and the plane wave decomposition of the 3D Green’s function. The derivation
provided here corresponds to the 2D case depicted in Fig. 14.3 and is presented
with more details in Kak and Slaney (2001). The plane wave travels in the
direction of the unit vector ŝ0. The receivers are placed at locations rr over a line
g ¼ l0 perpendicular to ŝ0. Under the first order Born approximation, the scattered
field at locations rr can be written as

psc
BornðrrÞ ¼

Z
X

dr0Oðk; r0Þejk0 ŝ0�r0 j

4
Hð1Þ0 ðk0jr� r0jÞ ð14:19Þ

where Hð1Þ0 ð�Þ is the zero-order Hankel function of the first kind. Using the plane
wave decomposition of the Hankel function (Chew 1995) results in

psc
Bornðn;/0Þ ¼

Z
X

dr0Oðk; r0Þejk0g0 j

4p

Z 1
�1

da
1
b

ej½aðn�n0Þþbjl0�g0 j�; ð14:20Þ

where b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � a2
p

. Rearranging terms and using the fact that l0 [ g0, 8r0 2 X
results in

Fig. 14.3 Diffraction
tomography using plane wave
illumination and point
receivers. The plane wave
travels in the direction of the
unit vector ŝ0. The receivers
are placed at locations rr over
a line g ¼ l0 perpendicular to
ŝ0. The scattering object
occupies the region of space
X
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psc
Bornðn;/0Þ ¼

j

4p

Z 1
�1

da
1
b

ejðavþbl0Þ �Oðk; k0 ½̂sðaÞ � ŝ0�Þ; ð14:21Þ

ŝðaÞ ¼ a
k0

n̂þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � a2
p

k0
ĝ; ð14:22Þ

where �Oðk; uÞ is the 2D Fourier transform of Oðk; rÞ. From Eq. (14.21), the 1D
spatial Fourier transform of psc

Bornðn;/0Þ is given by

Psc
Bornðj;/0Þ ¼

Z 1
�1

dn psc
Bornðn;/0Þe�jjn ¼ j

2
ejcl0

c
�Oðk; k0 ½̂sðjÞ � ŝ0�Þ; ð14:23Þ

where c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � j2
p

. From Eq. (14.23) one can observe that the 1D Fourier
transform of the measured scattered pressure field is related to samples of the 2D
Fourier transform of the scattering potential function (see Fig. 14.4). Further, these
2D Fourier samples lie along semi-circular arcs of radius k0 whose centers in turn
lie on a circle of radius k0 centered at the origin of the 2D k-space. Therefore, by
using different transmitter/receiver combinations one can sample a disk of radiusffiffiffi

2
p

k0 in 2D k-space. By placing additional receiver lines at g ¼ �l0 one can
readily measure in k-space full circles instead of semi-circular arcs per transmitted
plane wave, effectively increasing the k-space coverage to a circle of radius 2k0.
This fundamental result is termed the Fourier diffraction theorem, and was quickly
acknowledged to be a generalization of the Fourier slice theorem (that applies to
non-diffracting tomographic imaging) to the case of imaging with diffracting
sources. One can also show that for a circular array of receivers with large radius

Fig. 14.4 k-space coverage of first order Born diffraction tomography. Scattered field data are
related to the 2D Fourier transform of OðrÞ at spatial frequencies k ¼ k0ðŝ� ŝ0Þ. Using scattered
field measurements at g ¼ l0 (blue) and g ¼ �l0 (red) provides samples over a full circle of
radius k0 centered at �k0 ŝ0
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such that measurements are collected in the far field, the actual values of psc
BornðrrÞ

are proportional to �Oðk; k0½r̂r � ŝ0�Þ with r̂r the unit vector in the direction of rr

(Naidu et al. 1995).

14.3.2 The First-Order Rytov Approximation

The first-order Born approximation is not the only way to linearize the wave
equation. In particular, the first-order Rytov approximation was also applied to
obtain analytical solutions to the wave inversion problem (Iwata and Nagata 1975;
Devaney 1981; Kak and Slaney 2001). If the total pressure field is written as
pðrÞ ¼ expðUðrÞÞ, then Eq. (14.3) can be written as

r2UðrÞ þ k2
0 ¼ �Oðk; rÞ � jrUðrÞj2: ð14:24Þ

Further, if the total complex phase is rewritten as UðrÞ ¼ UincðrÞ þ UDðrÞ with
pincðrÞ ¼ expðUincðrÞÞ, Eq. (14.24) can be written as

r2UDðrÞ þ 2rUincðrÞ � rUDðrÞ ¼ �Oðk; rÞ � jrUðrÞj2: ð14:25Þ

Using the fact that r2pincðrÞ ¼ �k2
0pincðrÞ, it can be shown that

r2ðpincðrÞUDðrÞÞ ¼ pincðrÞ r2UDðrÞ þ 2rUDðrÞ � UincðrÞ � k2
0U

DðrÞ
� �

:

ð14:26Þ

Combining Eqs. (14.25) and (14.26) results in

r2ðpincðrÞUDðrÞÞ þ k2
0pincðrÞUDðrÞ ¼ �pincðrÞ Oðk; rÞ � jrUðrÞj2

� �
: ð14:27Þ

Equation (14.27) can be written in integral form as

pincðrÞUDðrÞ ¼
Z

X
dr0pincðr0Þ Oðk; r0Þ � jrUðr0Þj2

� �
G0ðr; r0Þ: ð14:28Þ

Up to this point, no simplifications have been made. If Oðk; rÞ � jrUðrÞj2, then
the complex excess phase can be approximated as

UD
RytovðrÞ ¼

1

pincðrÞ0
Z

X
dr0pincðrÞOðk; r0ÞG0ðr; r0Þ ¼

psc
BornðrrÞ
pincðrÞ ð14:29Þ

Equation (14.29) implies that the Fourier diffraction theorem can also be used to
reconstruct tomograms from measurements of the pressure field phase. Therefore,
diffraction tomography under either the first-order Born or Rytov approximations
can be used to reconstruct images of sound speed and acoustic attenuation by
mapping measurements of scattered fields to k-space samples of the scattering
potential function.
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14.3.3 Multi-Frequency Diffraction Tomography

In order to reconstruct an N-dimensional object, N degrees of freedom in the
measurements are needed. Conventional diffraction tomography exploits three
degrees of freedom (i.e., transmitter position and two angular orientations between
transmitter and receivers) to reconstruct 3D imaging targets. However, frequency
diversity can also be exploited as a degree of freedom. For a fixed transmitter/
receiver pair location, changing the angular frequency of the incident field will
provide a different sample of the scattering potential function in k-space. This was
exploited by Kenue and Greenleaf (1982) in order to increase k-space coverage
when a limited number of transmitter/receiver locations is allowed. Other
researchers exploited frequency diversity more aggressively by using bistatic
scanning configurations (i.e., a fixed angular separation between transmitter and
receiver) with broadband transducers (Norton 1983).

14.3.4 Frequency-Domain Interpolation Methods

Diffraction tomography under the Born and Rytov approximations provided an
elegant solution to the wave inversion problem. The most direct approach for
reconstructing tomograms under first order scattering assumptions is to use the
Fourier diffraction theorem to obtain samples of the 2D Fourier transform of the
scattering potential function. In order to reconstruct images of the scattering
potential function on a Cartesian grid, samples of �Oðk; uÞ distributed on a Carte-
sian grid in k-space are needed. Therefore, the use of interpolation methods is
required given that measurements of scattered fields provide Fourier samples in
circular arcs as described in Sect. 14.3.1. Frequency-domain interpolation was one
of the first algorithms proposed for acoustic diffraction tomography (Mueller et al.
1979). Pan and Kak reported that good results in terms of reconstruction quality
can be obtained by using bilinear interpolation after increasing sampling density
using zero-padding (Pan and Kak 1983). The unified Fourier reconstruction (UFR)
method performs the frequency-domain interpolation exploiting the limited spatial
support of the scattering potential function (Kaveh et al. 1984; Soumekh 1988).

14.3.5 The Filtered Backprojection Method

The filtered backpropagation algorithm was proposed by Devaney as the analo-
gous of filtered backprojection when imaging with diffracting sources (Devaney
1982). Consider the case depicted in Fig. 14.3. From the results in Sect. 14.3.1, the
scattering potential function can be reconstructed from its Fourier components
using
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Obpðk; rÞ ¼ 1

ð2pÞ2
Z
jkj\

ffiffi
2
p

k0

dk�ObpðkÞejk�r; ð14:30Þ

k ¼ k0ðŝ� ŝ0Þ; ð14:31Þ

where ObpðrÞ ¼ �Oðk; rÞ=k2
0 and �Obp is the spatial Fourier transform of Obp.

Introducing v such that ŝ ¼ cos v; sin vð Þ, Eq. (14.30) can be rewritten as

ObpðrÞ ¼ k2
0

2ð2pÞ2
Z p

�p
d/0

Z p

�p
dv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos2ðv� /0Þ

p
�ObpðkÞejk�r: ð14:32Þ

The integral in v can be written in terms of j by noticing that in the n̂� ĝ
frame, cos v ¼ j=k0 (j 2 ½�k0; k0�) and /0 ¼ p=2. As a result,

ObpðrÞ ¼ k0

2ð2pÞ2
Z p

�p
d/0

Z k0

�k0

dj
jjj
c

�ObpðkÞejk�r: ð14:33Þ

Using the Fourier diffraction theorem in (14.23), Eq. (14.33) can be written as

ObpðrÞ ¼ 1

ð2pÞ2
Z p

�p
d/0

Z k0

�k0

djjjj�Gðj; gÞ�Cðj;/0Þejjn; ð14:34Þ

�Cðj;/0Þ ¼
j

k0
e�jk0l0 Psc

Born ðj;/0Þ; ð14:35Þ

�Gðj; gÞ ¼ ejðc�k0Þðg�l0Þ: ð14:36Þ

According to Eq. (14.34), the scattering potential function can be reconstructed
using a modified filtered backprojection algorithm. The modification consists of
including an additional filter �Gðj; gÞ prior to backpropagating the measured
scattered pressure data. Also, the angular integration uses angles in [�p; p] as
opposed to [0, p] in Eq. (14.9).

The need for depth-dependent filtering causes the filtered backpropagation method
to be more computationally expensive than its filtered backprojection counterpart.
Further, early studies found that Fourier interpolation methods were able to produce
images of comparable quality but reduced computational cost when compared to
filtered backpropagation (Pan and Kak 1983). In order to reduce the computational cost
of the method, Devaney proposed an approximate solution that consisted of replacing
the backpropagation filter �Gðj; gÞ with �Gðj; g0 ¼ x0 cos /0 þ y0 sin /0Þ, where
ðx0; y0Þ are the coordinates of the center of the region where good image quality
is desired (Devaney 1983). Therefore, the modified filtered backpropagation
method enables a reduction of computational cost at the expense of image quality.

Other variations of the filtered backpropagation method were later developed.
In particular, the hybrid filtered backpropagation method by Sponheim et al.
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preserved the essence of the original filtered backpropagation method while
allowing the use of data from a circular array of receivers and better handling
Rytov data for image reconstruction (Sponheim et al. 1991, 1994).

14.3.6 Algebraic Reconstruction Methods

Diffraction tomography as described in Sect. 14.3.1 was developed assuming
plane wave illumination and receivers arranged in a straight line. These are very
restrictive conditions, and therefore algorithms were later developed to handle
more complex incident fields and receiver apertures (Devaney and Beylkin 1984;
Devaney 1985; Gelius et al. 1991; Anastasio and Pan 2003). A particular approach
to handle more general imaging configurations consisted of casting the linearized
wave equation in (14.18) as a matrix equation. This approach allows the use of
algebraic methods to solve the diffraction tomography problem (Devaney 1986;
Ladas and Devaney 1991). An additional benefit of using algebraic methods is the
possibility of incorporating a priori information about the scattering potential
function during the reconstruction process. These approaches are usually simpli-
fied versions of methods for the inversion of the full integral wave equation, which
will be discussed in Sect. 14.4.

14.3.7 Advantages and Limitations

The most significant advantage of diffraction tomography is its spatial resolution.
If the scattered pressure is measured with full angular coverage on reception (i.e.,
transmitters and receivers distributed over a fully enclosed surface) the k-space can
be fully covered within a sphere of radius 2k0. Therefore, the achievable spatial
resolution is approximately k=2 and as a result diffraction tomography is expected
to produce tomograms with better spatial resolution than ray-based acoustic
tomography. Diffraction tomography methods were also developed to reconstruct
images of parameters other than sound speed and acoustic attenuation. Examples
include density imaging (Devaney 1985; Moghaddam and Chew 1993; Mensah
and Lefebvre 1997; Anastasio et al. 2005) and acoustic nonlinear parameter (Kai
et al. 1992).

However, the main limitation of diffraction tomography is its convergence
properties. Given that diffraction tomography is based on approximate expressions
of the full wave equation, it is expected to provide accurate quantitative images
only under weakly scattering conditions. The convergence of diffraction tomog-
raphy was analyzed in detail in the early 1980s (Slaney et al. 1984; Robinson and
Greenleaf 1986). Different convergence behavior was found depending on whether
the first order Born or Rytov approximations were used to linearize the wave
equation.
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For the first order Born approximation it is required that pscj j 	 pinc
		 		 within

the imaging target. A somewhat equivalent condition was adopted by Slaney et al.
(Slaney et al. 1984) regarding the quantity D/, which represents the maximum
phase change that the incident field suffers when propagating through an inho-
mogeneity. Slaney et al. found through simulations that diffraction tomography
based on the first order Born approximation breaks down as jD/j ! 0:8p. This
bound was consistent with the expectation of the first order Born approximation
breaking down for jD/j 
 p (Iwata and Nagata 1975; Slaney et al. 1984). An
example of the degradation of reconstruction quality with increasing D/ values is
given in Fig. 14.5.

The first order Rytov approximation is derived under the assumption that

jrUj2 	 k2
0 maxðc=c0 � 1Þ (Slaney et al. 1984; Tsihrintzis and Devaney 2000).

Unlike the Born approximation, the Rytov approximation imposes no restriction
on the size of the scatterer, and therefore it is usually valid for a wider class of
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Fig. 14.5 Diffraction tomography under the first order Born approximation. The imaging targets
are circular cylinders of radius 5k and D/ values of (a) 0.25p, (b) 0.5p, (c) p, and (d) 2p. Radial
profiles corresponding to the ideal (solid lines) and reconstructed (dash lines) sound speed images
are shown
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imaging targets. However, inversions using the Rytov approximation suffer from
phase wrapping problems caused when estimating U from measurements of the
scattered pressure data. Tomograms obtained with the Rytov approximation are
usually of better quality than the ones obtained with the Born approximation, but
phase wrapping causes a sudden and catastrophic failure in the inversion (Slaney
et al. 1984; Robinson and Greenleaf 1986). Phase unwrapping algorithms have
been proposed in order to improve the performance of Rytov-based methods
(Kaveh et al. 1984; Wedberg and Stamnes 1995) but only with limited success.

Therefore, just like for the case of ray-based acoustic tomography, diffraction
tomography is better suited for imaging regions composed exclusively by soft
tissues. However, unlike the case of ray-based tomography, non-convergence of
diffraction tomography may lead to unusable tomograms due to the distortion of
the underlying structures in the image (Robinson and Greenleaf 1986).

Several researchers have studied methods to extend the region of convergence
of diffraction tomography. A particular approach is to use a non-uniform back-
ground that accounts for large structures of the imaging target when linearizing the
wave equation. If both the incident field and Green’s function can be calculated for
such a background, then diffraction tomography can be used to image the fine
details of the object. A gross estimate of the scattering potential function can be
obtained from ray-based tomography. In order to retain the mathematical sim-
plicity of diffraction tomography, researchers have proposed to modify both the
free-space incident field and Green’s function by using time delays that model the
time-of-flight difference between the homogeneous and inhomogeneous back-
grounds. This approach has been explored with the delays calculated using straight
and refracted ray theory, and interesting results can be found in the literature
(Gelius et al. 1991; Mast 1999; Astheimer and Waag 2008).

However, the limitations of diffraction tomography caused the attention of the
research community to shift towards approaches that invert the full wave equation
and therefore account for refraction, diffraction, and multiple scattering.

14.4 Full Wave Inversion Methods

The pioneering studies on full acoustic wave inversion were conducted almost
simultaneously with the development of ultrasonic diffraction tomography. It was
during the early 1980s that initial reports of methods designed to invert the wave
equation were reported. These methods have a much higher computational cost
than diffraction tomography approaches, and were therefore not widely explored
until continued reports of the limitations of single-scattering tomography were
made available.
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14.4.1 The Alternating Variables Method

Diffraction tomography under the first-order Born approximation will fail if the
condition pðrÞ � pincðrÞ is not met. If one were to exactly know the total pressure
field pðrÞ inside the imaging target, then the Born approximation would not be
needed and the scattering potential function could be determined. In a seminal
series of articles (Johnson and Tracy 1983; Tracy and Johnson 1993), Johnson
et al. (1984) provided full details on an algorithm designed for the simultaneous
estimation of pðrÞ and Oðk; rÞ. This method is known as the alternating variables
algorithm, and is also known as the iterative Born method in the microwave
imaging community (Wang and Chew 1989).

To illustrate the alternating variables method, it is convenient to express the
integral wave equation (14.17) in operator notation as

pincðr; rtÞ ¼ pðr; rtÞ �
Z

X
dr0 Oðk; r0Þpðr0; rtÞG0ðr; r0Þ

¼ pðr; rtÞ � GOpðr; rtÞ
ð14:37Þ

in which the total and incident pressures are explicit functions of rt 2 Xt for some
set Xt characterizing a variety of incident fields. Equation (14.37) is called the
forward problem, and solutions to the forward problem for distinct sources cor-
responding to unique points rt are independent. The operator G characterizes
interactions among points within the scattering domain X and, in practice, is
usually well conditioned.

For a known total field pðr; rtÞ, the scattered field observed at some observation
location rr 2 Xr may be written

pscðrr; rtÞ ¼
Z

X
dr G0ðrr; rÞpðr; rtÞOðk; rÞ ¼ GrOpðrr; rtÞ: ð14:38Þ

The operator Gr maps the total field within the domain X to an observed scattered
field within the set Xr. Gr may be inverted to compute the scattering potential O if
the total pressure p within X is known. Unlike in the forward problem, the inverse
problem is ill-posed and is rarely well determined. A generalized solution to the
inverse problem (14.38) is given by

Oðk; rÞ ¼ arg min
O2L2ðXÞ

Z
Xr

drr

Z
Xt

drt pscðrr; rtÞ � GrOpðrr; rtÞð Þ2: ð14:39Þ

The alternating variables algorithm consists of iterating through the following
steps: (1) calculate the total field p using Eq. (14.37) and an estimate of O, (2)
calculate O using Eq. (14.39) and the current estimate of p, and (3) repeat steps
(1)–(2) until O does not change significantly between consecutive iterations.
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14.4.1.1 Variable Density Case

Consider the wave equation in (14.1). By applying the change of variables pðrÞ ¼
f ðrÞq1=2ðrÞ (Johnson et al. 1982; Pourjavid and Tretiak 1992), Eq. (14.1) can be
rewritten in integral form as

f ðrÞ ¼ f incðrÞ þ
Z

X
dr0Oqðk; r0Þf ðr0ÞG0ðr; r0Þ; ð14:40Þ

where Oqðk; rÞ is given by

Oqðk; r0Þ ¼ k2ðrÞ � k2
0


 �
� q1=2ðrÞr2q�1=2ðrÞ: ð14:41Þ

By comparing Eqs. (14.17) and (14.40), it is clear the only difference between
the constant and variable density cases is the form of the scattering potential
function. Therefore, the alternating variables algorithm can be used to reconstruct
tomograms of Oqðk; rÞ. If one assumes a non-dispersive medium for which
k2ðrÞ � k2

0


 �
scales as x2, the term F q ¼ q1=2ðrÞr2q�1=2ðrÞ can be isolated from

the algebraic combination of reconstructions of Oqðk; rÞ at two or more frequen-
cies.4 Density tomograms can be constructed by solving the differential equation

r2uðrÞ � F qðrÞuðrÞ ¼ F qðrÞ; r 2 X

uðrÞ ¼ 0; r 62 X
ð14:42Þ

with uðrÞ ¼ q�1=2
r ðrÞ � 1


 �
. This approach for density imaging using the alter-

nating variables algorithm was proposed in (Berggren et al. 1986).

14.4.1.2 Convergence

This algorithm was extensively studied by Cavicchi et al. in the late 1980s. Initial
results showed that the alternating variables algorithm could provide improved
results in terms of reconstruction error when compared to diffraction tomography
based on the first-order Born approximation (Cavicchi et al. 1988). However, it
was found that the alternating variables algorithm suffered from divergence when
D/j j 
 p (Cavicchi and O’Brien, Jr. 1989), which is only marginally better than

the D/j j ! 0:8p condition found for first-order Born diffraction tomography in
(Slaney et al. 1984).

4 Density information from dispersive media can also be isolated from Oqðk; rÞ profiles at
different frequencies if the dispersion can be properly modeled as a function of x.
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14.4.2 Newton-Type Methods

The shortcomings of the alternating variables approach are caused by the nonlin-
earity of the inverse problem as a function of the total pressure. The solution to the
wave equation is unique, but inverse scattering is generally ill-posed (Colton et al.
2000). The ill-posed nature of the acoustic tomography problem becomes more
problematic for moderate to large complex wave number contrast with respect to
the background. Therefore, the key to improving the convergence of the inverse
scattering problem is to update not only the scattering potential function and total
pressure field, but also the background and its corresponding Green’s function.

Iterative updates of a background contrast profile were explored for electro-
magnetic inverse scattering by Chew and Wang (1990) and the approach was
termed the distorted Born iterative method (DBIM). For acoustic tomography,
Borup et al. (Borup et al. 1992) independently developed an inversion method
based on Newton-type iterations. Both the distorted Born and Newton-type
approaches have been found to be exactly equivalent (Remis and van den Berg
2000). Due to its more intuitive nature, the DBIM approach will be presented here.

Although a homogeneous background k0 was used to write the integral wave
equation in Sect. 14.3.1, one can use any inhomogeneous function kbðrÞ to char-
acterize the acoustic background. Therefore, the integral wave equation can be
written

pðr; rt; kÞ � pðr; rt; kbÞ ¼
Z

X
dr0 DOðr0Þpðr0; rt; kÞGbðr; r0Þ; ð14:43Þ

where pðr; rt; kÞ is the total pressure field produced by a source characterized by rt

in a medium with wave number k, DOðrÞ ¼ Oðk; rÞ � Oðkb; rÞ, and Gb is an
inhomogeneous Green’s function that characterizes the response of a point source
in the presence of the background. A first-order Born approximation can be
applied to linearize Eq. (14.43), which yields

Dpscðr; rtÞ ¼ pscðr; rt; kÞ � pscðr; rt; kbÞ ¼ pðr; rt; kÞ � pðr; rt; kbÞ

�
Z

X
dr0 DOðr0Þpðr0; rt; kbÞGbðr; r0Þ ¼ GbDOpðr; rtÞ;

ð14:44Þ

in which pscðr; rt; kÞ ¼ pðr; rt; kÞ � pincðr; rtÞ is the scattered field relative to a
homogeneous background with wave number k0. This approach has been termed
the distorted-wave Born approximation (Devaney and Oristaglio 1983) and was
proposed as a tool for introducing prior knowledge about the scattering strength
function into diffraction tomography.

Just as with Eq. (14.38), it is possible to invert Eq. (14.44) to obtain DO pro-
vided that the total field p is known throughout X. Because psc and, therefore, Dpsc

are generally observed on a set Xr that is distinct from X, a generalized solution
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DOðrÞ ¼ arg min
DO2L2ðXÞ

Z
Xr

drr

Z
Xt

drt Dpscðr; rtÞ � GbDOpðrr; rtÞð Þ2 ð14:45Þ

must be sought. The DBIM consists of iterating through the following steps:
(1) calculate p using Eq. (14.37) and a current estimate of kb, (2) calculate the
scattered field corresponding to kb using Eq. (14.38), (3) compute Dpsc by sub-
tracting the measured scattered field from the result of step (2), (4) estimate DO
using Eq. (14.45), (5) update kb  kb þ DO, (6) repeat steps (1)–(5) until the L2

norm of DO drops below a specified threshold, (7) set k ¼ kb:
Given a background kb, it is possible to numerically compute the Green’s

function Gb and, therefore, the operator Gb. However, it is often preferable to avoid
explicit construction of the Green’s operator Gb in favor of a representation that
describes the DBIM in terms of solutions of homogeneous, rather than inhomo-
geneous, scattering problems. From Eq. (14.44), is is possible to represent the
inverse problem in the form (Borup et al. 1992)

Dpscðrr; rtÞ ¼ FDOðrr; rtÞ; ð14:46Þ

where F is the Fréchet derivative of the scattering operator Gr in Eq. (14.38)
(Ghosh Roy et al. 2007). For iterative solutions of Eq. (14.46), it is not required to
explicitly invert F , but rather to repeatedly compute products of F (and, generally,
Fy) with test solutions. The product of F with some test solution DO can be shown
to be equivalent to (Hesford and Chew 2010)

FDOðrr; rtÞ ¼ Gr O 1� Gð Þ�1G þ 1
h i

DOpðrr; rtÞ; ð14:47Þ

where p ¼ pðr; rt; kbÞ and O ¼ Oðkb; rÞ correspond to the background medium
with wave number kb and Gr and G are the free-space Green’s operators in
Eqs. (14.37) and (14.38), respectively. Similarly, the adjoint Fréchet derivative
product is equivalent to

FyYðrÞ ¼
Z

Xt

drt pðr; rt; kbÞ 1� GOð Þ�1 GyrY�

 �

ðr; rtÞ
� 
�

; ð14:48Þ

in which ð�Þ� denotes complex conjugation. Therefore, it is possible to invert
Eq. (14.46) without explicit knowledge of an inhomogeneous background Green’s
function Gb. This operation can be made efficient provided that solutions of the

forward problem, represented by the operators ð1� GÞ�1 and ð1� GOÞ�1, and
products of the operators G and Gr can be computed efficiently. This topic will be
discussed more thoroughly in Sect. 14.5.
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14.4.2.1 Convergence and Frequency-Hopping Approach

The DBIM also suffers from divergence if the initial guess is far from the true
solution such that approximately D/ðkÞ � D/ðk0

bÞ
		 		[ p, where D/ðkÞ and D/ðk0

bÞ
are the maximum excess phases for the true and initial guess wave number pro-
files. However, this condition is less restrictive than the condition corresponding to
the alternating variables algorithm. Therefore, the DBIM can provide an extended
convergence region if a good initial guess is available. The simplest scheme is the
frequency-hopping approach, i.e., the sequential use of multiple frequency data,
processing first the low frequency data to achieve convergence and then the high
frequency data to refine the spatial resolution of the resulting tomograms (Kim
et al. 1987; Borup et al. 1992; Chew and Lin 1995; Haddadin and Ebbini 1998;
Lavarello and Oelze 2008). An example taken from (Lavarello and Oelze 2008)
is shown in Fig. 14.6, where DBIM and frequency hopping were used to
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Fig. 14.6 (a) Experimental DBIM reconstructions of a balloon phantom containing a saline
solution. In the frequency-hopping reconstruction, both 0:64- and 1:2-MHz data were used to
produce an image ((b) reconstruction using 0.64-MHz data only, (c) reconstruction using 1.2-
MHz data only, and (d) reconstruction using 0.64-MHz data initially followed by 1.2-MHz data).
Results show the actual profile of the model and reconstructions using both ideal (computed) and
measured data. Adapted from Lavarello and Oelze (2008)
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reconstruct the cross-section of a cylindrical rubber balloon filled with a saline
solution.5 The low frequency (0.64 MHz, D/ ¼ 0:85p) data reconstruction
exhibits limited spatial resolution, whereas the high frequency (1.2 MHz,
D/ ¼ 1:6p) reconstruction diverged from the expected sound speed profile. The
use of frequency hopping resulted in a convergent sound speed tomogram with
improved resolution with respect to the low frequency reconstruction.

14.4.3 Conjugate Gradient Methods

An alternative way to invert the full wave equation is to use conjugate gradient
approaches. This approach was studied in the early 1990s by researchers in the
electromagnetics community (Kleinman and van den Berg 1992; Harada et al.
1995; Lobel et al. 1997). Conjugate gradient approaches have been used in UCT as
well. Zhang et al. studied the performance of different methods to estimate the
conjugate gradient directions (Zhang et al. 2004) as well as regularization methods
for improved robustness (Zhang et al. 2002). Wiskin et al. (2007) have success-
fully demonstrated the application of the conjugate gradient method for obtaining
clinical ultrasonic tomograms.

The conjugate gradient method consists of iterating through the equations

�O
ðnþ1Þ ¼ �O

ðnþ1Þ þ an
�dðnÞ ð14:49Þ

�d
ðnþ1Þ ¼ ��gðnþ1Þ þ bn

�d
ðnÞ
; ð14:50Þ

where �O and �g are vector representations of the scattering potential function and
the Fréchet derivative of the residual minimized in Eq. (14.39), respectively,6 �d is
a vector pointing in the search direction, and a and b are scalar parameters.
Numerical methods for calculating �d, a and b are discussed in (Wiskin et al. 2007).

A notable variation of the conjugate gradient method is the contrast source
inversion (CSI) method, developed by van den Berg and Kleinman (van den Berg
and Kleinman 1997). The residual R to be minimized in the CSI approach is given by

R ¼
R

Xt
drt

R
Xr

drr pscðrr; rtÞ � Grwðrr; rtÞð Þ2R
Xt

drt

R
Xr

drr pscðrr; rtÞð Þ2

þ
R

Xt
drt

R
X dr wincðr; rtÞ � wðr; rtÞ þ OGwðr; rtÞ


 �2

R
Xt

drt

R
X dr wincðr; rtÞð Þ2

ð14:51Þ

5 In general, distortions may arise when reconstructing cross-sections of non-cylindrical objects
using 2D data. The interested reader may refer to (Lavarello and Oelze 2009; Duncan et al. 2009).
6 See Sect. 14.5 for a discussion on the discretization of the wave equation.

14 Methods for Forward and Inverse Scattering in Ultrasound Tomography 367



where w ¼ Op and winc ¼ Opinc. More recent versions of the technique, such as
the multiplicative regularized contrast source inversion method (van den Berg
et al. 1999; Pelekanos et al. 2003), added further robustness to the original CSI
formulation.

14.4.4 Kaczmarz-Like Inverse Scattering

In the early days of X-ray tomography, algebraic methods were also studied for
constructing tomograms. Even though the X-ray CT imaging problem is linear, the
limited computing resources available at the time made it necessary to use iterative
methods for matrix inversion. The algebraic reconstruction technique (ART)
(Gordon 1974), one of the most celebrated iterative methods for the inversion of
the Radon transform, is based on Kaczmarz’s method. In short, Kaczmarz’s
method successively refines a current estimate of the solution by performing
orthogonal projections on the hyper-planes corresponding to the equations given
by each row of the matrix operator. If the system R � �f ¼ �g is to be inverted,
starting from an initial guess �f0 an updated solution �xðnÞ is calculated as

�f
ðnÞ ¼ �f

ðn�1Þ þ b
�gm � Rm � �f

ðn�1Þ

Rm � R H
m

R H
m ; ð14:52Þ

where �gm and Rm are the m-th entry of the measurement vector �g and the m-th row
of the matrix R, respectively, and b is a relaxation factor. This is a row-action
method because only one row of the matrix equation is used at a time. Similar
methods for inverse scattering that avoid constructing the Fréchet derivative
matrix are therefore of potential benefit for ultrasonic tomography.

14.4.4.1 The Propagation-Backpropagation Method

Natterer and Wübbeling (Natterer and Wübbeling 1995) proposed in 1995 a
method for inverse scattering that updated the scattering potential function using
scattered data from one transmission at a time. In essence, the method is a non-
linear version of Kaczmarz’s method. The imaging configuration corresponds to
Fig. 14.3, with the incident plane wave propagating with different direction vectors
hm ¼ ðcos hm; sin hmÞ. The wave equation in (14.2) is written in the form

r2uh þ k2
0ð1� f Þuhm ¼ 0 ð14:53Þ

uhm ¼ ejkhm�rð1þ vhmÞ: ð14:54Þ
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From Eq. (14.54) it can be derived that the scaled scattered field vhm for the m-th
transmission satisfies

r2vhm þ 2jk0hm � rvhm ¼ k2
0f ð1þ vhmÞ ð14:55Þ

for points inside the computational domain. In operator form, Eq. (14.55) can be
written as Rmðf Þ ¼ gm, where gm ¼ vhm at the receiver locations rr. This equation
indirectly represents the scattered pressure field as a nonlinear transformation of
the scattering potential function. The proposed algorithm, termed the propagation-
backpropagation method, consists of updating f as

f ðnÞ ¼ f ðn�1Þ þ xR0mð f ðn�1ÞÞ�C�1
m gm � Rmð f ðn�1ÞÞ
� �

; ð14:56Þ

where R0mðf Þ is the derivative of the operator Rmð f Þ, R0mð f Þ
� is the adjoint of

R0mð f Þ, and Cm ¼ R0mð f ÞR0mð f Þ
�.7

The operator Cm can be simplified considering the limit k0 !1 for which
Cm ! R0mð0ÞR0mð0Þ

� ¼ k2
0=qI and q is the radius of the reconstructed region

(Natterer 1997). In order to calculate the updates, R0mðf Þ
�g needs to be calculated.

This is performed indirectly by using the relationship

R0mð f Þ
�g ¼ k2

0 1þ v�hm

� �
z; ð14:57Þ

where z satisfies the differential equation

r2zþ 2jk0hm � rz ¼ k2
0 f �z: ð14:58Þ

The boundary conditions for both Eqs. (14.55) and (14.58) are given in (Natterer
and Wübbeling 1995). As a result, this method allows reconstruction of the
scattering potential function by successively solving two initial-value problems.
Both (14.55) and (14.58) were solved using five-point finite difference marching
schemes. A key detail of the actual marching implementations is that in order for
the recursion to be stable the condition h
 p=k0

ffiffiffiffiffiffiffiffiffiffiffi
1� f
p

has to be met, with h the
discretization step. Therefore, Natterer and Wübbeling suggested filtering high
spatial frequency components after each step of the iteration.

Finally, the propagation-backpropagation method has been reported to con-
verge as long as the initial guess f0 satisfies the heuristic rule j

R
ds ð f � f0Þj � k

(Natterer 2008). For low sound speed contrasts Dcr ¼ jc� c0j=c0, i.e., Dcr 	 1,
this convergence rule is equivalent to the one provided for DBIM in Sect. 14.4.2.

7 Direct algebraic manipulation reveals that, for the linear-operator case (i.e., Rmð f Þ ¼ Rm � �f),
(14.56) reduces to (14.52).
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14.4.4.2 Kaczmarz-Like DBIM

The fundamental principals of the propagation-backpropagation method can also
be applied to the DBIM to yield a Kaczmarz-like, round-robin scheme (Hesford
and Chew 2010). Rather than attempt to invert the entire Fréchet derivative to
arrive at an update to the background contrast, the round-robin scheme considers
only the portion of the Fréchet derivative constrained to a limited number of
source positions. The constrained Fréchet derivative problem will be severely
underdetermined. In this case, the problem must be solved in the minimum-norm
sense by forcing the solution to exist in the adjoint space of the Fréchet derivative.
Unlike the propagation-backpropagation method, the round-robin DBIM does not
require planar incident fields. Furthermore, the round-robin technique is readily
incorporated into existing DBIM solvers without requiring a reformulation of the
wave equation.

In analogy with frequency hopping, the round-robin technique attempts to avoid
local minima associated with the solution of a single, restricted inverse problem
(e.g., involving a single imaging frequency and a limited set of transmit angles) by
using a previously obtained solution as a starting guess for a subsequent inversion.
If local minima associated with distinct transmit angles do not coincide, a solution
stagnating in a local minimum for one transmit angle may move away from the
local minimum and toward the global minimum when the transmit angle is shifted.

14.4.5 Eigenfunction Methods

Eigenfunction methods for inverse scattering (Mast et al. 1997; Lin et al. 2000;
Waag et al. 2007) rely on eigenfunctions of the far-field operator

AðŝR; ŝTÞ ¼ lim
r!1

C
eik0r

rðd�1Þ=2
psðrR; ŝTÞ; ð14:59Þ

where C is an arbitrary constant, k0 is the wave number of a homogeneous
background material, ŝR and ŝT are points on the d-dimensional unit sphere X,
rR ¼ rŝR, and the scattered pressure ps is expressed as a function of the observation
point rR and the direction ŝT of an incident plane wave. Thus, the far-field operator
relates the angle ŝT of an incident plane wave to the far-field scattering behavior
observed at an angle ŝR.

For arbitrary focusing functions ui and uj, a measurement is defined as

Mji ¼ uj;Aui

� �
¼
Z

X
dŝR u�j ð�ŝRÞ

Z
X

dŝT AðŝR; ŝTÞuiðŝTÞ; ð14:60Þ

in which ð�Þ� represents complex conjugation. In the presence of an assumed
background with wave number kbðrÞ and corresponding contrast profile Ob, the
eigenfunction method is concerned with solving the differential far-field scattering
problem (Waag et al. 2007)
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Mji � uj;Abui

� �
¼ uj;ADui

� �
ð14:61Þ

for a differential update DO, where the far-field operator Ab corresponds to the
scattering behavior of Ob relative to the homogeneous background k0 and the far-
field operator AD corresponds to the scattering behavior of the unknown contrast
DO relative to Ob. The problem is regularized to ensure a unique solution by
minimizing

DOðrÞk k2
WR
¼
Z

V
dr DOðrÞj j2WRðrÞ; ð14:62Þ

where V contains the support of DO, for a suitable weighting function WR.
The unknown far-field operator AD may be written as

ADðŝR; ŝTÞ ¼
Z

V
dr Gf

bð̂sR; rÞDOðrÞpðr; ŝTÞ; ð14:63Þ

in which p is the acoustic pressure at a point r due to a plane wave incident from

an angle ŝT and Gf
b is a far-field representation of the Green’s function corre-

sponding to the background Ob and is, in analogy with Eq. (14.59), given by

Gf
bðŝR; rÞ ¼ lim

r!1
C

eik0r

rðd�1Þ=2
GbðrR; rÞ: ð14:64Þ

Thus, Eqs. (14.43) and (14.63) are equivalent when the former is restricted to
incident plane waves and far-field observations.

The differential scattering operation Eq. (14.43) that forms the basis of the
distorted Born iterative method may be generalized to transmission focusing with
an envelope function a and receive focusing with an envelope function b by
writing

Z
R

dr bðrÞsðrÞ ¼
Z

V
dr0

Z
R

dr bðrÞGbðr; r0Þ
� 


� DOðr0Þ
Z

T
drT aðrTÞpðr0; rTÞ

� 

;

ð14:65Þ

where the total acoustic pressure p is now expressed as an explicit function of the
source corresponding to a position rT in some transmission domain T and the point

r now exists in some measurement domain R. In the far-field limit, Gb ! Gf
b,

R ¼ X and r 7! ŝR. If only plane-wave incidence is considered, then T ¼ X and
rT 7! ŝT . When a ¼ ui and bðŝÞ ¼ u�j ð�ŝÞ, Eqs. (14.61) and (14.65) are equiva-
lent. The eigenfunction method employs a distorted Born approximation to line-
arize Eq. (14.61); therefore, the eigenfunction method is mathematically
equivalent to a DBIM that employs focused plane-wave transmissions and focused
far-field measurements.

The eigenfunction method is so named because artificial focusing envelopes ui

and uj are chosen to be eigenfunctions of the measured scattering operator A.
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These eigenfunctions concentrate energy within the support of the contrast function.
When coupled with an explicit representation of the inverse scattering solution using
Lagrange multipliers, the advantage of this choice of focusing profiles is a recon-
struction that uses minimal unnecessary information (Mast et al. 1997).

Because the operator A characterizes far-field scattering of incident plane
waves, focused transmissions or receptions are not directly applicable to the
eigenfunction method. Instead, focused measurements would need to be suitably
transformed into the required far-field operator, or the method would need to be
reformulated to directly incorporate focusing. Such modifications to the eigen-
function method have not been described in the literature.

14.4.6 The T-matrix Formulation

The methods described so far are designed to reconstruct a single functional that
depends on the complex wave number function. From this functional, sound speed
and attenuation tomograms can be obtained. As described in Sect. 14.4.1.1, the
functional can be made dependent on density variations with a proper change of
variables. Although density tomograms can be reconstructed with this approach
and the use of DBIM (Kwon and Jeong 1998; Lavarello and Oelze 2010; Lavarello
et al. 2010), the solution of Eq. (14.42) can cause instabilities in the presence of
noise. Alternatively, methods have been designed to natively take both com-
pressibility and density variations into account when inverting the wave equation
(van Dongen and Wright 2007).

One of these methods is the T-matrix formulation, presented by Lin and Chew
in Lin and Chew (1996). Unlike the methods considered so far in Sect. 14.4 that
directly use the wave equation in continuous differential or integral form, the
T-matrix formulation is based on the harmonic expansion of the acoustic pressure
field. Consider the case of a harmonic acoustic wave incident on an object. The
computational domain is divided into N homogeneous subscatterers distributed on
a rectangular grid of pixel size h. The total acoustic field produced at some point rp

in space is given by

pðrpÞ ¼ wtðrp � rsÞ � �fs þ
XN

m¼1

wtðrp � rmÞ � �am; ð14:66Þ

where rs is the location of the source, rm is the location of the m-th subscatterer,
wðrÞ is a vector whose elements are cylindrical harmonics, i.e.,

wðrÞ½ �l ¼ Hð1Þl ðk0rÞeilh; ð14:67Þ

and �fs and �am are vectors containing the amplitudes of the cylindrical harmonic
fields generated by the source and the m-th subscatterer, respectively.
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The equation above can be rewritten using the j-th subscatterer as the spatial

origin for all the cylindrical harmonics. Using the vector ŵðrÞ whose elements are

defined as ŵðrÞ
h i

k
¼ Jkðk0jrjÞeil\r, Eq. (14.66) can be rewritten as

pðrpÞ ¼ wtðrp � rjÞ � �aj þ ŵtðrp � rjÞ �
X
m 6¼j

�ajm � �am þ �ejs

 !
ð14:68Þ

where the elements of matrix ajm and vector �ejs can be obtained using the addition
theorem of Bessel functions (Chew 1995) as detailed in Lin and Chew (1996).

If h	 k, the coefficient that relates the amplitude of the source waves JkðrÞwith

the outgoing waves Hð1Þk ðrÞ in Eq. (14.68) can be approximated by the scattering
coefficient Rkðjj; qjÞ by a sphere of radius h=

ffiffiffi
p
p

, where jj and qj are the com-
pressibility and density of the j-th subscatterer, respectively. Further, under the same
condition h	 k the harmonics l ¼ 0; 1;�1 have been reported to be sufficient to
characterize the scattering process (Lin and Chew 1996). Consequently, and con-
sidering Eq. (14.68) at all subscatterer locations rj, j ¼ 1; 2; � � �N, the N � 1 vectors
of equivalent induced sources �as

k whose elements are given by �am satisfy the equation

�I �D �Rð Þ � �Af g � �as ¼ D �Rð Þ � �es ð14:69Þ

�as ¼
�as

l¼0

�as
l¼1

�as
l¼�1

2
64

3
75;�es ¼

�es
k¼0

�es
k¼1

�es
k¼�1

2
64

3
75;D �Rð Þ ¼

D �Rk¼0ð Þ 0 0

0 D �Rk¼1ð Þ 0

0 0 D �Rk¼�1ð Þ

2
64

3
75;

with �Rk an N � 1 vector whose elements are equal to Rkðjj; qjÞ, �A a 3N � 3N
matrix whose coefficients are taken from matrices �ajm, and �es

k an N � 1 vector
whose elements taken from vectors �ejs. If the total field �ets at the scatterer is
defined such that �as ¼ Dð�RÞ � �ets, then from Eq. (14.69),

�ets ¼ �I � �A � Dð�RÞ½ ��1��es: ð14:70Þ

Assuming that the receiver positions rr, r ¼ 1; 2; � � � ;Nr are held constant for all
transmissions, the corresponding scattered field vector �psc

s can be computed as

�psc
s ¼ �w � �as ¼ �w � Dð�RÞ � �ets ð14:71Þ

�w ¼ �wl¼0
�wl¼1

�wl¼�1

� �
ð14:72Þ

with �wl an Nr � N matrix whose rows can be calculated using Eq. (14.67) with
r ¼ rr � ri, i ¼ 1; 2; � � � ;N.

The matrix equations in Eqs. (14.70) and (14.71) are counterparts to the integral
equations in Eqs. (14.37) and (14.38), and can be solved for �R using Newton-type
or gradient descend methods as described in Lin and Chew (1996a, b).
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14.4.6.1 Convergence

The convergence of the T-matrix formulation has been studied by Lavarello and
Oelze (Lavarello and Oelze 2009). It was found that sound speed images derived
using the T-matrix formulation follow the same convergence rules that the DBIM
does, i.e., sound speed imaging convergence is dependent upon the maximum
phase shift induced by the scatterer on the incident field. Density imaging using the
T-matrix approach diverges due to a different mechanism, namely the weak
dependence of the scattering pattern on q for large ka values. When imaging
circular cylinders of radius a, the convergence condition was heuristically
approximated as k0a\1.8 Therefore, for practical biomedical imaging applications
the condition for convergence in j and q is likely to be more restrictive than that
for convergence in c. This restriction was later found to be valid for more complex
imaging targets exhibiting structures of different sizes, as shown in Fig. 14.7.
Further studies showed that the convergence of the T-matrix formulation is also
dependent on the acoustical properties of the imaging target, i.e., the actual values
of sound speed and density (Lavarello and Oelze 2010).
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Fig. 14.7 Speed of sound (top row) and density (bottom row) images obtained using the multiple
frequency T-matrix approach. First column: ideal profiles. Second and third columns:
reconstructions using single frequency data and multiple frequency data with fmin ¼ f0=64,
respectively. Even though the sound speed tomograms converged for both cases, multiple
frequency data was needed to obtain a convergent density tomogram. Adapted from Lavarello
and Oelze (2010)

8 Like in the case of sound speed imaging with DBIM, frequency hopping can be used to
improve the spatial resolution of density tomograms constructed with the T-matrix formulation.
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14.4.7 Results

The complexity of both algorithmic implementations and required experimental
setup has prevented widespread implementations of full wave inversion tech-
niques. However, experimental validation of some of these methods using acoustic
waves have been reported. An example is the laboratory system at the University
of Rochester (Waag and Fedewa 2006), which consists of 2048 elements operating
at 2.5 MHz with 67 % -6-dB bandwidth and distributed in a 150 mm diameter
ring. Using this ring system, reconstructions of large scale phantoms using
eigenfunction methods have been performed (Lin et al. 2000). Another notable
system is the scanner by Techniscan Inc. (Johnson et al. 1999), which consists of
linear arrays facing each other operating at frequencies up to 2.5 MHz. Mechanical
rotation is used in order to obtain full angular coverage on transmission. Using this
system, Techniscan Inc. researchers have successfully implemented inverse scat-
tering methods based on Newton-type and gradient descent approaches and
obtained breast images in vivo (Johnson et al. 2007; Wiskin et al. 2012). These
encouraging results suggest full wave inversion methods have reached a level of
maturity that allows them to be explored for clinical applications.

14.5 Numerical Forward Scattering Solutions

Full-wave inversion techniques such as the alternating variables method and the
distorted Born iterative method require repeated solutions of the integral equation
of scattering (14.17). For practical application of full-wave inverse scattering
methods, efficient methods should be employed to solve the acoustic scattering
problem with minimal computational effort. Among a wide variety of techniques
developed to address these issues, fast Fourier convolution methods (Johnson et al.
1984; Borup and Ghandi 1985; Cui and Chew 1999; Xu and Liu 2002) and the fast
multipole method (FMM) (Greengard and Rokhlin 1987; Rokhlin 1990; Chew
et al. 2001; Michielssen and Jin 2008) are popular choices. These methods are here
presented because they provide a complete solution to the wave equation and
because they illustrate a number of the efficiency issues present in forward and
inverse scattering problems. Simplified methods that trade accuracy for efficiency
by solving a restricted version of the scattering problem may offer greatly
improved performance and still provide sufficient accuracy for desired
applications.

A generalized representation of the method-of-moments formulation of the
wave scattering equation takes the form (Harrington 1993)

½A� G� f ¼ f i; ð14:73Þ
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in which the N � N matrices A and G are given by

Akj ¼
Z

X
dr tkðrÞvjðrÞ; ð14:74aÞ

Gkj ¼
Z

X
dr tkðrÞ

Z
X

dr0G0ðr; r0ÞOðr0Þvjðr0Þ ð14:74bÞ

for a Green’s function G0, a domain X that contains the support of a scattering
contrast profile O, a basis function vj and a testing function tk. The N-element

vectors f and f i are discrete representations of the total and incident fields,
respectively, such that

f ðrÞ ¼
XN�1

j¼0

fjvjðrÞ; ð14:75aÞ

f i
k ¼

Z
X

dr tkðrÞf iðrÞ: ð14:75bÞ

Using an iterative method such as GMRES (Saad and Schultz 1986) or BiCG-
STAB (Van der Vorst 1992), the inverse of the matrix A� G does not need to be
directly computed. Instead, the solution is obtained through repeated products of
A� G with a succession of test vectors. Because the basis and testing functions are
often localized, the matrix A tends to be sparse and, therefore, products of the form
Af are inherently efficiently computed. Consequently, fast Fourier convolution
methods and the FMM are each concerned with efficiently representing the matrix
product Gf .

14.5.1 Fast Fourier Convolution Methods

Methods that employ fast Fourier convolution of the Green’s function require that
the basis functions vj and the testing functions tk in a method-of-moments for-
mulation (14.73) have supports that are positioned at regular intervals throughout
the domain. Most commonly, a three-dimensional scattering domain X is subdi-
vided into a collection cj : 0� j\N

� �
of N disjoint cubic cells coincident with an

Mx �My �Mz ¼ N grid. Each cell cj has a volume D and is associated with a
constant contrast value Oj and a constant field value fj. Hence, the basis function vj

is the characteristic function, or pulse basis function, associated with cell cj. In this
case, the contrast function O is separable from the Green’s matrix G in
Eq. (14.73):

f s ¼ Gf ¼ GsOf ; ð14:76Þ
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where O is interpreted as a diagonal matrix with elements Ojj that correspond to
samples Oj of the contrast for cell cj.

Let ci represent a target cell that has an index ðl;m; nÞ within the Mx �My �Mz

grid, while a source cell cj has an associated grid index ðt; u; vÞ. The scattering
contribution to the matrix-vector product (14.76) at cell ci may be expressed as

f s
i ¼

XN�1

j¼0

Gs;ijOjfj ¼
XMx�1

t¼0

XMy�1

u¼0

XMz�1

v¼0

Gðl� t;m� u; n� vÞOtuvftuv; ð14:77Þ

where Otuvftuv ¼ Ojfj for the global index j corresponding to the local grid index
ðt; u; vÞ and the Green’s function

Gðl� t;m� u; n� vÞ ¼
Z

X
dr v0ðrÞ

Z
X

dr0G0ðr; r0 þ DrÞv0ðrÞ: ð14:78Þ

Translational invariance and the equivalence of all cells ci allows the characteristic
functions vi and vj in the definition of the Green’s matrix element Gs;ij to be
replaced with an arbitrary characteristic function such as v0. Hence, elements of
the Green’s function are functions only of the separation of two cells, rather than
their absolute positions. The offset in Eq. (14.78) is given by

Dr ¼ ðl� tÞDx; ðm� uÞDy; ðn� vÞDz½ �; ð14:79Þ

where each scattering cell has x, y, and z lengths Dx, Dy, and Dz, respectively.

Since the grid is cubic, Dx ¼ Dy ¼ Dz ¼
ffiffiffiffi
D3
p

.
The three-dimensional convolution (14.78) can be evaluated in the Fourier

domain if G satisfies the cyclic properties

Gð�t; u; vÞ ¼ GðMx � t; u; vÞ; ð14:80aÞ

Gðt;�u; vÞ ¼ Gðt;My � u; vÞ; ð14:80bÞ

Gðt; u;�vÞ ¼ Gðt; u;Mz � vÞ: ð14:80cÞ

To satisfy these criteria, the pairwise Green’s function G defined on the local
Mx �My �Mz grid must be replaced with a modified Green’s function G0 defined
on an expanded 2Mx � 2My � 2Mz grid. The modified Green’s function

G0ðt; u; vÞ ¼ Gðt0; u0; v0Þ; ð14:81Þ

in which the mappings

t0 ¼ t if 0� t\Mx;
t � 2Mx if Mx� t\2Mx;

�
ð14:82aÞ
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u0 ¼
u if 0� u\My;

u� 2My if My� u\2My;

�
ð14:82bÞ

v0 ¼
v if 0� v\Mz;

v� 2Mz if My� v\2Mz;

�
ð14:82cÞ

relate indices ðt0; u0; v0Þ on the original Mx �My �Mz grid to indices ðt; u; vÞ on the
expanded 2Mx � 2My � 2Mz grid. The product of the contrast and pseudo-pressure
must similarly be expressed on an expanded grid as

O0tuv f 0tuv ¼
Otuvftuv; if 0� t\Mx; 0� u\My; and 0� v\Mz;

0 otherwise:

�
ð14:83Þ

The expressions (14.81) and (14.83) allow contributions to the field observed at ci

(14.77) to be represented as a Fourier-domain multiplication:

fs;i ¼ F
�1

F O0tuv f 0tuv


 �
� FG0ðt; u; vÞ

� �
lmn
; ð14:84Þ

where F represents the discrete Fourier transform and the index triple ðl;m; nÞ
corresponds to a linearized index i. Thus, rather than requiring OðN2Þ computer
time storage to evaluate products of the Green’s matrix with some vector f , fast
Fourier convolution reduces the computational cost to that of the fast Fourier
transform (FFT): OðN log NÞ. Likewise, rather than computing the Green’s func-
tion for all pairwise interactions on the computational grid, which would require
OðN2Þ memory storage, the convolutional Green’s function G0 is defined only once
for each point on the extended 2Mx � 2My � 2Mz grid, which requires OðNÞ
storage.

14.5.2 The Fast Multipole Method

Like fast Fourier convolution methods, the FMM provides a mechanism for
evaluating the product of a discrete Green’s matrix and an arbitrary vector with
computational and storage complexities better than the OðN2Þ complexities of a
direct matrix-vector multiplication and without requiring explicit computation of
the full Green’s matrix G. This facilitates large-scale solutions even on modest
computer hardware. Although a hierarchical implementation provides optimum
performance, a single-level FMM highlights the fundamentals of the technique.

The FMM is derived by replacing the Green’s function represented in the
method of moments with a truncated expansion derived from Gegenbauer’s
addition theorem (Coifman et al. 1993):
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eik Dþdj j

Dþ dj j �
ik

4p

Z
S0

dŝ eik�d~aðk;D; ŝÞ; ð14:85Þ

in which dj j\ Dj j and the spectral translator

~aðk;D; ŝÞ ¼
XL

l¼0

ilð2lþ 1ÞhlðkDÞPlðD̂ � ŝÞ: ð14:86Þ

The substitution in Eq. (14.85) decomposes the Green’s function into local shifts d
and a long-distance translation D.

The number of terms in the translator sum (14.86) is determined by the excess
bandwidth formula bandwidth formula (Koc et al. 1999; Song and Chew 2001;
Chew et al. 2001)

L � k dj j þ 1:8d2=3
0 ðk dj jÞ1=3; ð14:87Þ

in which d0 ¼ � log � is the number of digits of accuracy for a desired error �. The
formula (14.87) results in an approximate addition theorem (14.85) that exhibits
the desired accuracy provided that the translation distance k Dj j[ L. If this con-
straint cannot be satisfied, more sophisticated methods, such as that described
in Hastriter et al. (2003), are required to select the truncation point. The excess
bandwidth formula (14.87) balances the need to incorporate sufficiently many
terms to accurately approximate an unbounded sum in the underlying addition
theorem with the tendency for Hankel functions to become unbounded with
increasing order, which can result in inaccurate finite-precision evaluation of
Eq. (14.86).

The FMM is made efficient by subdividing the scattering domain into some
number of distinct interaction groups that are each associated with a collection of
unique basis and testing functions. Define a source group of basis functions
J ¼ fvj : 0� j\Mg with center rJ and an observation group of testing functions
K ¼ ftk : 0� k\M0g with center rK , such that K is sufficiently distant from J for
an appropriate definition of ‘‘sufficiently distant’’. Typically, two groups are
deemed sufficiently distant if the smallest spheres that contain the groups do not
overlap; the minimum acceptable distance may be increased to improve accuracy
at the expense of efficiency. The indices k and j refer to a local enumeration of the
functions within groups K and J, respectively. For each group, a one-to-one
mapping exists such that j 7! j0 and k 7! k0, where the primed indices j0 and k0 are
used to refer to the respective global enumeration for basis and testing functions.

The contribution to the total Green’s matrix product in Eq. (14.73) for an
element tk 2 K due to the source group J takes the form
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½Gf �k0;J ¼
XM�1

j¼0

Gk0j0 fj0 �
ik

ð4pÞ2
Z

S0

dŝ RkðrK ; ŝÞ~aðk; rKJ ; ŝÞ
XM�1

j¼0

fj0FjðrJ ; ŝÞ

¼ ik

ð4pÞ2
Z

S0

dŝ RkðrK ; ŝÞ~aðk; rKJ ; ŝÞFJ ð̂sÞ;
ð14:88Þ

where f is an arbitrary discrete function being multiplied by the Green’s matrix
and the functions Fj and Rk are called, respectively, the radiation and receiving
patterns defined by

FjðrJ ; ŝÞ ¼
Z

X
dr OðrÞvjðrÞeikŝ�ðrJ�rÞ; ð14:89aÞ

RkðrK ; ŝÞ ¼
Z

X
dr tkðrÞeikŝ�ðr�rK Þ: ð14:89bÞ

The radiation patterns of all basis functions of the group J have been aggregated to
yield the group radiation pattern

FJ ð̂sÞ ¼
XM�1

j¼0

fj0FjðrJ ; ŝÞ ¼
Z

X
dr OðrÞ

XM�1

j¼0

fj0vjðrÞ
" #

eikŝ�ðrJ�rÞ: ð14:90Þ

The radiation pattern in Eq. (14.90) is a Fourier transform, restricted to the unit
sphere, of the product of the contrast function O with the discrete approximation of
f within J, and is here called the far-field transform of J.

Accumulation of radiation patterns using the far-field transform in Eq. (14.90)
prior to translation is one key aspect of the FMM. This allows the fields radiated by
all elements within one group to be translated en masse, avoiding redundant cal-
culations in Green’s function expansions in Eq. (14.85). Further redundancy may
be eliminated by considering the aggregate interaction of all source groups
J 2 far K, in which far K denotes the collection of all groups that are sufficiently
distant from the observation group K, The total far-field contribution to the
Green’s matrix product for an element tk 2 K is written

½Gf �k0;far K �
ik

ð4pÞ2
X

J2far K

Z
S0

dŝ RkðrK ; ŝÞ~aðk; rKJ ; ŝÞFJðŝÞ

¼ ik

ð4pÞ2
Z

S0

dŝ RkðrK ; ŝÞ
X

J2far K

~aðk; rKJ ; ŝÞFJðŝÞ:
ð14:91Þ

Hence, radiation patterns from all source groups J 2 far K may be successively
translated to the observer group K and accumulated before being distributed en
masse to the testing function tk using the receiving pattern Rk. Still greater effi-
ciency is obtained when the summation in Eq. (14.91) is reused for calculations
½Gf �k0;far K for all tk 2 K. Because the sum depends only on the center rK and not on
the individual testing functions tk, radiation patterns for all source groups J 2 far K
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need only be translated to K once; this translated field, which is expanded in terms
of incoming plane waves, may be successively distributed to every testing function
in K by simply changing the receiving pattern Rk.

The FMM fails to accurately compute interactions between an observation
group K and source groups J 62 far K. Entries in the Green’s matrix corresponding
to these near-field interactions must be directly computed using the method of
moments. Thus, the total action of the Green’s matrix product on an element
tk 2 K may be written

½Gf �k0 ¼ ½Gf �k0;far K þ
X

J 62far K

XMJ�1

j¼0

Gk0;j0 fj0 ; ð14:92Þ

where MJ is the number of basis functions in source group J and, as before, the
mapping ð�Þ0 converts a local index into a global index.

The FMM can be improved by recursively subdividing the scattering domain
into a hierarchy of cubic scattering groups. The hierarchical implementation
facilitates multiplication of a vector by an N � N Green’s matrix in OðNÞ time and
with OðNÞ storage (Chew et al. 2001). A (finer) level-l hierarchy is obtained by
dividing each group of the (coarser) level-ðl� 1Þ hierarchy into eight ‘‘child’’
subgroups, halving the length of the cube edges along each dimension. The level-0
group contains the entire scattering domain; thus, the l-th level of the hierarchy
contains 2l cubic groups.

In the hierarchical FMM, diagonal translators are used to carry fields between
groups at the coarsest possible level in the hierarchy. Near-field interactions, being
unsuitable for diagonal translations, are deferred to the next finer level, where a
portion of the interactions now exist between children of neighboring groups that
are, in the finer level, now suitable for diagonal translation of a lower bandwidth.
This is possible because, according to the excess bandwidth formula (14.87), the
approximate bandwidth of diagonal translators, and hence the minimum transla-
tion distance, at any level is proportional to the size of the groups, relative to the
acousti wavelength, in that level. The deferment of any remaining near-field
interactions continues recursively until the finest level of the hierarchy is reached.
At this level, all remaining near-field interactions are directly computed using the
summation in Eq. (14.92).

Key to the efficiency of this technique are interpolation and filtering schemes
that alter the sampling rate of outgoing radiation patterns and incoming group
fields. Because the possible bandwidth of outgoing and incoming wave expansions
depends on the size of the FMM group, these expansions should be sampled at the
minimum rate necessary for accurate representation. Radiation patterns for each
group at a particular level may be recursively aggregated from interpolated and
shifted forms of the radiation patterns of the group’s children. Likewise, incoming
waves may be recursively distributed among the children of each group at a
particular level by shifting and then filtering the waves to reduce their sampling
rates. A schematic representation of these procedures is provided in Fig. 14.8.
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Radiation patterns of source groups at the finer level are aggregated, following the
converging, dashed arrows at the left, to form the radiation pattern of the circled
source group at the coarser level. The resulting radiation pattern is translated via
the curved, solid arrow to an observer group at the right. The incoming plane-wave
envelope is distributed via the diverging, dashed arrows to constituent observer
groups at the finer level. At the finer level, interactions at each observer group that
were not represented at the coarser level are carried via diagonal translations along
the curved, hollow arrows.

14.5.2.1 Optimizations for Inverse Scattering Applications

Because the contrast profile is unknown during inverse scattering reconstructions,
the use of basis and testing functions specialized to the shape of the scatterer is
unwarranted. It is therefore convenient and computationally beneficial to employ
the same discrete representation used in fast Fourier convolution methods; namely,
that pulse basis functions vj and testing functions tk ¼ vk are defined on a col-
lection of N disjoint cubic cells regularly spaced to cover the scattering domain X.
While Eq. (14.91) still approximates the elements of the Green’s matrix in this
arrangement, the radiation pattern (14.89a) of a basis function vj 2 J for some
group J can be altered to remove its dependence on the contrast function, leaving

FjðrJ ; ŝÞ ¼ R�j ðrJ ; ŝÞ ¼
Z

cj0

dr eikŝ�ðrJ�rÞ; ð14:93Þ

where j now refers to a local index of the basis function within group J and j0 is the
corresponding global index. Thus, only one of the radiation or receiving patterns
for each group must be computed. The group far-field transform (14.90) becomes

Fig. 14.8 Graphical depiction of aggregation and distribution (dashed arrows) and diagonal
translations (curved arrows) in a two-level, hierarchical FMM
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FJ ð̂sÞ ¼
XM�1

j¼0

fj0Oj0
� �

FjðrJ ; ŝÞ; ð14:94Þ

in which the contrast O now modifies the source distribution f within the group
rather than the radiation patterns of its constituent basis functions. The total far-
field contribution to the Green’s matrix product is still governed by Eq. (14.91)
with the redefined group radiation patterns (14.94). The integration in Eq. (14.91),
generalized as

fk ¼
Z

S0

dŝ RkðrK ; ŝÞcKðŝÞ; ð14:95Þ

in which cK is an arbitrary function that describes the complex amplitude of plane
waves converging on rK from directions ŝ, is the adjoint of the far-field transform
when the far-field transform is viewed as an operator acting on the product ~f ¼ Of .
Thus, a discrete representation of the far-field transform operator (14.94) is suf-
ficient to represent both the forward and adjoint transforms.

Even greater savings in memory and computation are realized when the grid of
scattering cells aligns with the grid of FMM groups at the finest level. In that case,
for two groups J ¼ fvj : 0� j\Mg and K ¼ fvk : 0� k\Mg with respective
centers rJ and rK , j ¼ k ) rj � rJ ¼ rk � rK , where rj and rk represent, in turn,
the centers of the globally indexed cells cj0 and ck0 . Hence, the radiation and
receiving patterns in Eq. (14.93) are independent of the group center rJ and a
single representation of the group far-field transform (14.94) applies to every
FMM group.

The use of gridded basis and testing functions means that near-field evaluations
among finest-level groups that each contain OðMÞ elements can be computed in
OðM log MÞ time, with OðMÞ storage, using an FFT-accelerated convolution
(Hesford and Waag 2010) that extends the approach described in Sect. 14.5.1 to
accommodate pairwise Green’s functions that depend on the separation between
source and observer groups in the FMM hierarchy. If the total number of scattering
elements is N, then the number of finest-level FMM groups will be OðN=MÞ. The
total cost for the evaluation of neighboring interactions using FFT convolution is
therefore OðN log MÞ, compared to the OðNMÞ total cost for dense-matrix multi-
plication of neighboring interaction matrices. Thus, for a fixed problem size N,
FFT convolution dramatically reduces the dependence of calculations of neigh-
boring interactions on the group size M.

Another limiting factor in the size of the finest-level groups of a hierarchical
FMM is the cost of evaluating far-field transforms and of distributing incoming
plane waves to testing functions in each group. In a cubic, gridded arrangement of
scatterers, the diameter of each group is d ¼ OðM1=3Þ. Because the excess band-
width formula (14.87) is used to predict the bandwidth L of the radiation and
receiving patterns for a group, and L ¼ OðdÞ, the total number of samples of the
patterns is OðM2=3Þ. Thus, the far-field transform (14.94) may be represented by a
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matrix F 2 C
m�n, where m ¼ OðM2=3Þ and n ¼ OðMÞ. Similarly, the adjoint far-

field transform (14.95) may be represented as a matrix R ¼ Fy 2 C
n�m, where ð�Þy

represents the matrix adjoint.
The band-limited nature of the radiation and receiving patterns suggests that an

accurate, but approximate, reduced-rank decomposition of the far-field transform
may be obtained in the form

F � UVy; ð14:96Þ

with U 2 C
m�k, V 2 C

n�k and the rank k ¼ OðLÞ ¼ OðM1=3Þ. This approximation
reduces the cost of applying a far-field transform or its adjoint from OðM5=3Þ to
OðM4=3Þ. The adaptive cross approximation (ACA) (Bebendorf 2000; Zhao et al.
2005; Shaeffer 2008) provides a method for computing an approximation of the
form in Eq. (14.96). The effective use of adaptive-cross approximated far-field
transforms, together with recompression based on an efficient singular value
decomposition, was explored in Hesford and Waag (2011) and shown to signifi-
cantly reduce the computational cost of the FMM. Conceptually, the ACA works
by alternatively constructing columns to populate the column matrix U and the
row matrix V . Columns for U and V are selected as the most significant of the
remaining columns and rows, respectively, of the matrix F to be approximated; for
this purpose, ‘‘most significant’’ means the column or row of F that contributes the
largest element of the column of U or V that is currently being analyzed,
neglecting elements contributed by previously analyzed columns or rows.

14.6 Parallel Computing

Modern computer systems are inherently parallel. Low-cost desktop systems often
contain at least two CPU cores that share access to a common memory store, while
supercomputers are most commonly composed of many interconnected nodes that
each contain distinct memory stores and multiple CPUs. More recently, graphics
processing units (GPUs) have been adapted to general-purpose computations that
exploit low memory latency, rapid context switching and massive parallel pro-
cessing abilities to provide excellent computational power. Algorithms that
compute large-scale forward and inverse scattering solutions should leverage such
parallel facilities to be most effective.

Each parallel computing methodology has distinct advantages and drawbacks.
Shared-memory algorithms, for example, provide multiple computing threads
access to all data within a shared memory store. While such algorithms do not
require communication between the threads, threads must be synchronized to
prevent conflicting attempts to modify the same data. Distributed-memory systems
provide each task with its own locally relevant data that eliminates the need for
synchronization. However, operations that require the cooperation of more than
one task must use communication (typically over a network) of data. Both
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synchronization and communication result in serial bottlenecks that can limit the
effectiveness of massive parallelization. Furthermore, distributed-memory com-
munication often exhibits relatively high latency. To some extent, latency can be
concealed by initiating non-blocking communication that can be completed while
each task processes its local data.

General-purpose GPU computing takes a different approach than those of
classical shared- or distributed-memory parallel systems. A typical GPU may have
hundreds of lightweight, individual processing units capable of manipulating
floating-point numbers, but each performs optimally on independent data accessed
through a graphics memory store. Interactions with system memory must be
performed over a comparatively slow bus, and the graphics memory, while fast,
can have comparatively high latency with respect to the floating-point performance
of the GPU. To conceal this latency, GPUs offer fast context switches, and dis-
patch hundreds of independent tasks that can be quickly interchanged while they
await memory accesses. When multiple tasks must collaborate on blocks of data,
special care must be taken to avoid redundant memory access or performance can
suffer greatly. GPU computing has been reported to significantly speed-up the
execution of full wave inverse scattering methods (Garland et al. 2008; Roy et al.
2010; Wiskin et al. 2010).

The choice of algorithm and the selection of parallel hardware are closely
linked. The independence of the multiple forward solutions required for each
iteration of the DBIM makes for an ideal parallelization scheme, without the need
for substantial communication or synchronization, on either shared- or distributed-
memory systems (Hesford and Chew 2006). In contrast, the fast Fourier transforms
in the FFT-based methods described above are not ideal in distributed-memory
systems, since all elements in the FFT interact. Alternative forward solvers like the
FMM, with appropriate consideration, can be efficiently implemented on distrib-
uted-memory systems without requiring communication among all tasks.

In practice, modern algorithms often require hybrid parallelization to take
advantage of supercomputers with multiple, distributed-memory nodes that each
house several shared-memory CPUs. For example, a distributed-memory FMM
that subdivides the scattering object among multiple nodes can be readily adapted
to shared-memory nodes by assigning to each CPU a portion of the scattering
object assigned to that node. With careful ordering of computations, it is possible
to update representations of the field confined to the local portion of the object in
parallel without the need for synchronization. Figure 14.9 provides an illustration
of the benefit of multiple shared-memory threads and distributed-memory pro-
cesses when solving an acoustic scattering problem involving approximately
440 million unknowns on a supercomputer. The reported parallel speed-up is the
ratio of some reference solution time to the time required to compute a solution
with the number of parallel tasks (threads or processes) scaled by a task multiplier.
For the distributed-memory experiment, a minimum of 16 supercomputer nodes
were required to store the problem in memory; therefore, the reference solution
(with a unity task multiplier) employed 16 distributed processes. In all experi-
mental configurations, each distributed process employed six shared-memory
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threads. In the shared-memory experiment, a total of 64 distributed processes were
used for all experimental configurations; the unity task multiplier corresponds to
one shared-memory thread per process.

14.7 Closing Remarks

Acoustic tomography has reached a high level of maturity over the past four
decades. A wide variety of reconstruction algorithms exist that represent different
trade-offs between accuracy and computational cost. Several of these algorithms
have been described in this chapter, but the list should not be considered to be
complete.

Over the years, several engineering aspects of acoustic tomography have been
successfully implemented. Even with the use of full wave inversion methods, the
reconstruction of computational regions with hundreds of thousands to millions of
unknowns is now possible (Lavarello and Oelze 2008; Haynes and Moghaddam
2010; Hesford and Chew 2010; Wiskin et al. 2012). However, certain imple-
mentation aspects still require additional developments. The vast majority of
research in acoustic tomography involves the use of synthetic measurements,
whereas system calibration for measuring phase-sensitive data is a non-trivial
problem (Andre et al. 1997; Johnson et al. 1997; Waag and Fedewa 2006;
Parhizkar et al. 2011) which may impair imaging of sensitive parameters such as
attenuation coefficients and density. Although 3D imaging has been successfully
demonstrated, proper handling of boundary conditions needs to be addressed for

Fig. 14.9 Shared- and
distributed-memory parallel
speed-up of an FMM solution
of an acoustic scattering
problem involving
approximately 440 million
unknowns
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certain applications such as breast imaging where inspection in the axillary region
and near the chest wall may be required.

Perhaps the biggest challenge remaining for ultrasonic tomography is the
validation of its usefulness in clinical practice. The significance of imaging sound
speed, attenuation, or mass density for applications such as breast cancer detection
has not been properly addressed yet. Specifically, the contrast associated with
diseased tissue in terms of sound speed, density, and attenuation has not been
explicitly established and conflicting reports in the literature exist. Therefore, the
next chapter will provide a comprehensive discussion on the lessons learned from
experimental acoustic tomography studies.
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