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Preface

Every year, society makes large efforts on building and maintaining new trans-
port infrastructure. The importance of a sustainable, well-functioning and long-
term environmentally friendly infrastructure network goes, however, far beyond the
financial costs alone. A thriving transport infrastructure network also functions as
a driving force for further economic growth and helps in attracting new ventures,
making it also of importance for a prosperous and innovative society.

The micro- and nano-modification of infrastructure materials and the associated
multi-scale characterization and simulation has the potential to open up whole new
uses and classes of materials, with wide-ranging implications for society. The use
of multi-scale characterization and simulation brings the ability to target changes at
the very small scale that predictably effect the bulk behavior of the material and thus
allowing for the optimization of material behavior and performance.

Under the auspices of the RILEM Technical Committee on Nanotechnology-
Based Bituminous Materials 231-NBM and the Transport Research Board (TRB)
Technical Committee on Characteristics of Asphalt Materials AFK20, the Interna-
tional RILEM Symposium on Multi-Scale Modeling and Characterization of Infras-
tructure Materials was held at KTH Royal Institute of Technology in Stockholm,
Sweden on June 10-12, 2013.

The Symposium aimed at bringing together key researchers from various dis-
ciplines to present their findings and ongoing research in this field in a focused
environment with extended discussion times. It resulted in a collection of excellent
papers that reach from asphalt to cement, from chemistry to mechanics and from
nano- to macro-scale. As such, the Proceedings of this event give a good impression
of the width and depth of the currently ongoing efforts of developing more sustain-
able infrastructure materials. It also highlights the great potential that lies ahead of
us to go towards a shared multi-disciplinary vision for developing the infrastructure
materials of the future.

The organizing committee is grateful to the international experts that helped in
giving detailed reviews of the submitted papers and to the authors to contribute to-
wards out-of-the-box thinking that is needed for a sustainable infrastructure. We
hope that this book will serve as a comprehensive reference, as an insight into
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currently ongoing research efforts and as an inspiration for new research ideas to
enhance the long-term performance of infrastructure materials from a fundamental
perspective.

Stockholm, March 2013 Niki Kringos
Björn Birgisson

David Frost
Linbing Wang
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Fracture Toughness Testing Aspects  
for Assessing Low Temperature Behaviour  
of Bituminous Binders 
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Abstract. Thermal cracking of asphalt roads usually occurs in cold regions and 
areas with frequent temperature changes. Hence, a complete comprehensive 
understanding about the behaviour of bituminous binders at very low temperatures 
is required for predicting the performance of the asphalt road. Since conventional 
methods have not shown reliable results evaluating polymer modified binders, the 
fracture toughness test (FTT) has been developed as an alternative method for the 
determination of the low temperature behaviour. This work presents a 
complementary study where the influence of different parameters on the results in 
the experimental FTT procedure is analysed. It is shown that preparation and 
conditioning of the beams before the test can have a significant effect on the 
fracture temperature. In order to achieve repetitive results in the assessment of 
different types of binders, the experimental procedure has been improved. 

Keywords: Fracture toughness test, low temperature behaviour, polymer modified 
bituminous binder, thermal cracking, asphalt road. 

1 Introduction 

Thermally induced cracking of asphalt pavement may occur in cold regions (low 
temperature cracking) as well as in areas which experience large extremes in daily 
temperatures (thermal fatigue cracking) [1]. The risk of cracking is increased by 
numerous imperfections and defects that are common in pavement structures due 
to either construction or a combination of aging and traffic-induced distress. It is 
around these imperfections that thermal stresses concentrate allowing crack 
initiation and/or crack propagation. Under repetitive loading, the micro-cracks can 
grow and, eventually, merge to large cracks transverse or perpendicular to the 



2 M. Bueno, M. Hugener, and M.N. Partl 

driving direction. Once water enters these cracks, freeze-thaw cycles will quickly 
cause a total deterioration of the trafficked surface course reducing its service life 
and increasing cost for maintenance or early pavement repair [2]. 

When the pavement cools, the asphalt binder slowly transforms from a 
viscoelastic ductile into an elastic brittle material. Since, asphalt pavements start 
to experience cracks when reaching the brittle state, efforts in this study were 
concentrated on the understanding of the binder’s fracture behaviour in this case. 
Final fracture properties of an asphalt mixture depend directly on the behaviour of 
the binder, hence, it would be useful to consider the fracture properties of the 
binder for specification purposes [3]. The conventional assessment of the low 
temperature properties of bituminous binders is often insufficient and repeatedly 
results in costly misjudgements and damaged roads. Because the standardized test 
method “Fraass breaking point” [4] shows a low reproducibility, in particular with 
special and polymer-modified binders, the search for an alternative test method 
was initiated. Some years ago, the determination of the flexural creep stiffness 
with the bending beam rheometer (BBR) was proposed [5]. As this is a creep test, 
the expectations have only partly been satisfied. It is objected that the BBR test 
stays in a viscoelastic domain of behaviour and therefore it is not able to 
accurately predict low temperature failure, except for unmodified bitumen [6]. 

Fracture toughness provides a measure of resistance to failure in the presence 
of severe tensile constraints and sharp cracks. As this property is independent of 
sample size and geometry, it is generally considered useful for initial type testing 
and specification verification [7]. This is particularly true for notched specimen 
fracture tests at low temperatures. Thus, a fracture toughness test was developed 
as possible alternative test method for the determination of this property [3]. 
Recent results from an international round robin test carried out between eight 
different laboratories (including Empa) have shown that this test is a promising 
tool for characterising the low temperature behaviour of bituminous binders [8]. 
Nevertheless, more experimental studies have to be carried out to improve the 
feasibility of this test defining the influence of the different operational parameters 
on the results. The present work shows a complementary study evaluating the 
effect of different materials to create the notch, analysing the repeatability of the 
improved test method. Furthermore, some points in the experimental procedure 
before the test have been studied and checked in order to enhance the accuracy of 
the technique. 

2 Experimental 

2.1 Materials 

In order to study the influence of the experimental steps on the method, two 
bituminous binders with different characteristics have been used (Table 1). 
Samples were provided by commercial suppliers, thus, details related to binder 
formulation and modification (i.e. polymer type and percentage or wax content) 
are unknown. 
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Table 1 Properties of the bit

Binder Type 
Pen

Bitumen 35/50 
[9] 

4

PmB 25/55-65 
[10] 

4

2.2 Test Procedure
Toughness Tes

The fracture toughness 
specification CEN/TS 15
application. It is based o
beam with a thin notch 
controlled cooling bath.  

After the beam has bee
is properly placed on th
aligned with the loading 
displacement rate of 0.01 
failure occurs. The forc
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binder is defined as the te
is 0.3 mm (Fig. 2). 
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tuminous binders 

netration  
[11] 

Softening point 
Ring and ball 
method [12] 

Characteristics 

42 mm 57.2 °C Neat bitumen 

48 mm 92.5 °C 
Polymer and wax 
modified bitumen 

e for the Determination of the Fracture 
t (FTT) 

test (FTT) is defined in the European technic
963:2010 [13], which has been approved for provision

on a three point bending test where the test sample is 
in the middle. The test is carried out in a temperatur

en conditioned at the test temperature in a cooling bath, 
he bending rig with the notch facing downwards an
shaft. Next, a vertical loading is applied with a constan
mm/s on the middle of the upper side of the sample unt

ce is recorded versus displacement at different te
he fracture toughness temperature (TFTT) of a bituminou
emperature at which the displacement at maximum forc
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Fig. 2 Calculation of the frac

A more detailed descri
technical specification [1
fracture toughness test. 

2.3 Equipment 

In this work a loading sy
bending at constant deflec
LVDT transducer (HBM
measurement of the forc
with a Spider 8 System a
standard [13], the bending
fluid, being circulated be
and the test bath at test tem

3 Results and Di

3.1 Specimen Prep

Preparation and conditio
behaviour of bituminous 
repeatability of the test 
inaccurate demoulding b
beams. For these reason
investigated in more det
improving the experimen
sections. 
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- Mould Assembling 
An aluminium mould des
assembled by different pa
same time. A fundame
aluminium inserts and th
cleaned with toluene and
remove any traces of oi
distillation of crude oil. I
fracture occurred at the b
the bitumen. Therefore, t
bitumen have been rough
failure at the aluminium b

 

Fig. 3 (A) Roughened surfac
and (C) empty assembled mo

Following specificatio
different parts of the mou
with an anti-sticking age
spacers and on the botto
prior to fill it, the plast
spacers. At this point, th
visually checked to assure
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signed and manufactured by IFSTTAR (Nantes, France
arts (Fig. 3) is used to prepare a series of ten beams at th
ntal point to consider is the adhesion between th

he binder. Before every experiment, inserts have to b
d afterwards with a degreasing solvent like acetone t
ily residues present in toluene, which is produced b
In some cases, this procedure was not sufficient and th
bitumen aluminium interface and not at the notch withi
the surfaces of the aluminium inserts in contact with th
hened to ensure a better adhesion. After this treatment n
bitumen interface was observed.  

ce of the aluminium inserts, (B) binder specimens after pouring
ould with silicone film in the middle to form the notch 

ons, to prevent sticking of the bituminous binder to th
uld, plastic films (typically transparency foils) are fixe
ent (Molykote® Multilub, USA) on the aluminium sid
om. Sometimes, just after the heating of the mould an
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he proper adhesion between spacers and films has to b
e a regular shape of the specimens. 
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- Notch Creating 
The geometry of the notch is crucial for the fracture initiation. The narrower the 
notch, the more concentrated is the stress for the crack initiation at the notch. In 
the technical specification, a double PTFE-film of 0.025 mm thickness is 
processed. A double film layer is needed to make sure there is no major resistance 
between them when they are separated during the test. To prevent the bitumen to 
penetrate between the films the same anti-sticking agent Multilub is used. The 
PTFE-film is very soft and flexible and therefore not easy to handle. For this 
reason some alternative materials for the film have been tried (Table 2) and 
compared to the original PTFE-film. 

For this study four fracture toughness tests were carried out with the same neat 
binder bitumen 35/50 at the same test temperature (T=-6.5°C) but varying the film 
material used to create the notch. The results are presented in Table 2 and plotted 
in Fig. 4. It can be observed that the averages of the displacement at maximum 
force related to each test vary between 0.25-0.37 mm depending on the tested 
material. However, the standard deviations are similar in all tests.  

Table 2 Influence of the film material to create the notch on the repeatability 

   Fracture Toughness  T = -6.5°C 

Ref. Materials Manufacturer Thickness Displacement Stand. Dev. 

A PTFE Film Goodfellow (UK) 0.025mm 0.34 mm 0.03 mm 
(10%) 

B Metal Film  h+s Präzisionsfolie 
(Germany) 

0.030 mm 0.37 mm 0.04 mm 
(10%) 

C Coated Silicone 
Paper 

Hexis (Germany) 0.150 mm 0.33 mm 0.03 mm 
(10%) 

D Coated Silicone 
Paper 

Unknown 0.080 mm 0.25 mm 0.04 mm 
(14%) 

 
The results in Fig. 4 show the importance of the film material to create the 

notch. The thinner silicone paper D can be discarded due to its lower 
displacements compared to other materials and even to the other tested silicone 
paper C. This shows clearly, that not all silicone papers are equivalent and give the 
same results. This could be due to a different chemical composition of the silicone 
coating or the different thickness. However, the thickness of the silicon paper D 
with 0.080 mm is closer to the thickness of the PTFE-film (0.025 mm) compared 
to silicone paper C (0.150 mm). Another reason to select a material is its handling 
during the specimen preparation. In case of the metal film (B), despite of 
presenting comparable results to the others materials, some operational difficulties 
in the demoulding phase were encountered. Because it is rather strong, it cannot 
be torn by hand but has to be pre-cut with a scissor. Even then, it needs more 
power to separate the test beams form the mould and despite careful handling, 
some specimens have been destroyed during the demoulding process. 
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Fig. 4 Influence of the film m

The silicone paper C a
paper is considerably th
becomes approximately 
recommended by the spec
silicone paper is much e
practical reasons, further t

- Demoulding Time an
Following the specificatio
containing the test specim
bath to stiffen the test sp
distortion or breaking. A 
the technical specification
the binder to test and the a
have to be cooled shorter 
at around -15°C to avoid b
20 min or a lower tempe
defining general conditio
related to the workability 
to ease the experimental p

- Conditioning Time B
Before the test, the specim
the technical specificatio
cooling bath for 60 min. W
necessary to have longe
between demoulding and
stored on a flat surface at
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material to create the notch on the repeatability 

and the PTFE film give comparable results although th
hicker than the other materials and the created notc

0.300 mm (2x0.150 mm) instead of 0.050 mm, a
cifications. Nevertheless, compared to the PTFE film, th
easier to handle due to its higher stiffness.  For thes
testing has been carried out with the silicone paper C. 

nd Temperature 
ons of the standard, just prior to demoulding, the moul
mens has to be cooled in a cooling chamber or a liqui
pecimens so that they can be readily demoulded withou
temperature of -20°C during 10 min is recommended b

n. However, this time can significantly vary depending o
applied cooling temperature. For example, harder binde
during a period not longer than 10 min inside the freeze
breakage. On the other hand, soft binders need more tha
erature for correct demoulding. Due to the difficulty i
ns for binders of  different properties, these suggestion
of binder could be included in the technical specificatio

procedure. 

Before Testing 
mens have to reach the testing temperature. According t
on they are conditioned at the test temperature in th
When the FTT is done at several temperatures it may b

er time between demoulding and testing. In the tim
d conditioning the demoulded test specimens shall b
t a temperature which is low enough to prevent creep o

7

he 
ch 
as 
he 
se 

ld 
id 
ut 
by 
on 
ers 
er 
an 
in 
ns 
on 

to 
he 
be 

me 
be 
of 



8  

the bitumen (between 2-7
considered that a thermal
low temperatures caused 
progressive step-wise co
conditioning in the alco
physical hardening, incre
wax crystallization and as

The influence of the c
the test was studied on th
18°C. Ten specimens fr
temperature conditioning 
progressive cooling (one h
of -18°C), the second afte
hours at -18°C. 

Figure 5 shows, that 
conditioning on the resu
change in the temperatu
behaviour. Nevertheless, 
there is some indication th
a complete thermal hom
binders should be carrie
temperature performance
give different results. 

 

Fig. 5 Effect of the thermal c
of specimens 
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7°C like in a laboratory fridge). However, it has to b
l shock can occur when a beam is put in the bath at ver

by internal stresses affecting its structure. Therefore, 
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bituminous binders has been studied in more detail. After some optimization of 
the experimental procedure, incorporating suggestions to improve it, this test has 
shown promising results. Practical reasons and results which are similar to the 
PTFE-film suggest that silicone paper can be recommended as material to create 
the notch in the beams. Concerning the temperature conditioning procedure prior 
to testing, no significant effect has been observed neither with respect to the time 
the sample stays at the testing temperature nor the way how the specimen was 
cooled from +5°C to the test temperature for the modified binder investigated. 
Attending to the analysis of repeatability, good results have been achieved when 
the samples were prepared from the same container in the same way. However, 
the deviations were larger when the samples were taken from a different binder 
batch with slightly different preparation procedure. In order to find a better 
understanding and assure the reliable of the results, more studies should be carried 
out to evaluate the repeatability of the fracture toughness test in different cases 
(influence of binder viscosity, ageing state as well as nature and content of the 
modifiers) and operational parameters (type of liquid in the cooling bath). 
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Abstract. This work uses three asphalt concrete mixtures with decreasing no-
minal maximum aggregate size (NMAS) to evaluate the validity of using the 
bending beam rheometer (BBR) to obtain flexural creep modulus of asphalt 
concrete mixture beams. Flexural creep modulus of asphalt pavement is an im-
portant property used to give insight into the cold property behaviors of the 
pavement. Previous research has indicated that asphalt mixtures can be tested 
using small beam samples (12.7-mm x 6.35-mm x 127-mm) in the BBR. Given 
that some of the dimensions are smaller than the aggregate used in the mixture 
there is a concern that significant errors would be introduced due to the influ-
ence of these larger aggregate, thus the test is not being conducted on the repre-
sentative volume element (RVE). This paper evaluates this concern. To accom-
plish this, three mix designs with NMAS, 12.5-mm, 9.5-mm, and 4.75-mm were 
developed and tested in the BBR. The two smaller mixtures were developed to 
be scaled equivalents of the 12.5-mm NMAS with similar volumetric parameters 
and gradation shapes but with decreased ratio of NMAS to beam width and 
NMAS to beam thickness. This approach is meant to imitate the development of 
an RVE while maintaining the beam size of 12.7-mm width x 6.35-mm thick-
ness x 127-mm length. A series of experiments using the BBR were performed 
to calculate the creep modulus of the asphalt mixture beams. Through statistical 
analysis it was found that creep modulus data obtained from the BBR testing 
come from a normal distribution with statistically equal variances across differ-
ent sample groups. This means that the large aggregate mixtures resulted in no 
more variability than the smaller aggregate mixtures. Consequently, creep mod-
ulus data from asphalt mixture beams collected using the BBR could be used to 
predict the thermal properties of asphalt mixtures. Thus, based on these results, 
it is concluded that the small beam samples can be tested in the BBR as they 
meet the minimum RVE requirements. 
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1 Background 

In freeze areas of the US and Canada many notice the premature deterioration of 
asphalt pavements during the cold months. This is due to improper design of the 
asphalt mixture to withstand these changes in temperature. The road surfaces 
crack leading to water intrusion and accelerated damage. Highway agencies spend 
billions of dollars on maintenance and repair of pavement structures due to this 
accelerated damage [1]. Many highway agencies are striving to find an effective 
way to maximize the service life and facilitate improvements of low temperature 
performance in asphalt concrete pavements. Performance testing of asphalt con-
crete mixtures is one way to address this issue. 

There are many tests that have been developed to determine the cold properties 
of asphalt concrete mixtures. Perhaps the most common test may be the Indirect 
Tensile Test (IDT) [2]. The IDT determines the creep compliance of asphalt con-
crete mixtures and uses visco-elastic principles to predict the stresses caused by 
thermal gradients [3]. Through years of use and research the IDT has been greatly 
improved and standardized to ensure accurate results. Standardized protocols have 
been integrated to predict the actual asphalt pavement performance from IDT 
results [4]-[6]. Two other tests that have been developed to evaluate low tempera-
ture asphalt pavement properties are Thermal Stress Restraint Specimen Test 
(TSRST) [7]-[9], and the Disc-Shaped Compact Tension (DC(T)) Test [10]-[13]. 
Many researchers have investigated the applicability of these tests, while these 
tests have many positive features; none of them have gained popularity. Aside 
from research projects, none of these tests have been adopted for regular mixture 
testing for either design or control of the low temperature properties of asphalt 
mixtures. In fact, as of this writing, no highway agency has adopted any mixture 
test to control the quality of asphalt mixtures based on their potential for thermal 
induced cracking. Some reasons that a standard low temperature test has not been 
adopted include  the amount of material needed, the cost and size of the testing 
equipment and refrigeration units, the complexity of data analysis or interpreta-
tion, the training of laboratory staff, and possibly others.  

In 2005 Zofka and Marasteanu [14]-[17] and again in 2009 Ho and Romero 
[18] proposed a simple, fast, relatively inexpensive, and highly repeatable method 
of testing small beam specimen (12.7-mm x 6.35-mm x 127-mm) using the bend-
ing beam rheometer (BBR) customarily used for performance grading (PG) of 
asphalt binders. Through this research the creep compliance of the asphalt mixture 
can be used to control low temperature properties in a way comparable with the 
IDT. Ho and Romero also showed that these results can easily be used to predict 
thermal stresses during field construction [19], [20].  

These studies have demonstrated that small asphalt mixture samples can be 
used to obtain mechanical properties and predict mixture behavior. Still this  
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approach of testing small asphalt concrete beams is met with skepticism. Critics 
are concerned with the beam size in relation to the maximum aggregate size. 
These critics are hesitant to accept that these measurement samples are in fact the 
RVE of the material. Velásquez et al. conducted a study to determine the effect of 
beam size on the creep modulus of asphalt mixtures at high, intermediate, and low 
temperatures [21]. In that work the beam sizes were increased to see if the size of 
the beams had an effect on the creep compliance. For the smallest size, the BBR 
was used but for the subsequent larger sizes equipment designed for the purpose 
of the research was designed. Velásquez concluded that the creep compliance was 
affected by the beam size at high and low temperatures, although Velásquez also 
concluded that the cold temperature fluctuation could be due to ice build up on the 
measurement devices and the beams themselves. This rationalizes concerns of not 
only beam size to maximum aggregate size ratio but also the call for proper 
equipment and standardization of testing.  

This work addresses the concern of small beam size to aggregate size ratio 
through a different approach. In this work three equivalent mixtures with decreas-
ing nominal maximum aggregate size (NMAS) were analyzed. The three different 
mixtures were evaluated to ensure that the mixtures were in fact equivalent by 
comparing the volumetric parameters and the gradations. An alternative validation 
was done by visually analyzing scanned images of the three mixes at the optimum 
asphalt content. The BBR measurements were collected from the three groups and 
the variances of the data groups were proven to be equal using Bartlett’s Test. 
Bartlett’s Test relies on the data being normally distributed and tests based on 
empirical distribution function (EDF) statistic confirmed this.  

2 Representative Volume Element 

The Representative Volume Element or RVE is a certain volume of the composite 
material that has been determined through calculation and laboratory testing to 
represent the global properties of the material. Traditionally an RVE is selected by 
starting with a sample whose smallest dimension is of nominal maximum aggre-
gate size (NMAS); the samples are tested and the sample size is increased accor-
dingly to obtain a normalized variability. The intent of determining if the RVE is 
met is to ensure that all individual materials of a composite are present for testing. 
For example, if we have a composite material consisting of aggregate, air, and 
binder, we want an RVE that contains all three components in enough quantities 
so that when tested, the response is dependant on all components. Take the two-
dimensional example of the X-ray tomography image in Figure 1, When the repre-
sentative area element (RAE) is very small the % Aggregate can vary from 0% to 
100%. As the area is increased the fluctuations in % Aggregate abate and when 
the fluctuations stabilize this area is the RAE of the sample. 
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Fig. 1 X-Ray Tomography Image for RVE Conceptualization 

It would be meaningless to have an RAE or RVE that has only binder and air, 
or binder and aggregate when there are three components to the composite. Hav-
ing a volume that is not representative of the whole composite material would 
results in extreme fluctuations in variability of results obtained through any test-
ing. A sample volume consisting of only air and binder would result in a very 
different creep modulus, for example, than a volume consisting of only binder and 
aggregate. Conceptually, if the variability of measured results from sample to 
sample is stable then the minimum requirement of the RVE has been met. 

Composite theory states that in composite materials having spatial disorder 
with no microstructural periodicity (e.g., asphalt concrete mixtures) the determina-
tion of any stress, strain, or energy field can be measured as an average over the 
given domain [22]-[23]. Therefore the stress or strain recorded as part of any anal-
ysis is not the actual value experienced by a specific component but rather an av-
erage or bulk property over the given section. The question asked then is whether 
this averaging is done over the entire domain that includes all heterogeneities or 
whether it is influenced by localized phenomenon. This answer depends on the 
property being measured and the shape of the sample. The size of the domain that 
satisfies these averaging requirements is the RVE [24].  

It is customary in developing the RVE to increase the size of the analyzed vo-
lume until a statistical stability is reached. As an example, consider a chain with 
three components: a large steel link, a medium copper link, and a small iron link 
as shown in Figure 2. Consider the case where a small sample of this composite 
material at the length shown in Figure 2 is tested in the laboratory for its elonga-
tion. Depending on the location of the sample size, the percent steel in the sample 
can vary between 0% (no steel) and 100% (all steel). The resulting measured 
elongation of this sample might result in large fluctuations depending on whether 
some lengths contain steel while others do not. This sample length does not 
represent all elements of the chain; the length represented in Figure 2 is not the 
RVE of this composite material. However, as the sample length is increased, the 
fluctuations in measured elongation due to variations in steel content greatly abate. 
In this case, the length at which the elongation function stabilizes is the minimum 
size needed to overcome the domain of small scale heterogeneity. This domain is 
the RVE. In general, the RVE ensures a given accuracy of the estimated property 
obtained by spatial averaging of the stress, strain, or energy fields in the given 
domain [25]. The length in Figure 3 contains all three components no matter 
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where on the composite structure this length is obtained. This length is the RVE 
(representative length element in this example).  

Now consider for a moment if the sampling size must remain constant and the 
exact same chain were then reduced in size as in Figure 4. Now the sample size 
that was rejected in Figure 2 is acceptable as the RVE of the composite material. 
All elements of the composite material are present and the properties obtained 
(elongation) are representative of the composite material. If the reduction process 
is carried a step farther then more individual elements of the original composite fit 
within the constant sampling domain (Figure 5). 

 

 

Fig. 2 Composite Chain with Non-Representative Length 

 

Fig. 3 Composite Chain with RVE Length 

Fig. 4 Composite Chain Reduced to 45% 
Original Size 

Fig. 5 Composite Chain Further Reduced 

This is the approach used in this work. The size of the beams used in the BBR 
are 12.7-mm x 6.35-mm x 127-mm. Although the span of the beam sufficiently 
encompasses enough material to represent the mixture properties; the main con-
cern is regarding the largest aggregate sizes to smallest beam dimension ratio. For 
the 12.5-mm mixture this ratio is about 1 for the width of the beam and 2 for the 
thickness of the beam.  This means that one aggregate could take up either of these 
dimensions entirely as seen in Figure 6.  

 

 

Fig. 6 Example Beam with Large Aggregate Particle 

This could be a problem if the desired property being evaluated were strength, 
but the property that the BBR measures is flexural creep modulus, which is aver-
aged over the gage length of the composite material. This gage length is the length 
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of the beam, not the width or the thickness. Therefore, in theory, it is valid to use 
the BBR to test mixture beams to obtain flexural creep modulus. 

This work sets out to prove that the results from the BBR testing meet the RVE 
requirement by showing that the variance from the mixtures containing large 
(12.5-mm) aggregate particles is the same as the variances from the mixtures con-
taining smaller (9.5-mm, 4.75-mm) aggregate particles. The mixtures have the 
same volumetric parameters (volume fraction of components) as shown, both by 
physical, and visual measurements. 

3 Materials and Procedures 

The hypothesis of this work is that the large aggregate size (12.5-mm) in the mix-
ture does not cause an increase in variability of the creep modulus results from the 
BBR testing. This is proven by demonstrating that the variability of the larger 
mixture is equivalent to the variability of the smaller NMAS mixture. If the varia-
bility is consistent then the hypothesis is supported, but if the variability is greatly 
affected then the hypothesis must be rejected. 

In this research hot mix asphalt was used with a 12.5-mm NMAS mix as the 
standard mix. The performance grade (PG) 64-34 binder was selected for use be-
cause it has low temperature tolerance and is a relatively soft binder that will al-
low large movements when tested. The aggregate is of high quality quartz with 
very low absorption, this allows for easier modification of the mix design. Asphalt 
concrete was chosen as a good composite material to illustrate the hypothesis be-
cause it is a material with spatial disorder and no microstructural periodicity. 

Volumetric Parameters 
A voids analysis is very important while developing a gradation and mix design. It 
is important to understand the volumetric parameters of compacted asphalt con-
crete mixtures for both mix design and construction control. Many mix design 
methods (including the Superpave mix design method, preferred by many depart-
ment of transportations (DOTs) and government agencies require the volumetric 
parameters to be within certain ranges. These parameters help standardize asphalt 
concrete mix designs and achieve certain desirable properties. The percent voids 
in the mineral aggregate (VMA), is a measure of the space available in the aggre-
gates for the addition of the asphalt cement. The voids filled with asphalt are 
called VFA and the total voids of the mix are called the VTM. Figure 7 depicts the 
components of the compacted asphalt mixture and the corresponding equations to 
calculate the volumetric parameters of the mixture. 

As the NMAS of a mixture decreases the specific surface area of the mix in-
creases therefore, more asphalt is required to maintain a constant apparent film 
thickness (AFT) [26]. The film thickness is referred to as apparent because within 
the mixture a film thickness cannot truly be measured, it can only be estimated. 
Although the AFT can only be estimated it can be used to generalize comparisons 
between mixtures. For example an aggregate with a much smaller AFT will not 
have the same response as aggregate with a larger AFT as is illustrated in  
Figure 8. 
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Fig. 7 Components of Compacted Mixture with 
Equations 

Fig. 8 Unequal Film Thickness on 
Aggregate 

0.45 Chart Theory and Gradation 
The 0.45 power chart is a common tool for Superpave gradation design. The hori-
zontal scale is a 0.45 power function of the sieve size and the vertical scale is the 
percent of aggregate passing the corresponding sieve. The maximum density line 
on the 0.45 power chart represents a gradation of spheres of different sizes that 
create a mixture that has maximum theoretical density. This maximum density line 
is a straight line from the origin to the NMAS of the mixtures. This line represents 
the gradation or particle size distribution that results in the highest level of pack-
ing, thus the highest bulk density. For example, Figure 9 shows the space between 
large aggregate represented by theoretical spheres. The space between these large 
spheres is then filled with the next largest sphere size, then the next size of spheres 
fill the resulting spaces, then smaller spheres in the space around the those 
spheres, continuing into infinity into theoretical maximum density, leaving no 
space or voids. Decreasing the NMAS would merely shift the maximum density 
line to the left of the chart but still result in the same level of packing as the larger 
NMAS max density line that is to the right.  

 

 

Fig. 9 Theoretical Maximum Density Example 
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Voids play an important role in asphalt mixture performance. There has to be 
enough voids in the mix to support the asphalt binder which is the glue, essential-
ly, to keep the aggregate together. Too many voids and the mix will rut and too 
few voids and the mix will crack when placed in the field. An S shaped curve with 
respect to the maximum density line has been the preferred shape for Superpave 
gradation mix designs. This shape has shown good performance when used in 
conjunction with certain volumetric parameters. 

The mixtures used in this work had NMAS of 12.5-mm, 9.5-mm, and 4.75-mm. 
The goal was to use the 12.5-mm aggregate gradation as the model and scale the 
gradation curve to the other two respective NMAS sizes. The goal was not to 
merely eliminate the larger particles but have actual mixes with equivalent volu-
metric parameters and similar gradation shapes. The shape of each gradation curve 
was kept similar with respect to the maximum density line as seen in Figure 
10.The gradations and the volumetric properties of the mixtures used in this work 
are shown in Figure 11.  

 

 

Fig. 10 0.45 Power Chart Depicting the Three Gradations Used for This Research 

 

Fig. 11 Mixture Designs and Volumetric Properties for the 12.5-mm, 9.5-mm, and 4.75-
mm NMAS 
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In theory similar shaped 0.45 gradations imply similar aggregate structure with-
in the composite [27]. As the NMAS is reduced the amount of fines and therefore 
aggregate surface area increases. To match the VFA of the two developed mixes 
to the standard 12.5-mm mix, the binder content had to increase. This resulted in 
an increase in the VMA, but held the VFA constant. The goal was to keep the 
VFA and VTM constant, ensuring that proportionally the same amount of binder 
was present resulting in the same apparent film thickness on the particles. The 
gradation and binder content was adjusted several times through trial and error to 
accomplish similar gradation shape and volumetric parameters. A similar 0.45 
gradation shape VMA, VTM, and VFA ensured that the mixes were essentially 
scaled equivalents of each other.  

Bending Beam Rheometer 
For this work a standard bending beam rheometer manufactured by Cannon In-
strument Company was used. The BBR applies a constant load to the midpoint of 
a simply supported prismatic beam of, traditionally, asphalt binder. The BBR 
measures the deflection at the midpoint due to a constant force applied at this 
midpoint. This BBR system consists of a loading frame within a temperature con-
trolled bath and a computer controlled automated data acquisition unit. The bath 
uses ethylene glycol as the cooling medium as required in AASHTO T313. The 
Cannon BBR can maintain temperatures from ambient air to -36° ± 0.03° Celsius. 
To perform a test, a beam is placed in the bath and loaded with a constant force of 
450 grams. As the beam creeps, the deflection at the midpoint is measured. This 
equipment is capable of measuring at multiple times to determine the visco-elastic 
properties of the material. For this work the flexural creep modulus at 60 and 120 
seconds was recorded for analysis. The flexural creep modulus controls the ther-
mal stresses and is related to the damage that occurs to asphalt concrete called 
thermal fatigue cracking. Figure 12 shows a picture of the Cannon BBR and a 
diagram of the BBR simply supported beam mechanism within the temperature 
controlled bath. 

 

 

Fig. 12 Bending Beam Rheometer and Simply Supported Beam Diagram 
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Ho and Romero determined that twenty realizations for any one particular sam-
ple were enough to accurately represent the population composite [18]. In that 
study it was found that twenty samples were needed to stabilize the fluctuation in 
variability. Ho and Romero determined that to evaluate the variance, the minimum 
replicate of asphalt mixtures beams should be at least fifteen.  Therefore, for this 
work, twenty beams cut from the same sample ensured that the properties of the 
mixture were accurately represented. Therefore at least twenty beams were tested 
from each compacted mixture. The mixture “pucks” were of standard 150-mm 
diameter and were compacted using a gyratory compactor. The air voids within a 
puck are known to have a gradient distribution, where on the edges the voids may 
be slightly higher than in the middle of the puck. Therefore, testing 20 beams from 
each sample normalizes the variability that this gradient introduces. Using a lapi-
dary saw, these pucks were cut into blocks, after which, the volumetric parameters 
were measured. These blocks were frozen to reduce excess heat developed when 
cutting into the small beams. A standard tile saw was used to cut the blocks into 
beams. For more detailed, step-by-step sample preparation, please refer to Romero 
and Ho’s work [18] - [20],  

4 Homoscedasticity  

Homoscedasticity, or homogeneity of variances, is where there are equal variances 
across samples. The hypothesis throughout this work is that all three mixtures 
resulted in the same variability in creep modulus. If the mixtures of these three 
NMAS have the same variability and volumetric properties, as discussed earlier, 
then it is true that for these NMAS the small beams of size 12.7-mm x 6.35-mm x 
127-mm are the RVE and the data collected from the BBR can be used as descrip-
tive properties of these mixtures. Before a test on the homogeneity of variances 
could be performed, it was desirable to determine the distribution of the data sets. 
We assume that the sample creep moduli of the asphalt mixtures are drawn from a 
normal distribution. Graphical analysis showed that the creep moduli fit the nor-
mal distribution well, see Figure 13; tests based on empirical distribution function 
(EDF) statistics also confirmed this [28]. These tests were the Kolmogorov-
Smirnov D test, Kuiper V test, Cramer-von Mises W2 test, Watson U2 test, and the 
Anderson-Darling A2 test. With a confidence level of 99%, all sample sets were 
found to be of a normal distribution. Outliers were not evaluated because the data 
sets were a good fit to the normal distribution when all the data points were in-
cluded for each sample set as well as when the data sets were trimmed.  
Therefore, no data was excluded from any statistical test for the purposes of this 
research. 
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Fig. 13 Creep Modulus Empirical Cumulative Distribution Function (ECDF) and Cumula-
tive Distribution Function (CDF) for the 9.5-mm mixture at 6.7% Asphalt Content (AC) 
and 60 seconds of Loading 

The three NMAS groups were developed for this research to explore possible 
sources of variability with respect to aggregate size. If the variances of the three 
NMAS are equal then we know that the size of the aggregate does not affect the 
variability of the data and we can conclude that for the 12.5-mm NMAS the small 
beam of size 12.7-mm x 6.35-mm x 127-mm is in fact a representative volume 
element (RVE). The most robust method to evaluate for homoscedasticity is Le-
vene’s test. But if there is strong evidence that the data do in fact come from a 
normal distribution, then Bartlett’s test has better performance [25]. Because the 
tests based on EDF statistics confirmed that all our data sets are of normal distri-
bution, the Bartlett’s test was selected to prove homogeneity of variances. The 
variable used in Bartlett’s test is defined as: ln ∑ 1 ln 1 13 1 ∑ 1 1 1    
Where N is the total sample size,  is the variance of the ith group,  is the sam-
ple size of the ith group,  is the number of groups, and  is the pooled variance. 
The pooled variance is a weighted average of the group variances. 

With significance level α the variances are judged to be unequal if  

    ,  

Where ,  is the upper critical value of the chi-square distribution, with 1 degrees of freedom. If  ,  we fail to reject the null hypothesis 
and the mixtures have statistically equal variances. Through Bartlett’s test the 
three sample groups fail to reject H0. This supports our hypothesis that with the 
NMAS of 12.5-mm and small beam of dimensions 12.7-mm x 6.35 mm x 127-mm 
no more variability is introduce than for the 9.5-mm or 4.75-mm NMAS mixtures 
with the same beam size. Since the mixture with NMAS of 12.5-mm has  
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aggregate that is larger than the smaller dimensions of the beam it can be extended 
that when measuring the global properties of the mixture such as stress or strain 
the aggregate size does not have an effect on the variance of the sample group. 
Because the variability of the sample groups remains constant the test is not ad-
versely affected by the large aggregate. It can be extended further that the smaller 
NMAS with increased number of aggregate in the small size beams do not in-
crease the variability either. 

Six other groups were developed by mixing binder sweeps of the optimum as-
phalt content +0.5% and -0.5% for each mixture. The null hypothesis was tested 
utilizing the Bartlett’s test for all sample groups. This included the three optimum 
mixtures with asphalt content +0.5% and -0.5% with each of those 9 mixtures 
having creep modulus readings taken at 60 seconds and 120 seconds recorded as 
separate data sets. This resulted in 18 total sample groups. Bartlett’s test fails to 
reject H0; therefore, all 18 sample groups have statistically equal variances. Figure 
14 shows the creep modulus data for the three NMAS mixtures at the optimum 
AC and the Bartlett’s test used to prove homoscedasticity. A summary of all data 
can be found in Figure 17. 

 

 

Fig. 14 Bartlett’s Test on Creep Modulus of the Three Different NMAS Mixtures at Opti-
mum AC 



Evaluating the RVE of Asphalt Concrete Mixture Beams  25 

 

5 Scaled Mixtures 

For this work to be valid the three mixtures must be ‘scaled equivalents’ of each 
other. While volumetric measurements and 0.45 power chart shapes show this to 
be true, an additional visual examination was done. For this visual approach, the 
asphalt pucks were cut into blocks exposing the aggregate of the mixtures. These 
blocks were then scanned into images to digitally analyze the skeletal make-up of 
the mixes. The images were digitally scaled according to the physical ratios of the 
mixtures’ NMAS with respect to each other. After digitally scaling, the images of 
the mixtures were visually indistinguishable. To be sure that these scaled mixtures 
were equivalent, the images were randomly divided into thirteen equally sized 
sections and the aggregate in each section was counted. If the number of aggregate 
in each scaled image is statistically equivalent then this further supports the as-
sumption that the mixtures are scaled equivalents of each other. 

Most of the literature can agree that the aggregate or fines passing the 0.075-
mm sieve is filler and does not interact directly with the larger aggregate. Al-
though this filler does affect some properties of the mix, for the purposes of this 
visual analysis, it will not be considered to affect the skeleton of the mixture. This 
mineral filler has an upper limit requirement of all passing the 0.6-mm sieve. Con-
sequently, any aggregate larger than the 0.6-mm sieve could be contributing to the 
structural integrity of the asphalt mixture. Greene theorized that the dominant 
aggregate size range (DSAR) is the interactive range of particle sizes that form the 
primary structural network of aggregates, and for the 12.5-mm mix only particle 
sizes greater than 1.18-mm can be considered coarse enough to provide the par-
ticle interlock necessary to resist permanent deformation [30]-[31]. For the  
purposes of this visual analysis we will solely be concerned with the aggregate 
sizes that directly contribute to the skeleton of the mixture. This includes all ag-
gregate larger than the 0.6-1.18 mm range. Conveniently this range of aggregate 
size is the smallest range that the eye can clearly see in a scanned image.  

At a mid-point in the beam cutting process, each block of the optimum mix-
tures was scanned. The scanned images of the optimum asphalt content mixtures 
for the 12.5-mm, 9.5-mm, and 4.25-mm were scaled to 50%, 66%, and 100% orig-
inal size, respectively; this can be seen in Figure 15. This scaling is based on the 
US customary measurements where the 4.75-mm = 0.25 inch NMAS, 9.5-mm = 
0.375 inch NMAS, and 12.5-mm = 0.5 inch NMAS. The 0.5 inch NMAS is two 
times the size of the 0.25 inch NMAS and the 0.375 inch NMAS is one and one-
half times the size of the 0.25 inch mix. Using the 0.25 inch mix at 100% to scale 

from, we scale 
.   .   1 2  x 100% 50% and 

.   .   1 1.5  x 100% 66%. An alternative scaling scheme could be to increase the 

4.75-mm mixture x 200% and the 9.5-mm mixture x 150% and keep the 12.5-mm 
mixture x 100% but this scheme resulted in issues with the image clarity. The 
resolution of the scanned images was not high enough to support this kind of 
magnification. Thirteen areas of equal size and random location were selected 
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from each scaled image and the aggregate was counted for each area. Figure 16 
depicts how an area from each mixture was cropped and magnified. This was done 
for all 13 areas. Any aggregate visually identifiable within a given area was tal-
lied. If the number of aggregate counted within each area of the three mixtures 
was the same we can further confirm that the two smaller NMAS mixtures are in 
fact scaled equivalents of the 12.5-mm NMAS mix because the solids in the vo-
lume fraction images are roughly the same. The tallied aggregate were, in fact, 
statistically equivalent. 

 

 

Fig. 15 Scanned and Scaled Images of Mixtures for Visual Equivalence Evaluation 

 

Fig. 16 One Area from Each Mixture Magnified to 300% of Scaled Image 

6 Summary and Conclusions 

The importance of keeping cost down while maintaining technicality is a para-
mount key in developing any test, standard, or specification. Most DOTs as well 
as research laboratories utilize the BBR and are very familiar with the operation of 
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the BBR. This machine can produced same day results pertaining to a mixture 
being put into use. That is to say, a test could be conducted on the same day as a 
pavement is being laid and thus give accurate, affordable, simple, repeatable, es-
sential information about the mixture being laid. This essential information could 
raise awareness about inconsistencies of mixtures form day to day during the road 
construction, or show deviations from a mixture specification established prior to 
construction. Utilizing the BBR could potentially achieve this. 

In this work it has been shown that three mixtures of descending NMAS can be 
created to evaluate if the size of the large particles affect the variability of the 
results obtained from BBR measurements. The results show that in utilizing the 
BBR to test asphalt concrete mixtures, NMAS as large as 12.5-mm do not intro-
duce any excess variability than a smaller NMAS of 9.5-mm or 4.75-mm at the 
sample dimension recommended for use in the BBR (12.7 mm x 6.35 mm x 127-
mm). Therefore, the 12.5-mm NMAS can be used with confidence in the BBR at 
the specified beam size. Let it be stressed that one puck of standard dimensions of 
150-mm diameter and 100-mm height can yield close to 40 samples within dimen-
sional tolerances. This can be achieved with a simple lapidary saw, freezer, and 
tile saw [18], [20]. 

Summary of Observations 

• The sample groups in this work were found to be of normal distributions with 
statistically equal variances.  

• Within a constant area, the 4.75-mm mixture was found to have twice the 
amount of solids as the 12.5-mm mixture and the 9.5-mm mixture was found to 
have one and a half times as many solids as the 12.5-mm mixture. 

• Large aggregate taking up the entire width and/or thickness dimensions of the 
beams do not create outliers within the data sets because the gage length is the 
length of the beam when determining the flexural creep modulus. 

• It is simple to obtain flexural creep modulus of small asphalt mixture beams 
using the BBR. 

Conclusions 
Based on this work, it is concluded that using the BBR to test mixtures could be a 
viable answer to getting fast, inexpensive, and crucial information about a mixture 
for quality control as well as incorporating parameters for cold temperature prop-
erties. 

Recommendations 
Based on the results from this and other similar studies, it is recommended that 
work be conducted to implement the BBR as a performance based test to control 
the low temperature properties of asphalt concrete mixtures used in cold climates.  
It is also recommended to use a similar approach of scaling mixtures to determine 
the RVE of small samples being testing in other equipment. 
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Summary of Data 

 

Fig. 17 Basic Information on Data Sets 
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Abstract. The purpose of the current article is a micromechanical-based model 
predicting the elastic properties of cementitious composites exhibiting low 
elasticity moduli. The model is generalized to composites made of a matrix in 
which are embedded various spherical concentric inclusions of different radi and 
properties.  

For a given type of aggregate, the grain size distribution is divided into 1 000 
discrete elements which volume fractions are determined by linear interpolation. 

The following input data needs to be known: the elastic properties, the volume 
fractions of each phase, and the grain size distribution of each aggregate type. The 
effective elastic properties of the composite are obtained thanks to a loop-type 
computation of the analytical model described in this article. 

The direct application of this model allows a comparison between experimental 
and predicted elastic moduli of cement-based mortars made of natural sand and 
lightweight aggregates. 

Variables Index 

Aggregate type 

gf  : total volume fraction of aggregate in composite 

Grain size distribution 

kr  : radius 

dΔ  : diameter interval 

kp  : density function for percentage passing of kr  ±  dΔ  

Properties of phase i,g with k-number diameter 
g

if  : volume fraction of phase i for aggregate type g 
g

ir  : radius of phase i for aggregate type g  
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g
ik  : bulk modulus of phase i for aggregate type g  
g
iμ  : shear modulus of phase i for aggregate type g  
g

i
A  : localization tensor of phase i for aggregate type g  

gsph
iA ,  : spheric localization tensor mean of phase i for aggregate type g  

gdev
iA ,  : deviatoric localization tensor mean of phase i for aggregate type g  

Macroscopic elastic properties of composite 

homk  : effective bulk modulus of composite 
homμ  : effective shear modulus of composite 

1 Introduction 

The homogenization of the linear elastic properties for cementitious composites 
has a long history of using micromechanics. By defining a representative 
elementary volume (REV) composed of inclusions and of a matrix, models based 
on Eshelby's solution (Eshelby 1957) are able to predict the effective behavior of 
the composite material when elastic, geometric properties and volume fractions of 
composite phases are known. 

(Herve and Zaoui 1993) proposed a model suitable for n-layered spherical 
inclusions. It allows the consideration of various spherical phases, but they are 
taken into account as adherent and concentric phases. This geometry does not 
match with the physiognomy of cementitious composites incorporating various 
types of aggregates. Furthermore, this modelling method does not take into 
account grain size distribution of inclusions. It is well known that aggregate size 
distributions have an impact on elastic properties of cementitious composites 
(Zheng and Jin 2011). 

Another approach was made by (Li et al. 1999) for concrete composed of one-
type of aggregate and considered as a tri-phase composite made of aggregates, 
interfacial transition zone (ITZ), and cement paste. In their work, the authors 
calculated the composite effective bulk modulus thanks to the Christensen-Lo 
approximation (Christensen and Lo 1979), which is based on the self-consistent 
scheme. On the other hand Poisson’s ratio was calculated thanks to the series 
mixture law. They made the comparison between numerical and experimental 
results from (Stock et al. 1979), with only one aggregate type. 

The present contribution is based on the approach of (Li et al. 1999), but both 
elastic properties are calculated by applying the Mori-Tanaka (or mean field) 
estimate, and using two aggregate types for lightweight mortars (sand and 
expanded clay aggregates). The proposed model considers not only relative 
volume of each phase but also takes into account aggregate size distributions 
thanks to a two-step homogenization: 
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In the first step, an unitary REV is defined for each type and diameter of 
aggregate, and the localization tensors and volume fractions of each phase is 
calculated (as shown in figure 1), 

In the second step, the effective properties of the composite are calculated 
thanks to the volume fractions and localization tensors from the first step, and the 
elastic properties of the corresponding phases. 

This entire method, from the determination of REV dimensions to calculation 
of localization tensors, is described explicitly. Strains and stresses fields are 
developed as in (Herve and Zaoui 1993) and (Sanahuja 2008), and their averages 
corresponding to localization tensors are calculated as in (Sanahuja 2008).  

The comparison of experimental and model-predicted results shows that they 
are in good agreement.  

2 Model Theory 

2.1 Reasoning 

Actual generalized model is made of various aggregate types noted as g, which 
each has n-1 inclusions surrounding it and noted as i. Furthermore, letter k 
specifies the rank into grain size distribution. 

 

Fig. 1  Decomposition of cementitious composite into unitary REVs 
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As a matter of fact, grain size distribution of each aggregate type is divided into 

1 000 sieves sizes of radius kr  and fraction kp , such as in figure 2. Discretisation 

into 1 000 elements is made because when divided into a lower number of 
elements, it shows a slight influence on numerical results.  

2.2 Unitary REV Definition 

The REV of a typical inclusion with a single ITZ is described in figure 3 . The ITZ 
thickness is taken as a constant for each type of aggregate, as various authors such 
as (Scrivener and Nemati 1996) have concluded that it does not vary with 
aggregates size, at least for gravel or sand aggregates. 

 

 

Fig. 2 Grain size distribution discretisation 

 

Fig. 3 Representative Elementary Volume 
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Each phase is defined by its external radius Ri, its shear modulus μi and its bulk 
modulus ki , as seen in variables index. Figure 4 shows a single ITZ, but (Herve 
and Zaoui 1993) proved that even with n layers, average strains and stresses (and 
so the localization tensors) can still be calculated. 

The radi and relative volumes used for modeling REVs were first determined 
according to equations 1 to 2 : 

itzerr +12 =   (1)

1/3
1

2,3 ==
g

max
f

r
rr  (2)

If condition maxrr 2,3 ≥  was respected, the ITZ and cement paste volume fractions 

were calculated as in equations 3 and 4 : 
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If the past condition was not respected, the ITZ is "too thick" ; its thickness is 
reevaluated according to equations 5 and 6, and the volume fractions according to 
equations 7 and 8. 
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2.3 Calculation of Spherical Localization Tensors 

When subjected to an hydrostatic pressure implying an E0 macroscopic strain to 
material, strains in all phase are strictly radial, and do only depend on radius, as in 
equation 9: 
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With 

iru ,  : radial displacement in phase i 

r  : distance from REV to center 

iF , iG  : constants  

Stresses can be expressed thanks to Hooke’s law, as in equations 10 and 11 : 
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With  

irr ,σ  : radial stress 

i,θθσ , i,ϕϕσ : orthoradial stresses 

There are two boudaries conditions : 

nullity of displacement at center of REV : 0=1G  

imposed displacement at n+1 phase external radius : 01 = EFn+  

With equations from interfacial continuity, which are two for each phase, an 
isostatic system is obtained, independently of the number of cocnentric phases. 

Scalar means of spherical localization tensors are calculated from phase 1 to 

phase n. Spherical tensor sphA1 of phase 1 is calculated with equation 12 ; equation 

13 describes how to calculate this tensor for the union of phases from center to 

phase i (noted sph
iA →1 ). 

Equation 14 describes how to evaluate the tensor of phase i knowing its one for 
union of phases 1 to i-1. 
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2.4 Calculation of Deviatoric Localization Tensors 

When subjected to simple shear , strains and stresses in phases are both radial and 
ortho-radial, as in equations 15 and 16 : 
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With 

),( iruθ  : ortho-radial displacement in phase i 

iA , iB , iC , iD  : constants 

Thanks to Hooke’s law, stresses can be calculated as in equations 17 and 18 : 
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There are two boudaries conditions : 

nullity of displacement at center of REV : 0== 11 DC   

imposed displacement at n+1 phase external radius : 
0== 101 ++ nn BEA   

With equations from interfacial continuity, which are four for each phase, an 
isostatic system is obtained, independently of the number of concentric phases. 

Scalar means of deviatoric localization tensors are calculated, same as for their 
spheric parts, from phase 1 to phase n.  

Deviatoric tensor of phase 1 is calculated with equation 19 ; equation 20 
describes how to calculate this tensor for the union of phases from center to phase 

i (noted dev
iA →1 ). Equation 21 gives the expression of phase i tensor knowing its one 

for phases 1 to i-1. 
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2.5 Effective Properties Calculation Based on Mori-Tanaka 
Estimate 

According to (Mori and Tanaka 1973), strains in matrix are those of the 
effective medium. Indeed, localization tensor of the matrix is different from the 
inclusions ones, as shown in equations 22 to 24. 
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Means of spheric localization tensors are used for calculation of bulk modulus, as 
in equation 25 while deviatoric ones are used for homogenization of shear 
modulus as in equation 26. 
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3 Experimental Mixes 

Various cementitious composites were investigated, with aggregates volumes and 
properties varying. Tested composites included mortar and lightweight mortar. For 
each mortar, we tried to maintain the Water/Cement (W/C) ratio constant (so that 
the cement paste elastic properties remain unchanged) and adjusted it with 
rheology-modifying admixtures in order to maintain slump between 18 and 22 cm. 
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In order to consider the effective W/C ratio of the cement paste, the water 
absorption of aggregates was taken into account : 1.9 % for sand. 

The mortars compositions are given in tables 1 and 2 ; their elastic moduli were 
tested according to the European standard Rilem CPC8,72 (Rilem 1972).  

Table 1 Sand mortars 

 Relative sand volume 
(%)  

 0   20   40   62  

Cement (kg/m 3 )   639   510   372   242  

Water (kg/m 3 )   670   511   402   254  

Sand (kg/m 3 )   0   532   1065   1644  

Filler (kg/m 3 )   358   285   215   135  

Viscosity agent 12 10 0 0 

Super-plasticizer 

(kg/m 3 )  

 0   0   0   4.73  

 
The lightweight aggregates were pre-saturated before mixing according to their 

data-sheet. Their absorbed water (5 minutes water absorption) does not figure in 
the compositions of table 2. Lightweight mortars were obtained by substitution of 
sand by expanded clay aggregates from the mortar containing 62% of sand 
volume. 

Table 2 Lightweight mortars 

Lightweight 
aggregate 
substitution rate (%) 

 0   30   60  

Cement (kg/m 3 )   242   242   242  

Water (kg/m 3 )   254   254   254  

Sand (kg/m 3 )   1644   1562   1397  

Filler (kg/m 3 )   135   135   135  

Lightweight 

aggregates (kg/m 3 )  

 0   222   444  

Super-platicizer 

(kg/m 3 )  

 4.73   7.20   7.20  

Viscosity agent 

(kg/m 3 )  

 0   1.06   1.06  
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4 Comparison of Predicted and Measured Elastic Moduli 

4.1 Input Data 

Grain Size Distributions 
The grain size distribution of sand and lightweight aggregates is defined by sieve 
sizes and passing percentages as shown in table 3.  

Table 3  Grain size distributions 

Sieve size 
(mm) 

Passing (% ) 

0.06 0 
0.30 20 
0.80 50 
2.20 80 

4 100 
 

Sieve size 
(mm)  

 Passing (% )  

0.06   0  
1  28  
2  56  

3.10   82  
4  100  

 
Properties of sand ITZ 
(Mindess 1989) observed that the ITZ thickness varies between 50 and 100 μ m, 

and its elastic properties vary between 40 and 60% of cement paste ones ; 
(Hu and Stroeven) observed that the ITZ thickness is usually under 10 μ m. 

(Bentz and Garboczi 1999) observed that the ITZ thickness is about half of the 
median size of cement particles. 

The first observation from (Mindess 1989), when compared to our own SEM 
observations and measurements, seemed too large for studied composites. We 
made the final assumption of an ITZ thickness of 5 μ m, with a 50% Young’s 

modulus of cement paste one.  

Properties of lightweight aggregates ITZ 
Thanks to Scanning Electron Microscopy observations, the expanded clay 
aggregate’s ITZ was identified as inexistent, as shown in figure 4. According to 
(Ke et al. 2010), the high porosity of aggregates allow the cement paste to 
penetrate their surface and guarantees the model hypothesis of continuity for 
displacements and stresses. For computation of those aggregates REVs, no ITZ 
was taken into account.  
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Fig. 4 Lightweight aggregate in cement paste 

Properties of aggregates 
Young’s modulus of sand was taken as silicium’s one (107 GPa), our sand being 
silicious. 

For lighter aggregates from same production, (Ke et al. 2010) found by inverse 
modeling their Young’s modulus to be between 8 and 12 GPa, and Poisson’s ratio 
to be around 0,2. We chose a 12.5 GPa modulus and a 0.2 Poisson’s ratio. 

Poisson’s ratio of sand, cement paste and sand ITZ were taken as in 
(Simeonov and Ahmad 1995). 

All phases elastic properties are summarized in table 4 : 

Table 4 Sand mortars phases elastic properties 

 Phase   Young’s modulus (GPa)  Poisson ratio  

Sand   107   0.15  

Sand ITZ   3.5   0.3  

Lightweight aggregate 12.5 0.2 

Cement paste   7   0.25  

4.2 Results 

Figure 6 shows experimental and predicted results for sand and lightweight 
mortars.  

For 0% of sand, material is uniphasic ; its measured properties were used for 
the computation of the cement paste properties. For 20 and 62% of sand volume, 
relative error is under 5%. 
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For 40% of sand volume, relative error is up to 19%. This point does not 
match with the curve general trend. This can be explained by the use of a viscosity 
modifying admixtures in the other mixes to guarantee the workability, stability 
and homogeneity of the fresh mixes. The mortar with 40% of sand volume did not 
contain either of those viscosity-modifying admixtures. In such conditions one 
should notice that the computed properties of cement paste are somewhat 
impacted by the effect of the viscosity agent, which has a slight but inherent 
consequence when modelling the properties of admixtures-free cementitious 
composites. 

 

 

Fig. 5 Young’s moduli prediction 

For lightweight aggregates, relative error is under 4 %.  

Conclusion and Prospects 

The relative errors obtained are mainly under 5% , which is very satisfying 
knowing the experimental dispersion and the difficulty of identifying the actual 
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properties of phases such as sand grains, lightweight aggregates or ITZ. The use of 
this model might also be extended to others types of cementitious composites, 
geomaterials or bituminous composites, ... 

Similar tools will be applied to self-consistent scheme in a following 
contribution in preparation. Furthermore such a specific estimate is expected to be 
more efficient to evaluate linear elastic properties of porous composites. 

In an ongoing program, linear elastic behavior of phases is to be changed into 
elasto-plastic behavior as in (Abou et al. 2008), so that the micromechanics-
calculated localization tensors can be exploited for finite element computations at 
macroscopic and large infrastructure scales. The comparison between those 
simulations and in-situ full-size testing of Controlled Modulus Columns (also 
called soil strengthening rigid inclusions) will be used to validate the model. 
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Abstract. Understanding the influence of the fundamental parameters on asphalt 
mastic rheology is an important step towards improving the quality of asphalt 
mixtures. Due to the size of fillers and the sensitivity of the rheological behaviour 
of mastic, it is not always possible to study the effect of all parameters at one 
scale. Hence in this study, a theoretical framework is established for calculating 
the relative viscosity of asphalt mastics as a function of its filler concentration. 
Furthermore, a new test protocol is introduced for measuring the viscosity of  
asphalt mastic at higher temperatures and different filler concentrations.  To cha-
racterize the fillers and their agglomeration and distribution inside solid mastics, 
X-ray tomography, laser scattering, scanning electron microscopy, BET and He-
lium Pycnometery were utilized.  To characterize the energy dissipation potential 
of the mastics under cyclic loads, as a function of their fillers, the dynamic me-
chanical analyzer was utilized. The research shown in this paper further investi-
gated the various dominant parameters related to fillers and bitumen in mastics 
and relate them to the workability and resulting mechanical properties and devel-
oped an overall framework to connect different scales. The developed characteri-
zation protocols have the potential to allow the asphalt engineers to design their 
hot and warm asphalt mixtures on a more fundamental and thus sustainable basis.   

1 Introduction 

Asphalt mixtures are complex composite materials build up from a mixture of 
aggregates, bitumen, fillers and additives. As such, the end performance of asphalt 
mixtures entirely depends on its component’s properties, their interaction with to 
each other and the surrounding environment. Variation in the quantity and quality 
of the components is, unfortunately, quite normal and has a significant effect on 
the material’s long term performance. Understanding the effect of the individual 
material components is thus essential for correctly designing asphalt mixtures to 
meet desirable structural and surface requirements [1-5]. In addition to the base 
components, there are many other parameters which can be controlled that have a 
high impact on the ultimate performance of asphalt mixtures. 
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Being a composite material, also means that the way the mixture is handled and 
constructed has a large impact on the resulting behavior. In the case of hot mix 
asphalt (HMA), this means that the material will be heated initially when mixing 
the components to ensure that the mastic viscosity is reduced sufficiently to coat 
the aggregates. Then, upon the time of paving, the mixture is heated up again to 
ensure sufficient workability and compactability. The relationship between the 
chosen temperatures and the material properties will thus affect the resulting mix-
ture properties. In the case of warm mix asphalts, the use of additives and  
their interaction with the fillers and bitumen is chosen today, rather arbitrarily and 
is uncoupled to the short term workability and the long term sustainability  
demands. 

Currently, most mastic parameters are chosen mainly based on experience and 
measurements of the viscosity of the bitumen only. Yet many parameters have a 
significant influence, such as aggregate size distribution, filler size distribution, 
filler agglomeration, mastic viscosity and physicochemical interaction between the 
aggregates and the asphalt mastic. Studying the influence of all these parameters 
also means that several scales need to be investigated.  

As viscosity of asphalt mixture is a complex phenomenon, for predicting and/or 
measuring the workability and optimizing the long term field response of asphalt 
mixtures it is crucial to clearly understand the effect of all the dominant parame-
ters and be able to measure them. To do so, in this research the asphalt mastic 
phase (i.e. the filler-bitumen mixture) has been identified as an important phase 
that can be linked to the bitumen level as well as the asphalt mixture level. For the 
bitumen-mastic connection, the effect of the bitumen viscosity, the filler properties 
and the filler-bitumen interaction are important aspects to consider. For the 
mastic-asphalt concrete mixture the mastic properties (from the previous  
scale), the aggregate properties and the interaction between the two are important. 
The latter, though part of the overall research project, will not be treated in this 
paper. 

2 Research Aim 

In this paper, focus is placed on determining the fundamental parameters which 
have influence on the rheology of asphalt mastics and evaluating their effect. To 
do so, first a theoretical framework is established for calculating the relative vis-
cosity of asphalt mastics as a function of its filler concentration. Then, a new test 
protocol is introduced for measuring the viscosity of asphalt mastic at higher tem-
peratures and different filler concentrations. Subsequently, the results obtained 
from this viscometry tests are utilized for evaluating the theoretical framework. To 
be able to understand the underlying mechanism of the measured mastic behavior, 
the physical properties of the fillers were measured and compared with their cor-
responding mastic viscosity. To investigate the agglomeration of filler particles 
after mixing with bitumen, a detailed X-Ray CT analysis is performed. Finally, to 
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investigate the energy dissipation of the mastic under cyclic loading after cooling 
down, a new test set-up was developed utilizing the dynamic mechanical analyzer.  

3 Theoretical Framework 

According to the basic theory, the viscosity of any material can be calculated by 
dividing the applied shear stress by shear strain rate (equation 1).  

 (1)

The relationship of shear stress and shear rate for a Newtonian material is  
linear. For non-Newtonian material this relationship is non-linear, so calculating 
the viscosity of non-Newtonian material can be a more challenging task. Asphalt 
mastics at elevated temperatures behave as non-Newtonian suspensions in which 
bitumen plays the medium role and fillers are act as particles. Suspensions behave 
differently at varying particle concentration levels, due to a change in the flow 
profile of the suspension due to presence of particles, causing the non-linear  
behavior. 

In addition to the particle concentration, as mentioned earlier, there are several 
other parameters that can affect the viscosity of suspensions. Most of the theories 
which are available for calculating the viscosity of suspension are restricted to 
certain assumptions and are not necessarily able to model the behavior of mastic at 
the relevant range of filler concentrations. For this reason a framework was estab-
lished, based on available theoretical models, to be able to calculate the viscosity 
of the mastic from dilute to high concentrated suspensions [6].  

This framework divides the suspension viscosity behavior into two general re-
gimes: the hydrodynamic and the frictional regime (figure 1) [7]. In the hydrody-
namic regime, at lower filler concentrations, particles are positioned far from each 
other, forming thus a so-called dilute suspension. At higher concentration, par-
ticles come into a closer position but still do not have any direct filler-filler con-
tact. In the frictional regime fillers come into direct content and make a network 
of filler-filler contacts. In this regime the frictional force is dominant. 

As is illustrated in figure 1, in the hydrodynamic regime there are two models 
that can asymptotically model the mastic relative viscosity, which is the viscosity 
of the mastic at each concentration divided by viscosity of the neat bitumen. The 
Einstein formulation (equation 2) and the Frankel formulation (equation3) can be 
used for lower and higher filler concentration, respectively. Yet there is a gap 
between the low and high concentrations, which is not covered either by Einstein 
nor by the Frankel equation. For this zone a transition equation (equation 6) was 
created to be able to connect the lower filler concentrations to the higher filler 
concentrations. 
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Fig. 1 Relative viscosity versus concentration bounded by two asymptotes 

1  (2)

1  (3)

2 1  (4)

 (5)

1
 (6)

where  is the relative viscosity,  is the Einstein constant,  is the filler concen-
tration,  is the Frankel constant,  is theoretical maximum concentration 
which there is no any free binder in the mastic,  is the is the average weighted 
radius of the particles,  and  are transition constants and  is the average dis-
tance between filler grains.   

As the fillers come into contact, they form frictional interactions which gets ac-
tivated upon shearing of the mixtures. So by using the concept of primary and 
secondary aggregate structures, equation 7 was defined for calculating the relative 
viscosity of the mastics in this regime.      

 (7)
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where  is the adsorbed asphalt layer thickness, the term of (δ/r-hr) shows the 
strength of contact.  is the number of particles and it shows the number of con-
tacts which are producing the friction force and  is the friction coefficient of the 
whole particles structure [7]. 

4 New Protocol for Measuring the Viscosity of Asphalt 
Mastics 

After establishing and testing the framework it was necessary to measure the vis-
cosity of asphalt mastic at elevated temperature for a wide range of filler concen-
trations. Considering that such measurements should be able to clearly identify the 
effect of various parameters, the robustness, reliability and repeatability of the test 
should be assured. It was therefor decided to develop a standardized protocol in 
which the dominant parameters are clearly defined. 

The temperature is certainly an important parameter, which has a significantly ef-
fect on viscosity values. In two stages in the developed test protocol temperature 
plays an important role: during the filler and bitumen mixing and during the actual 
measurement. The latter one is more often controlled than the first, but since asphalt 
mastic is a history dependent material, the entire handling and temperature treatment 
should be controlled as much as possible. Furthermore, during the mixing process, an 
optimum temperature is needed to provide suitable bitumen viscosity. So, all mastic 
samples were mixed at the same temperature (140˚C), to reduce the temperature ef-
fect of the mixing procedure. This temperature was chosen such that it would be ap-
propriate for mixing the bitumen and fillers at all percentages. Mixing of the bitumen 
with the fillers was done with a mechanical high shear mixer. 

Due to the influence of particle size on the viscosity of mastic, it is important to 
have a good control on the homogeneity of the filler size. To make sure for all 
samples that the filler size distribution is the same and segregation does not have 
any effect on the filler size, sufficient amount of filler for all samples were col-
lected and stirred to ensure a representative filler distribution. Then, the filler was 
divided into different portions for the mastic samples. At that point filler was 
placed in the oven for 24 hours to get completely dry and also heated up to the 
mixing temperature. 

Because of the importance of the volumetric characteristics of the fillers and bi-
tumen, the amount of filler content was calculated by volume instead of weight. 
The weight of volume for a specific concentration was calculated by measuring 
the density of the fillers and the bitumen at the temperature at which the mastic 
viscosity will be measured. For calculating the concentration of filler a volumetric 
calculation was made: 

 (8)

Where VF is the volume of filler and Vb is the volume of bitumen. 
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Adding filler to the bitumen is an action which seems simple, but can also  
affect the rate of agglomeration. Agglomerated particles make a bigger artificial 
particle that can act as coarser filler. For this reason, the adding procedure of the 
fillers to the bitumen was also standardized as much as possible to avoid introduc-
ing additional variables into the mixtures.  

Air pockets or enclosed bubbles are an unfortunate reality from the mixing 
process and can have a significant effect on the viscosity. Air bubbles can be in-
troduced into the mastic during the filler adding into mastic mixing process. 
Therefore, to prevent adding air bubbles into the mix, the filler was gradually 
spread in the bitumen during the mixing. The mastic was kept in an oven at 140˚C 
for 2 hours to give the samples time to release any remaining air bubbles. To en-
sure a homogeneous mixture, the mastic was mixed again at the relevant test tem-
perature before pouring mastic into the cup of the viscometer.  

Deciding on the appropriate viscometer cylinder geometry is quite challenging 
since various geometries are available on the market, but for converting the  
measured torque and velocity to the correct shear stress and shear rates, some 
considerations must be made. First of all, some of these geometries are suitable for 
Newtonian material and others for non-Newtonian. The theoretical equations for 
calculating shear stress and shear rate usually are based on the assumption that the 
material moves instantly with the inner cylinder. This means that the system 
should not have any slipping on inner and outer cylinder wall. The zero shear, or 
plug, zone is also a non-negligible phenomenon that can occur for some stiffer 
mastic or for very low shear rate test.  

To satisfy all the above conditions, a rotational co-axial viscometer was uti-
lized. This viscometer was found to be able to apply the accurate range of shear 
stress at different magnitudes for measuring the mastic viscosity with a varying 
range of viscosity, relevant for mastics. Due to varying flow behaviour of the 
tested mastics with the different filler concentration, accurate measurement should 
be possible when mastics display a different type of behaviour such as Bingham 
flow, shear thinning or thixotropy. For this reason a viscometer was chosen, able 
to use different geometries and procedures. The geometry and the gap between 
inner and outer cylinder were chosen very carefully to avoid the influence of the 
boundaries on the measurements.  

The DIN standard (3219:1993(E)) gives the geometry of inner rotor for Newto-
nian materials (figure 2-c). In this standard, the converting equations are based on 
the assumptions of dealing with a Newtonian material. As such, the shear stress 
gradient in the gap between inner and outer cylinder is considered linear, there is 
no plug zone and no slippage on the wall of inner and outer cylinder. From these 
assumptions, the limitations of using the cylindrical rotor are considerable.  

Bitumen is in principle a Newtonian material. But, when increasing the filler 
concentration, mastic starts to behave more non-Newtonian. From the particular 
filler concentration that this behavior is noted, the use of the cylindrical rotor to 
measure the viscosity is no longer appropriate. This, firstly, because of a boundary 
bias which starts to occur at that point, and secondly, because the penetration of 
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(a) (b) (c) (d) 

Fig. 2 a) The TA Rheometer (viscometer), b) grooved cup, c) cylindrical rotor and d) vane 
shaped rotor 

the inner cylinder or rotor becomes more difficult for stiffer mastics. Lastly,  
slippage on the wall of the inner cylinder must be prevented, the risk of which 
becomes quite high for the cylindrical geometry at the higher concentration. For 
these reasons, a vane shaped rotor (figure 2-d) was chosen in this study for the 
higher filler concentration. The range of filler concentration for using the two 
rotors can vary from one type of mastic to the other and it is highly depended on 
the filler size. From the tested mastics, however, most of the mastics showed that 
around 20% filler concentration can be a suitable boundary for shifting from cy-
lindrical rotor to a vane shaped rotor.  

As mentioned earlier, bitumen is a visco-elastic material and its rheological be-
haviour is highly depended on the temperature. So, maintaining the accurate tem-
perature during the measurement is crucial. The test temperature can be designed 
according to the aim of the test. There are, however, some limitations for choosing 
the test temperature when testing mastics. According to Stokes’ law the speed of 
sedimentation of particles inside a liquid is a function of the weight of the particle 
and the viscosity of the liquid. Hence, the combination of higher temperature and 
longer testing time may increase the risk of filler sedimentation. On the other 
hand, if the testing temperature is too low, the viscosity result may not be repre-
sentative of or relevant for the viscosity behaviour of bituminous mastic, especial-
ly for modified bitumen. To deal with this issue all mastic viscosity measurement 
were done at 100˚C. 

5 Material Selection 

In this research, for studying the effect of different fillers and filler concentrations, 
an extensive laboratory program was performed. The fillers were selected to ena-
ble the study of a range of parameters, such as filler chemistry, surface area and 
particle shape on the viscosity of the mastic. Hence, three different types of min-
eral fillers were selected; two silica based filler (M10 and M600) and fly ash. For 
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all samples presented in this paper, a standard 70/100 bitumen from Nynas was 
used. Silica based fillers have a completely different angular shape compared to 
the rounded fly ash particles. M10 and M600 are both from silica based mineral. 
M600 is, however, much finer than M10, having thus a much higher surface area 
and, consequently, behaving very differently in terms of bitumen-filler interaction 
and agglomeration. The mastic samples were prepared with different filler content 
ranging from 5% to 50% or more, depending on stiffening effect of the filler on 
the bitumen.  

6 Filler Fundamental Properties 

To analyze the characteristics of the selected fillers scanning electron microscopy 
(SEM), laser scattering, BET (Brunauer, Emmett and Teller theory) and helium 
absorption were used to determine shape, size distribution, specific surface area 
and density, respectively.  

Figure 3 shows examples of pictures captured by SEM from all fillers. As fig-
ure 3-a and 3-b show, M10 and M600 have similar angular shapes, however due to 
their different size the particle interaction is different, leading to a varying agglo-
meration. Figure 3-c and 3-d shows this difference. Fly ash filler, figure 3-e and 3-
f, has a round shape particle that makes it completely different from the two other 
fillers in terms of shape. 

Laser scattering is one of the possible methods for measuring the size and size 
distribution of particles with diameter less than 2 mm. In Figure 4 the size distri-
bution of the three fillers measured by laser scattering is shown. 

The phenomenon of physical adsorption of gases was taken up the BET to de-
termine the specific surface area of fillers. Measurement of specific surface area of 
M10, M600 and fly ash by Micromeritics Gemini 2360 Surface Area Analyzer 
gave 0.93, 4.0 and 1.5 m2/g respectively (Table 1). To determine the density of the 
fillers, their weight was determined by an accurate scale and their volume by a 
Helium Pycnometer. According to test results from the Helium Pycnometer the 
densities 2.79, 2.75 and 2.41 kg/cm3 were obtained for M10, M600 and fly ash 
respectively (Table 1). 

7 Filler Agglomeration in Asphalt Mastics 

The filler phase in asphalt mixture gradation is most often noted as the mineral 
particles which have an average diameter below 63 µm (or 73 µm in American 
standards). From figure 4, however, it can be seen that a wide filler size range was 
measured, which may affect the mastic rheological behavior. Additionally, it is 
interesting to know to what extend the fillers form clusters after they are mixed in 
the bitumen. 
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Fig. 3 SEM photograph of fillers, a) M10, b) M600, C & d) comparison agglomeration 
between M10 & M600, e & f) fly ash 

 
To study if the particles agglomerate in the bitumen and how much this agglo-

meration would affect the actual filler gradation, X-ray computed tomography was 
used to scan the mastic samples. The 3D X-ray images were then analyzed to 
measure the volume and size of the filler inside the bitumen mastic and 
represented in a sieve-size graph to compare to the original filler before mixing. 
Several samples were prepared with bitumen 70/100 and 30% filler (M600) volu-
metrically and poured into specially designed silicone molds (figure 5). The sam-
ple size is important for the necessary resolution of the scans, so the size of the 
mold was chosen small enough for the X-rays to be able to capture the fillers as 
much as possible with good accuracy and big enough to provide suitable data for 

(d) (d)
 Filler M600 

(c) (c)
 Filler M10 

(a) 
 Filler M10 

(b) (b)
 

)

Filler M600 

  
(f) (e) 
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the statistical analyzing, Figure 6. To avoid erroneous conclusions due to resolu-
tion issues, the measured mineral volumes were calculated and compared to be 
equal to the actual amount as measured from the sample preparation. 

The X-Ray image sieve analyses showed a different size of fillers compared to 
what was measured at the filler’s dry stage. As can be seen from the graph, the 
filler gradation shifted to the right side (coarser side) of the dry filler gradation  
curve, which indicates the amount of filler agglomeration inside the samples,  
Figure 6. As can be seen from the graph, the agglomeration is really significant 
which means that the actual filler concentration will be quite different from what 
the mastic is originally designed for, had the filler distributed evenly. From the 
analyses it was also found that the distribution of the fillers within the mastic was 
not homogeneous and, as can be easily seen with the bear eye in Figure 5, part of 
the larger filler particles seem to sediment toward the bottom of the sample.  
 
 

 
Fig. 4 Filler size distribution for M10, M600 and fly ash 

Table 1 BET and Helium Pycnometer results 

 M600 M10 Fly Ash 

Specific surface area (m2/g) 4.0 0.93 1.5 

Density (kg/cm3) 2.75 2.79 2.41 

8 Viscosity Result Utilizing New Protocol and Framework 
Validation 

To measure the viscosity of the mastics and relate them to the filler properties, 
several asphalt mastic samples were prepared. In both sample preparation and 
testing steps of the viscometry, the presented protocol was followed. Figure 7 
shows an example of the viscosity result for mastics at different filler concentra-
tions. This figure shows the relationship between shear stress and shear rate for  
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Fig. 7 An example of viscosity results, shear stress vs. shear rate for mastic M600 at differ-
ent filler concentrations 

 

 

Fig. 8 Relative viscosity of mastics at 100 C and 1.5 1/s shear rate with combination of  
cylindrical and vaned rotor (left: complete graphs, right: focused on lower concentrations) 

From the measurements the highest relative viscosity for a certain filler concen-
tration was seen with the M600 filler, which is the finest filler with a high surface 
area and angularity, followed by the mastics with M10 and fly ash fillers. From 
the first two mastics it can be concluded that with the same mineralogy, but in-
creasing surface area, viscosity will increase. The comparison between the viscosi-
ty result of the mastics containing M10 and fly ash shows the effect of shape of 
filler. The spherical particle of fly ash inside the bitumen under shear stress are 
rotating and rolling more easily, giving less resistance to flow compare with  
angular particle of M10. 
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Fig. 9 Fitting the framework into the experimental results 

Figure 9 shows that a good agreement between the experimental result and the 
developed theoretical framework was found. The fitted framework is able to  
capture all experimental results quit well; however still makes use of fitting  
parameters which are presented in table 2. From this it can be noted that a clear 
distinction can be made between the mastics and that the framework can uniquely 
describe the behavior of the mastics over a wide range of concentrations. While 
the fitting factors shows same trend, finding the physical explanation for these 
factors is the aim of the ongoing project. 

Table 2 Fitting parameters 

Fitting Parameters M 10 M 600 Fly Ash 

Фm 0.5 0.4 0.6 

C' 2.8 3.5 3.6 

C 1.5 1.4 1.5 

n 1.5 1.7 1.8 

K 7.8 8.8 5.1 

9 Energy Dissipation of Asphalt Mastic 

To investigate the mechanical property of the mastics as a function of the varying 
filler types and concentrations, the ability of the mastics to dissipate energy is an 
important property to characterize the mastics. To be able to measure this it is 
important to vary the train rates in a controlled manner and to create a uniform 
stress field inside the materials. For this, a new test set-up is being developed that 
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viscosity of mastics with different concentrations at higher temperatures was  
developed. To have a reliable and reputable test the relevant parameters that can  
affect the viscometry were standardized. To study the effect of the different prop-
erties of filler on mastics rheology, three different types of fillers were selected 
that enable the systematic study of a range of parameters, such as filler chemistry, 
surface area and particle shape on the rheology of the mastic.  

From the measurements it was found that, as M600 is much finer than M10, the 
M600 has more internal interaction between the particles and showed more ag-
glomeration in the unmixed situation. X-ray tomography also showed that the 
filler inside the bitumen does not have the same gradation as unmixed. The filler 
gradation inside the mastic is shifted entirely to the coarser part of graph, which 
shows the effect of filler agglomeration.  The mastic with the finer filler, M600, 
showed the highest value of viscosity for each concentration, followed by M10 
and Fly ash. Fly ash and M10 almost have the same size, however due to the 
spherical shape of the fly ash particle it showed a lower viscosity compared to 
M10. The viscometry result also showed that the mastic with higher filler concen-
tration is not Newtonian anymore. So for measuring the viscosity of mastic with 
higher filler concentration (more than 20%), a vaned rotor was used. Initial mea-
suring of the energy dissipation of asphalt mastics showed that mastics with higher 
filler concentration have lower visco-elastic energy dissipation potential under 
dynamic loading. Partly this could be due to the diminished amount of visco-
elastic binder (i.e. the bitumen), since the volumes are kept the same. Other rea-
sons for this could be the non-visco-elastic particle-particle interactions at higher 
concentrations and the increase of bitumen-filler interaction. The mastic energy 
dissipation test is, however, still under evaluation and not too many conclusions 
can yet be drawn from its current results. In the continuation of this research, the 
test will however serve as an important step in linking the production stage beha-
vior of the mastics with the actual long-term field performance.  
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Abstract. A robust and reliable model has been required to take into account the 
fundamental physicochemical and geochemical reactions resulting due to 
detrimental effects during the service-life of concrete structures. A multi-scale 
model developed by Concrete Laboratory at the University of Tokyo is extended 
in this study by coupling geochemical code PHREEQC with the model. The newly 
developed multi-scale modelling framework capable of addressing 
physiochemical and geochemical processes in cementitious materials such as 
hydration of cement particles, pore structure formation, multi-species transport, 
activity effect, ionic interaction with cement hydrates, etc. In addition, it provides 
a better understanding of the underlying mechanisms, which govern the 
degradation of cementitious materials. The model predictions for composition of 
cement hydrates and porosity are quantitatively compared with experimental 
results obtained in the literature. The capability of the model in evaluating the 
performance of cementitious materials in various aggressive environments is 
addressed. The simulation results predict the spatial and time variation of solid 
phases, pore water compositions, pore structure properties, etc. Thus the 
developed multi-scale framework can potentially be applied to assess long-term 
durability of concrete infrastructures.    

1 Introduction 

The deterioration of cementitious materials in concrete structures is causing 
concern over the world today. The long-term service life of infrastructures can be 
achieved through improved quality control materials, methods, and design and 
construction practices. A detailed knowledge is essential on these aspects, and this 
knowledge need to be incorporated into models for understanding the phenomena 
and hence for predicting the actual service life of the structures. There are number 
of models have been developed to provide much information on the degradation 
behaviour of concrete [1-5]. Further, many reports have been published on multi-
species transport and coupling the transport with geochemical models [3-5]. 
However, the developed models unable to predict the hydration and 
microstructure properties of cementitious materials with time, and they need a 
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large amount of experimental data as the input to the model. A multi-scale 
simulator, which was developed in Concrete Laboratory at the University of 
Tokyo Japan, can predict the state of the concrete from its birth to entire life [1]. 
Figure 1 shows a schematic representation of the multi-scale simulator for 
materials and structures [1]. Physicochemical states of substances in nano-micro 
levels are greatly associated with macroscopic characters of concrete composites. 
The simulator is able to predict the performance of concrete structures in 
aggressive environments. For very accurate prediction however, additional 
mechanisms and processes affecting the performance should also be incorporated 
into the multi-scale simulator. The main objective of this study is development of 
a model, which can precisely predict the long-term performance of cementitious 
materials in various environments. Durability concrete code DuCOM, which is the 
main part of the multi-scale simulator [1], and geochemical transport code 
PHREEQC, which is designed to perform variety of geochemical calculations 
including equilibrium between minerals and solution, ion exchanges, surface 
complexes, solid solution, and gases, [6-7] will be used to achieve this purpose. 
The developed model will consider not only the hydration of cement particles and 
the transport of multi-species into cementitious materials but also the chemical 
interaction of multi-species with cement phases simultaneously. Further, the 
model is capable of predicting spatial and time variation of physical and chemical 
properties of the materials as well as determining the chemical degradation due to  
 

Scale
100-103[m]

Macroscopic cracking

Stress, Strain, Accelerations, Degree of 
damage, Plasticity, Crack density etc.

Continuum Mechanics
Deformational compatibility
Momentum conservation

Output:

Mechanical Actions
Ground acceleration
Gravity
Temperature and shrinkage effects

Scale
10-6-10-9[m]

Thermo-hygro system
State laws
Mass/energy balance

Environmental Actions
Drying-wetting. Wind. Sunlight. 

ions/salts etc.
Output: Hydration degree, Microstructure, 

Distributions of Moisture /Salt /Oxygen /CO2, 
pH in pore water, corrosion rate etc.

10
-1

10
0

10
4

10
3

10
2

10
1

Hydration
starts

Heat. Initial 
defects

Time 
(Days)

Corrosion, Carbonation, 
Leaching..

Earthquake
Wave

Unified 
evaluation

 

Fig. 1 Multi-scale scheme and lifespan simulation for materials and structures [1] 

 



Integrating Physicochemical and Geochemical Aspects 65 

 

ingress of detrimental ions. The basic theory behind the ionic transport and 
geochemical reactions, framework of the model, and coupling procedures of 
DuCOM and PHREEQC will be presented briefly in this paper. In order to 
evaluate the model, some of simulation results will be compared with 
experimental data available in the literature. Further, the coupled model is applied 
to evaluate the long-term performance of cementitious materials in various 
aggressive environments. 

2 Description of the Model 

PHREEQC has been integrated with other programs to perform geochemical 
calculation. The new IPhreeqc module is designed for coupling of PHREEQC 
with other programming languages [8]. IPhreeqc module can easily interface with 
other programming languages and PHREEQC can run without reading or writing 
files. The data can transfer between PHREEQC and other program through 
internal computer memory. This kind of process has merits on calculation time 
and programming because IPhreeqc preserve computed results between time steps 
rather than redefining PHREEQC for each time step. IPhreeqc provides direct 
access to geochemical processes in PHREEQC through a library.  

It has been proved that DuCOM can predict hydration, pore structure 
formation, ionic transport in cementitious materials, etc. very well [1]. However, 
the current DuCOM system cannot perform geochemical reactions simultaneously 
with above calculations. On the other hand, PHREEQC can perform geochemical 
and speciation calculation. Further, it can do the same kind of calculation in 
cementitious materials also [4-5]. However, it cannot predict the hydration or pore 
structure formation in cementitious materials. In addition, it needs a lot of 
parameters such as physical and chemical properties (amount of cement hydrates, 
pore solution composition, etc.) as input to the model. Therefore, DuCOM needs 
to be coupled with PHREEQC to perform wide range of calculation and for the 
prediction of cementitious materials in aggressive environments. In this section, 
set of equations that need to be solved for finite element analysis and coupling 
procedures are briefly described.   

2.1 Governing Mass Balance Equation 

The transport of ions into concrete is due to advection and diffusion. The ions are 
free to move in the liquid medium or bound to solid phase. The governing 
equation in this phenomenon can be expressed as follows [1-2]: 
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where Φ = porosity; S = degree of saturation of porous media; Cion = concentration 
of an ion in pore solution; Jion = total flux of an ion; and Qion = sink term. 

In Equation 1, the first term represents the rate of change in total amount of ion 
per unit time and volume, the second term gives the total flux due to both 
diffusion and advection, and the last term called the sink or source term which 
represents the rate of removed or precipitated ions by reactions. The Equation 1 is 
to be solved for numerical analysis of ionic ingress into concrete. It is considered 
that the transport of ions in gel and capillary pores. Therefore, porosity, Φ, is the 
sum of gel and capillary porosities. 

2.2 Transport of Multi-species 

The ions in a solution have an effect from the co-existing ions. Thus, diffusion 
coefficients of cations, anions, and neutral species in a solution have different 
values. However, most of the models to calculate the ionic transport into concrete 
assume the same diffusion coefficient for all the species. Diffusive flux of ions 
considering concentration and electrical potential gradients, and chemical activity 
effects in porous media can be expressed as follows (Nernst-Plank equation) [9]: 
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where Dion = diffusion coefficient of an ion (m2/s); δ = constrictivity;  Ω = 
tortuosity; R = ideal gas constant (J/mol.K); T = absolute temperature (K); = 
Faraday’s constant (C/mol); Zion = ion valance; and u = velocity of an ion 
transported by bulk movement of solution (m/s).  

Diffusion coefficient of an ion, Dion, in free water is expressed by [1-2]: 
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where λion = conductivity of an ion (Sm2/mol); and λion_25 = conductivity of an ion 
at 25 ̊C (Sm2/mol). 

In Equation 2, the first and second terms are due to chemical and electrical 
potential gradients respectively while the third term represents the advection. The 
activity coefficients, γ, are calculated according to the extended Debye-Huckel [7]: 
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where A and B are temperature dependent coefficients, and aion and bion are ion-
specific fit parameters. Ionic strength, I, can be described as: 
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The electrical potential gradient is caused by different mobilities of ions in the 
solution. If there is no electrical current; 
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The zero-charge flux permits to determine the electrical potential gradient as a 
function of other term in Equation 2. 

2.3 Thermodynamic Modelling 

This model is used to define the amount the pure phases that can react reversibly 
with an aqueous phase to achieve equilibrium. The pure phases will dissolve or 
precipitate to achieve the equilibrium or will dissolve completely. Thermodynamic 
modelling has been used in cement system for various purposes such as (i) 
calculation of stable phases based on the solution composition, (ii) to model the 
influence of the initial composition on the final resulting stable phases, (iii) to 
simulate the changes with hydration, (iv) to integrate with transport model for 
understanding the interaction with environment [10]. The equilibrium reactions 
are expressed by mass-action equations [7]. In general, pure-phase equilibrium can 
be written as:  
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where Kp = thermodynamic equilibrium constant for the phase p; γi = activity 
coefficients of ion i; ci = concentration of ion i; and ni,p = stoichiometric 
coefficient of ion i in the phase p. The thermodynamic equilibrium constant, Kp, at 
a given temperature T can be expressed as: 
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Where ΔrGT
0 is the standard Gibbs energy of reaction at temperature T: 
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Here ΔfGT
 0 is the Gibbs free energy of formation for a species at a given 

temperature T. Explanations on basic principles of the thermodynamic calculations 
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and chemical reactions are as given in textbooks [6-7]. The sink term in Equation 
1 is considered as the rate of dissolved or precipitated ions due to geochemical 
reactions. The composition of equilibrating solution provides the information 
about the stability of the products. Comparing ion activity product (IAP) with 
solubility products gives the degree of over or under saturation of solids with 
respect the equilibrated solution. When IAP is greater than solubility product or 
equilibrium constant, the ions in the solution start to precipitate. The amount of 
precipitated or dissolved ions can be given as the difference of ions in IAP and in 
equilibrium. The rate of precipitated or dissolved ions can be written as follows: 
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For pure thermodynamic equilibrium, qion has a linear relationship with free 
concentration (Cion). Therefore, sink term can be expressed as follows: 
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2.4 Framework of Coupled Model 

A multi-scale numerical framework is proposed to predict the long-term 
performance of cementitious materials in various aggressive aqueous 
environments. In this study, DuCOM is coupled with IPhreeqc (hereafter call 
PHREEQC) using FORTRAN programming language to solve multi-species 
reactive transport problems in cementitious materials. The coupled model retains 
all the capabilities of both DuCOM and PHREEQC, and it can be used not only 
for multi-species reactive transport but also other purposes. A basic framework of 
DuCOM system coupled with PHREEQC is shown in Figure 2. DuCOM consists 
of several sub-models, which work together and are interlinked. PHREEQC has 
incorporated into DuCOM as a model to perform speciation and geochemical 
calculation after hydration and microstructure computation as well as in each ionic 
model. It is known that PHREEQC perform variety of calculation, but in the 
coupled model DuCOM performs hydration, pore structure, multi-ionic transport 
calculation whereas PHREEQC performs only speciation and geochemical 
calculations. Therefore, each sub-model in the framework satisfies the governing 
equation (Equation 1) for FEM calculation through continuous iterations. Each 
gauss point in the finite element of DuCOM is represented by a single batch 
reactor for PHREEQC that contains minerals and solution elements, and 
PHREEQC performs speciation and geochemical calculations. The necessary data 
to satisfy the governing equation are transferred to DuCOM from PHREEQC 
through the coupling. The coupling provides the internal data transfer between 
DuCOM and PHREEQC while they are running concurrently. Therefore, either 
DuCOM or PHREEQC neither writes nor reads files for coupling. At the 
beginning of each time step, hydration and microstructure properties are computed 
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in DuCOM and computed cement hydrates and porosity together with ionic 
concentrations are passed to PHREEQC. The input of ionic concentration is the 
preceding step of equilibrated concentration of ions from the last model (“K 
equilibrium and transport model” in Figure 2). In coupled model, PHREEQC has 
included in each ionic model and thus it uses the free concentration of ion as the 
input in the respective ionic model. Figure 3 shows the conceptual approach for 
data exchange between DuCOM and PHREEQC at each time step. The figure 
illustrates that the ions in pore solution (Such as [Na+], [K+], [Ca2+], etc.) are 
equilibrium cement hydrates (such as [C-S-H], [CH], [Aft], [Afm], etc.) before 
“SO4 equilibrium and transport model”. The same values of concentration of ions 
and cement hydrates are given to PHREEQC in “SO4 equilibrium and transport 
model” as input parameters. However, free concentration of sulphate (CSO4

2-) in 
the governing equation (Equation 1) is the degree of freedom to solve FEM. 
Therefore, the equilibrated sulphate concentration ([SO4

2-]) before “SO4 
equilibrium and transport model” is given as sink term (QSO4

2-=Φ*S*{[CSO4
2-] - 

[SO4
2-]}) to the “SO4 equilibrium and transport model”. The degree of freedom 

(CSO4
2-) is modified in FEM calculation using the sink term to satisfy the 

governing equation (Equation 1) for sulphate ion. Once the governing equation is 
satisfied, the output values equilibrated concentration of pore solution ([Na+]’, 
[K+]’, [Ca2+]’, etc.) and cement hydrates ([C-S-H]’, [CH]’, [Aft]’, [Afm]’) of 
“SO4 equilibrium and transport model” are given to next model (“OH equilibrium 
and transport model”) as input parameters for PHREEQC in that model. These 
processes are continued until the last model (“K equilibrium and transport model” 
in Figure 2). The output of values of “K equilibrium and transport model” is given 
to “Hydration computation model” in the following step (see Figure 2). These 
steps of calculations are continued until total time. It can be seen that the output of 
PHREEQC in one model is passed to following model as the input of PHREEQC. 
However, free concentration of ion (Cion)  are calculated in DuCOM according to 
the governing equation, and therefore PHREEQC uses the determined free 
concentration of ion for the calculation instead of output of PHREEQC in the 
previous model. This approach yields to perform PHREEQC calculation during 
iteration loop and required output values from PHREEQC is transferred to 
DuCOM via sink term in the governing equation. The amounts of dissolved and 
precipitated phases are passed to hydration and microstructure models, which 
update mineral composition and porosity and use them in the following time step. 
The main advantage of the current coupled system is the complete coupling 
between a full suite of geochemical reactions and multi-ionic transport. The 
coupled model does not need physical or chemical properties in advance as the 
input data to the model. Therefore, input parameters for the coupled model are the 
same as the input of DuCOM. The coupled model described here can be used to 
predict hydration of cement particles, multi-ionic transport, and geochemical 
reactions in cementitious materials simultaneously. This strong coupling of 
geochemical processes with physical properties provides more information 
regarding the long-term performance of cementitious materials in aggressive 
environments. 
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Fig. 2 Framework of coupled DuCOM and PHREEQC. PHREEQC has incorporated into 
the system as a model after hydration and microstructure computation as well as in each 
ionic transport model. 
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Fig. 3 Conceptual coupling of DuCOM with PHREEQC at each time step 

3 Simulation Results and Discussions 

3.1 Verification of the Coupled Model: Composition of Cement 
Hydrates and Porosity 

The validity of the coupled model was established by comparing simulated results 
from the model with published data. Various simulations have been carried out 
with the proposed model. It provides many details such as the hydration of cement 
particles, microstructure formation, pore solution concentration, ionic profiles 
during the transport, mineralogical distributions, etc. as a function of time and 
depth. In here, the coupled model was used to predict hydration of cement 
particles and the formation of porosity. The hydration and microstructure 
formation computations in the coupled model have been described in detail 
elsewhere [1]. The simulation result for hydrating Ordinary Portland Cement 
(OPC) with water to cement ratio (W/C) of 0.5 is shown in Figure 4. Beside some 
un-hydrated clinker, Calcium Silicate Hydrates (C-S-H), Ettringite (Aft), and 
monosulfate are the main phases in the hydrated OPC. It can further be seen that 
the formation of monosulfate correlates with the disappearance of ettringite. 
Ettringite is completely changed to monosulfate at later age (after one days of 
hydration). The amount of C-S-H and portlandite continues to slowly increase 
with time. However, the formation of monosulfate does not change with time. The 
simulated hydrated products are compared with experimental observations.  
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Fig. 4 Hydrates and porosity changes as function of hydration time for OPC with W/C of 
0.5(Lines represent the simulated results while marks show the measured data [4] after 91 
days of hydration) 

Table 1 Input parameters for simulation 

Material OPC concrete  

Mineralogical analyses of OPC (%) By Bougue method 

-Alite 52.06 
-Belite 22.45 
-Aluminate 9.67 
-Ferrite 8.82 
-Gypsum 3.87 
Composition of alkalis (%) 
-Na2O 0.26 
-K2O 0.38 
Characteristics of concrete mixtures 
-W/C 0.5 
-Coarse aggregates (kg/m3) 1035.0 

-Fine aggregates (kg/m3) 803.0 

Specimen thickness 10 cm 

Curing period and condition 28 days sealed curing  

Exposure period 20 years 

Temperature 20 ̊C 
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The XRD Rietveld analysis in the hydrated OPC samples which cured until 91 
days showed the same kind of phases as simulated one [4]. The comparison of 
experimentally determined portlandite and monosulfate with the simulated results 
are shown in Figure 4. The simulated results agree well with experimental 
observation. However, quantitative comparison on C-S-H cannot be performed 
because it is an amorphous phase and hence cannot be determined with XRD 
Rietveld analysis.  In order to determine the total (gel and capillary) porosity in 
hydrated OPC, Mercury Intrusion Porosimetry (MIP) and nitrogen gas adsorption 
were used [4]. Very good agreement is obtained between experimentally 
determined and simulated porosity after hydration of 91 days for OPC sample 
(Figure 4). 

3.2 Application of the Model 

The performance of cementitious materials in seawater and sulphate environments 
was evaluated the using coupled model. The required input parameters for the 
simulation are tabulated in Table 1. In the simulation, one side of the concrete was 
considered to be contact with exposure solution of seawater or sulphate solution 
and the other side was free. A one-dimensional multi-ionic transport coupled with 
geochemical reactions was considered. The hydration products are dominated by 
C-S-H (with CaO to SiO2 ratio of 1.6), portlandite, ettringite, monosulfate, and 
gypsum. In addition to these hydrates, other phases expected to form under these 
environment have also been included. However, hydrogarnet phase did not 
consider in the simulation. The used thermodynamic properties of various 
minerals and aqueous species were collected from the BRGM database 
(THERMODDEM) [11]. As for the multi-ionic transport, the main ions in pore 
solution and exposure solution such as Na+, K+, SO4

2-, Ca2+, OH-, Mg2+, Al3+, 
H2SiO42-, and HCO3

- were considered. Porosity and pore structure modification 
due to precipitation or dissolution of minerals have not considered in the 
simulation. It will be included in the future. 

Table 2 Composition of seawater  

Ion Concentration (mM) 
Na+ 485 
Cl– 566 
K+ 10.6 
Ca2+ 10.7 
Mg2+ 55.1 
SO4

2– 29.3 
pH 8.2 
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Fig. 5 Representation of the distribution of phases after 20 years of seawater ingress 

3.2.1 Evaluating the Performance of Cementitious Materials in 
Seawater Environment 

Cementitious materials in seawater environment can be subjected to various kinds 
of physical and chemical attack. The main chemical attacks are chloride ingress 
and sulphate attack. The chemical attack that cementitious materials experience in 
seawater environment is more complex than those occurring in sulphate-bearing 
groundwater or sodium sulphate due to the presence of other ions. In addition to 
chloride ingress and sulphate attack, physicochemical changes are taking place 
due to magnesium transport, carbonic acid attack, and leaching. The coupled 
model was applied to investigate the alteration of cement hydrates during seawater 
transport. It is considered that OPC concrete was in contact with seawater for 20 
years and the necessary input parameters for the simulations are given in Table 1. 
The chemical composition of seawater adopted for the simulation is tabulated in 
Table 2. The simulation result of mineralogical evolution in terms of volume 
percentage for 20 years of seawater transport is shown in Figure 5. As indicated in 
the figure, the left-hand side of the figure corresponds to the exposure surface 
which in contact with seawater solution. The figure indicates that the 
reorganization of cement hydrates due to seawater ingress and equilibrium 
between solids and solution. As can be seen in Figure 5, sulphate and magnesium 
bearing products are dominated close to the boundary surface. The main hydrated 
product, C-S-H, is stable during 20 years of seawater ingress. However, complete 
dissolution of portlandite was observed near to exposure surface and leaves 
calcium and hydroxyl ions in the pore solution. The disappearance of monosulfate 



Integrating Physicochemical and Geochemical Aspects 75 

 

inside of cement matrix can also be observed in the figure. The dissolved ions 
from portlandite and monosulfate have contributed to the formation of secondary 
ettringite in the presence of diffused sulphate ions. Magnesium ions in the pore 
solution can result in the production of brucite and hydrotalcite, and the formation 
of brucite enhances the deficiency of portlandite. The penetration of chloride 
forms Friedel’s salt and observes deeply inside of concrete. The reason for the 
disappearance of Friedel’s close to exposed surface is the consumption of 
aluminates for the formation of ettringite. It can be expected that the formation of 
thaumasite as displayed in Figure 5. Thaumasite may form from the reaction 
between sulphates and calcium silicates in the presence of carbonates [12]. A very 
small amount of gypsum is produced close to exposed surface. It has been 
experimentally observed the formation of ettringite, brucite, and a mixture of 
chloroaluminate (possibly Friedel’s salt) and monosulfate for OPC mortar stored 
for 32 weeks in seawater [13]. Further, the absence of gypsum was observed [13]. 
The field concrete structures fully submerged in seawater shows the same kind of 
products near to exposed surface [14]. It can be inferred that the coupled model 
capable of addressing the actual phenomena. This indicates that the important 
physicochemical and geochemical reactions have taken into account in the 
coupled model. 

3.2.2 Long-Term Performance of Cementitious under Sulphate 
Attack 

The coupled was applied to investigate the degradation process under sulphate 
attack. The input parameters for the simulation are the same as described before 
except the concentration of exposure sulfate solution that is 0.1 mol/l SO4

2- with 
1.83 mmol/l HCO3

-.  The mineralogical profiles in terms of volume percentage in 
OPC concrete exposed to sulphate solution for 20 years are shown in Figure 6. As 
can be seen in Figure 6, sulphate and magnesium bearing products are dominated 
close to the boundary surface. When sulphate ions penetrate into cement matrix, 
several reactions are taking place [15]. Sulphate ions react with portlandite and 
monosulfate to form ettringite and gypsum. The leached ions from portlandite and 
monosulfate have resulted in the formation of ettringite in the presence of 
transported sulphate ions. When portlandite is not available, calcium silicate 
hydrate dissociates into silica gel and releases calcium for the formation of 
ettringite or gypsum. This dissolution process is controlled by the equilibrium 
between solid phases and pore solution and the solution conditions controlling the 
saturation of calcium in pore solution. These processes can clearly be seen in 
Figure 6. A similar phenomenon is usually observed for cementitious materials 
exposed to sulphate solution in laboratory or field conditions [3]. The simulation 
result indicates that C-S-H is stable within the time frame of 20 years in the 
Na2SO4 environment (Figure 6-A). In order to understand the presence of 
magnesium ions in the exposure solution on the simulation results, the simulation 
with mixture of sodium, magnesium, bi-carbonate, and sulfate ions was  
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Fig. 6 Representation of the distribution of phases after 20 years of (A) 0.1 mol/l Na2SO4 
ingress and (B) mixture of 0.05 mol/l Na2SO4 and 0.05 mol/l MgSO4 

performed. The concentrations of sulfate and bi-carbonates ions are the same as 
the concentration in Na2SO4 solution. In comparison with solids formed in Na2SO4 
environment (Figure 6-A), Mg bearing products such as brucite and hydrotalcite 
are formed when the same OPC concrete in contact with the mixture of sodium, 
magnesium, bi-carbonate, and sulfate ions (Figure 6-B). It is important to note that 
complete dissolution of portlandite and ettringite, and decalcification of C-S-H 
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near the exposure surface was observed (Figure 6-B).  The dissolution and 
precipitation of cement hydrates will alter the microstructure. The dissolution and 
decalcification increase porosity, in turn, increase transport of sulphate ions that 
produces more sulphate bearing phases which fills the pore space. Thus, the 
degradation of cement matrix depends on the relative rates of dissolution of 
cement hydrates and transport of sulphate ions. Figure 6-B indicates that the 
volume of the solid products near the boundary due to both dissolution of cement 
hydrates and ingress of sulphate is higher than the initial bulk volume of cement 
matrix. This may induce cracking of concrete and thus, enhances further transport 
of ions and lead to progress of damage. Porosity and pore structure modification 
due to the dissolution and precipitation of the solid phases have not included in the 
current model. This may have an effect on the transport of multi-species into 
cementitious materials. This aspect will be taken into account in a future work. 

4 Concluding Remarks 

In this study, a coupled physicochemical and geochemical model is developed for 
assessing the cementitious materials in aggressive environments. DuCOM and 
PHREEQC are used for the development of such a multi-scale computational 
platform. Coupling both models provides an accurate numerical tool to solve 
multi-species transport problems together with a comprehensive set of 
geochemical reactions. In contrast to existing models, the coupled model does not 
require physical or chemical properties of the materials in advance as input 
parameters because those are calculating automatically in the model. The coupled 
model allows predicting the spatial and time variation of minerals compositions, 
pore water concentrations, and other hydration and pore structures properties. 
Some of simulation results have been compared with published experimental data. 
The coupled model is applied to evaluate long-term performance of cementitious 
materials in seawater and sulphate solution environments. The modelling results 
have compared with other modelling approaches and laboratory and field 
observations reported in the literature. It can be inferred that the modelling results 
capable of capturing the actual occurring phenomena in the aggressive 
environments. The detail verification for short and long-term performance of 
cementitious materials in aggressive environments has considered to gain more 
confidence in the computational platform. 
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Abstract. The main objective of this work is to evaluate the influence of a model-
ing in two and three dimensions (2D, 3D) on the dynamic modulus of bituminous 
materials based on finite elements method (FEM). The dynamic modulus of the 
matrix and the elastic properties of aggregates were used as input parameters into 
the FEM model. The aggregate skeleton of composites was generated randomly. 
In order to construct numerical master curve of bituminous material this model 
was subjected to various frequencies loading.  

The numerical results were compared to the analytical values of the complex 
modulus obtained by the Generalized Self-Consistent Scheme (GSCS) and a satis-
factory agreement was obtained. Moreover, the 2D numerical results are situated 
below the 3D results, and both are placed below the experimental results. The 
observed gap highlights the weakness of 2D models to consider interlock between 
aggregates and to describe behaviors of materials which are highly influenced by 
heterogeneities in terms of mechanical properties. 

Keywords: Numerical simulation, Mastic, Mortar, Dynamic modulus, Microme-
chanical model. 

1 Introduction 

An asphalt mixture is a complex heterogeneous material composed of a viscoelas-
tic binder combined with an elastic skeleton of granular and containing a given 
percentage of air voids. The mechanical behavior of such heterogeneous material 
is very complex and one must take into account the geometry of the microstruc-
ture, and the mechanical behavior of the different phases. 

Dynamic modulus is one of the fundamental engineering properties used to de-
scribe the viscoelastic behavior of bituminous materials (Pellinen 2001). There are 
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many available methods to obtain the dynamic modulus of bituminous compo-
sites. The most reliable one is through direct laboratory test on asphalt mixture 
specimens at different temperatures and loading frequencies. However, it is diffi-
cult to measure dynamic modulus in laboratory testing under extreme conditions 
of temperatures and loading frequencies and it is more costly and time-consuming 
than other method.  

On the other hand, empirical models such as Hirsch’s model (Hirsch 1962) and 
Witczak’s model (Bari and Witczak 2001) used in the Mechanistic-Empirical-
Pavement Design Guide (MEPDG), have been developed to estimate the dynamic 
modulus of asphalt mixtures as a function of binder properties and volume filling 
rate. Empirical regression modeling work has been developed by Witczak and his 
co-workers over nearly 30 years. In the first version of Witczak’s model, 29 mix-
tures with 87 data points were used. Later, this model was periodically modified to 
take into account additional experimental data and to include newly adopted ma-
terial parameters in the asphalt mixtures; such as the asphalt binder complex shear 
modulus and the phase angle. In the latest version of Witczak’s model, as im-
proved by Bari and Witczak (Bari and Witczak 2001), 346 mixtures and 7400 data 
points were used. These empirical models can satisfactory estimate dynamic mod-
ulus, only under the associated specific conditions, and it is complicated to estab-
lish a universal relationship which can be applied for several asphalt mixtures 
types. 

Di Benedetto et al (Di Benedetto et al 2004) performed a large number of com-
plex modulus tests at different temperatures and frequencies to establish the links 
between the linear viscoelastic behavior of asphalt binders and those of bitumin-
ous mixes. They used the 2S2P1D rheological model (Olard and Di Benedetto 
2003) to simulate linear viscoelastic properties of both bituminous binder and 
mixes. They concluded that the mix complex modulus can be efficiently predicted 
from the binder complex modulus.  

Chailleux et al (Chailleux and al 2011) used the complex modulus of bitumin-
ous mixtures to estimate secant modulus using the indirect test (IT) performed in 
stress controlled mode. In this study, the behavior law of bituminous mixture was 
identified in the form of a generalized Maxwell model derived from the measure-
ment of the complex modulus of the bituminous mixture. 

During the past two decades, micromechanical models have been introduced to 
predict properties of asphalt mixtures and mastics from mechanical properties and 
volume fractions of individual constituents. (Lytton 1990); (Buttlar and Roque 
1996); (Buttlar et al. 1999); (Li and al 1999); (Shashidhar and Shenoy 2002); 
(Huang and al 2007); (Shu and Huang 2008); (You and Buttlar 2006). The genera-
lized self-consistent model (GSCS) (Christensen and Lo 1979); (Christensen and 
Lo 1986) is recognized among the high sophisticated micromechanical model. 
This latter is based on a three-phase model: an inclusion is embedded in a finite 
matrix, which in turn is embedded in an infinite equivalent medium of the compo-
sites. Buttlar et al (Buttlar and al. 1999) used this model to predict the stiffness of 
mastic, with satisfactory results. Shashidhar and Shenoy (Shashidhar and Shenoy 
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2002) simplified the GSCS equations and they then applied the percolation theory 
in the GSCS model.  

However, most of micromechanical models would be expected to underesti-
mate the stiffness of asphalt mixtures, as aggregate interlock is not captured in 
these approaches. In order to overcome the limitations of micromechanical mod-
els, some authors have employed numerical simulation, using either computer 
generated microstructures or imagining techniques.  

The primary objective of our study is to present a numerical micromechanical 
modeling based on the finite element method and using a digital biphasic models 
in two or three dimensions for predicting the dynamic modulus of asphalt materi-
als such as, mastic and mortar. Then, the obtained values will be compared to 
those obtained with the simplified GSCS model and experimental results. The 
secondary objective was to study the impact of 2D/3D consideration of the digital 
models on the modulus values of mastic or mortar composites. Moreover, the 
effects of various parameters such as Poisson’s ratio of asphalt binder and the 
elastic modulus of aggregates on the predicted dynamic modulus of bituminous 
material constitute a part of our future tasks.  

2 Materials and Experimental Results 

Two kinds of bituminous materials were studied (mastic and mortar). They were 
simulated as a biphasic media composed of matrix and inclusions. The main dif-
ference between the numerical models of mastic and mortar is their mechanical 
properties. For small deformations (ε = 10-4), the matrix has a linear viscoelastic 
behavior (Olard 2003). In this work, the generalized Maxwell model was used to 
describe the viscoelastic behavior of the matrix. In the case of mastic, the matrix is 
considered as a bitumen 50/70. The considered matrix for mortar is the mastic 
presented by Delaporte (Delaporte and al. 2005) composed of limestone filler and 
bitumen grade 50/70. The experimental master curves of bitumen and mastic are 
presented in Figure 1. 

 

Fig. 1 Dynamic modulus and phase 
angle master curves of bitumen 
(50/70) and mastic 30% (T Reference= 
10°) 
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The asphalt mortar contains asphalt mastic with 30% of volume filler concen-
tration and fine fractions of sand with maximum particle size of 2 mm. The meas-
ured dynamic modulus value of asphalt mastic was then used as an input in the 
micromechanical model developed in this study to predict the |E*| value of asphalt 
mortar.  

3 Numerical Simulation 

3.1  Generation of Microstructure in 2D and 3D 

In general, the commercial finite element codes such as ABAQUS cannot con-
struct random microstructures in heterogeneous media. Therefore, it is necessary 
to generate these microstructures using another software. The MOA program 
(French acronym of Random Object Generator), developed in our laboratory in 
C++ language, can generate randomly inclusions of various shapes within a con-
tainer in the form of a parallelepiped or cylinder in 3D, or in the form of a rectan-
gle in 2D.  

The generated objects can be circular or polygonal in 2D, and spherical or po-
lyhedral in 3D. It is also possible to generate separate or not separate objects. In 
the case of separate objects, a minimum distance between them is imposed by the 
user. This possibility allows us to numerically imbed aggregates within the matrix. 
It is also possible to consider an intersection between the objects and the outer 
surface of the container. Examples of patterns generated by M.O.A. are shown in 
Figure 2. 

The generated files can be written in various formats (STEP, IGES) and then 
imported into the ABAQUS software. The matrix and inclusion phases were con-
structed by successive Boolean operations.  

3.2 Mechanical Property of Each Phase 

For the matrix, different models have been developed and proposed to obtain the 
complex modulus of bituminous materials. In this study, two models were used: 
2S2P1D (2Springs, 2 Parabolic, 1 Dashpot) model (Olard and Di Benedetto 2003);  
 

Fig. 2 Two and three-dimensional
asphalt mastic microstructural mod-
el: (a) aggregates, (b) bitumen, and 
(c) finite element meshed model  
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(Di Benedetto et al 2004) and Generalized Maxwell model to determine the me-
chanical properties of asphalt binder and mastic.  

The inclusions (aggregates) have linear isotropic elastic properties. Their mod-
uli were measured in the laboratory through ultrasonic technique method, and 
were determined from the measured transverse and longitudinal propagation ve-
locity. The average values are 60GPa for the Young's modulus, and 0.2 for Pois-
son's ratio υ. In order to overcome the effect of aggregate angularity on the result, 
the generated inclusions are simplified as spherical. 

4 Results and Discussions  

4.1 Validation of Numerical Results by Analytical Model (GSCS 
Micromechanical Model) and Experimental Measurements 

The numerical predicted dynamic modulus of asphalt mastic was compared to 
analytical results. The GSCS micromechanical model of Christensen and Lo 
(Christensen and Lo 1979); (Christensen and Lo 1986) and simplified by Shashid-
har and Shenoy (Shashidhar and Shenoy 2002) was used.  

The corresponding constitutive equation is: 
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Where A, B and C are model parameters which depend on the Poisson ratio of 
matrix and the volume fraction of inclusions. Gc and Gm are the shear modulus of 
composite and matrix respectively. 

Figure 3 presents the comparison between numerical, analytical and measured 
dynamic moduli of mastic. It is observed that both the values predicted from 2D 
and 3D models or calculated analytically and also the measured dynamic modulus 
followed the general trend of the dynamic modulus of mastic. However the 2D 
model shows a lower predicted dynamic modulus than the 3D model which is 
close to the analytical values of the GSCS model. The relative difference between  

 

Fig. 3 Numerical, analytical and experi-
mental master curves of mastic 30%
Treference=10° 
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the values obtained in 2D and 3D for mastic has been calculated to be almost 25% 
over the entire considered frequency range. In addition, it is observed that the 
complex modulus was underestimated by numerical methods compared to expe-
rimental measurements. 

4.2 Influence of Filling Rate 

To evaluate the influence of volume filling on 2D and 3D modeling, numerical 
master curves for 3 filling rates (21%, 35% and 42%) are presented in Figure 4a. 
The relative difference between the results obtained by 2D and 3D models were 
also calculated. These results are presented in Figure 4b. 

 
Fig. 4 (a) Master curves of mastic in 2D 
and 3D for different filling volume 
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Fig. 4 (b) Relative difference between 
results obtained in 2D and 3D for mortar 
at different filling volume 

0%

5%

10%

15%

20%

25%

30%

0.1 1 10 100

R
el

at
iv

e 
di

ff
er

en
ce

 b
et

w
ee

n│
E

* │
3D

an
d│

E
* │

2D

Frequencies (Hz)

42%
30%
21%

 
(b) 

 

Several effects were observed. Firstly, when filling rate increases, the impact of 
transition from a 3D model to a 2D model is more significant. This trend is veri-
fied over the entire frequency range. Moreover, it was found that for the same 
filling rate, higher frequencies have a lower influence on the results of transition 
from a 3D model to a 2D model. However when the filling rate decreases the fre-
quency variation indicate a smaller relative difference between the results obtained 
by 2D and 3D models. These results show that increased heterogeneity leads to an 
increase in the influence of the transition from 2D to 3D modelling. 
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4.3 Influence of Transition from Mastic to Mortar  

To investigate the influence of the stiffening of the matrix by passing from mastic 
to mortar on different bituminous composites, the predicted master curves of mas-
tic and mortar with a 30% filling rate were calculated. Presented in figure 5 the 
predicted master curves of mastic and mortar, each of which has a filling rate of 
30%. The purpose is to investigate the influence of stiffening within the matrix. In 
fact, for a given filling rate, the complex modulus of the considered material is 
influenced by 2D or 3D digital model and by the mechanical properties of the 
matrix. The properties of the aggregate are unchanged. If we compare results of 
the complex modulus obtained in 2D and 3D, for the mastic, and next for the mor-
tar, we can observe a relative difference of 25% in the first case, which decreases 
to 16% in the second. The matrix of the mortar has a higher rigidity than that of 
the mastic. In conclusion, the transition from 3D to 2D modeling presents less 
influence on the results for the mortar, than those obtained for the mastic. This 
trend was observed over the entire studied frequency range. According to these 
results, we can estimate that a reduction of heterogeneity between the properties 
(moduli contrast) of the inclusions and matrix, can reduce the impact of the transi-
tion from 3D to 2D modeling.  
 
 
Fig. 5 Master curves of mastic and 
mortar in 2D and 3D 

 

5 Summary and Conclusions 

In this study, 2D and 3D micromechanical FE models were developed to predict 
the dynamic modulus of asphalt mastic and mortar from its constituent properties 
(i.e., aggregate, binder and mastic properties). 

The models were built using software (M.O.A) which is able to generate ran-
domly the microstructures in 2D and 3D finite volumes. With this software, a user 
can choose different microstructure parameters, such as microstructure dimen-
sions, shape of the objects, and distance between the objects. 

In this approach, two types of heterogeneity are highlighted: the geometrical 
heterogeneity (volume filling) of the model in 2D or 3D, and mechanical hetero-
geneity which is explained by the difference in mechanical properties between the 



86 F.F. Tehrani et al. 

 

matrix and the inclusions. According to the results, a decrease in the geometrical 
heterogeneity causes a decrease in the difference between the results obtained in 
2D and 3D. 

On the other hand, for different bituminous composite materials, decreasing the 
moduli contrast between matrix and inclusions reduces the difference between the 
results in 2D and 3D. For example, at frequency loading of 100Hz, the moduli 
contrast between aggregate and matrix (Eaggregates/Ematrix) decreases from 223 to 99 
respectively for asphalt mastic and mortar.  
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Abstract. Using modern microscopic techniques such as atomic force microscopy 
(AFM) has added significant knowledge on the microstructure of bitumen. The 
advantages of AFM are that it requires relatively simple sample preparation and 
operates under ambient conditions. As the use of AFM is becoming more wide-
spread and useful the RILEM technical committee (TC) on nano bituminous mate-
rials NBM 231 has conducted a round robin study on this method, the results with 
respect to reproducibility, repeatability or accuracy limits are presented elsewhere. 
However, the execution of good quality AFM experiments especially on bitumen 
is still a challenging task. Sample extraction and preparation are very crucial and 
attention should be paid to obtain homogenous samples with a sufficient thickness 
and no surface contamination. The preparation should include a high temperature 
treatment to provide a smooth homogenous surface. Annealing/resting of the sam-
ple has to be sufficiently long, at least 24 h under ambient temperatures to ensure 
the formation of a (meta)stable micro-structure. Imaging should be done using 
non-contact (Tapping) mode with stiff cantilevers (resonance frequency ~300 
kHz) with a minimum amount of damping as possible.  

1 Introduction and Motivation  

Bitumen, the residue from the vacuum distillation of petroleum oil is a continuum 
and complex system of many different organic components such as conjugated 
polyaromatic and polynuclear ring systems, as well as saturated cyclic and aromat-
ic hydrocarbons containing heteroatoms and linear or branched saturated hydro-
carbons (wax) [1]. 

It is now widely accepted, that bitumen is not a homogenous, single phase sys-
tem, but contains crystalline parts and displays also a partitioning into domains 
with a size of several microns to tenth of microns depending on the source of 
crude oil with different mechanical properties. The present knowledge on the  
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microstructure of bitumen has been formed using modern microscopic techniques 
such as atomic force microscopy (AFM) or cryo-SEM and environmental SEM [2, 
3]. AFM especially is gaining in popularity for examining bitumen samples [4-
11]. The advantage of AFM is that it requires relatively simple sample preparation 
and operates under ambient conditions. While operated in the simplest mode, the 
contact mode, only imaging of the surface topology is possible. However, sticky 
substrates like bitumen generate difficulties for the operation of AFM in contact 
mode. More recent developed imaging techniques also allow the imaging of a 
dynamic interaction of the probe tip with the substrate material [12]. Here, in addi-
tion the probe is actuated and the damping of the vibrations of the probe while 
being in close contact with the substrate is registered and used as a feed-back sig-
nal.  Also and especially in case of sticky and/or soft substrates like bitumen, the 
difference in phase of the actuated vibration and of the registered response, the 
phase signal, can indicate areas which differ in stiffness and tackiness. Such phase 
images of bitumen indicate that this material mixture is not a perfectly homogene-
ous mixture of hydrocarbons and that not all the hydrocarbons are mutually so-
luble at room temperature. Previous research has shown that the wax content in 
bitumen can appear in the form of a type of bee structure with three identifiable 
phases [7-9]. Lu et al. [12] have studied the effects of time, temperature and ther-
mal cycling on wax crystallisation in bitumen. Using various characterisation 
techniques, it was shown that non-waxy bitumens displayed no structure or crys-
tals [8, 9, 11]. Also it was shown that the morphology of the crystals was highly 
dependent on crystallisation temperature and temperature history. The samples 
that they investigated indicated that bitumen wax usually melted at temperatures 
lower than 60°C [14-16]. Understanding of the thermal changes is important for 
the understanding of the behavior of bitumen containing asphalt pavements and as 
input for multi-scale models describing the behavior of asphalt pavements. 

As the use of AFM is becoming more widespread and useful in the scientific 
community [4-11], the RILEM technical committee (TC) on nano bituminous 
materials NBM 231 has conducted a round robin study on this method, the results 
with respect to reproducibility, repeatability or accuracy limits are reported in a 
separate contribution [22]. The main objective of this paper is to discuss and to 
highlight critical points and challenges experienced while performing AFM expe-
riments on bitumen samples.  

2 Materials  

In this investigation four types of materials were used with designations Bit-A, 
Bit-B, Bit-C and Bit-D.  

Table 1 lists the standard material properties provided by the suppliers who are 
members of the TC. Bit-A contains no wax, Bit-B and Bit-C contain natural wax 
and Bit-D contains 3% synthetic wax obtained by the Fischer-Tropsch process  
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(Sasobit 1596).The determined amount of wax fraction can differ depending on 
the method used. As shown in Table 1, the wax content using EN 12606 part 1 
[17] can be quite different in comparison to the wax content using DSC. DSC 
measures the amount of fraction that crystallizes or melts under the test condi-
tions. This amount is usually higher than the wax content measured by any other 
EN standard. Table 1 also indicates that the EN method results in some wax con-
tent even for non-waxy bitumen such as Bit-A.  

Table 1 Standard material properties 

Desig. source Bitumen Pen 
Soft. 
Point 

DSC 
wax 

EN 
wax 

Dyn. 
Vis @ 
60°C 

Kin. Vis. 
@ 135°C 

Fraass 
point 

   [0.1mm] [°C] [%] [%] Pa.s [mm2/s ] [°C] 

Bit-A Venezuela 70/100 91 46.2 0 0.3(1) 168(1) 342(1) -15(1) 

Bit-B NN 70/100 86 46.4 6.2 1.7 96 181 -16 

Bit-C 
Kuwait 
Export Crude 70/100 

82 45.8 
NN 1 163 399 -15 

Bit-D 
Venezuela 

70/100 Wax 
mod  

50 78 
4.5 NN NN 257 -14 

 

(1) Average values not on exactly the same sample 
(2) Using the EN method, some wax content is obtained even for non-waxy bitumen 
(3) For natural wax 121 J/g and for synthetic wax 250 J/g was used to calculate wax%  
(4) NN=Not Known 

 
However, since Bit-C showed the richest microstructure and most transitions as 
determined by DSC [22] in the range of temperatures accessible by the AFM set-
ups, the examples and challenges discussed and shown in this contribution were 
limited to this type of bitumen.  

3 Methods 

3.1 Sample Preparation, Homogenisation and Conditioning  

One of the most important parts of this contribution is the discussion of the sample 
preparation technique. Since bitumen shows ageing due to oxidation and/or steric 
hardening, the sample preparation as well as the extraction of a representative 
sample out of bulk material needs attention. Bitumen as a binder will also collect  
dust particles etc. with time if not stored in a strictly dust free environment. Dust 
and other particle contamination may be collected, especially at the surface and  
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will hence disturb/alter the surface pattern as observable by AFM. Therefore, 
melting of an extracted bead of the bitumen at elevated temperatures is recom-
mended (Figure 1a and 1b) followed by a spreading with a spatula which removes 
at the same time the outermost surface and thus also all the contaminations at the 
same time (Fig. 1c). Attention should be paid, that a sufficient thickness of the 
sample (100-500 microns) is left over to exclude surface driven and directed struc-
turing effects [18].  
 

 

 

 

Fig. 1 Preparation of the AFM samples a) bead on holder, b) flown and completely wetted 
sample after exposure to 100 °C for 5 min, c) removal of top layer and contamination, d) 
reflow at 100 °C and smooth surface ready for inspection 

The method used in this investigation follows an earlier described  DSC testing 
procedure [2, 14-16, 19]. Approximately 15 mg of binder is placed in a conductive 
sample holder. The sample holder is placed horizontally on a hot plate, 110 – 
130°C to let the binder level-out for 15 minutes. Afterwards this sample holder is 
left to cool covered to prevent dust pick-up, still keeping it horizontally. Thereaf-
ter, the sample holder is left horizontally and covered to prevent dust pick-up, for 
at least 24-26 hours, at 25°C prior to recording the tests. In our test, the removal of 
the top layer was not yet performed, however, this will be done and recommended 
for future experiments.   

3.2 Testing 

The testing procedure also follows the DSC testing procedure closely as the mi-
crostructure of the sample is dependent on its thermal history. The tests can be 
conducted at variable temperatures or at constant temperature. The sample on the 
magnetic holder is placed in the AFM apparatus and conditioned at 25°C for 5 
min. Then it was cooled from 25°C to - 30°C at 10 K/min where it was left for 5 
minutes to equilibrate at the isothermal temperature. The measurement phase 
starts at -30 at 10 K /min. In case variable temperature capability is available then 
it is recommended to image at 0°C, 15°C, 25°C and thereafter at 5 K  
intervals (i.e., 30°C, 35°C, 40°C, 45°C …) until no micro-structure is observed 
(Figure 2). 
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Fig. 2 Protocol of the thermal history during sample preparation and execution of the tem-
perature dependent AFM experiments on bitumen within the round robin study performed 
in the RILEM TC NBM 231 [19, 20] 

4 Results and Discussion 

In principle AFM imaging of bitumen can be straightforward, provided that rea-
sonably stiff cantilevers (~40 N/m) are used operating in TappingMode with a 
possible minimum of damping of the amplitude signal. Such imaging can result in 
very clear pictures allowing the identification of three distinct phases shown in  
Fig 3. 

 
Fig. 3 Identification of the microstructure of bitumen using AFM (scale of the left picture 
10 x 10 microns) 

Most useful for the discrimination of the different features observable while ex-
ploring the microstructure of bitumen is phase contrast imaging. As explained al-
ready briefly above, this AFM method refers to the recording of the phase shift 
signal in intermittent-contact operation. The phase shift can be thought of as a “de-
lay” in the oscillation of the cantilever as it moves up and down in and out of con-
tact with the sample. The phase signal in soft materials is sensitive to viscoelastic 
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properties and adhesion forces, with little participation of elastic properties, but 
also reflects topographic differences (differences in slope). This is because the 
phase is really a measure of the energy dissipation involved in the contact between 
the tip and the sample. Since bitumen is an excellent binder with high stickiness 
and adhesiveness, the use of very stiff cantilevers with high operation frequencies 
(around 300 kHz) is preferable to avoid too long and too intense contact of the 
substrate with the probe resulting in material transfer from the substrate to the 
probe. Such effects can still occur and are observable by a shift in the resonance 
frequency of the probe used and in unclear images due to the changes in probe size 
(i.e. adhered matter).  

Other phenomenons observed frequently for bitumen and occurring at ambient 
and low temperatures is isothermal physical hardening, a molecular restructuring 
of the asphalt over a long period of time [14]. Netzel et al.[15,16] reported that the 
phenomenon of  hardening in asphalts may also be related to the change in the 
amount and the thermal event temperature of the crystalline wax fraction with 
time and possibly kinetically controlled spinodal decomposition of the system. 
These authors have shown that the formation of the crystalline waxes in asphalt  
at room temperature as measured using NMR continues for many months. Also 
DSC experiments showed substantial differences in the amount of crystallised 
detectable material if different procedures concerning thermal history (annealing 
time before cooling and the rate of heating of the samples) of the samples under 
investigation were used [15]. Waxy, paraffinic material will be frozen in the 
amorphous state during the cooling cycle and, subsequently, during the heating 
cycle crystallises when the temperature exceeds the glass-transition temperature 
(Tg). When the heating temperature reaches and exceeds the Tg region as during 
storage and annealing at ambient temperatures, the methylene carbon segments of 
the n-alkane chains have sufficient mobility to rearrange to an all-trans conforma-
tion, which is a necessary condition for the onset of crystallisation [15]. Conse-
quently, very different images can be obtained depending on the preparation con-
ditions and the time of isothermal ageing or annealing (fig. 4). 

 

 
Fig. 4 AFM phase contrast mode images of Bit-C as a function of time of annealing (am-
bient temperature) after preparation of the sample, a) immediately after cooling, b) 24 hrs. 
after preparation and c) 1 month after preparation 

a) b) c) 
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A melting/dissolution of the crystallites as observable by AFM can now be at-
tributed to exotherm features (gradually melting) observable while performing 
thermal analysis (Fig. 5).  

 

 

Fig. 5 AFM phase contrast mode images of Bit-C as a function of temperature and corres-
ponding DSC heating curve [19] 

 

Fig. 6 Plot of the area in the AFM phase contrast pictures attributed to the different phases 
present within the micro-structure of bitumen (Bit-C; Q8 70-100) and the corresponding 
DSC heating scan. The change in area contribution of the different phases indicates the 
transformations taking place in the bitumen as a function of temperature.  
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Image analysis provides information about the development of the areas cov-
ered by the different phases in time. For this, the phase angle signal of the pictures 
obtained at different temperatures were extracted from the pictures and plotted as 
area intensity against temperature by using 1D statistical functional analysis [21]. 
A plot of the relative areas of the three distinguishable phases after deconvolution 
of the graphs representing areal intensity of the pixels with respect to temperature 
of the investigation is shown in figure 6.  

While linking the thermal events occurring upon heating as displayed by the 
DSC data to the changes in the formation of microstructure on the surface of a 
bitumen sample, some information concerning the temperature dependency of the 
mechanical behaviour of bitumen may be gained. 

5 Conclusions  

AFM is a versatile instrument able to provide new and interesting insights into the 
micro-structure of bitumen and the dynamics of structure formation upon heating. 
A combination of the results obtained from imaging in phase contrast mode as a 
function of temperature and the transitions indicated in a corresponding DSC heat-
ing curve makes it possible to link changes in the observed surface structures to 
physical transitions occurring mainly in the bulk. The results support the current 
theory that bee-structures are related to the crystallization of waxy materials at the 
bitumen surface as a warm sample is cooled. However, the execution of good 
quality AFM experiments especially on bitumen is still a challenging task. From 
the round robin experiments for AFM conducted by the RILEM TC NBM 231 in 
which five laboratories four from Europe and one from USA participated the fol-
lowing conclusions can be drawn: 

• Sample extraction and preparation are very crucial and attention should be paid 
to obtain homogenous samples with a sufficient thickness and no surface con-
tamination 

• The preparation should include a high temperature treatment to provide a 
smooth homogenous surface 

• Annealing/resting of the sample has to be sufficiently long, at least 24 hrs. un-
der ambient temperatures to ensure the formation of a (meta)stable micro-
structure  

• Imaging should be done using non-contact (Tapping) mode with stiff cantilev-
ers (resonance frequency ~300 kHz) with a minimum amount of damping as 
possible.  
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Abstract. In this paper, two prevailing numerical models of cementitious 
hydration, i.e., the vector type model HYMOSTRUC3D and the pixel type model 
CEMHYD3D have been employed to simulate the microstructure of aggregate-
ITZ-bulk paste. Specifically, a ternary blended system consisting of Portland 
cement-blast furnace slag-limestone filler is studied. Results indicate that the 
simulated phase compositions from both models agree well with afore-measured 
values by BSE-SEM image analysis method. ITZ differs much from bulk paste, 
i.e., higher porosity and lower anhydrous fraction. Besides that, the capillary pore 
connectivity and relative diffusivity of ITZ and bulk paste are estimated, while 
some significant differences can be detected about the corresponding values from 
the two numerical models.  

1 Introduction 

For composite materials, interfaces often play an important role in overall 
properties. Cementitious composites, i.e., concrete, comprised of small and large 
aggregates bonded by cementitious paste, see many kinds of interfaces. Among 
them, the specific zone in the vicinity of aggregate, i.e., the interfacial transition 
zone (ITZ), is thought to be of paramount importance [1-4]. Due to the higher 
porosity, ITZ is usually considered to facilitate the transport of aqueous and 
species, which is harmful to concrete durability when subjected to aggressive 
environments [5-10]. Therefore, ITZ often has to be considered separately from 
bulk paste. Nevertheless, in most cases, researchers have to utilize empirical or 
fitting parameters about ITZ for analytical or numerical calculations [11-13]. In 
this regard, some quantitative information about ITZ microstructure can be quite 
beneficial.   

In recent 20 years, the numerical simulation technique has been applied much 
often on cementitious materials. At the microscale, numerical models to simulate 
the hydration process have been developed, such as the vector type 
HYMOSTRUC3D and the pixel type CEMHYD3D, which take distinct kinetics 
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and stoichiometry into account [14-19]. In this study, the numerical simulation of 
ITZ microstructure is carried out by utilizing both HYMOSTRUC3D and 
CEMHYD3D. In particular, a ternary blended system consisting of Portland 
cement-blast furnace slag-limestone filler is focused. Two objectives are expected. 
The first one is to investigate the feasibility of the two models in simulating ITZ 
of the ternary blended system; the second one is to compare results from the two 
models, which can be beneficial when researchers need to compare parameters of 
ITZ acquired from different models.  

2 Model  

2.1 HYMOSTRUC3D 

As a pioneering integrated model of the vector type, HYMOSTRUC3D, which 
was developed by van Breugel, has obtained considerable enhancements so far 
[14, 17, 20-22]. Within HYMOSTRUC3D, cementitious particles are simulated as 
polysized spheres, the three-dimensional structure is determined by particle 
coordinates and sizes, i.e., sphere centroids and diameters. The rate of hydration 
and the formation of inter-particle contacts are modeled as a function of particle 
size distribution, chemical composition, water binder (w/b) ratio and reaction 
temperature. During the hydration process, two rate controlling kinetics are 
imposed on particles, i.e., phase boundary at early stages and diffusion controlled 
at later stages.  

For the current ternary blended system, Portland cement particles firstly react with 
water, which produces calcium silicate hydrate (CSH) and calcium hydroxide (CH). 
The produced CH acts as one of the reactants for the pozzolanic reaction of blast 
furnace slag. Limestone filler is seen as inert. Hydration products can be inner CSH, 
outer CSH and CH. The CSH phase is supposed to grow in a concentric-wise way, 
while the CH phase is assumed to be randomly located as spheres in pore solutions. 
When one CH particle is fully embedded in hydrating particles, its position has to be 
re-located. More details can be found elsewhere [21-25].  

2.2 CEMHYD3D 

The pixel type CEMHYD3D developed by Bentz is an important integrated 
hydration model for cementitious materials as well [15, 16]. Within CEMHYD3D, 
particles are addressed in terms of arrays of pixels (voxels). A set of cellular-
automata rules are then applied to the initial microstructure to model the chemical 
reactions for all of the major phases. During hydration cycles, each pixel can be 
occupied by undissolved reactants, diffusing ions or precipitating products. In 
version 3.0, CEMHYD3D has incorporated blast furnace slag and limestone filler 
as cementitious binders. Specifically, blast furnace slag pixels are assumed to 
undergo the pozzolanic reaction with the produced calcium hydroxide from the 
hydration of Portland cement. As for limestone filler, a minor transformation is 
suggested, i.e., from monosulfoaluminate (AFm) to monocarboaluminate (AFmc). 
More details can be found [26].  
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3 Simulation 

3.1 Materials 

Chemical compositions and physical properties of ordinary Portland cement 
(cement), blast furnace slag (slag), and limestone filler (filler) are indicated in 
Table 1. The cumulative particle size distributions of cementitious binders are 
shown in Fig. 1. The mix proportion for the blended system in mass ratio is 
designed as 6:2:2 for cement:slag:filler, with w/b ratio of 0.4. 

Table 1 Chemical composition and physical properties of binders 

Chemical composition and physical properties Cement  Slag  Filler  
Calcium oxide (CaO, %)      
Silica (SiO2, %) 
Alumina (Al2O3, %) 
Iron oxide (Fe2O3, %) 
Magnesium oxide (MgO, %) 
Potassium oxide (K2O, %) 
Sodium oxide (Na2O, %) 
Sulfur trioxide (SO3, %) 
Calcium carbonate (CaCO3, %) 
Insoluble residue (IS, %) 
Loss on ignition (LOI, %) 

63.37 
18.90 
5.74 
4.31 
0.89 
0.73 
0.47 
3.34 
---- 
0.41 
1.51 

41.83 
36.32 
10.72 
0.21 
8.97 
0.37 
0.27 
0.94 
---- 
0.25 
0.76 

---- 
0.80 
0.17 
0.10 
0.50 
---- 
---- 
---- 
98.0 
---- 
---- 

Blaine fineness (m2/kg) 
Specific density (kg/m3) 

353  
3120  

469  
2896 

753  
2650 

 

 

Fig. 1 Cumulative particle size distributions of cementitious materials 
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3.2 Implementations 

Several kinds of mechanism have been proposed to interpret ITZ, which mainly 
include wall effect and bleeding. In the current simulation, the wall effect mechanism 
is followed. In particular, the wall effect assumes that large cementitious particles are 
not able to pack in the vicinity of aggregate as often as small particles due to contact 
incompatibility. Then, within the zone dominated by small grains, a higher w/b ratio 
is resulted. In computer implementation, aggregates are represented by rigid 
boundaries, on which solid particles are not allowed to inter-overlap initially. It 
should be noted that, some other factors can influence ITZ as well, such as the 
aggregate content and air voids. Therefore, for the sake of simplicity, the current 
simulation is targeted on the case of low aggregate content. It is believed that, if any, 
effects of these additional factors can be reduced. A corresponding mortar with 10% 
vol. aggregate content was thus casted and analyzed by means of the BSE-SEM 
method. Experimental details have been published elsewhere [25]. Some results are 
adopted for comparisons later.  

In a recent study, HYMOSTRUC3D has been extended to simulate ITZ, 
where the local w/b ratio and water transport were taken into account [25]. The 
extended HYMOSTRUC3D is thus applied. As for CEMHYD3D, the version 3.0 
is followed [26]. Ten numerical tests have been implemented for each model. 
Examples of simulated three-dimensional microstructure based on 
HYMOSTRUC3D and CEMHYD3D are shown in Fig. 2 and Fig. 3. Within the 
visualization of CEMHYD3D, the color index for phases is set in such a way, i.e., 
pores: 0; cement: 1-9; slag: 10-12; cement hydration products: 13-19; slag 
hydration product: 20-21; CaCO3: 26. It can be observed that, the wall effect is 
well interpreted in such implementations. At the contact zone between aggregate 
and paste, the initial water content is much higher. After 56 days’ curing, 
hydration products at the contact zone decrease the porosity remarkably. Some 
quantitative characterizations on ITZ are presented in Section 5.  

 

Fig. 2 Simulated microstructure of aggregate-ITZ-bulk paste by HYMOSTRUC3D (a) on 
mixing; (b) 56 days, where front and back faces represent rigid aggregates, symbols inner 
and outer denote inner and outer CSH  
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Fig. 3 Simulated microstructure of aggregate-ITZ-bulk paste by CEMHYD3D (a) on 
mixing; (b) 56 days, where top and bottom faces represent rigid aggregates 

4 Results and Discussions  

4.1 Quantification of Microstructure 

With the simulated microstructure, composition profiles as the distance from 
aggregate surface can be calculated. As shown in Fig. 4, anhydrous fraction 
increases as the distance from aggregate surface increases, while porosity sees an 
opposite trend.  Both models show similar results. 

 

Fig. 4 Examples of simulated composition profiles as distance from aggregate surface on 
mixing (a) anhydrous; (b) porosity 
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The overall profiles with regard to hardened aggregate-ITZ-bulk paste  
are indicated in Fig. 5. As observed, simulation results agree well with the BSE-
SEM measurement. Besides that, no apparent boundary can be detected to 
differentiate ITZ. Referred from past researches, the ITZ extent was around  
the median size of cementitious particles [6]. Herein, the median size of  
cement, slag and filler is 16.727 μm, 18.550 μm and 9.775 μm, respectively.  
In a rough calculation, the median size of cementitious binder equals, i.e., 
16.727×57%+18.550×21%+9.775×22%, 15.5 μm, where variables 57%, 21% and 
22% are volume fractions of cement, slag and filler. As examined from Fig. 5, it is 
feasible to set the ITZ extent to be 15 μm. As for bulk paste, it is defined to be the 
remaining matrix left by ITZ and aggregate, i.e., the zone between 15-μm and 50-
μm away from aggregate surface. Thereafter, the average values of anhydrous 
fraction and porosity can be obtained for ITZ and bulk paste. Results are listed in 
Table 2. As compared, ITZ possesses lower anhydrous fraction and higher 
porosity. Some details about ITZ are shown in Fig. 6.  

 

Fig. 5 Composition profiles (w/b=0.4, 56 days) as distance from aggregate surface 
averaged at successive 5-μm strips (a) anhydrous; (b) porosity 

Table 2 Average values of anhydrous fraction and porosity for ITZ and bulk paste 
(w/b=0.4, 56 days) 

Model 
ITZ (0-15μm) Bulk paste (15-50 μm) 

Anhydrous 
(%) 

Porosity 
(%) 

Anhydrous 
(%) 

Porosity 
(%) 

HYMOSTRUC
3D 

13% 39% 19% 27% 

CEMHYD3D 15% 34% 20% 27% 
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Fig. 6 Composition profiles (w/b=0.4, 56 days) as distance from aggregate surface 
averaged at successive 1.5-μm strips (a) anhydrous; (b) porosity 

4.2 Connectivity and Diffusivity 

To characterize ITZ in a more profound manner, the relevant pore connectivity 
and relative diffusivity are calculated as well. Thus, the conventional burning 
algorithm is utilized to calculate the pore connectivity, while the lattice Boltzmann 
method is imposed on estimating the relative diffusivity, as schematically 
illustrated in Fig. 7 and Fig. 8. For more details on the burning algorithm and the 
lattice Boltzmann method, references are available [26-30]. It should be noted 
that, the three-dimensional microstructure simulated from HYMOSTRUC3D has 
also to be digitized. For the sake of comparison, the resolution of 1 μm is set, 
which is the same in CEMHYD3D. In addition, the scale of bulk paste is also 
taken as same to ITZ, i.e., 15-30 μm from aggregate surface.  
 

 

1 0 1 1 0 0 1 1 0 0
1 1 0 0 0 1 0 0 1 0
0 1 1 0 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1 1
1 1 0 0 0 0 1 1 1 1
0 0 0 1 0 0 0 0 0 0
0 0 1 1 0 0 1 0 1 1
1 1 0 0 1 0 0 0 1 0
1 1 1 1 1 1 0 1 0 0
1 1 1 0 1 0 1 0 1 0

 

 

Fig. 7 Burning algorithm for the calculation 
of pore connectivity where voxels occupied 
by 0 denote pores 

Fig. 8 Schematic illustration of lattice 
Boltzmann method (D3Q7) for the 
calculation of relative diffusivity 
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The pore connectivity is defined by Eq. 1. 

t

c

P

P=κ
 

(1)

where κ denotes pore connectivity; Pc and Pt are connected porosity and total 
porosity, respectively. Results of pore connectivity are listed in Table 3 for the 
designed mortar (w/b=0.4, 56 days).   

Table 3 Pore connectivity of ITZ and bulk paste based on the burning algorithm 

Model ITZ Bulk paste 
HYMOSTRUC3D 98.82% 97.65% 

CEMHYD3D 84.19% 74.57% 

 
As for relative diffusivity (D/D0), it is defined as the ratio of the ionic 

diffusivity in the material of interest relative to their value in bulk water, as stated 
by Eq. 2.  

00 w

w

D

D =  (2)

where D and D0 denote ionic diffusivity in heterogeneous medium (simulated 
microstructure) and homogeneous medium (bulk water), respectively; w is the 
ionic flux in simulated microstructure, and w0 is the ionic flux in bulk water. Upon 
given initial and boundary conditions, the iteration is processed until a steady state 
in the lattice Boltzmann method algorithm. Calculation results are listed in Table 4 
for the designed mortar (w/b=0.4, 56 days).  

Table 4 Relative diffusivity of ITZ (DITZ) and bulk paste (Dbulk) based on the lattice 
Boltzmann method 

Model DITZ/D0 Dbulk/D0 DITZ/Dbulk 
HYMOSTRUC3D 0.128 0.080 1.6 

CEMHYD3D 0.04 0.025 1.6 

 
It can be noted that, pore connectivity calculated from HYMOSTRUC3D is 

larger than the value from CEMHYD3D. Similar phenomenon also exists in 
relative diffusivity. It is believed to be originating from some intrinsic treatments 
during the hydration process in vector and pixel type models. In particular, 
positions of spherical particles in HYMOSTRUC3D are fixed. As hydration 
proceeds, though the growth of particles will cause the occurrence of some 
overlapping among particles, the overall continuous pathway of pores almost does 
not get interrupted. Nevertheless, in CEMHYD3D, upon random walk, positions 
of reacting phases are moving. The hydration process is largely influenced by the 
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water distribution. During hydration, the overall continuous pathway of capillary 
pores probably gets blocked. Such difference is reflected in terms of the pore 
connectivity and relative diffusivity.   

5 Concluding Remarks 

In this paper, a ternary blended system consisting of Portland cement-blast furnace 
slag-limestone filler is designed, and the relevant microstructure of aggregate-ITZ-
bulk paste has been simulated by two prevailing numerical models, i.e., 
HYMOSTRUC3D and CEMHYD3D. Some quantitative characterizations are 
carried out. Results indicate that the ITZ extent is acknowledged to be around the 
median size of cementitious particles, and ITZ possesses higher porosity and 
lower anhydrous fraction. Besides that, the pore connectivity and relative 
diffusivity calculated from HYMOSTRUC3D are larger than their counterparts 
from CEMHYD3D. Such difference is attributed to the intrinsic different 
treatments within hydration algorithm, which should be kept in mind when some 
simulated results from different types of models are under comparison. 
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Abstract. The aim of this paper is to evaluate a new practice for determining 
resistance of asphalt mixtures to moisture damage. The conditioning involves 
application of vacuum to fully saturate the mixtures followed by application of 
cyclic load to create damage using the internal pore pressure. The test specimens 
are either 150-mm Semicircular Bend (SCB) or 100-mm indirect tensile (IDT) 
specimens. The mechanical performance test referred to it as Incremental 
Repeated Load Permanent Deformation Test (iRLPD) is a damaged based test, as 
opposed to modulus- or strength-based tests. The level of the load in iRLPD test is 
high enough to cause micro-damages yet low enough not to fail the specimens. 
Since iRLPD test is not destructive, the test is conducted on the same set of 
specimens before and after conditioning, hence the sample to sample variability is 
eliminated.  The parameter of the test is the Minimum Strain Rate (MSR) ratio, 
which is the ratio of the MSR after conditioning to the MSR before conditioning. 
For moisture resistant mixtures MSR ratio is close to 1 and for the moisture 
susceptible mixtures the MSR ratio is greater than 1. The results of the study have 
shown that the combination of vacuum saturation and load conditioning proposed 
in this study is very effective in creating moisture damage similar to the damage 
caused by the passing of a heavy tire over a saturated pavement.  It is also 
demonstrated that the iRLPD test is very sensitive to the damage due to moisture.  

1 Introduction 

The AASHTO T 283 test method also known as modified Lottman [1] is 
frequently used for the evaluation of moisture susceptibility of asphalt concrete 
mixtures. The basic concept of the T283 test is to compare the indirect tensile 
strength of dry specimens and those exposed to saturation, freezing, and thawing. 
The ratio of average tensile strength of the conditioned and dry specimens, known 
as tensile strength ratio (TSR) determines the resistance of the mixture to moisture 
damage. For the laboratory mixed-laboratory compacted specimens a minimum 
TSR of 0.80 is recommended for correlation with field performance. The method 



110 H. Azari and A. Mohseni 

 

is used for testing the specimens prepared as part of the mixture design, for the 
plant control process, and for cores taken from the pavement. 

Despite its popularity, AASHTO T 283 test is known to have high variability 
and sometimes even provide erroneous results. Within the NCHRP 9-26A project, 
the AASHTO Materials Reference Laboratory (AMRL) conducted an 
interlaboratory study (ILS) in which precision estimates of the test were developed 
by determining the allowable difference between test results that are measured in 
one laboratory (d2s repeatability) and the allowable difference between test results 
measured in different laboratories (d2s reproducibility) [2]. In the study, TSR data 
from over 60 different laboratories on two mixtures with expected different levels 
of moisture susceptibility were collected. The statistical analysis of the ILS data 
gave a clear indication of the variability of the test. Based on the ILS results, d2s 
repeatability and d2s reproducibility statistics of the TSR results were reported as 
10% and 25%, respectively, which indicate high probability of false-negative or 
false-positive decisions regarding the resistance of a mixture to moisture damage. 

The causes of variability and the possible reasons for the discrepancies of 
AASHTO T283 test results have been looked at as part of the NCHRP 9-26A 
study [2] and several other studies [3 through 12]. A list of shortcomings of the T 
283 test and some possible solutions identified from these studies are as follows: 

1. The AASHTO T 283 test is very time-consuming, it takes five full days from 
the time the specimens are prepared to the time the strength test is conducted. 
For a practical mixture design evaluation and for an efficient quality control 
process, the departments of transportation (DOT) would prefer to condition, 
and conduct the mechanical test in the shortest time possible.  

2. Some components of moisture conditioning, which are the main contributors 
to the long duration of the test, might not be even necessary. Among these are 
freezing the specimens for 16 hrs and placing the specimens in 60°C water 
bath for 24 hrs; yet, the extent to which heat and freeze contribute to the 
moisture damage in the field is not clear. Very often moisture damage 
happens during rainy seasons when temperature is rather mild. Stuart [3] 
expresses that freeze-thaw and thermal cycling are unrelated to stripping and 
it is unknown if they truly represent in service conditions. He states that these 
processes may be useful if they result in rupture of asphalt films.  

3. Some other components of moisture conditioning might not be long enough to 
be effective. Stuart [4] emphasizes on the importance of vacuum saturation 
process in moisture conditioning since it brings the core in a saturated state, 
which should be its worst condition. However, an application of short period 
of 5 to 10 minutes of vacuum at 10-26 in. Hg may not be sufficient to pull the 
water into the pores of specimens.  A longer period of vacuum suction may 
have more significant impact on creating moisture damage. Kandhal and 
Rickards [5] showed that in four different case studies of stripping in asphalt 
pavements, the asphalt pavement was nearly 100 % saturated with water, 
which is higher than the saturation level that is recommended in AASHTO T 
283. 
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4. Part of the reason for the large variability of the test is specimen-to-specimen 
variability, since the unconditioned specimens (tested dry) are different from 
the conditioned specimens (tested wet). The specimen to specimen variability, 
which is inherent to the gyratory compacted specimens, adds significantly to 
the overall variability of the test. The T 283 mechanical test has the 
disadvantage of being destructive, which makes it impossible to test the same 
set of specimens before and after conditioning. It is preferable to reduce the 
specimen-to-specimen variability by conducting the mechanical test on the 
same set of specimens before and after conditioning. Several researchers have 
explored use of non-destructive tests such as indirect resilient modulus or 
dynamic modulus test for detecting moisture damage [6, 7, and 8]. However, 
the results of the NCHRP 9-13 study have indicated that indirect resilient 
modulus test is not as effective as indirect tensile strength test in 
discriminating between moisture resistant and moisture susceptible mixtures 
[8]. This might be due to low load level in the resilient modulus test, which 
might not fully engage the mixture’s components for detecting moisture 
damage.   

5. A step that possibly contributes to the variability of the T283 test method is 
mechanically testing the moisture conditioned specimens while they are still 
wet. In Section 11.2 of AASHTO T 283, it is recommended to remove the 
specimens from water bath and place it in the testing machine to conduct the 
tensile strength test.  It is possible that during mechanical testing, the pore 
pressure induced by the water in the micro-pores may result in increased 
strength of the material. This could be the reason for occasional higher wet 
strength than dry strength of the T 283 specimens, which is shown as the wet 
to dry tensile strength ratio of greater than 1. In a report by Technical 
Research Centre of Finland it is also argued that the incompressibility of 
water in the pores of an asphalt specimen and the flow resistance of water in 
the pore volume substantially increases durability of a water-saturated asphalt 
structure during rapid loadings [9]. 

6. The strength test of T 283 could be a major source of discrepancy with the 
field results. Many researchers have argued that a cyclic load which can 
simulate the pumping action of traffic load is a better test than loading the 
specimens with a constant rate [5]. NCHRP Project 9-34 considered the use of 
a modified environmental conditioning system (ECS) with dynamic complex 
modulus testing [7].  However, dynamic modulus due to its low level of 
loading, could not consistently detect the level of moisture damage.  

7. Another factor in high variability of the test might be non-uniform moisture 
conditioning due to the shape and size of the specimens. Kringos et al [10] 
have demonstrated that water does not uniformly reach the critical zone of the 
6”- diameter specimens of T283, where load is being applied. The thinner 4”–
diameter specimens have shown significantly improved accessibility to 
moisture and therefore, are more uniformly conditioned.  

8. In addition to achieving better uniformity in moisture conditioning, small 
specimens can be easily cored from pavement.   
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9. Although pore pressure from application of repeated load on saturated 
pavement is known to be an important factor in weakening of the adhesive 
bonds within asphalt mixtures [11], the cyclic load pore pressure is not 
included in the T 283 conditioning process. Roque et al. [12], suggested 
cyclic pore pressure conditioning (CPPC) and repeated load conditioning 
(RLC). Although RLC was able to effectively induce damage, the method 
was found to be impractical because of issues regarding the identification of 
proper load level to achieve damage without fracture during RLC. 

In this study, there would be focus on alternatives to the components of T 283 test 
method to overcome the above mentioned shortcomings of the test and to develop 
an improved AASHTO test method for more accurate and less time consuming 
determination of moisture damage susceptibility of asphalt mixtures.  

1.1 Goal and Objectives 

The goal of the proposed work is to improve to accuracy and precision of the 
AASHTO T283 test method and at the same time to reduce the total testing time. 
The objectives of the study are to select effective specimen shape and size, to 
devise an efficient and practical conditioning process, and to utilize a sensitive 
mechanical test that can distinguish between moisture sensitive and moisture 
resistant mixtures.  

1.2 Scope of Work 

The scope of the study project will encompass the following tasks: 

• Investigate various specimen geometries and specimen sizes for improved 
moisture accessibility 

• Evaluate various conditioning methods to improve moisture conditioning and 
reduce conditioning time 

• Examine the effect of incorporating  pore pressure in moisture conditioning 
• To investigate the damage-based incremental repeated loading approach for 

testing the same set of specimens before and after conditioning. 

2 Experimental Plan 

For the experiments in this study, a moisture susceptible mixture was provided by 
the Wyoming DOT. Following the mix design information, aggregate filler was 
substituted with hydrated lime to prepare a moisture resistant mixture.  Four other 
mixtures, known to be moisture resistant from previous projects, were also used in 
the study. Table 1 and Table 2 provide the mixtures description, specimen IDs, and 
the number of specimens of various types (IDT and SCB specimnes, see next 
section for description) conditioned using different conditioning schemes.  Using the 
mixtures, various factors for improving the moisture damage test were explored. 
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Table 1 IDT specimens from WY mixture and 4 other mixtures tested in the study 

IDT 

Specimen

Diameter 

Mixture 
Specimen

No 

Conditioning Method 

Grand 

Total 
Mist 

(40°C, 

40psi)

Mist 

(40°C, 

60psi)

Mist 

40°c, 

40 psi

Vacuum 

1 Hr @ 

15mm 

Hg 

Vacuum 

15 min 

@ 25mm 

Hg 

Vacuum 

30 min 

@ 15mm 

Hg 

Vacuum 

4 Hrs @ 

15mm 

Hg 

100mm 

Florida FL33 5 5 

Limestone LS45 4 4 

New 

Jersey 
NJ16 5 

      
5 

Sandstone SS02 5 5 

Wyoming 

w/ lime 

WY4L 4 4 

WY5L 5 5 

WY6L 5 5 

WY11L 5 5 

Wyoming 

w/ no 

lime 

WY1N 4 4 

WY2N 5 5 

WY3N 5 5 

WY7N 5 5 

WY8N 4 4 

150mm 

Wyoming 

w/ no 

lime 

WY1N 4 4 

WY2N 
 

4 4 

 
 

Grand 

Total 
27 10 4 5 4 5 14 69 

2.1 Exploring Specimen Shape and Size 

The shape and size of specimens are important factors for both moisture 
conditioning and mechanical testing. From a conditioning stand point, the 
specimens should have sufficient accessibility to moisture from all sides and 
should be able to become saturated uniformly, especially at the critical zone where 
load is applied. From a mechanical stand point, since tension is the dominant 
mode of failure in moisture damaged mixtures, the specimens should be suitable 
for either tension or indirect tension type of loading. For the T 283 test, the 
specimens are compacted into either 150-mm diameter x 95-mm thick or 100-mm 
diameter x 63.5-mm thick cylinders. The distance to the core of these specimens 
seems to be too large to be uniformly conditioned in the specified vacuum level 
and timing. In addition, since the specimens are as-compacted out of the gyratory 
mold, they are relatively sealed. In this study, use of smaller size specimens which 
are cut from larger gyratory compacted specimens was explored.  
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Table 2 SCB specimens from WY material tested in the preliminary study 

Mixture 
Specimen

No. 

Conditioning Method 

Grand 

Total Mist 

Vacuum 

30 min 

@ 15mm 

Hg+Mist 

T283 

Vacuum 1 

Hr+ Soak 12 

Hr+ Dry 

Vacuum 

1Hr + 

Soak 3 Hr

Vacuum 

30 min 

@ 15mm 

Hg 

Vacuum 

4 Hr @ 

25mm 

Hg 

Wyoming 

w/lime 

WY9L 2 1     2     5 

WY10L 1 2 2   1     6 

WY4L       8       8 

WY5L 2           2 4 

Wyoming 

w/ no 

lime 

WY7N 1 1 2   2     6 

WY8N 2 2 1   1     6 

WY9N     1         1 

WY3N 3           3 6 

 Grand 

Total 
11 6 6 4 10 2 5 48 

 
Three specimen size/shape combinations were investigated. Figure 1 shows the 

schematics of the evaluated specimen shapes. The specimens explored include 
100-mm diameter x 28-mm thick and 150-mm diameter x 38-mm thick circular 
disks and 150-mm diameter x 38-mm thick semi-circular disks. The disks are 
referred to as indirect tensile (IDT) specimens and the semi-circular disks are 
referred to as Semi-Circular Bend (SCB) specimens. Other advantages of the 
smaller size specimens are that more replicates can be obtained from a gyratory 
compacted specimen and they can be conveniently cored from the pavement. 

 

Fig. 1 Schematics of IDT and SCB specimens 

2.2 Exploring the Mechanical Test 

There are two disadvantages with the tensile strength test specified in AASHTO T 
283 as the mechanical performance test. The first disadvantage is its constant rate 
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of loading. To better simulate the cyclic loading that occurs in the field, it is 
preferred to use a repeated load test. The second disadvantage of the test is that 
tensile strength test is a failure test; therefore, it is not possible to test the same 
specimen before and after conditioning. Several researchers have explored the use 
of non-destructive tests such as dynamic modulus and resilient modulus [5, 6] 
tests; however, these tests did not consistently detect the level of moisture damage 
in the specimens. The reason may be due to the fact that the load level in modulus-
based tests is not high enough to engage the aggregate structure and show the 
internal damage due to moisture. 

To overcome the shortcomings of the T283 mechanical test, a repeated load 
test, referred to as Incremental Repeated Load Permanent Deformation Test 
(iRLPD) is proposed. As opposed to modulus or strength based tests, iRLPD is a 
damaged-based test.  The loading of the iRLPD resembles to that of the field; it is 
high enough to engage the components of the mixture and cause damage, yet low 
enough not to fail the mixture.  

The iRLPD test has been successfully used for measuring both high 
temperature permanent deformation and fatigue resistance of asphalt mixtures in 
previous studies [13, 14, and 15]. The test is conducted by the Asphalt Mixture 
Performance Tester (AMPT) servo-hydraulic loading machine or can be 
conducted using any other servo-hydraulic systems that are used for performing 
dynamic modulus, flow number, and fatigue tests. Similar to flow number test, the 
load application of iRLPD includes 0.1 sec. of loading followed by 0.9 sec. of 
unloading. 

Figure 2 shows the output of a typical repeated load test, when the sample is 
subjected to cyclic load until it reaches a failure. The top portion of the graph 
shows permanent strain versus number of cycles and the bottom portion of the 
graph shows the change in permanent strain per cycle (rate of change in strain). 
Figure 2 also shows the three stages of the test:  primary stage, secondary stage, 
 

 

No. of Cycles 

 

Fig. 2 Output of repeated load test; graph shows the primary, secondary, and tertiary stages 
of the test 
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and the tertiary stage. During the primary stage, the change in strain per cycle is 
very large and the strain is primarily affected by recoverable viscoelastic effects, 
internal damage due to micro-cracks, and consolidation at the contact points. 
Throughout the secondary stage the change in strain per cycle is rather consistent 
but slightly decreasing. The strain growth in this stage is primarily permanent and 
due to micro-cracks developed within the entire specimen. The final stage of the 
test is tertiary stage where micro-cracks develop into cracks, mainly in the critical 
tensile stress location.  This is shown by the increase in strain per cycle. 

The secondary stage of the repeated load test is of special interest since the 
strain rate at this stage is rather consistent. The strain measured in the secondary 
stage is permanent and related to the development of damage in terms of micro-
cracks in the mixture.  Figure 3 shows that during the secondary stage of the test, 
the load application has been interrupted and restarted in several increments while 
the strain rate at the end of each increment, also referred to as minimum strain rate 
(MSR), has not significantly changed. This indicates that MSR is a material 
property and can be used as a parameter for indicating internal damage. Since 
MSR is rather consistent during the secondary stage, the test may be conducted on 
the same specimen before and after moisture conditioning and any increase in the 
MSR would represent the increase in damage due to moisture conditioning. For 
this reason, iRLPD is a good mechanical test for determining moisture damage. 
The ratio of the MSR after conditioning to the MSR before conditioning would be 
used as the measure of moisture damage. 
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Fig. 3 Six Repeated load test increments; graph shows that strain rate at the end of the first 
five test increments (minimum strain rate=MSR) remains the same; in the last increment 
material goes to failure as indicated by increase in strain rate 

The iRLPD test conditions for the moisture damage determination are as 
follows: 

• Test temperature was room temperature (23°C) and was kept constant during 
the entire test. 
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• Specimens were tested using iRLPD protocol prior to moisture conditioning. 
Several increments, each consisting of 300-cycles at loading configuration of 
0.1 second load and 0.9 second unload were applied to each specimen.  The 
stress was increased for each consequent increment until MSR of around 10 
microstrain was reached. The stress at this increment is the test stress level 
which engages the aggregate structure but would not fail the specimens.  This 
stress level was used on all specimens of the same material. The screen shot 
of the iRLPD test before moisture conditioning is shown in the left side of 
Figure 4. 

• Specimens were moisture conditioned either using MIST or vacuum of 
different duration and suction. 

• Some specimens were subjected to another increment of 300-cycle iRLPD 
test at the test stress level after moisture conditioning while the material was 
still wet to cause pore-pressure damage. 

• Specimens were dried using Core-Dry until the weight was within 2 grams of 
the original weight. 

 

Fig. 4 Screen shots of strain rate measurements before and after conditioning; minimum 
strain rate (MSR) of before conditioning is measured at the end of the test increment (left) 
providing MSR around 10 microstrain /cycle conducted before conditioning MSR of after 
conditioning is measured at the end of the test increment conducted after conditioning 
(right) 

• Specimens were subjected to another increment of 300-cycle iRLPD test at 
the test stress level after being dried.  The right side of Figure 4 shows the 
screen shot of the iRLPD test after conditioning. 

• MSR ratio was calculated as MSR-after divided by MSR-before conditioning.   
MSR ratio of around one indicates no significant change in damage before 
and after conditioning and MSR ratio >1 indicates increase in damage after 
conditioning due to moisture damage. 

MSR (before) 
MSR (after)
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2.3 Effectiveness of Components of Moisture Conditioning 

To overcome the disadvantages of the existing moisture conditioning processes, a 
new conditioning procedure is proposed in this study.  The new process involves 
application of vacuum saturation to fully saturate micro-pores of asphalt mixtures 
followed by mechanical loading of the specimens using an increment of iRLPD 
test. This is intended to simulate the effect of pore pressure when heavy loads pass 
through a saturated pavement. The optimum components of the proposed 
conditioning procedure were determined by exploring different levels of the 
components shown in Table 1and Table 2. The results of the proposed 
conditioning procedure were also compared with those from AASHTO T283 and 
those from a new device called Moisture Induced Stress Tester (MIST), which 
forces water through the samples in cyclic motion [16].  

3 Experimental Results  

Figure 6 through Figure 10 show the results of the iRLPD test on various sample 
shapes and sizes, conditioned according to various conditioning schemes. Each 
test result presented represents an average of the results from testing at least 2 
replicates; see Table 1 and Table 2 for the number of specimens tested at each 
conditioning scheme. The following observations are made: 

3.1 Effectiveness of iRLPD Test 

Figure 5 shows the average MSR ratios of various mixture types. As indicated 
from the figure, MSR of the moisture resistant mixtures (Florida, Limestone, New 
Jersey and Sandstone) remained unchanged after conditioning since MSR ratio is 
about 1. The MSR ratio of the moisture sensitive WY mixture was around 1.5, 
however, by adding lime to the WY mixture the MSR ratio decreased to about 
1.25 (moisture damage was reduced). This showed the effectiveness of the iRLPD 
test method and its parameter (MSR) in measuring moisture damage. 

  
Fig. 5 MSR ratios of moisture sensitive and moisture resistant mixtures  
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3.2 Effect of Sample Shape and Size 

Figure 6 shows the average MSR ratios of SCB and 100-mm and 150-mm IDT 
specimens for moisture sensitive WY mixture tested according the iRLPD 
protocol. The moisture sensitive Wyoming mixtures were exhibiting MSR ratios 
of 1.9, 1.6, and 1.2 using SCB, 100mm and 150-mm IDT specimens, respectively. 
This indicates that the 100-mm IDT and 150-mm SCB specimens showed better 
distinction between moisture resistance and moisture susceptible mixtures than the 
150-mm IDT specimens.  The reason for the SCB and 100-mm IDT specimens 
being more responsive to the moisture conditioning than the 150-mm IDT 
specimens is probably due to the increased accessibility of the critical zone (area 
with high tensile stress) of these specimens. Another advantage of using smaller 
size specimens is that they require smaller loads to produce tensile stress, which is 
desirable due to the limited load capacity of the AMPT machine. Therefore, 100-
mm IDT and 150-mm SCB specimens are selected for further evaluation in the 
proposed procedure. 

 

Fig. 6 MSR ratios of SCB and 100-mm and 150-mm in diameter IDT specimens 

3.3 Effect of Various Conditioning Scenarios 

Effect of vacuum saturation. Vacuum saturation provides a fast and effective 
means of pulling water into the micro-pores of the asphalt mixture. Figure 7 shows 
the MSR ratios of the specimens conditioned with MIST alone and specimens that 
were first vacuumed for 30 min. at 25 mm Hg and then conditioned with MIST. 
As indicated from the figure, MIST conditioning has resulted in substantial 
damage to the specimens (MSR ratio of 1.8); however, 30 min. of vacuum 
saturation prior to MIST caused an increase in MSR ratio of the moisture sensitive 
WY mixture (MSR ratio of 1.9). 
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Fig. 7 MSR ratios of moisture resistance and moisture sensitive WY mixtures conditioned 
by MIST alone and by vacuum saturation plus MIST 

Effect of vacuum duration. Figure 8 shows the effect of vacuum duration at the 
absolute vacuum of 15 mm-Hg on MSR ratios. As this figure shows, increasing 
the duration of vacuum resulted in increase in MSR ratios which shows increase in 
moisture damage. Duration of 30 min. at 15-mm-Hg was found to provide 
complete saturation of the 100-mm IDT and 150-mm SCB specimens. 

 

Fig. 8 Change in MSR ratios due to change in vacuum duration  

Effect of vacuum Level. Figure 9 shows the effect of vacuum Level on MSR ratios. 
As indicated, for vacuum duration of 30 minutes, increasing the level of absolute 
vacuum from 25 mm-Hg to 15 mm-Hg has resulted in increased MSR ratios 
implying increase in moisture damage. 
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Fig. 9 Change in MSR ratios due to change in vacuum level 

Effect of load conditioning. The moisture entrapped in micro-pores of the 
saturated specimens can cause significant pore pressure under repeated loading 
which would result in eventual weakening of the adhesive bonds within the 
mixture. This simulates the pumping action of heavy vehicle on a saturated 
pavement surface. The MSR of the specimens subjected to repeated load as part of 
conditioning was compared to the MSR of the specimens not subjected to load 
conditioning.  Figure 10 shows the MSR values before conditioning, as part of 
load conditioning, and after load conditioning. All specimens were subjected to 
vacuum saturation of 15-mm Hg for 30 minutes. The “Not Load Conditioned” 
specimens were then dried and tested to determine “After” MSR. The “Load  
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Fig. 10 Comparison of the MSR of the specimens mechanically loaded and those that were 
not mechanically loaded as part of moisture conditioning 
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Conditioned” specimens were subjected to 300 load cycles at the test stress level 
to develop pore pressure damage, then dried and tested again to determine “After” 
MSR. It was observed that when the saturated specimens were subjected to 
repeated load as part of load conditioning, MSR dropped drastically (usually to 
less than half), signifying the increased strength of the material due to pore 
pressure.  However, after drying the specimens, the load conditioned specimens 
showed a larger increase in MSR than those that were not mechanically 
conditioned, signifying damage due to pore pressure. 

3.4 Comparison of T 283 and the Proposed Conditioning 
Scheme  

Figure 11 shows the comparison of the MSR ratios of the SCB specimens 
conditioned according to the AASHTO T 283 scheme and using the procedure 
proposed in this study (vacuum saturation plus load conditioning). The figure 
shows that the SCB specimens conditioned according to T283 drastically failed in 
the mechanical testing (MSR ratio of 9). This could be due to embrittlement of the 
specimens from prolonged conditioning in the 60°C water bath. Figure 12 shows 
the SCB specimens conditioned according to AASHTO T283 at the left and those 
conditioned according to the proposed conditioning scheme at the right. As 
indicated from the figure T283 conditioning was too severe for the SCB 
specimens. This indicates that smaller sized specimens would require less intense 
conditioning process than T 283 which may result in significant time saving.  
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Fig. 11 Comparison of the MSR ratios of the AASHTO T283and Vacuum/load 
Conditioned WY Specimens  
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Fig. 12 AASHTO T283 (left) and Vacuum/load Conditioned WY Specimens (right) 

4 Summary and Conclusion 

In summary, incremental repeated load test made possible testing a sample before 
and after conditioning; thus, sample to sample variability is reduced. Therefore, 
the main effect on the mixture from moisture damage would be more pronounced. 
The Minimum Strain Rate (MSR) parameter showed very high sensitivity to the 
moisture induced damage since it is insensitive to any micro damages that do not 
result in property changes.  

It was indicated that the long conditioning process of T 283 is not required for 
causing moisture damage. A shorter conditioning process can be used if the 
mechanical test is sensitive to the caused damage, if the specimens are small and 
accessible to moisture from all sides, and if the components of moisture 
conditioning process are effective.    

Smaller specimens are preferable over the T283 specimens for moisture 
damage determination. This is for several reasons. First, a better distinction 
between MSR of moisture susceptible and moisture resistant mixtures were 
obtained using smaller sized specimens. Second, more test replicates can be 
obtained from a single gyratory compacted specimens. Third, a lower load level is 
required to test the smaller specimens, which is desirable when there is limitation 
with the loading machine. Fourth, which is the most important reason; small size 
specimen can be easily cored from the field. 

Two conditioning processes showed effectiveness in causing moisture damage 
while keeping the specimens intact. The conditioning process proposed in this 
study involving 30 min. of vacuum suction at 15 mm Hg followed by a 300-cycle 
increment of repeated load using a hydraulic testing machine induced notable 
damage to the moisture sensitive mixture of WY. Similarly, the Moisture Induced 
Sensitivity Test (MIST) conditioning device at 40ºC and 40 Psi induced notable 
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damage to the WY mixture; however, adding 30 min of vacuum at 15 mm Hg 
before applying MIST, showed an increased induced damage. This indicates that 
vacuum saturation and mechanical loading are the two important factors for 
moisture conditioning process. The mechanical loading of the saturated 
specimens, as part of the conditioning process, would accelerate the weakening of 
the cohesive and adhesive bonds within the mixtures. Therefore, less vacuum level 
and duration are needed to cause moisture damage. 

And finally, drying the conditioned specimens before mechanical test would 
reveal the true weakening of the mixtures as a result of moisture conditioning. 
Lower MSR values were observed from testing wet specimens than those 
specimens that were dried. This was because the water that is present in the 
mixture’s pores increases the resistance of the material to the applied load. 
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Abstract. Cracking failure in asphalt concrete has always been one of the most 
serious problems in pavement structures. Classical fracture mechanics is the most 
widely used method to analyze the initiation and propagation of cracks. In this 
paper, a new modeling and computational tool the phase-field method is proposed 
for modeling the Mode II cracking failure in asphalt concrete. This method 
describes the microstructure using a phase-field variable which assumes one in the 
intact solid and negative one in the crack region. The Mode II fracture toughness 
is modeled as the Mode II surface energy stored in the diffuse interface between 
the intact solid and crack void. To account for the growth of cracks, a non-
conserved Allen-Cahn equation is adopted to evolve the phase-field variable. The 
energy-based formulation of the phase-field method handles the competition 
between the growth of surface energy and release of elastic energy in a natural 
way: the crack propagation is a result of the energy minimization in the direction 
of the steepest descent. Both the linear elasticity and phase-field equation are 
solved in a unified finite element frame work, which is implemented in the 
commercial software COMSOL. It was discovered that the crack propagation in 
phase-field agrees very well with the Griffith criterion. 

Keywords: Mode II cracking failure; Asphalt concrete; Phase field modeling; 
Non-conserved. 
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1 Introduction  

Cracking failure in asphalt concrete is one of the most serious problems that may 
lead to pavement failure, which may be caused by traffic overloading, thermal 
loading, and material internal structure changes due to many complex factors. The 
cracking dynamics of asphalt concrete and asphalt mixture has always been a 
challenging issue for pavement engineers (Peterson et al. 2009). Generally, current 
research of the asphalt cracking failure is focused on the Mode I cracking, which 
is caused by compressive or tensile loading. The Strategic Highway Research 
Program (SHRP) was the first to realize the importance of the fracture properties 
of asphalt material (Anderson et al. 1994). However, there are two problem 
uncovered considering the progress in the Mode I cracking analysis: first is that 
although the cracking caused by tensile loading has been investigated, the 
cracking caused by shear loading that is the pure Mode II cracking failure 
mechanism of asphalt concrete has not been well studied. Actually the excessive 
shear loading is very usual in the circumstances such as sudden braking of a 
vehicle; another problem is that till now, most of the analyses of fractures in 
asphalt concrete are still based on the Classical Fracture Mechanics (CFM) 
(Griffith 1921), which needs to clearly depict the crack front conditions and thus 
may be very complicated. In order to simulate concisely, a new mathematical tool 
phase-field method is employed for analysis. 

The Phase-Field Method (PFM) was originally proposed by Cahn and Hilliard 
for the spinodal decomposition in phase transition (Cahn et al. 1958). In this 
model, a phase-field variable is introduced to identify difference phases, based on 
which a free energy functional is constructed. The whole system evolves toward 
the direction which minimizes this free energy. In fracture, the phase field variable 
is used to identify the unbroken solid and the fully broken phase inside the crack. 
The system is driven by the chemical potential, which is the variation of the free 
energy with respect to the phase-field variable. Due to the non-conserved nature of 
crack growth, the Allen-Cahn dynamics has dominated the phase-field modeling 
of fractures. For example, Kuhn et al. (2010) adopted a non-double-well potential 
in his Allen-Cahn formulation and still captured the onset of crack propagation 
correctly. Song et al. (2007) used the phase-field method to investigate the effect 
of electric field on the crack propagation in a ferroelectric single crystal.  

In this paper, the development of an Allen-Cahn phase-field model that can be 
implemented in the commercial software COMSOL is presented. The model was 
validated using the two-dimensional simulations of Mode II cracking and 
comparison with the Griffith theory and experimental results. The ultimate goal is 
to simulate the crack propagation in asphalt concrete under complex loading 
conditions, which occurs in reality.  
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2 Theoretical Model  

Landau-Ginzburg Free Energy 
In our model, the phase field method uses a phase-field variable  to describe the 
microstructure surface, where the phase-field variable is set as 1 for the 
broken phase and 1 for the intact phase, and a diffuse interface separates 
the two phases. Following Yue et al. (2010), the total free energy in the system 
can be written in the Landau-Ginzburg form as:  ,  (1)

where | |     (2)

is the gradient energy density, 1 1   (3)

is the local free energy (double-well potential) which has two minima at the two 
bulk phases, and  is the elastic energy. Here  is the mixing energy density; 
and  controls the interface thickness. The relationship between  and  is given 
as (Yue et al. 2006) 

√ ,        (4)

where  is the surface energy. In facture simulations, , where  is the 

Mode II fracture energy, which is a material parameter. For convenience of further 
derivation, we denote the summation of the gradient energy, local free energy and 
the elastic energy of the system as the total energy potential Ψ. 

Consider the crack in asphalt concrete occurs at low temperature, it is 
simplified as a linear elastic material in this research. Consequently, the elastic 
energy density can be expressed as 

,  (5)

where  is the elastic modulus and  is Poisson’s ratio. Based on the work of 
Wise et al. (2004), we express  as  

, (6)

where  and  are the elastic moduli of the intact material and the broken phase 
respectively, and 
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  (7)

is an interpolation function that satisfies 1   0, 1   1, and 11 0. It should be noted that the elastic modulus in broken phase (which is 
physically a vacuum) should be zero and the Poisson’s ratio is undefined. 
However, to avoid numerical singularity in elasticity calculations, we assume that 0.01  and 0.3  that is phase-independent throughout the calculation 
domain. 

Elasticity 
In a Lagrangian system, the infinitesimal strain tensor  is obtained by 

, (8)

where  is the displacement field. According to Hooke’s law, the elastic stress is 
given by 

.  (9)

Note that in our simulation, for simplicity asphalt concrete is considered as linear 
elastic material for convenience. The reader may modify equation (9) to adopt the 
visco-elastic property according to the Generalized Maxwell mode. The stress 
satisfies the force balance · 0,  (10) 

which is eventually used to determine the displacement field. This elasticity part is 
handled by the structural analysis module in COMSOL. 

Phase-field model 
After we obtain the elastic energy, we can plug it into the phase-field model. 
Considering the fact that the volume of the crack phase grows during crack 
propagation, the following non-conserved Allen-Cahn equation is adopted: 

  (11) 

where  is the mobility parameter that controls the propagation in asphalt and  
is the chemical potential · 1   (12)

The mobility parameters is usually expressed as  where  is called the 

mobility tuning parameter which reflects the propagation speed. Note that  is 

simply 
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  (13)

Weak form of Equation (11) is needed for the calculation in COMSOL. From 
Equation (11) and (12), we get · 1   (14)

Multiplying Equation (14) by the test function  and then integrating over the 
computational domain, we get the weak form · 1Ω  (15)

Using Divergence Theorem, this equation can be further expressed as 

· 1·   

(16)

Consider a stable situation of crack which means no flux across the boundary and 
thus the natural boundary condition is adopted · 0  (17) 

such that the surface integral on Ω vanishes. Consequently, Equation (17) is 
simplified to · 1

 
(18) 

which is the equation that we input to COMSOL for solution. 

3 Results 

Generalized Eshelby tensor and J - integral in Phase-field 
In phase-field, the total energy potential is denoted as Ψ Ψ ,  and the 
potential gradient is then obtained as shown in equation (19) based on the chain 
rule  
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 (19)

where the explicit derivation of Ψ is given as as (Kim et al. 2003) 

Ψ , . , .      
(20)

The configurational force balance gives  · 0     (21)

where  is the generalized Eshelby tensor given as (Kuhn et al. 2010) T         (22)

and  is the configurational body force term shown as(Kuhn et al. 2010) 

   (23)

The traditional method to describe the cracking is by using the J – integral (Rice 
1968) shown as TΩ   (24)

where  is the elastic strain energy in equation (5) and dS is the length increment 
along the given path Ω  shown in Figure 1. ·  is the traction vector, 
where  is the unit vector normal to Ω. In phase-field J integral is obtained by 
the contour integration of the generalized Eshelby tensor as ·Ω   (25)

Kuhn et al. (2010) split the generalized Eshelby tensor in equation (22) to two 
parts as the elastic energy part and the gradient energy part. In our formulation, we 
denote them as T   (26)
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and 1 1| |   
 (27)

Based on equation (21) and integrate the configurational force over the body, we 
have 

Ω ·Ω   (28)

According to the Divergence Theorem, we rewrite the integral of the divergence 
of Elshelby tensor b as a contour integral on the boundary, which is ·Ω nΩ nΩ nΩ   (29)

Note that equation (28) reflect J – integral. We then divide the energy density and 
split the calculation domain into two parts as shown in Figure 1:Γ Γ ΓΓ Γ . Note thatΓ , Γ , Γ  and Γ  makes a closed contour integration.  And thus 
we have ·Ω · ·· · ·Ω:·Ω:   

(31)

And similarly  ·Ω ·Ω:·Ω:    
(32)

Since in the internal crack, the elastic energy and stress vanished, it can be seen 
that elastic part shown in equation (31) is then only consists the contour integral 

, which means Ω Ω:  where the phase-field 

variable 1 . It degenerates to the normal situation as we expect. For the 
gradient energy, it vanishes on Ω:  and thus the equation (31) can be 
simplified as 

Ω Ω:   (33)
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Fig. 1   contour in the integration domain in Mode II cracking 

To solve the integral of the gradient part on Ω:  , we consider the one-
dimensional situation of equation (27) and obtained the result based on the 
contributions of Yue et al. (2004), which reads 1 1   (34)

where γ  is the Mode II surface energy. The elastic energy has been totally 
transformed to the surface energy. Note that we have two new surfaces generating 
during the crack process so 2γ where  is the Mode II fracture energy and 
the criterion for the crack begins to propagate in phase-field is , which 
demonstrates that our theory is fundamentally agrees with the Griffith’s theory. 

Simulation results 
Consider a homogeneous model of asphalt concrete and use a two-dimensional 
finite element model to simulate the cracking process in COMSOL under shear 
loading. A fixed Eulerian mesh is used to describe the internal interfaces between 
the intact solid and crack void. The mesh refines adaptively at the interface, as 
shown in Figure 2, to resolve the  profile across the interface. As we can see, a 
double – notch exist on both edges. And then two edges will move in the opposite 
direction so that shear stress will make the initial crack propagate.  
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Fig. 2 (a) Unstructured triangular mesh generated by COMSOL with interfacial refinement 
(b) Magnified view of crack 

We consider plane strain and the computational domain is a rectangular with 
length 0.165m and width 0.05m.  We then choose the interfacial thickness 0.0004  and the initial crack length 0.008 . Because of the diffuse 
nature of the phase-field method, we need to impose a finite crack width, which 
we use 0.001 m in this simulation. The finest mesh size is set to be ∆

 (i.e., 6.6∆  which sufficiently resolves the diffuse interface (Yue et al. 

2010, 2006). 
Figure 2 shows that shear movement happens on top and bottom boundaries 

where the velocity is 0.0002 m/s. The elastic modulus is set as 3450MPa. 

 

Fig. 3 Opposite movements happens on top and bottom boundaries 

Crack propagation at different time instants is shown in Figure 5. It can be 
clearly seen that crack propagates by applying the boundary moving condition 
while there is a diffuse interface between the crack phase and the intact phase. It 
should be noted that  may not be exactly in [-1, 1] in the simulations. However, 
the deviation is always less than 3%, and therefore can be neglected. Limited by 
our computational power, we use a relatively coarse mesh which may smooth out 
the possible crack branching as shown in results of Spatschek et al. (2007). It 
should be noted that under the current force loading condition, the crack 
propagation is unstable once it starts.  



136 Y. Hou et al. 

 

 
Fig. 4 Magnified view of crack propagation. The snapshots are taken at t=0, 15 ∆  , 20 ∆  
and 60 ∆  where the time step interval ∆  0.01s is the time step used in the simulation. 100 /  (Braham et al., 2009). 

 

Fig. 5 Magnified view of von Mises stress distribution near crack tip at t=30 ∆   
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As expected, there is a stress concentration at the crack tip, as shown in Figure 
5. The stress contours resemble the conclusions in Song et al. (2007). In the region 
near the crack tip, the von Mises stress is much larger than that in the intact 
regions in front of the crack. Immediately above and below the crack, the stress is 
much lower than the average, since the elastic energy has been released to create 
new fracture surface area. This observation is in agreement with the classical 
fracture mechanics. The crack direction is bend bout not almost straight along the 
x-axis, which is reasonable since the shear loading will significantly affect the 
corresponding kink angle. 

4 Summary 

In this paper, we present a non-conserved phase field model for mode II cracking 
in asphalt concrete. The shear simulation on the two-notch asphalt concrete system 
is conducted. The crack propagation process can then be captured by using the 
appropriate material property parameters. During the cracking process, the elastic 
energy is transformed to form the two new surfaces. Overall, the Phase-field 
model is capable of simulating Mode II fracture in asphalt concrete with 
reasonable accuracy and presents a promising and innovative method for modeling 
the low-temperature cracking of asphalt concrete for better quantitative 
understanding.  
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Abstract. In this paper, detailed study is carried out to develop a new workflow
from image acquisition to numerical simulation for the asphalt concrete micro-
structures. High resolution computed tomography scanned images are acquired and
the image quality is improved using digital image processing techniques. Non-
uniform illumination is corrected by applying an illumination profile to correct the
background and flat-fields in the image. Distance map based watershed segmenta-
tion are used to segment the phases and separate the aggregates. Quantitative analy-
sis of the micro-structure is used to determine the phase volumetric relationship and
aggregates characteristics. The result of the quantitative analysis showed a very high
level of reliability. Finite Element simulations were carried out with the developed
micro-mechanical meshes to capture the strength and deformation mechanisms of
the asphalt concrete micro-structure. From the micro-mechanical investigation the
load transfer chains, higher strength characteristics and high stress localization at
the mastic interface between adjacent aggregates was shown.

Keywords: X-ray computed tomography, digital image processing, finite element
method, image based modeling.

1 Introduction

Asphalt concrete (AC) is a heterogeneous material which consists of mastic (binder
and fines), aggregates and air-voids. The distribution of the air-voids in the matrix,
the interaction between the aggregates and the mastic, and the properties of the ag-
gregates and the mastic plays a vital role in determining the mechanical behavior of
the asphalt concrete. Mainly, the aggregate properties determine the strength char-
acteristics, the mastic determines the durability characteristics and the air-void is
related to the rate of moisture damage and rutting in the asphalt concrete. The be-
haviour or response of the AC is highly dependent on the temperature and rate of
loading. At low temperatures, it exhibits the characteristics of an elastic material

N. Kringos et al. (Eds.): Multi-Scale Model. & Charact. of Infrastruct. Mater., RILEM 8, pp. 139–158.
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while at high temperatures above the glass transition temperature, the response is
viscoelastic.

The micro-structure of AC is very complicated and it is defined by the grada-
tion of aggregates, the orientation and number of contacts of aggregate particles,
the properties of aggregate-binder interface, the voids structure, the chemical con-
stituent of the bitumen, the texture of the stones, the adhesion between aggregates
and mastic among others. [Wang, 2010]. Understanding the complex mechanical
interaction that exists between the constituents of the asphalt concrete requires a
reliable way to characterize the AC micro-structure.

In this context, mastic is referred to as the mixture of binder and fines. The main
content of the binder is bitumen which is obtained from the fractional distillation of
crude oil. The bitumen is made up of complex chains of hydrocarbon which makes
it difficult to model the material using it’s true chemical constituent. The hydrocar-
bon chains are very sensitive to changes in the environment (temperature), the rate
of application of external forces or loads can also lead to a possible rearrangement
of the chemical structure of the material. To overcome this difficulties, the mastic
is usually represented using springs and dashpots to model the rate dependent re-
sponse of the material. The Prony series, which is made up of springs and dashpots
connected in series is used to model the mastic behavior in this study. In this study,
the aggregates are considered as a linear elastic material and, as such, the param-
eters required for modeling the aggregates behavior are the Young’s Modulus, the
Poisson’s ratio and the density.

Under loading condition, there may exist a rearrangement of the internal structure
of the asphalt concrete mixture depending on the magnitude and duration of loading.
The most important aspects to consider in the modeling are the contact between
adjacent aggregates and the interface between the aggregate and the surrounding
mastic. The morphological properties (shape, angularity and texture) determines the
load transfer between aggregate particles at contact and the bonding at the interface
between the mastic and aggregate particles. These properties are captured using the
X-ray CT and quantified using an image processing software (Avizo).

In the past, the micro-structure of the AC has been simplified or over-idealized.
Bazant et al. [Z.P. et al., 1990] and Schlangen and van Mier [Schlangen and van
Mier, 1992] have represented the aggregates as rigid spherical particles while others
Wittmann et al. [Wittmann et al., 1985] and Wang et al. [Wang et al., 1999] have
used algorithm to generate a random micro-structure image of the asphalt concrete
micro-structure. Most of these past investigations were based on 2D analyses of the
asphalt concrete micro-stucture due to the complexities in generating or accurately
representing the 3D micro-structure of asphalt concrete.

New techniques show a possible way to capture the micro-structure of the AC
to generate models for numerical simulation, one of which is X-Ray Computed To-
mography (CT). There has been a number of recent attempts to use X-Ray CT to
investigate the internal structure of AC and to investigate its impact on the AC me-
chanical properties. Coleri et al. [Coleri et al., 2012b] used the X-ray CT to study
the changes in AC micro-structure using full-scale test sections and Heavy Vehicle
Simulator (HVS) loading, and X-ray CT images taken before and after HVS testing.
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Coleri et al. [Coleri et al., 2012a] also used the X-ray computed tomography (CT)
and digital image processing to generate the internal micro-structure of the asphalt
mixtures and study the effectiveness of 2D and 3D models for the simulation of the
shear frequency sweep at constant height (FSCH) test. Zelelew [Zelelew and Pa-
pagiannakis, 2011] used automated digital image processing (DIP) algorithm called
Volumetrics based Global Minima (VGM) thresholding algorithm for processing
asphalt concrete (AC) X-ray computed tomography (CT) images. The thresholding
algorithm utilizes known volumetric properties of AC mixtures as the main criterion
for establishing the air-mastic and mastic-aggregate gray scale boundary thresholds.
Bhasin et al. [Bhasin, 2011] used X-ray CT images to study the 3-dimensional dis-
tribution of the mastic in asphalt composites. You et al. [You et al., 2012] devel-
oped a three-dimensional (3D) micro-structure-based computational model to pre-
dict the thermo-mechanical response of the asphalt concrete using a coupled thermo-
viscoelastic, thermo-viscoplastic, and thermo-viscodamage constitutive model. You
et al. [You et al., 2008] studied the dynamic modulus from the stress-strain response
under compressive loads for two-dimensional 2D and three-dimensional 3D micro-
structure-based discrete element models of asphalt mixtures. Masad et al. [Masad
et al., 2005] developed an approach for constitutive modeling of the viscoplastic be-
havior of asphalt mixes and measured the micro-structure damage with X-ray com-
puted tomography and image analysis techniques. However, very limited amount of
work has been done so far for 3D image-based modeling of AC while some studies
only considered the distribution of the aggregates and the mastic phase [You et al.,
2012]

The air-voids, mastic and aggregates phase are considered in this study. The in-
terface between the mastic phase and the aggregate phase is challenging to model
when considering the mechanics of the mastic phase which is highly anisotropic.
Further research is required to adequately understand the interaction at the boundary
between the mastic and the aggregates. However, the spatial location of the contact
points between adjacent aggregates is determined in this study and referred to as the
contact geometry.

2 Objectives and Scope

The present study is aimed at developing the workflow from image acquisition to
simulation for accurate characterization of the AC micro-structure. The main ob-
jectives of this study are to develop procedures for: (1) Segmentation of the three
different phases in AC and determination of their volumetric relationship. (2) De-
termination of air-voids phase distribution with depth. (3) Determination of aggre-
gates particle size gradation and distribution. (4) Determination of the distribution
of contact zones between aggregates. (5) Micromechanical simulation using finite
elements method (FEM).

The steps involved in this study are summarized in Figure 1
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Fig. 1 Process workflow

3 Experimental Data and Scanning Procedure

In this study, the KTH X5000 CT X-ray scanner is used to obtain the detailed micro-
scopic structure of the porous asphalt concrete core sample for further visualization,
characterization and analysis. The X5000 CT scanner is a seven-axis universal x-ray
imaging system designed for the inspection of large objects. It can accommodate a
variety of part shapes, sizes and weights. It can produce X-ray intensities of up to
450kV.

The asphalt concrete core sample with a diameter of 100mm and a height of
80mm as shown in Figure 2 is scanned. The sample is scanned at an energy intensity
of 225kV without beam filtration. The scanning resolution is 1949 x 1799 with a
slice thickness of 59microns and a total of 1932 slices.

The x-ray scanning process includes sample preparation, warming-up the scan-
ner, pre-scan settings, scanning, detector calibration and CT calibration. Beam hard-
ening artifact is manifested in CT images with brighter edges than the center of the
image. Beam hardening artifact reduces the quality of the scanned image and hence
affects the phase segmentation results.

There are a number of possible techniques to reduce the beam hardening in the
scanned image which includes the use of X-ray beam that is energetic enough to
ensure that beam hardening is negligible, use of filters, increased exposure time
among others [Ketcham and Carlson, 2001]. In this study, the beam hardening
artifact is corrected using the background and flat field correction feature in Avizo
Fire. The flat field is computed using the bkgimg command in Avizo which computes
a background image from a gray level image and a binary mask (or no mask for all
pixels of the image) using second order polynomial. The intensities of the 3D input
image are then scaled according to the normalized intensities of the flatfield images.
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Fig. 2 Porous asphalt concrete sample used
in the present study

The input image gets brighter at pixels where the flatfield is dark and vice versa. In
this way non-uniform illumination is compensated for [Avizo, 2009]. Other digital
image processing and analysis is also performed using Avizo Fire application.

4 Digital Image Processing (DIP)

Image processing mainly involves editing and enhancement of digital image with
the aim of improving the quality of the image or to extract relevant information.
DIP is also used for the identification and segmentation of the different phases in
the AC micro-structure.

The different techniques used in improving the quality of the acquired image in-
clude contrast enhancement, illumination correction and filtering to reduce noise in
the image. Avizo background and flat field correction tool is used to correct non-
uniform illumination in the acquired CT image. Non-uniform illumination correc-
tion helps to achieve improved segmentation results especially when the threshold
based segmentation is used.

Filters are mainly used to reduce noise and thereby improve image quality. Dif-
ferent types of filters are used in image processing depending on the expected result
or outcome. It is important to note that the nature of the mastic makes the segmen-
tation process of the asphalt concrete sample a little cumbersome. Considering the
fact that the mastic is a mixture of bitumen and fines, the threshold based segmen-
tation becomes difficult as part of the mastic is identified as aggregates. This is as a
result of the CT attenuation of the constituents materials in the asphalt concrete mix.
Image filtering can be used to overcome this problem and thus improve the image
segmentation results. Non-local means filter is used in this study to reduce the noise
in the image and help improve segmentation as it smoothens regions inside objects
while preventing smoothening near the edges.

Segmentation is the process of separating pixels with the same gray level value
from those pixels with a different value. This is a very important step in AC image
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Fig. 3 a). Acquired image with beam hardening present b). Beam hardening corrected image
of Asphalt concrete

processing as it is used to separate the constituents of the AC mixture. A good image
resolution and contrast between the gray levels is essential for a good segmentation
result. Figure 4(a) is the magnitude of the gradient showing the weak and strong
edges in the image and Figure 4(b) is the plot of the grayscale along the probe
line. The weak edges are variations in density in the same phase while the strong
edges represent transition between adjacent phases. The magnitude of the gradient is
obtained from the first derivate of the grayscale value in the x and y directions. The
equations for calculation of the gradients and the magnitude are shown in equations
1 to 4.

(∇ f ) = [G2
x +G2

y]
1
2 (1)

−−→
(∇ f ) = α(x,y) = tan−1(

Gx

Gy
) (2)

where

∂ f
∂x

= Gx =
1
2
( f (x+ 1,y)− f (x− 1,y)) (3)

∂ f
∂y

= Gy =
1
2
( f (x,y+ 1)− f (x,y− 1)) (4)

In 3D, one of the major challenge in processing and modeling of the AC micro-
structure is the separation of the individual aggregates. Improperly separated aggre-
gates can be seen as one big interconnected mass of stone and quantitative analysis
of this interconnected stones does not give any meaningful result. Performing nu-
merical analysis with such improperly segmented 3D micro-structure image does
not simulate the behavior of the 3D mix under loading conditions. The 3D model
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(a) (b)

Fig. 4 a). Gradient of the magnitude result showing edge of objects in the image b). Variation
of gradient magnitude along probe line

Fig. 5 Phase segmented image

becomes too stiff and rarely deform under normal load conditions. Hence, the in-
teraction between the aggregate and the binder is not well captured and accounted
for.

To overcome this problem, different methods were employed for segmentation of
the AC micro-structure. The distance-map based watershed segmentation technique
gave the most satisfactory result. This method separates the aggregates in the 3D
image, determines the contact point between aggregates and also create a region for
mastic phase between the interface of two adjacent aggregates.

In this study, the air-void phase is segmented using basic thresholding operation
since the gray intensity levels for the air-voids are quite distinct from those of the
mastic and aggregates. The aggregate phase is segmented and separated using the
distance-map and watershed segmentation and the mastic phase is obtained by sub-
tracting the air-void phase and the aggregate phase from the full mask of the scanned
sample. Figure 5 shows the phase-segmented AC image.
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5 Digital Image Analysis and Results

After phase segmentation of the AC sample, image analysis is carried out so as
to extract pertinent quantitative information. In this study, the interactive measure
features of Avizo fire is used for the image analysis. The results of interest from
the individual analysis of the aggregates are the Volume in 3D, Area in 3D, Feret
diameter (length and width in 3D), and orientation of the aggregates. A sub-volume
of 60mm× 60mm× 40mm was analyzed and the results presented in this section.
For accurate aggregates size analysis, the bounding box dimensions can be used for
aggregate characterization.

The volume in 3D of an object X is defined by the relationship in Equation 5 for
a continuous case but estimated using Equation 6 for a discrete case. The volume is
the number of pixels in region X multiplied by the volume of a voxel.

V (X) =

∫
R3
(I(x,y,z) dxdydz) (5)

V (X) = ∑
i, j,k

I(xi,y j,zk) (6)

where
I(xi,y j,zk) = the intensity of the pixel of coordinates xi,y j,zk

I(xi,y j,zk) = 1 if the pixel lies within the object X and 0 otherwise
In order simplify the AC micro-structure, aggregate particles with length less

than 2.34mm are considered as part of the mastic. The total number of aggregates
in the sample after the clean-up is 403 stones. The distribution of the length of the
stones is shown in Figure 6 and the distribution of the width in Figure 7. The 3D
volume distribution of the stones is shown in Figure 8.

Fig. 6 Distribution of length of stones in the sample
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Fig. 7 Distribution of width of stones in the sample

Fig. 8 Volume distribution of stones

Table 1 shows the result of the volumetric analysis of the AC sample. The result
shows that the total volume of aggregates in the analyzed sample is 91109mm2, the
total volume of mastic is 36373mm2 and the total volume of air-voids is 16468mm2.
The percentage volume of the aggregates, mastic and air-voids in the analyzed sam-
ple are 63.3%, 25.3% and 11.4% respectively. Table 2 shows the statistical relation-
ship for the area, volume, length and width of the aggregates. Statistical relationship
can be used to correlate the AC mix behaviour with geometric properties of the
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Table 1 Phase Volumetric relationship

Volume mm3 % volume
Aggregates 91109 63.3
Mastic 36373 25.3
Air-voids 16468 11.4
Total volume of sample 143951 100

Table 2 Statistical analysis for aggregates

Area3d(mm2) Volume3d(mm3) Length3d(mm) Width3d(mm)

Min 1.74 0.08 2.34 0.30
Max 1221.86 2355.04 24.60 14.99
Mean 215.41 226.08 9.72 5.05
StdDev 235.10 354.75 5.37 3.26
Sum 86809.01 91109.19 3917.45 2034.24

stones. The relationship also gives relevant information that can be used to study
asphalt mix design reliability and the micro-structure variability.

Distribution of the air-voids with depth is obtained by calculating the 2D area of
air-voids per slice. The 2D area of air-voids is then calculated for each slice along the
depth of the sample. Figure 9 shows the variation of the air-voids with sample depth.
A practical application of the air-voids distribution is the assessment of compaction
in AC sample. The variation of the air-voids can be used as a quality control measure
to check the uniformity and adequacy of compaction effort on AC pavements. It can
also be used as a tool to assess the condition of existing AC pavements.

It can also be used to examine crack initiation and propagation in AC mixtures.
The distribution of the air-voids can be captured in the x, y and z coordinates before
the application of mechanical load on the AC sample. After loading, the variation
of the air-voids distribution can be used together with other related information to
accurately determine the micro-structure evolution as a result of loading.

The contact between adjacent aggregates is captured using a combination of dig-
ital imaging techniques. The watershed lines and the aggregate mask used for the
segmentation of the aggregate phase is used to determine the location of contacts
between aggregates. It is interesting to find out that the air-voids distribution is in-
versely proportional to the contacts area distribution. It is worthy to note that the
processed sample is a porous asphalt sample that have undergone aggregates segre-
gation as a result of clogging. We have more fine particles at the top of the sample
and more coarse particles at the bottom. There are more inter-particle contacts and
less air-voids at the bottom of the sample. In the same sense, there are more air-
voids at the top of the sample and less contacts between the fine aggregates. Figure
10 shows the contact area distribution of the sample.
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Fig. 9 Density distribution of air-voids with depth

Fig. 10 Stone contact areas with depth

6 Surface and Mesh Generation

The segmented image of the AC microstructure is imported into Simpleware for sur-
face generation and mesh construction. The air-void, mastic and aggregates phases
are assigned a grey level of 1, 2 and 3 respectively for identification.

During surface generation, the sample is resampled to simplify the surface and
reduce the number of elements generated during the mesh generation. Scanning at
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high resolutions helps to capture the pertinent microstructure details and may be
suitable for computer visualization. However, this high resolution images are not
suitable for finite element analysis as it will take a lot of computer resources to
process and run finite element analysis on them. The tweak is to be able to reduce
the number of triangles that make up the surface without losing important geometric
information.

The surface generated from the acquired image with a resolution of 59microns
consists of 98Million triangles before resampling. A comparative study was car-
ried out to determine what amount of resampling will be allowed without loosing
considerable amount of details. Figure 11 shows the change in the volume of the
different phases with respect to change in resampling resolution. From the study, a
resampling resolution of 400micron was considered suitable. After resampling to a
resolution of 400microns, the number of triangles was reduced to 12.4M which is
about 12.6% of the original amount of triangles.

Fig. 11 Comparative study of resampling resolution

Due to limited computer power, a subsample of 30mm×30mm×30mm was taken
for mesh generation and transfer into Finite Element (FEM) application for numer-
ical simulation. The mesh was generated using the FE+ grid utility of simpleware.
The resulting amount of tetrahedral mesh generated for the 30mm× 30mm× 30mm
sub-volume is 254,000 tets. Simpleware can be used to define the interface and con-
tact between different phases during the mesh generation. These information can be
useful for further study of the aggregate-binder interaction in the AC matrix.
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Fig. 12 Surface regeneration of 60x60x60mm AC sample

7 Micromechanical Finite Element (FE) Analysis

In this study, numerical simulation is carried out to investigate the behaviour of the
AC microstructure under the action of mechanical loading. Three dimensional (3D)
uniaxial compression FEM analysis was carried out on a geometry extracted from
the AC microstructure, which is made up of two stones connected with mastic to
show local stress and strain distributions. The same uniaxial compression analysis
is then carried out on the 30mm×30mm×30mm meshed geometry. It was assumed
that there is stress continuity at the interface between the mastic and aggregates
as the mechanics of stress transfer between such interface is still under study. The
numerical simulation is carried out using COMSOL Multiphysics.

7.1 Material Parameter

In this study, the aggregates is considered as a linear-elastic material while the mas-
tic is considered as a linear-viscoelastic material. The material parameters required
to model the elastic behaviour of the aggregates are the Young’s modulus, Poission
ratio and the density of the aggregates.

The time-dependent mastic property is considered using the Boltzmann super-
position principle 7. The maxwell model in the form of a Prony series is used to
model the rate dependent behavior of the mastic. The Maxwell model is represented
by a series of viscous damper and elastic strings to simulate the viscous and elastic
behavior respectively as shown in 13. A 5-leg/chain viscoelastic Maxwell model is
used in this study. The viscoelastic model parameters required to model the mastic
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behavior are the relaxation time (ηm), the relaxation modulus (Em), the instanta-
neous shear modulus (G0). The time-temperature dependence is modeled using the
Williams-Landel-Ferry (WLF) shift function to obtain the shift factors(aT ) at differ-
ent temperatures.

σ(t) =
∫ t

0
E(ξ (t)− ξ (τ))

∂ε(τ)
∂τ

dτ (7)

From equation 7, E(ξ (t)− ξ (τ)) is the relaxation modulus at the reduced time
(ξ (t)− ξ (τ)) and the reduced time is defined by equation 8. The expression for
the WLF shift function is shown in equation 9. From equation 9, T is the selected
temperature, T0 is the reference temperature, C1 and C2 are material constants.

ξ =

∫ t

0

1
aT

dt (8)

log(aT ) =
−C1 ∗ (T −T0)

C2+(T −T0)
(9)

The viscoelastic material parameters used to model the time-dependent behavior
of the mastic was obtained from [You et al., 2012]. The material parameters were
obtained from DSR test with a loading time of 1000sec and at a reference temper-
ature of 20 ◦C. The creep behavior has been presented as creep compliance data in
[You et al., 2012]. The creep compliance data was converted into relaxation spec-
trum shown in Table 3 for modeling the mastic material behavior in COMSOL. The
Laplace-Transform domain was used to convert the creep compliance data to stress
relaxation functions using equations 10 to 12 .

Fig. 13 Prony series
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Table 3 Viscoelastic relaxation model parameters

M ηm(s) Em(MPa)
1 0.1 20.7
2 1 46.2
3 10 52.8
4 100 53.5
5 1000 53.6

G̃(s)J̃(s) = 1 (10)

where s = Laplace variable

G̃(s) = G∞ +
n

∑
i=1

sρiGi

sρi + 1
(11)

J̃(s) = J∞ +
m

∑
k=1

λk

sλk + 1
(12)

7.2 Three-Dimensional (3D) Uniaxial Compression

Uniaxial compression simulation is used to investigate the stone breakage and pol-
ishing during compaction. The 3D geometry is extracted from the AC microstructure
and it consists of two (2) aggregates interconnected with mastic. A uniaxial com-
pressive displacement of 0.01mm is applied at one end of the model with the other
end restrained as shown in Figure 14. The mastic is modeled as linear-viscoelastic
material and the aggregates as linear elastic material. The material parameters used
to model the viscoelastic behaviour of the mastic is shown in 3. The Young’s modu-
lus is selected from the work of [You et al., 2012] and considered to be 25GPa, the
poisons ratio is 0.25 and the density is 4000kg/m3.

Fig. 14 3D uniaxial compression model
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Fig. 15 Compressive strain distribution in x-direction

Figures (15) shows the strain distribution in the 3D model. It can be seen that
compressive strains are localized in the binder with a maximum strain of 4.07%.
High compressive strains are developed close to the aggregate-mastic interface and
at regions with small mastic thickness.

Figures (16) shows the Von Mises stress distribution for the 3D model. The Von
Mises stress localized in stones with high stress intensities around contact points
between aggregates at aggregate-mastic interface.

Figure (17) shows the mesh for the 30mm x 30mm x 30mm AC geometry. The
mesh was generated using Simpleware and contains a total of 254,000 tetrahedral
elements. A time-dependent uniaxial displacement was applied at the top of the
sample at a rate of 0.001mm/sec and the load displacement was applied for a 10sec
period. The total displacement at the top of the sample after 10sec of analysis was
0.01mm which corresponds to the same displacement applied to the geometry in the
first uniaxial compression case.

Figure (18) shows the strain distribution in the AC sample. The maximum strain
localized in the mastic is 1.2%. Load transfer zones can be observed in Figure (18)
which reconfirms the importance of the internal structural arrangement of the AC
mix to load response. Figure (19) shows the stress distribution with high stress con-
centration at the edge and contact between stones.
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Fig. 16 Von Mises stress distribution in 3D model

Fig. 17 Mesh of 30mm x 30mm x 30mm AC sample
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Fig. 18 Compressive strain distribution in 30mm x 30mm x 30mm model

Fig. 19 Von Mises stress distribution in 30mm x 30mm x 30mm model
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8 Conclusion

The present study have shown and described the workflow process from image
acquisition to micro-mechanical numerical simulation using X-Ray computed to-
mography and digital image processing techniques. Phase segmentation of the AC
micro-structure using thresholding operations does not produce good segmentation
results. A non-linear filter together with the distance map based watershed segmen-
tation is used to segment the phases in the AC micro-structure and also to separate
adjacent aggregates.

Digital image analysis techniques is used to analyze the phase segmented AC
micro-structure. Digital image analysis is used to determine phase volumetric rela-
tionships and individual aggregate properties like volume of aggregates, length and
width of aggregates, orientation of aggregates and spatial location of aggregates in
the AC mix and air-void distribution.

Numerical simulation is used to study the strength and deformation mechanisms
in order to characterize the AC micro-structure using a 3D finite element analysis.
Load transfer chains can be observed in the micro-structure model with strains local-
ization in the mastic. Further study of the behavior at the aggregate-mastic interface
using X-Ray computed tomography and Digital Image Processing can be used to
understand the mechanism of debonding and stripping of aggregates so as to miti-
gate them. This can help to further improve mix performance and reduce permanent
deformations in the road pavements.
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Abstract. Since the occurrence of voids clogging has an adverse effect on Porous 
Asphalt Concrete (PAC), an experiment was designed to evaluate PAC’s 
anti-clogging capability with different material compositions. Image processing 
and X-ray Computer Tomography (CT) were employed to study the characteristics 
of micro-gap of PAC, such as amount, area, and equivalent diameter of air voids on 
average. It was found that different PAC material compositions induce large 
differences on anti-clogging capability. PAC’s anti-clogging capability can be 
improved in different degrees by increasing air voids and nominal maximum 
aggregate size or using coarse gradation. There was an apparent linear correlation 
between PAC’s voids equivalent diameter and anti-clogging capability: the larger 
equivalent voids, the better anti-clogging capability. In this research, anti-clogging 
capability was interpreted, and a new method was put forward for improving the 
anti-clogging performance of Porous Asphalt Concrete from the perspective of 
microscopic void geometric features. 

Keywords: Road engineering, Porous asphalt concrete, Anti-clogging ability, Void 
features, CT technology. 

1 Introduction 

Porous Asphalt Concrete (PAC) is a typical mixture with a skeleton-void structure 
which provides pavements with additional drainage and noise reduction 
performance. However, the void of the material could be clogged hindering its 
normal functionality easily. Therefore, it is important to make additional research 
efforts on improving anti-clogging capability of PAC. 

In recent years, considerable research efforts have been made on the evolution of 
PAC's clogging and its recovery. Balades and Pratt made experimental studies with 
four testing methods on PAC's clogging recovery, namely moistening followed by 
sweeping, sweeping followed by suction, suction alone, and high pressure water jet 
combined with simultaneous suction[1-3]. Ryuichi investigated the permeability 
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and durability of the mixtures, and studied the relationship between the traffic and 
the decrease of permeability[4]. Kurihara studied the anti-clogging ability of PAC 
with the void content of about 20% and compared the effects of jammer quantity on 
permeability[5]. Most of the related studies are about the permeability and the 
recovery of polluted PAC[6-9]. The main objective of this paper is to describe the 
laboratory pollution tests and the evaluation of anti-pollution ability of different 
mixtures. The relationship between material properties and void characteristics 
were studied by 2D image of specimen cross-section through CT and  
image processing technologies[10-12]. Suggestions were made to improve the 
anti-pollution property of PAC mixtures from materials design perspective. 

2 Materials and Methodology 

2.1 Mixture 

SK-70 asphalt and diabase aggregates were selected to prepare the PAC mixtures. 
The mineral aggregate gradations and the air voids of those mixes are shown in 
Table 1.   

Table 1 Gradation of PAC for testing 

Mixtures 
Passing(by Mass) under different sieve size (mm) /% Asphalt-aggregate 

ratio/% 

Air voids content 

/% 16 13.2 9.5 4.75 2.36 1.18 0.6 0.3 0.15 0.075 

PAC-13a 100.0 90.1 61.5 28.3 20.6 17.4 14.3 10.3 8.2 5.3 5.2 16.1 

PAC-13b 100.0 90.1 61.4 25.8 17.7 15.1 12.6 9.3 7.6 5.2 5.0 18.2 

PAC-13c 100.0 90.1 61.3 23.4 14.8 12.7 10.8 8.3 7.0 5.0 4.8 20.1 

PAC-13d 100.0 90.1 61.2 20.9 11.9 10.4 9.2 7.3 6.3 4.9 4.5 22.7 

PAC-13e 100.0 90.1 61.1 18.5 9.0 8.1 7.5 6.3 5.7 4.8 4.2 25.1 

PAC-13f 100.0 92.6 70.3 25.2 14.8 12.8 11.0 8.3 7.0 5.1 4.8 19.7 

PAC-10 100.0 100.0 97.1 30.8 14.9 12.8 11.0 8.3 7.0 5.1 4.8 20.1 

2.2 Test Methodology 

The test methods include the anti-clogging, CT, and image processing techniques. 

2.2.1   Clogging Experiment 

A PAC specimen was prepared in a standard Marshall procedure without removing 
the cylindrical mold. After measuring its original permeability coefficient, the  
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surface of the specimen was smeared graded fine grains, then uniformly sprayed  
with water. After the pollution procedures above, the residual value of the mixture's 
permeability coefficient was measured. The anti-clogging capability of the mixture 
was defined as a ratio of the residual value to the initial value of the mixture 
permeability. The larger the value of residual permeability is, the less impact the 
"jammer" or fine grains have on the permeability of the mixture, and the higher the 
anti-clogging capability of the PAC specimen. 

The testing procedure is as follows [5]: 

① Prepare a Marshall specimen (without removing the mold) and determine 
the initial permeability coefficient; 
② Spread the graded (see Table 2) fine grain (6 g) on the testing specimen 

surface; 
③ Shake the specimen for 30 seconds (note: make sure not losing the fine 

grains during the test) and then slowly pour some water (about 240 g) on it; 
④ Heat the specimen for 6 hours at a temperature of 60 °C, then determine the 

specimen residual permeability, and calculate the residual permeability(γ) 
according to previous definition; 
⑤ Repeat steps ② ~ ④ for 4 times or until the total mass of fine grains 

spread is equal to 24 g. 

The last residual permeability denoted as γ(24) was used to evaluate the 
anti-clogging ability. Constant head permeability test was used in the experiment to 
determine the permeability coefficient. 

Table 2 Gradation of fine grains used for clogging testing 

Grain size /mm 0.15～0.3 0.075～0.15 <0.075 

Weight /g 2 2 2 

2.2.2   CT Test 

As shown in Fig.1, the CT scanner PQ5000 manufactured by PICKER was used to 
scan the mix specimens. Each specimen was scanned from the bottom to top with an 
interval of 2 mm, and 25 photos were obtained from scanning each specimen. In the 
CT tests, the image resolution of 512 pixels × 512 pixels was selected. Fig.2(a) 
shows an original CT image, and Fig.2(b) is the result after being processed with 
threshold method[13-14] (the black regions represent air voids). As shown in 
Fig.2(c), the voids are marked and counted for further analysis. 
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Fig. 1 CT test equipment and specimens placement 

   

    (a) CT image           (b) Threshold-processed images        (c) Gap fitting & number 

Fig. 2 CT images and treatment 

3 Anti-clogging Capability 

3.1 Void Content 

Specimens with different void contents were prepared according to the gradation in 
Table 1. The test result was shown in Fig.3 and the residual permeability of each 
specimen was calculated. 

The following results were observed that 1) the residual permeability decreased 
as the fine grains increased; 2) residual permeability decreases more from 0 g to 12 
g fine grains than from 12 g to 24 g. 

The residual permeability increased with the void content. When the void 
content of mixture increased from 16.1% to 25.1%, the residual permeability of 
PAC increased from 38% to 66%, and the anti-clogging ability was enhanced 
significantly. 

Specimen
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Fig. 3 Influence of air voids on PAC’s residual permeability 

3.2 Nominal Maximum Aggregate size 

For PAC-13c and PAC-10 (Table 1), the test results are shown in Fig.4. 
As shown in Fig.4, the nominal maximum aggregate size significantly affected 

the residual permeability. The residual permeability of PAC-13c was higher than 
that of PAC-10. Usually, a mixture with a greater nominal maximum aggregate size 
has better anti-clogging capability. 
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Fig. 4 Nominal maximum aggregate size’s influence on PAC’s residual permeability 

3.3 Gradation 

As listed in Table 1, the PAC-13c and PAC-10f mixture had similar void contents 
but different gradations. The test results of these mixtures are shown in Fig.5. 
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Fig. 5 Gradation’s influence on PAC’s residual permeability 

From Fig.5 it was found that gradation was another important factor affecting the 
residual permeability. Generally, the PAC-13c specimen which had more course 
aggregates than PAC-13f specimen did exhibit higher residual permeability. It's 
proved that when the void content is fixed, PAC mixture with more coarse 
gradation possesses better anti-clogging capability. 

4 Factors Affecting Void Characteristic 

In order to further study variation of the anti-clogging capability of PAC mixture, 
PAC specimens mentioned above were scanned by CT scanner. 

The images obtained from CT scanning were processed and analyzed. The 
following parameters were calculated: (a)average quantity of void, N; (b)average 
area of a single void, a; (c)average equivalent diameter of a single void, d, and 
(d)average void ratio of each cross-section, etc. the average quantity of void is the 
weighted average of void quantity obtained from the threshold-processed CT 
images of each cross-section (equation 1), while parameters of (b) and (c) are 
calculated through equation 3 and 4, respectively. 
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In the equations above, n is the number of scanned cross-sections and equal to 25 
herein; Ni is the quantity of void areas in the i th cross-section; Ai is the total area of 
void in the i th cross-section. A is the total area of average void. 

4.1 Validity of Scanned Average Void Ratio 

For validation, comparisons were made between the void contents obtained from 
scanned images and those obtained from laboratory tests as shown in Table 3. It was 
found that the air voids from CT Images were very close to those from laboratory 
tests. It can be used as the representative value of air voids at certain conditions. 

Table 3 Air voids measured and VV from CT image 

Mixtures

Air voids 

PAC-13

a 

PAC-13

b 

PAC-13

c 

PAC-13

d 

PAC-13

e 

PAC-13

f 

PAC-1

0 

Air voids form laboratory test

/% 
16.1 18.2 20.1 22.7 25.1 19.7 20.1 

Connected air voids /% 13.0 14.5 15.5 17.8 19.1 15.8 15.2 

Air voids from CT Image /% 16.0 18.0 19.9 22.8 25.0 19.7 20.1 

4.2 Air Voids 

Fig.6 shows the threshold-processed images of cross-sections with different air 
voids. 

 

  (a) 16.1%       (b) 18.2%         (c) 20.1%         (d) 22.7%       (e)25.1% 

Fig. 6 Images of cross-sections with different air voids 
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The void parameters of specimens with different air voids are summarized in 
Table 4 

Table 4 Voids characteristics parameters of cross-sections images with different air voids 

Mixtures
Voids characteristics parameters 

PAC-13
a 

PAC-13
b 

PAC-13
c 

PAC-13
d 

PAC-13
e 

Air voids form laboratory test /% 16.1 18.2 20.1 22.7 25.1 

Average void quantity of cross-section /pcs  88.7 86.3 84.5 83.4 82.2 

Total void’s area of cross-section /mm2 1290.5 1455.0 1612.9 1852.8 2026.8 

Average area of a single void of cross-section
/mm2 

14.6 16.9 19.1 22.2 24.7 

Void equivalent diameter /mm 4.3 4.6 4.9 5.3 5.6 

Air voids from CT Image /% 16.0 18.0 19.9 22.8 25.0 

 
From Table 4, it was found that with the increasing void content, the average 

void quantity of cross-section decreased while the total area of voids, the average 
area of a single void, and equivalent diameter increased. For example, the PAC-13e 
specimen (void content = 25.1%) had an average area (single void) of 25 mm2, 
which was almost twice as big as that of PAC-13a specimen (void content = 
16.1%). 

4.3 Nominal Maximum Aggregate Size 

Comparisons were made between the scanned sections of PAC-13c and PAC-10. 
Those two mixtures had the same void content of 20.1%. Fig.7 showed the 
threshold-processed images from these specimens. Compared with PAC-10, 
PAC-13c had much less quantity of voids and larger single void. Table 5 
summarized the void characteristic parameters. 
 

  
(a) PAC-13 c                       (b) PAC-10 

Fig. 7 Images of cross-sections with different nominal maximum aggregate sizes 
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Table 5  Voids characteristics with different nominal maximum aggregate sizes 

Mixtures 
Voids characteristics parameters 

PAC-13
c 

PAC-1
0 

Air voids form laboratory test /% 20.1 20.1 

Average void quantity of cross-section /pcs  84.5 136.6 

Total void’s area of cross-section /mm2 1612.9 1628.7 

Average area of a single void of cross-section /mm2 19.1 11.9 

Void equivalent diameter /mm 4.9 3.9 

Air voids from CT Image /% 19.9 20.1 

 
As shown in  Table 5, the one with the less NMAS had more void per area and 

smaller single void area and equivalent diameter for PAC specimens with same or 
approximate air voids. 

4.4 Gradation 

To evaluate how gradation affects the void characteristic, PAC-13c (coarse 
gradation) and PAC-13f (fine gradation) were compared with each other. The 
processed images were shown in Fig.8 and the results were summarized in Table 6. 

 

  
(a) PAC-13 c           (b) PAC-13 f 

Fig. 8 Images of cross-sections with different gradation 

 
From Table 6, it was observed that PAC-13c had a smaller average quantity of 

void and a larger average area of a single void compared to PAC-13f.  The two 
specimens had similar air voids and total areas of void. 
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Table 6 Voids characteristics parameters of cross-sections images with different gradation 

Mixtures
Voids characteristics parameters 

PAC-13c PAC-13f 

Air voids form laboratory test /% 20.1 19.7 

Average void quantity of cross-section / pcs  84.5 108.6 

Total void’s area of cross-section /mm2 1612.9 1591.9 

Average area of a single void of cross-section /mm2 19.1 14.7 

Void equivalent diameter /mm 4.9 4.3 

Air voids from CT Image /% 19.9 19.7 

5 Analysis of Test Results 

Based on the laboratory tests and CT imaging analysis, this section herein presents 
the analysis and the discussion on factors which induce different anti-clogging 
capabilities of PACs. 

Fig.9 to 12 show residual permeability vs. void content, average quantity of 
void, total area of average void and equivalent void diameter, respectively. The 
relations between the corresponding parameter and residual permeability were built 
upon regression. 
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Fig. 9 Relationship between air void and residual permeability 
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Fig. 10 Relationship between section average voids number and residual permeability 
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Fig. 11 Relationship between section average voids area and residual permeability 

Good linear correlations between the equivalent void diameter and the residual 
permeability were observed. The correlation coefficient was over 0.96. Therefore, 
the equivalent void diameter was the important factor that affected the anti-clogging 
capability of the mixture. This conclusion is reasonable because the possibility for a 
jammer to pass through the void is higher and the anti-clogging capability is better 
when the void diameter is larger. Therefore, the fundamental way to improve 
anti-clogging ability is to increase the equivalent void diameter through increasing 
the void contents, Nominal Maximum Aggregate Size (NMAS), and the utilization 
of course gradation. 
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Fig. 12 Relationship between void equivalent diameter and residual permeability 

According to the existing research results [15], the performance and durability 
decreased with the increasing void content. Therefore, design goals and 
performance requirements should also be met during choosing void content, NMAS 
and gradation in practice. When used in areas with lower traffic or serious dust 
issues, PAC with a higher void content is recommended, while those with lower 
value is recommended when higher performance is required. 

The key sizes causing jams are different, depending on the NMAS of PAC. 
Therefore, the PAC pavement with two-layered structure is often used. The mixture 
with smaller NMAS is adopted in upper layer (e.g. PAC-5, PAC-10), but larger 
NMAS in the bottom layer mixtures (e.g. PAC-13, PAC-16). Two-layered structure 
prevents particles larger than 1.18 mm from passing through the upper layer and 
reduces the possibility of jams in the bottom layer. Upper jams can be repaired by 
the special cleaning vehicle. 

The testing results indicated that coarse graded mixtures could improve the 
anti-clogging capability as well as the stabilities of mixture skeleton structures and 
the high temperature performance. 

As Pei had studied through experiments, the void structure slowly changes under 
cyclic loads [7].. Comparing the rutting test sample before and after tests, it was 
found that the void content and some of the equivalent void diameter decreased but 
the quantity of void did not change [16]. Therefore, according to the findings in this 
paper, the anti-clogging ability should decrease as expected. It is recommended to 
choose aggregate with high modulus and good adherence to asphalt for keep the 
stability of the void structure, along with asphalt with high viscosity, high 
temperature stability and high bonding strength in the mixture. Coarse gradation 
should be used because skeleton structure is more stable and more un-susceptible to 
temperature. Besides, the content of flaky particles should be strictly limited to 
avoid broken particles clogging the voids. 
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6 Conclusions 

(1) The test methods proposed in this paper can be used to evaluate the 
anti-clogging ability of PAC mixtures. The residual permeability can be used as a 
criterion for mixture design. 
(2) In practice, anti-clogging capability may be effectively improved by increasing 
the void content and NMAS of mixtures, and utilizing coarse gradation. 
(3) The microscopic void features of PAC can be affected significantly by material 
composition, including void ratio, nominal maximum aggregate size and gradation. 
(4) There is a good positive linear correlation between the void equivalent diameter 
and the residual permeability. The void equivalent diameter is a important 
parameter affects the anti-clogging ability. But studies by 2D images had some 
limitations, it would be analyzed by 3D images in subsequent research. 
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Abstract. Representative elementary volume (REV) has major importance in 
numerical estimation of effective transport properties of porous materials. The 
increasing focus on the durability and reliability aspects of cementitious materials, 
calls for a better understanding of the mass transport phenomenon through their 
evolving porous microstructure. A multi-scale nature of the cementitious materials 
imposes a great challenge to modeling efforts. This paper investigates the REV 
size for numerical modeling of transport in hydrating cement paste. Numerous 
series of virtual 3D microstructures with different porosities and capillary pore 
morphologies were generated using Hymostruc platform, a numerical model for 
cement hydration and microstructure development. Effective diffusion was ob-
tained by using a finite difference scheme. The effect of numerical resolution was 
also investigated. Based on a statistical analysis, it was concluded that the REV 
size depends on the complexity of the pore morphology, which further primarily 
depends on the porosity and employed numerical resolution. 

Keywords: Representative elementary volume, Numerical modeling, Effective 
transport property, Cementitious materials. 

1 Introduction 

Cement based materials are the most used building materials of modern construc-
tion. The long term performance is threatened by the transport of aggressive  
species through porous microstructure, a mechanism that plays a crucial role in 
degradation process. The microstructure of cementitious materials is covering 
multiple scales of sizes, from nanometer-sized pores to centimeter-sized aggre-
gates. Even when considering only a cement paste microstructure, the pore sizes 
                                                           
* Corresponding author. 
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cross at least four orders of magnitude (10 nm – 100 µm), as shown in Fig 1. 
Therefore, multi-scale techniques are needed to model the transport properties  
accurately. A multi-scale analysis in general involves multiple solutions of numer-
ical models with often over 1 million unknowns. Representative elementary  
volume (REV), together with the homogenization theory, is one of the most em-
ployed multi-scale techniques. The REV for  (multi-scale) modeling and assess-
ment of effective properties of heterogeneous material, should be large enough to 
include sufficient information about the microstructure and should be much small-
er than the macroscopic body (Hashin 1983). 

 Rapid developments in numerical modeling have provided novel methods to 
investigate the influence of microstructure on the evolution of the properties of 
cement based materials. A virtual 3D porous microstructure created with available 
hydration models provides a fundamental basis for the analysis of the hydration 
parameters onto the effective diffusion coefficient. The two main methodological 
approaches in modeling the microstructural evolution of cement-based systems 
are: 1) digitalization of the experimental image of the real microstructure, e.g. 
CEMHYD3D (Garboczi and Bentz (2001), and 2) a particle-based continuous 
concept of growing spheres, e.g. IPKM (Pignat et al. 2005), Hymostruc (van 
Breugel 1991, Koenders 1997), μic (Bishnoi and Scrivener 2009). In the hydration 
models, the resulting microstructure can be simulated as a function of the random 
distribution of cement particles, degree of hydration, particle size distribution, 
chemical composition of the cement, morphological development, water to cement 
ratio, and reaction temperature. Zhang et al. (2011) showed that the simulated 
value and experimental data for effective diffusion of water are of the same order 
of magnitude, and the simulated values are about three times higher than the 
measurement ones. Furthermore, the trend of simulated relationship (diffusivity 
vs. w/c ratio, and diffusivity vs. curing age) agrees very well with the experiments. 

A random nature of distribution of heterogeneities within this material makes 
the effective transport property a random variable.  Generally, transport property 
of cementitious materials depends on porosity and pore structure morphology, i.e. 
it’s connectivity, tortuosity, constrictivity, and size distribution. Therefore, quan-
titative determination of REV for this reactive porous multi-scale material is very 
complex.  The RVE concept is widely used today in mechanics, e.g. Gitman et al. 
(2006) proposed a numerical-statistical method to determine the size of the RVE. 
Zhang et al. (2010) presented a numerical-statistical approach to determine the 
REV for transport modelling in cementitious materials. 

Therefore, this paper reports an investigation about the REV size for numerical 
modeling of transport in hydrating cement paste. Virtual microstructures of hy-
drating cement paste were simulated using the Delft 's Hymostruc, a model for 
cement hydration and microstructure development. The diffusion properties of the 
simulated microstructures were analysed by a finite difference 3D transport mod-
ule implemented within the Hymostruc platform.  
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Fig. 1 Multi-scale levels of the cement paste microstructure 

2 REV Determination 

2.1 Virtual Microstructures Generated by Hymostruc 

Hymostruc (van Breugel 1991, Koenders 1997) is a numerical model for cement 
hydration and microstructure development where the microstructure can be simu-
lated as a function of the random distribution of cement particles, particle size 
distribution, degree of hydration, chemical composition of the cement, morpholog-
ical development, water to cement ratio, and reaction temperature. A limited edi-
tion of the Hymostruc model is freely available (Koenders 1997). Simulations are 
done for Portland cement (Blaine 400 m2 kg-1) with a water to cement mass ratio 
of w/c = 0.3 at 20 °C. The PSD consisted of around 38 000 particles thrown in an 
envelope to random positions, ranging from 50-2 μm. First, the cement particles 
have to be placed in a system to form an initial state of the microstructure. For 
this, an envelope shape has to be defined and that complies with periodic bounda-
ries. This approach enables filling the envelope while accurately complying with 
the imposed water/cement ratio. 

Particles are stacked in this envelope based on random selection of locations 
while first placing the larges particles followed by the smaller particles according 
to the particle size distribution. From this configuration, hydration proceeds, the 
microstructure evolves and the amounts of the phases change. Volume fractions of 
reactants, i.e. the non-reacted cement and the free water, decrease, while the total 
fraction of the formed hydration products increases, during hydration. The solid 
fraction comprises the fraction of non-reacted cement grains and the formed hy-
dration products (Fig 2): inner and outer hydration product (small gel pores, Fig 1, 
were disregarded in this paper). The outer expansion of the particles is calculated 
according to the so-called particle expansion mechanism (van Breugel 1991, 
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Koenders 1997) accounting for the overlaps. The simulated microstructure of the 
hydrated cement paste is shown in Fig 2. Location of solid particles is described 
by six parameters in 3D Cartesian coordinate system, i.e. the centre coordinates of 
particles (x, y, z), the diameter of non-hydrated cement grain, and the layer thick-
nesses of inner and outer hydration product. In Hymostruc the size of the develop-
ing capillary pore structure (Fig 2) is not limited by any geometrical shape and is 
represented by the remaining volume of the cementitious system after hydration 
has ceased. Therefore, theoretically there is no imposing resolution limit on the 
microstructural formation and pore space representation (Bishnoi and Scrivener 
2009).  

 
Fig. 2 3D simulated microstructure (grey-cement, red-inner hydration product, yellow-outer 
hydration product) 

 
As the REV should contain sufficient information on cement paste microstruc-

ture, the minimum sample size that may be considered to determine REV is 50 
μm. The variations in the effective property of a heterogeneous material are 
mainly due to differences in the properties of the constituent phases and inconsis-
tencies in the local microstructural configuration (Hashin 1983). The variation in 
local volume induces variations in the pore structure and volume fraction of each 
constituent phase. To investigate the REV, a series of cement paste cubic samples  
with volumes ranging from 50 μm3 to 110 μm3 were constructed with Hymostruc. 
For microstructures with nominal porosities of 11 % and 7% only one sample size 
of 100 μm3 was tested. Five realisations (versions) were generated for each sample 
size and for each porosity. In total 72 different microstructures were generated by 
Hymostruc.  
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a     b 

Fig. 3 a FD implementation, position and size of coordinates: width (x), height (y), and 
depth (z). Each sharing surfaces between neighboring voxels in x, y, and z directions has an 
assigned connectivity coefficient cx, cy, and cz, respectively; b Steady state flux (J) across z-
axis and adiabatic boundary conditions employed on 4 side faces parallel to the imposed 
flux. 

2.2 Estimation of Effective Transport Property 

The diffusive transport of species in a fluid is described by the II Ficks law: 

( )ju t D u∂ ∂ = −∇ ∇  (1)

where u is the concentration of the diffusing specie, Dj is the diffusivity in cement 
paste component j which represents a pore in between or in hydration products or 
in a cement grain. At the macroscopic length scales, the diffusive transport is gen-
erally modeled as: 

2
effu t D u∂ ∂ = − ∇   (2)

where u is the average concentration of the diffusing species, and Deff is the effec-
tive macroscopic diffusivity in porous media. 

In a steady state condition, when the fluxes are steady in time, Fick’s II law re-
duces to Laplace equation. A finite difference (FD) based program for solving the 
steady state transport problems is written in the C++ programing language within 
the Hymostruc platform. A virtual 3D microstructure is discretized into a regular 
3D mesh (e.g. Fig. 3). Each voxel in a lattice was assigned to be either a capillary 
pore or a solid according to the particular position in the microstructure. Then, for 
each sharing surface between the neighboring voxels in x, y, and z directions a 
connectivity coefficient has to be assigned (cx, cy, and cz, respectively, Fig. 3 a) 
and stored in three c vectors (whose lengths correspond to the number of voxels in 
the system, N). Six neighbor connection were used, considering that the central 
node is connected by the sharing faces of a cube in x, y, and z direction. Connec-
tivity coefficients are obtained from microscopic transport properties of the central 
FD voxel and neighbor FD voxels according to the series connection of two con-
ductors, Eq. 3. 
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1 11/ (0.5 0.5 )i i i kc D D− −
+= +   (3)

where k = 1, w, or (w h) helps to represent a shift of the voxel numbering i to the 
neighbor voxel in x, y, or z direction (please see Fig. 3 a). The FD second order 
scheme is used to discretize the Laplace’s equation. The Laplace’s equation is 
solved by a second order finite difference scheme. Assembling the equations for 
all (N) FD nodes forms a system of global equations which can be represented in a 
matrix notation Eq. 4. 

=A u b   (4)

where u is the voltage vector (size of the total number of voxels in the system, N), 
A is a sparse and symmetric matrix with 7 diagonals (each voxel has 6 nearest 
neighbors) that contain information about connectivity coefficients of all the 
bonds among the voxels, and b is the vector of knowns (i.e. boundary condition at 
the top of the last layer: u(x,y,z=d+1)= 1, Fig. 3 b). The obtained system of equations 
(3) is solved by a conjugate gradient algorithm with an optimized matrix-vector 
multiplication. This has been achieved by multiplying only those elements of the 
matrix that lie on the 7 diagonals while avoiding multiplications of a very large 
number of zero elements. Furthermore, since the size of the sparse matrix A is N 
times N and can reach huge dimensions, the matrix is not stored explicitly but only 
implicitly, by means of the vectors cx, cy, and cz which store the conductivity coef-
ficients of the bonds between voxel faces in the x, y, and z directions, respectively. 
Hymostruc´s graphical interface was updated to visualize the transport simulation 
results, Fig. 4. 

Next, the flux in z direction at each node i, Ji,z was obtained by solving the FD 
scheme Fick’s first law. Then Deff was obtained from the calculated effective flux 
(normalized to the flux through the same system dimensions without any solid 
inclusions) according to Eq. 5. 

0 0eff effD D J J=   (5)

The relative diffusivity is the ratio of the effective diffusivity (Deff) of a diffusing 
specie in a porous media relative to its value when diffusing in bulk water (D0), 
and ranges between 0 and 1.  

The simulation of transport properties is implemented in two different ways: 1) 
transport through capillary pores only; or 2) transport through both capillary pores 
and hydration products (more precisely through the CSH gel). For those capillary 
porosities that still exceed the capillary pore percolation threshold, effective diffu-
sion is dominated by the capillary pore space because its diffusion coefficient is 
about 400 higher than the coefficient of CSH gel (Garboczi and Bentz, 1998 and 
2001). Non-hydrated cement grains and portlandite (CH) are considered to be 
impermeable. Transport is influenced by both transports through capillary pores as 
well as CSH gel pores. This is because of the layered nature of the CSH gel which 
connects capillary pores. This paper, however, focuses only on the transport 
through capillary pores. A multi-scale modeling approach that includes the trans-
port through CSH gel will be further investigated. 
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Zhang et al. (2011) employed the Hymostruc model and a finite element 
model, to simulate the diffusivity in concrete samples. The results showed that the 
simulations and the experimental data were of the same order of magnitude, but 
that the simulated values overestimated the measurement by about a factor three. 
The reason for this was attributed to the long measuring times (around three 
months) needed to achieve steady state measurement condition. However, in gen-
eral, the simulated results showed similar trend as the experiments (e.g. trends for 
diffusivity vs. water to cement ratios, and diffusivity vs. curing age) and gave 
confidence to the modelling approach. 

2.3 Statistical Analysis 

The REV of a heterogeneous material defines a size of the model to be employed 
for determining the corresponding effective properties of a homogenised macro-
scopic model. The REV should be large enough to contain sufficient information 
about the microstructure in order to be representative, however, it should be much 
smaller than the macroscopic body, known as micro-meso-macro multi-scale prin-
ciple (Hashin 1983). Gitman et al. (2006) proposed a numerical-statistical method 
to determine the size of the REV focusing on the mechanical properties, while 
Zhang et al. (2010) adapted this approach to determine the REV for transport 
modelling of cementitious materials. The numerical-statistical method employed 
here is as follows: a series of numerical experiments (realisations) for increasing 
sizes of the unit cell is conducted, and for each sample size five different initial 
cement particle locations (complying with w/c) are considered for hydration simu-
lation. To find the REV size, the chi-square criterion, Eq. 6, was used to quantify 
the deviation in the calculated effective property for each nominal microstructure 
based on the mean value found for the five different numerical realisations. 

2
2

1

( )n
i

i

R R

R
χ

=

−=   (6)

where Ri is the investigated effective parameter (i.e. a relative diffusivity 
R=Deff/Di, Eq. 5), R is the average of all Ri, and n is the number of numerical reali-
sations performed with different initial cement particle locations for a nominal 
microstructure (characterised by nominal hydration parameters). Specifically, we 
apply statistics on results of five numerical realisations (i.e. n = 5). In order to 
fulfill the dimesionlessness of the chi-square criterion, we employ the approach of 
Gitman et al. (2006), normalising the Ri with respect to R , thus rewriting the Eq. 6 
as: 
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R
χ

=

 = − 
 

   (7)

Generally, 0.103 is regarded to be an acceptable value for the chi-square coeffi-
cient, for a 95 % confidence interval and two degrees of freedom. 
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3 Simulation Plan 

Virtual 3D microstructures were generated by Hymostruc aiming at different no-
minal porosities and capillary pore morphologies. Simulations are done for ordi-
nary Portland cement (Blaine 400 m2 kg-1) with a water to cement mass ratio of 
w/c = 0.3 at 20 oC. The PSD consisted of around 38 000 particles thrown in an 
envelope to random positions, ranging from 50-2 μm. Minimum particle diameter 
of 2 μm was adopted to speed up simulations (because the lowest fractions have 
the highest number of particles). Simulations were run to achieve different hydra-
tion degrees in order to obtain microstructures with drastically different pore  
morphologies. In this way four porosities were considered: nominally 30 %, 21 %, 
11 % and 7 %.  

Five numerical realizations were run for each nominal sample to enable a statis-
tical analysis of the results. Chi-square value was calculated for obtained porosi-
ties and effective diffusivities. As said, 72 series of virtual 3D microstructures 
were generated for this analysis. Moreover, in order to investigate the effect of 
numerical resolution on transport simulation, the simulated microstructure is digi-
tized to form a 3D matrix of cubic voxels with a number of imposed resolutions. 
The employed FD numerical resolutions for the transport modelling were: 0.33 
µm/pixel, 0.5 µm/pixel, and 1 µm/pixel, that correspond to a FD system size of  
3003, 2003, and 1003 voxels, respectively. In total, 150 numerical assessments of 
effective diffusion were realized.  

4 Results and Discussion 

The effective diffusion coefficients of a plain molecular diffusion system are ob-
tained for different microstructures aiming at different nominal porosities (P = 30 
%, 21 %, 11 %, and 7 %). The values are represented as relative values ranging 
between 0-1, and show how much the effective transport is reduced, due to the 
solid inclusions, relative to the diffusion in the bulk water (i.e. 100% pore scenario 
that has no solid inclusions). Figure 4 depicts a 3D visualization of the internal 
distribution of the diffusing molecule concentrations in a hydrated cement paste at 
steady state conditions.    

Five numerical realizations were run for each nominal sample to enable a statis-
tical analysis of the results. A random nature of distribution of heterogeneities 
within the hydrated cement paste was investigated by creating five nominal micro-
structures with different initial cement particle locations (with nominal values of 
w/c). This random distribution is a starting point for the hydration simulation, and 
thus makes the effective transport property also a random variable. The difference 
in the initial cement particle locations also results in the differences in the final 
porosities at a pre-fixed degree of hydration. Therefore, the Chi-square value was 
calculated for both obtained porosities and effective diffusivities. Moreover, in-
vestigating also the effect of numerical resolution resulted in a realization of 150 
numerical assessments of effective diffusion by the finite difference method. 
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Fig. 4 3D visualizations of the distribution of molecule concentrations in hydrated cement 
paste at steady state, P = 11 % (w/c = 0.3) 

The mean, and chi-square coefficient of relative effective diffusivity (Deff/D0) 
obtained for nominal samples is plotted as a function of the sample size, and 
shown in Figs 5, a and b, respectively. Different curves represent results obtained 
from microstructures with different nominal porosities (Pnominal = 30 %, 21%, 
11%, and 7 %) as well as from employing different numerical resolutions (0.33 
µm/pixel, 0.50 µm/pixel, and 1 µm/pixel). It can be observed that the porosity has  
a significant effect on the diffusivity (Fig 5 a). At lower porosities the pore net-
work is more complex than at higher porosities, the capillary pores being smaller 
and more tortuous. The mean effective diffusivity for the same nominal simulated 
samples (same curve) was little affected by the sample size. Moreover, Fig 5 b 
reveals that the porosity and employed resolution could significantly affect the 
chi-square value for effective diffusivity. Samples with high nominal porosities, 
namely P = 30 % and 21%, exhibit a very little variability in the diffusivity re-
sults. This could be attributed to the complete connectedness of the pore network 
(low complexity), suggesting that even the smallest sample size, of 50 μm, can be 
the REV. However, for higher porosities, the chi-square coefficient for effective 
diffusivity declined significantly and converging as the sample rib size increased 
from 50 to 110 μm. The REV for microstructures with 11% porosity turned out to 
be 80 μm, or even better (to be more on the safe side), 90 μm. Generally, em-
ployment of finer numerical resolutions yielded lower chi-square coefficients for 
effective diffusivity. The effect of numerical resolution is increasingly more pro-
nounced with lowering of sample porosity. For ‘simple’ microstructures with high 
nominal porosities, 30 % and 21 %, the investigated numerical resolution has neg-
ligible influence on the chi-square coefficients for effective diffusivity. For P = 11 
%, the effect of numerical resolution becomes visible, while for P = 7%, it is cru-
cial. For the microstructure with 7% porosity, the 100 μm  sample size is below 
acceptable chi-square (95% confidence) level if employing 0.5 μm/pixel resolu-
tion, while unacceptable for coarser resolutions. Therefore, the increase in the 
complexity of the pore morphology (characterized by pore size distribution, tor-
tuosity, constrictivity, and connectivity), requires that the REV size should also 
increase as the cement hydration evolves. Zhang et al. (2010) investigated the  
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effect of the water to cement ratio (w/c ranging from 0.30 to 0.60) on the REV of 
hydrated OPC by keeping the hydration degree at a constant value of 69 %. The 
conclusion was that the REV for effective diffusivity assessment in cement paste 
is constant at 1003 μm3. In this paper new results are obtained, indicating the 
strong dependency of the REV on the complexity of the pore morphology. It must 
be stressed that Zhang et al. (2010) employed initial particle range of 1-50 μm, 
while the present study was done with 2-50 μm. Bishnoi and Scrivener (2009) 
observed a finer pore size distribution for hydrated cement paste microstructures 
obtained from finer cements. 
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Fig. 5 a Mean relative effective diffusivity vs. sample size, b chi-square value of effective 
diffusivity vs. sample size (obtained for microstructures with different nominal porosities: 
Pnominal = 30 %, 21%, 11%, and 7 %; employing different numerical resolutions: 0.33, 0.50, 
and 1 µm/pixel) 
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Fig. 6 a Mean porosity vs. sample size, b chi-square value of porosity vs. sample size (obtained 

for microstructures with different nominal porosities: Pnominal = 30 %, 21%, 11%, and 7 %; em-

ploying different numerical resolutions: 0.33, 0.50, and 1 µm/pixel) 
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Fig 6, a and b, depicts the mean and chi-square coefficient of porosity, respec-
tively, obtained for nominal samples with different sizes. Again, different curves 
represent results obtained for different nominal porosities as well as for employing 
different numerical resolutions. Fig 6 a shows that the refinement of the numerical 
resolution lowers the calculated porosity of the digitized sample.  The mean effec-
tive diffusivity for similar (nominal) simulated samples (i.e. the same curve) was 
affected only a little by the sample size. The investigated difference in the initial 
cement particle locations, used as a starting point for hydration simulation, results 
also in the fluctuations of the final porosities at pre-fixed degree of hydration. The 
chi-square value characterising the variability in obtained porosity, Fig 6 b, is 
increasing with hydration degree (i.e. with decrease in nominal porosities). Sam-
ples with high nominal porosities, namely P=30 and 21%, exhibit a very little 
variability in the porosity, while for low nominal porosities, the variability is high-
er in general, but decreases with sample size. There is no significant effect of nu-
merical resolution on variability of porosity.  

5 Outlook 

A short outlook on the future possibilities of the presented approach to investigate 
other parameters is addressed in this section.  

• For cement pastes in particular, and for REV determination in general, a cubic 
shaped sample is the most reasonable option. This is because the REV theory 
assumes that the sample can be homogenized at the REV size, so it eliminates 
the influence of shape. Therefore, the influence of the interface zones between 
cement paste and aggregates should be investigated at the mortar and concrete 
level.  

• Employing boundary conditions other than adiabatic, such as periodic boundary 
conditions, indicated a lower variability of the results.  

• Micro-cracking, which is commonly observed in real cement pastes, may also 
be taken into account in mass transport calculations. The influence of these 
cracks on the REV size should be investigated at the mortar and concrete level. 
However, this paper is limited to ideal cement paste conditions and neglecting 
micro-cracking effects on transport. 

• External mechanical loadings, temperature gradients and shrinkage may induce 
additional crack pathways and affect the transport properties. To assess this 
contribution, a mechanical model for predicting crack distribution and propaga-
tion may be required.  

6 Conclusion 

Numerous series (72) of virtual 3D microstructures with different porosities and 
capillary pore morphologies were used to investigate the REV size for numerical 
modeling of transport in hydrating cement paste. Moreover, investigating the ef-
fect of numerical resolution resulted in realization of 150 numerical assessments 
of effective diffusion by the finite difference method. Based on a statistical analy-
sis, it was concluded that the REV size primarily depends on the porosity and  
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employed numerical resolution. The effect of numerical resolution on the REV is 
increasingly more pronounced for lowering the sample porosities. The results also 
showed that a refinement of the numerical resolution lowered the calculated po-
rosity of the digitized sample. 

The observed increase in REV size with progress of the hydration process 
could be attributed to the increase in the complexity of the pore morphology, 
which is defined by pore size distribution, tortuosity, constrictivity, and connectiv-
ity. In future work, besides porosity, emphasis will be on these microstructural  
parameters that characterize the pore morphology. Among them are the statistical 
parameters like pore size distribution, tortuosity and constrictivity. In this way the 
pore morphology can be fundamentally linked to the effective transport properties, 
and its REV size. 
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of In-Situ Aged and Fresh Bitumen Employing 
the Colloidal Model Proposed for Bitumen 
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Abstract. This paper compares in-situ (field) aged road bitumen and fresh paving 
grade bitumen by presenting various rheological measurements conducted with 
Dynamic Shear Rheometer (DSR). Performed tests included strain sweeps,  
frequency sweeps and shear rate sweeps in the linear and nonlinear viscoelastic 
region of response at temperatures ranging from 2 to 120°C. Some fundamental 
rheological concepts were utilised to explain the origins of observations employ-
ing colloidal model describing bitumen structure. However, additional testing, 
including chemical analysis techniques like GPC and IR, is needed to validate and 
maximise output from this single equipment analysis. Testing suggests that Lissa-
jous figures from strain sweep tests could be used to characterise cracking propen-
sity of binders; research revealed ductile like behaviour for aged bitumen in the 
nonlinear region, which is postulated here to originate from the formation of 
crazes (microcracks) capable of load transfer. 

Keywords: Rheology, DSR, bitumen, ageing, colloidal model. 

1 Introduction 

The aim of this study was to compare in-situ aged road bitumen with fresh tank 
bitumen to gain more insight on bitumen’s rheology by comparing DSR data with 
proposed colloidal model in order to provide maximum output from a single 
equipment analysis. This approach would be valuable since bitumen ageing is one 
of the principal factors causing deterioration of asphalt pavements due to ther-
mally induced cracking and fatigue combined with loading by traffic.  

The rheology of bitumen is affected by irreversible chemical alterations, phys-
ico-chemical transformations and reversible processes called steric and physical 
hardening. Chemical changes had been discussed to include oxidation [1], conden-
sation, polymerisation [2], and cyclisation [3]. In dense graded bituminous  
mixtures, most physico-chemical changes take place during asphalt mixing in 
terms of loss of volatile components and exudation or migration of oily compo-
nents from bitumen into the porous aggregate. From time-dependent, reversible 
ageing mechanisms, steric hardening is attributed to the association of molecules, 
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especially asphaltenes, at room temperature, whereas physical hardening is attrib-
uted to a molecular structuring towards an optimum thermodynamic state in the 
vicinity of glass transition temperature [4, 5]. Additionally, oxidative hardening 
was correlated to the increase of carbonyl and sulfoxide groups’ content in bitu-
men. [1, 6]. As a general trend, rheology of small amplitude oscillatory measure-
ments shows that bitumen moduli, viscosity and relaxation times are increasing as 
bitumen oxidises. 

To characterise straight-run bitumens, both the colloidal model and the Dis-
persed Polar Fluid (DPF) model have been used by paving industry [7, 8]. The 
DPF model assumes that bitumen is a single-phase system i.e., a simple homoge-
nous liquid [8] whereas colloidal model presumes that there are two phases pre-
sent, a continuous, low-polar phase, and a dispersed, highly polar phase.  

A new model was proposed in 2000 by Redelius [9], based on mutual solubility 
of solvents. It incorporates information about cohesion, molecular volume, disper-
sive and polar interactions as well as hydrogen bonding. Currently, to the best of 
our knowledge, database of rheological data in connection with this model does 
not exist that would allow for utilisation of the model in our work. 

Nevertheless, the objective of this work is to interpret the ageing mechanisms 
of straight-run bitumen utilising rheological data in a top to bottom way of  
approach. As research has shown problems with the DPF model for the waxy 
bitumens, bitumens with high asphaltene content and bitumens modified with 
polymers [10, 11, 12] and the majority of analysis presented in this article is valid 
upon incorporation of a colloidal model [7], therefore such is followed. 

According to the colloidal model, bitumen is a mixture of asphaltenes dispersed 
in an oily medium (maltenes) composed of saturates, aromatics and dispersed part 
of resins, Figure 1. A part of the resins constitutes a shell around the asphaltene 
particles forming a temperature and concentration dependent equilibrium between 
the resins around the asphaltenes and those dissolved in the oily matrix [13]. Due 
to ageing, asphaltene molecular weight and amount of polar functional groups 
with oxygen and therefore also abundance of hydrogen bonds are expected to rise. 
Consequently, increased intermolecular associative interactions and asphaltene 
aggregation would create a more structured colloidal network in aged bitumen [5, 
14, 15]. More information about the manifestations of colloidal structure in the 
rheological properties of bitumen can be found in [7, 16]. 

 
 

   

Fig. 1 Simplified colloidal structures of (a) unaged and (b) aged bitumen 
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2 Materials and Experimental Program 

Aged bitumen was extracted from the 10-year-old SMA pavement of Ring Road 
II, located in the metropolitan area of Helsinki, Finland. Construction records 
revealed that original binder grade used was 70/100 penetration bitumen, which 
was then used as the unaged reference bitumen in the study. However, the source 
of the extracted bitumen could not be confirmed to be the same as that of the 
unaged one. The possible difference in the crude origin may have some minor 
effects on the results presented in this paper.    

To gain comprehensive understanding of the rheological behaviour of the stud-
ied bitumens, various rheological measurements were performed with a stress-
controlled Reologica Stresstech rheometer. Frequency sweep measurements were 
conducted under controlled strain loading conditions. In the measurements, the 
temperature of the test specimen was treated with an air convection oven. 

Summaries of the rheological measurements, measurement geometries and ex-
perimental ranges used in this study are presented in Tables 1 and 2. In all the 
measurements, test specimens were prepared to the rheometer according to the 
method of direct transfer described in AASHTO standard T315-10. The main 
steps of specimen preparation procedure are presented in Figure 2. 

Table 1 A list of the tests performed and parameters measured in this study 

Test Temperature range 
(°C) 

Parameters Purpose of testing 

Strain sweep 2-70 G*(γ0), δ(γ0) LVE strain limits, large strain behaviour 

Frequency sweep 2-70 G*(ω), δ(ω) Crossover points, Black curves 

Shear rate sweep 60-120 η(γ̇) Newtonian and non-Newtonian flow 
behaviour 

Table 2 A list of the measurement geometries and experimental ranges used in this study 

Test Temperature range 
(°C) 

Measurement geometry 
and diameter (mm) 

Experimental range 

Strain sweep 2-40* PP 8 0.001-0.3 strain** 

50-70 PP 25 0.001-2.2 strain** 

Frequency sweep 2-40* PP 8 0.01-10 Hz 

50-70 PP 25 0.01-10 Hz 

Shear rate sweep 60-80 CP 25 0.001-100 s-1** 

100-120 CP 25 0.001-1000 s-1** 

PP parallel plate geometry; CP cone-plate geometry 
*lower temperature limit was set by the temperature control system of the DSR 
**experimental limits were governed by the technical limitations of the DSR     
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(a)        (b)             (c)    (d) 

 
 

 

Fig. 2 The main steps of specimen preparation procedure: (a) Curving the specimen from 
penetration cup with heated spoon; (b) placing the specimen on the lower plate of the DSR 
(heated to 50°C); (c) the specimen at 1.050 mm gap before trimming; (d) the specimen after 
it has been trimmed and the gap lowered to 1.000 mm 

3 Strain Dependent Behaviour 

The strain sweep tests are conducted applying first very small strain amplitude to 
the sample, which is then continuously increased. These tests are usually done for 
the sole purpose of determining the limits of the linear viscoelastic (LVE) strain or 
stress range [17], although here the main emphasis was the nonlinear behaviour of 
bitumen.   

The LVE strain limit represents the deformation where material’s molecular 
structure starts to experience irreversible changes [17]. In the case of the colloidal 
structure of bitumen, we interpret this onset of strain thinning to be caused by 
disintegration of aggregated asphaltene micelles and with large strains strain thin-
ning may also be partly due to the reorientation of the micelles in the direction of 
shear, as is proposed for some viscoelastic materials containing clustered particles 
[18]. Consequently, this would contribute to the mechanical weakening and more 
liquid like mechanical response of bitumen in the nonlinear region.  

The LVE strain limits in Figure 3 have been calculated as the strain value at 
which the complex modulus has decreased to 95% of its initial value [8]. Due to 
ageing, the LVE range has narrowed considerably when compared in the  
equi-temperature conditions, shown in Figure 3a. However, when temperature is 
eliminated from the analysis by employing magnitude of the complex modulus 
calculated from the linear small strain region of the test, differences between aged 
and unaged binder can barely be seen (Figure 3b). 

This suggests that ageing does not change LVE strain limits as a function of 
stiffness. Hence, for practical purposes, the LVE strain limits of aged straight-run 
bitumen should be predictable simply by increasing the stiffness (decreasing the 
temperature or increasing the measurement frequency) of unaged bitumen.  
Finally, both binders show evidence of a plateauing of the LVE strain limits at 
high stiffness region (at low temperatures) having an asymptotic limit at approxi-
mately 1% strain, which agrees with findings by Airey et al. [19]. 
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 (a)                                                             (b) 

    

Fig. 3 LVE strain limits as a function of (a) temperature and (b) magnitude of complex 
modulus at 1 Hz 

Also the frequency at which the measurement is conducted is known to have an 
effect on LVE strain limits. However, in this study, the effect of changing the 
measurement frequency on LVE strain limits was not studied due to the limited 
timeframe, but can be found in Airey et al. [19]. 

The effects of nonlinearity were studied by measuring complex modulus as a 
function of increasing strain amplitude, γ0, shown in Figure 4. In addition, Figure 
5 shows Lissajous figures [20] of the same data with the trace of norm of complex 
modulus |G*(γ0)| computed from the data. In Figure 4, a more gradual decrease in 
the modulus suggests that the structure of the aged binder does not break down as 
abruptly as that of the unaged binder. This allows us to assume that the colloidal 
structure of aged binder has become more structured. It also appears to exhibit 
more “ductile like” behaviour in the nonlinear strain region (Figure 5a), while the 
unaged binder exhibits expected liquid like behaviour (Figure 5b) discussed 
above.  

Bitumen could be classified as a glassy thermoplast. This type of material in 
polymer oriented research (ductile amorphous polymers) is often reported to be 
subject of brittle cracking or shear dependent deformations, and mechanism of 
failure is dependent on the stress provided to the system [21]. However, the obser-
vation of ductility in macroscopic observation is postulated to be subject to error 
due to presence of crazes (microcracks), capable of load transfer before the actual 
brittle damage (cracking) occurs. Similar concept was described for bitumen by 
Kringos et al. [22].   

However, it should be remembered that in this study strain sweep measure-
ments were conducted with a stress-controlled DSR, and the same tests may give 
divergent results when performed with a strain-controlled DSR. 
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Fig. 4 The norm of complex modulus |G*(γ0)| as a function of strain amplitude measured at 
1 Hz together with schematic pictures of the disintegration and reorientation of asphaltene 
aggregates 

(a)                                                         (b) 

 

Fig. 5 Lissajous figures and evolution of the norm of complex modulus |G*(γ0)| for (a) aged 
and (b) unaged binder at 20°C and 1 Hz 

4 Frequency Dependent Behaviour 

Frequency sweep data, obtained being in the LVE region, was used to evaluate 
crossover points, shown in Figure 6. Crossover point is the point where G’(ω) = 
G’’(ω) or equivalently tan δ = 1, and it is defined by two characteristic, material 
dependent values: crossover frequency ωc and crossover modulus Gc [17]. At 
lower frequencies than ωc material exhibits liquid like character (G’’ > G’), 
whereas with higher frequencies it displays gel like behaviour (G’ > G’’). Since 
both of the studied bitumens produced relatively smooth Black curves (Figure 7a) 
in the whole experimental range of frequency sweep measurements, the validity of 
time-temperature superposition (TTS) principle was confirmed [23], thus allowing 
the construction of master curves (Figure 6) using IRIS Rheo-Hub –software.  
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Fig. 6 Storage modulus, loss modulus and loss tangent master curves at the reference tem-
perature of 20°C and the determination of crossover points 

Figure 6 shows that the aged bitumen has substantially lower crossover fre-
quency than the unaged binder (ωc,Aged = 0.928 rad/s,  ωc,Unaged = 121 rad/s)  at the 
reference temperature of 20°C. This suggests that aged binder has higher average 
molecular mass M [14, 17] as would be expected based on the discussion in  
Section 1. 

In terms of the colloidal approach,  a lower crossover frequency or a longer re-
laxation time, 1/ωc, respectively, relates to larger particles resulting from the ag-
gregation of  asphaltenes peptized by resin molecules and, concurrently, to the 
reduction of the maltenes phase in bitumen’s colloidal structure. 

In addition, aged binder has lower crossover modulus (Gc,Aged = 1.51 MPa) than 
fresh binder (Gc,Unaged = 7.97 MPa). This can be indicative of wider molecular 
mass distribution (MMD) and increased polydispersity of aged binder [14, 17]. 
This change in the dispersion of molecular masses may be explained with the fact 
that a part of lighter molecules have reacted and formed heavier compounds; it is 
expected that due to ageing some of the aromatics are converted into resins and a 
part of the resins into asphaltenes [2, 5]. 

In Figure 7a a semilogarithmic plot of δ vs |G*| − known as Black diagram or 
Black curve − is shown for both binders. Black curve is a very useful tool for ana-
lysing viscoelastic materials since the knowledge of both |G*| and δ allows an 
overall view on the viscoelastic behaviour of a material. The different shapes of 
the Black curves in Figure 7a suggest that the colloidal structures of the studied 
binders are different [24], as would be expected from the analysis above. 

It can also be clearly seen that the Black curve of aged binder has shifted 
downwards in Figure 7a, that is, to the more elastic side of the diagram. Soenen et 
al. [25] observed this same transition to happen as a result of oxidation and 
claimed that it could be related to the broadening of relaxation time spectrum. 
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Indeed, this can be seen from Figure 7b where continuous relaxation time spectra 
for the studied bitumens have been calculated. In the calculations data from the 
loss modulus master curves have been exploited using Schwarzl and Staverman 
approximation, which has been widely used to transform dynamic data into a re-
laxation one [26]: 

 H(ln τ) = 2/π*G”[1-(d log G”/d log ω)2+1/2.303*d2 log G”/d log ω2]1/ω=τ (1) 

where H(τ) = the relaxation time spectrum at time τ, Pa; G” = loss modulus, Pa; ω 
= angular frequency, s-1; and τ = relaxation time, s. Prior to the data conversion, 
loss modulus data was smoothed with a high-order polynomial fit. 

 (a)                                                              (b) 

   

Fig. 7 (a) Black curves and (b) continuous relaxation time spectra (at the reference tempera-
ture of 20°C) of aged and unaged binder 

Also Ruan et al. [27] observed that oxidative ageing extends binder’s relaxation 
processes to longer times and thus results in a broader relaxation time spectrum. 
They explained the retardation of relaxation processes to be caused by the shift to 
more solid like behaviour, as can also be concluded from the shift of Black curve 
in Soenen et al. [25]. This interpretation seems reasonable also in the light of our 
test results. Furthermore, the shift in Black curve can be indicative of increased 
polydispersity [28], and thus of wider MMD, strengthening the conclusion drawn 
on the basis of the crossover point locations. 

5 Steady State Flow Behaviour  

The steady state flow behaviour of the tested binders was characterised with shear 
rate sweep measurements in the high temperature range of 60-120°C, see Figure 8. 
At low shear rates both binders exhibit Newtonian flow behaviour, but after  
exceeding the critical shear rate they start to behave as shear thinning fluids. How-
ever, the microstructural fundamentals of the shear thinning nature of bitumen are 
not yet completely understood. The simplest explanation would be that the im-
posed shear stress reaches a critical value where aggregated asphaltene micelles 
are dissociated, thus deteriorating the colloidal structure of the bitumen [29]. 
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Fig. 8 Viscous flow curves for (a) aged and (b) unaged binder 

This type of non-Newtonian flow behaviour can be described fairly well with 
the Cross equation [30]: 

 (η(γ̇)-η∞)/(η0-η∞) = 1/(1+(λcγ̇)m) (2) 

where η(γ̇) = shear rate dependent viscosity, Pa*s; η∞ = the infinite shear viscosity, 
Pa*s; η0 = the Zero Shear Viscosity (ZSV), Pa*s; λc = the characteristic time, s; γ̇ = 
shear rate, s-1; and m = the Cross rate constant (related to the degree of dependence 
of viscosity on shear rate in the shear thinning region). The reciprocal of the char-
acteristic time, 1/λc, gives us the critical shear rate, γ̇c, which proves a useful indi-
cator of the onset shear rate for shear thinning. The Cross model was fitted to the 
measured viscosity data to obtain the values of Cross model parameters shown in 
Table 3. 

As can be seen from Figure 8, the maximum shear rate was not high enough  
to capture non-Newtonian flow behaviour of the studied binders at all the tempera-
tures. At these temperatures, the ZSV values are calculated as an average of all  
the measurement points in each temperature in order to minimise experimental 
errors.  

Due to ageing, ZSVs have increased by a factor of 3.2-21.5 depending on the 
temperature, having the highest factor in the lowest temperature and vice versa. 
Since higher ZSVs correspond to higher average molecular masses (M) [17], this 
result suggests an increase in M of aged binder, which agrees with the lower 
crossover frequency, ωc, discussed in Section 4. Viscosity of bitumen has also 
been proven to depend on asphaltene content [1]. However, maltenes viscosity 
would need to be additionally established as supplementary data for the correla-
tion to be exact, and thus is outside of the scope of this paper. 
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Table 3 Cross model parameters, critical shear rates and flow activation energies defined 
from shear rate sweep measurements 

                Aged bitumen             Unaged bitumen 

Temperature (°C) 60 80 100 120 60 80 100 120 

η0 (Pa*s) 6070.62 173.53 12.32 1.82 274.25 13.92 2.07 0.58 

η∞ (Pa*s) 0.0001 0.0001 0.0001 - 0.0008 - - - 

λc (s) 0.2626 0.0245 0.0021 <0.001* 0.0237 <0.010* <0.001* <0.001* 

M 0.88 1.37 1.77 - 1.22 - - - 

γ̇c (s-1) 3.81 40.76 465.63 >1000* 42.22 >100* >1000* >1000* 

Ea (kJ/mol)                        148                       112 

*values are outside of the measuring range 

 
For both binders, ZSV values are merging as the temperature increases. Conse-

quently, the thermal susceptibility of the binders is reduced at high temperatures. 
This is probably due to a simpler colloidal structure, as then most of the resins 
stand dissolved into the maltenic matrix [7, 13]. From Table 3 and Figure 8 it can 
also be seen that characteristic times, λc, have increased and critical shear rates, γ̇c, 
decreased due to ageing. This observed increase in the shear dependence of aged 
binder agrees with the decreased LVE strain limits discussed in Section 3.  

The temperature dependence of the ZSV (denoted here as η0) may be described 
by an Arrhenius-type equation [17]: 

 η0 = Aexp(Ea/RT) (3) 

where A = a pre-exponential constant, Pa*s, which represents the ZSV of the 
binder, η0, at infinite temperature; Ea = the activation energy for viscous flow, 
J/mol; R = the universal gas constant (= 8.314 J/(mol*K)); and T = absolute tem-
perature, K. The flow activation energies for aged and unaged binder calculated 
from shear rate sweep measurements are presented in Table 3. 

The flow activation energy is considerably higher for the in-situ aged binder 
(148 kJ/mol) than for the unaged binder (112 kJ/mol), as expected assuming that 
the average molecular mass M has increased (see Section 4). Similarly, increase in 
the abundance of functional groups might have contributed to this change. Fur-
thermore, an increasing content of polar oxygen-containing functional groups, 
especially in aged asphaltenes, have probably increased polarity, aromaticity and 
intermolecular associative interaction among functional groups in aged binder, 
resulting in a higher flow activation energy [6, 31, 32]. Also, flow activation en-
ergy has been shown to correlate with the amount of asphaltenes [32], and thus 
higher flow activation energy might also be indicative of the higher abundance of 
asphaltenes in aged bitumen. 
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6 Conclusions 

As literature reveals and our own measurements corroborate, the mechanical 
properties of bitumen seem to be dependent not only upon the relative abundance 
of dispersed and continuous phases, but as well the magnitude and dispersion in 
both molecular masses and intermolecular forces. On the basis of rheological 
analysis, we postulate, as well as many others, that the aged binder exhibits higher 
average molecular mass M and broader molecular mass distribution MMD which 
indicates a shift towards higher abundance of asphaltenes and resins in aged bitu-
men. However, supplementary testing methods, for example GPC and IR, are 
needed to quantify the observations of this study. Also, crude source dependence 
of bitumen behaviour should be quantified in further work for a more rigorous 
comparison of in-situ aged and fresh bitumens. 

Based on our test results, LVE strain limits of the aged straight-run bitumen 
should be predictable simply by increasing the stiffness (decreasing the tempera-
ture or increasing the measurement frequency) of the unaged bitumen. Testing in 
nonlinear region revealed ductile like behaviour for aged bitumen, which is postu-
lated here to originate from the formation of crazes (microcracks) capable of load 
transfer. For the unaged binder, expected behaviour in terms of evolution towards 
a liquid like behaviour was observed in the nonlinear region.  Testing suggests that 
Lissajous figures from strain sweep tests could be used to characterise cracking 
propensity of binders. However, further research is needed to validate and maxi-
mise output from this single equipment analysis. 
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Abstract. Discrete element modeling was used to investigate the effect of film 
thickness of asphalt mixture in compression test.  Compressive tests of asphalt 
mixtures with different film thicknesses were conducted and the axial stress 
responses of the specimens were documented. The peak axial stress of the mixture 
was found to be as a power-law function of film thickness. The internal geometry 
of asphalt mixture was modeled using PFC3D code and cracking within the 
structure was modeled by allowing bond breakage between adjacent particles. The 
effect of random variations in internal sample geometry, the distribution of bond 
strengths between adjacent particles and the coefficient of friction between 
particles where the bond were broken were investigated. A simple viscoelastic 
model was applied to contacts between asphalt binder and aggregates. By using 
the cabinet X-ray tomography system, the displacement and resistant force of a 
group of particles bonded by a thin layer of asphalt binder are measured. A 
reasonable agreement between experiments results and simulation results is 
obtained combined with parametric analysis. 

Keywords: Discrete element modeling; Asphalt mixtures; Visco-elastic model; 
Compression tests; X-ray tomography. 
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1 Introduction 

Asphalt mixture is a composite material which consists of interspersed aggregates, 
asphalt binder and air voids. The constitutive behavior of the material depends 
largely on the interaction between the aggregates and asphalt binder (1). The 
aggregate skeleton determines the load carrying mechanism and the asphalt binder 
serves as an adherent which enables the mixture to hold tensile and shear stresses 
(2). To study the constitutive behavior of an aggregate-binder system, the contact 
between aggregates coated with asphalt binder is the key problem to solve. A 
contact model which properly shows the relationship between the contact force 
and relative movement is needed. Combined with the mechanical model, 
numerical tools could be incorporated into the study.  Discrete Element Method 
(DEM) based on the discrete approach can be used to analyze the individual 
characteristic effects of each component in the asphalt mixture, such as the 
influence of shape, gradation and relative slippage of aggregates. The proper 
representation of internal structure of asphalt mixture is possible through the use 
of X-ray tomography analysis. These techniques are utilized to accurately capture 
the actual microstructure of the asphalt mixture (3). Given the proper internal 
structure and constitutive contact models, the simulation could avoid huge amount 
of sample preparation work in the lab and provide reliable results in the research 
of the asphalt mixtures.  

DEM was developed by Cundall and Strack for simulating movement and 
interaction of assemblies of rigid particles (4). In their original BALL model, the 
movement and interaction of unbounded assemblies of rigid spherical particles 
subjected to external stress was simulated. Later developments of this approach 
were implemented in PFC3D software (Itasca Consulting Group Inc. 2003). 
Although DEM was applied to model the behavior of soils and granular materials 
it wasn’t widely used to investigate the behavior of asphaltic materials.  

The response of materials to load is defined by the stress-strain behavior. 
Elastic material shows time-independent behavior and can be characterized by its 
elastic modulus. Viscous material behaves time-dependently and exhibits non-zero 
strain after the stress is removed. Asphalt binder exhibits both elastic and viscous 
behaviors; hence it is considered visco-elastic materials. A contact model called 
Normal Compliance Model which was developed by Zhu was reviewed and 
compared with the simulation and experiment results in this paper (5). This model 
described a visco-elastic binder layer which is bonding two contact aggregates. 
Simulations of Asphalt mixture in compression tests were presented in this paper. 
A simple visco-elastic model was applied to contacts in PFC3D. A cabinet X-ray 
tomography system was used to build a particle-binder system which matches the 
geometry of the model, the relative normal displacement and resistant force of the 
system under compression were documented during the test. Major works in this 
paper include: investigating relationship between film thickness and important 
parameters of asphalt mixture, such as resistant force, stress, pressure, and 
displacement, etc.; simulating asphalt mixture under compressive load and 
applying visco-elastic contact model through DEM in PFC3D; validating 
numerical analysis and DEM simulations by experiments based on X-ray 
tomography technology.    
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2 Method  

2.1 Normal Compliance Model 

Zhu developed a contact model called Normal Compliance Model in 1996 (5). 
The model analyzes a system with two elastic particles bonded by a thin 
viscoelastic binder layer. The configuration of this axi-symmetric system is 
defined in Figure 1. 

 

Fig. 1 Binder-particle system (6) 

The function z = h(r) represents the geometry of interfacial boundary between 
the particles and the binder, given by 1   (1)

where a is the radius of contact area, h0 is the thickness of the binder at r = 0, and 
d is the dimensionless shape parameter related to the curvature of particle surface, 
which is limited in a range 0 < d < 1. For a planar surface, d is zero. For a 
spherical particle, d is given by  2  (2)

where R is the radius of the spherical particles. 
Zhu defined the constraint modulus E1and E2 and Poisson’s ratio υ1, and υ2 for 

the particles and the binder respectively (5), where the constraint modulus E1, and 
E2 are defined as  2 11 2 , 1,2 (3)

and G1, and G2 are the shear modulus of the particles and the binder respectively. 
For Maxwell binder, the normal stress-strain relationship in the thin layer of 

binder is given by 
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,  1 , 1 ,  (4)

or in its integral representation 

,  , 1 ,0  (5)

where, ε2 (r, t) denotes the normal strain and p(r, t) denotes the normal stress in the 
binder. ηε is the coefficient of viscosity. 

The relative normal approach δz (t) for the two particles is separated into two 
components, both are time dependent: the normal displacement at the binder-
particle interface relative to the particle’s centroid, w1(r, t); and the normal 
displacement at the binder-particle interface (i.e., at z = h(r) relative to the z = 0 
plane), w2(r, t), given by  , ,  (6)

It is approximated that the normal strain is uniform in the z direction across the 
thin layer of binder. Thus the normal displacement w2(r, t) can be expressed as 
follows 

, , ,  (7)

where p(r, t) is the interfacial normal pressure between the particle and the binder. 
The method assumed that the characteristic dimension of the particle is much 
larger than that of the particle-binder contact area. So w1(r, t) is pursued based on 
a halfspace premise. Using the well-known Boussinesq equation, w1(r, t) can be 
related to p(r, t) by: 

, 1 , ,
 (8)

where I (ρ, r) is defined as 

, √1 cos  (9)
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2
 (10)

By summing up the two components w1(r, t) and w2(r, t), the relative normal 
approach δz(t) for the two contact bodies is ,

,1 , ,    (11)

Integration of the interfacial pressure function, p(r, t), over the contact area gives 
the resultant normal contact force Pz(t) 2 ,   (12)

Equations (11) and (12) govern the magnitude and distribution of interfacial 
pressure. The compliance relationship is a time-dependent function that relates the 
relative normal approach δz(t) and the contact force Pz(t). 

Equations above derived time-dependent relationships between the contact 
forces and the relative particle/binder movement. They also indicate the time-
dependent interfacial contact pressure distribution between the elastic particle and 
the visco-elastic binder. The rate-dependent compliance relationship can be 
determined by simultaneously solving Equation (11) and (12). This model is 
chosen because a visco-elastic binder layer was used to bond the two contact 
particles in both simulations and experiments. The boundary conditions described 
by the model could be perfectly satisfied by our experiment devices. 

This numerical method is also supported by other literatures. Chang simplified 
relationship of film thickness and resistant force in Equation (13) (6). From 
Equation (13), distance between two particles (L) keeps constant. When radius of 
the contact area (a) and compression applied to system is fixed, all parameters 
have same values except film thickness. Resistant force (F) will decrease when 
film thickness (h) increase. And this resistant force could be represented by axial 
normal stress. 

 (13)
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where P is normal contact force; F is resistant force; h is film thickness; L is 
distance between two particles; a is contact area; X is a constant value relative to 
particle diameter. It’s calculated by X=(ln(1+d))/d, d is particle diameter. 

Relationship of F and h is plot in Figure 2. Along with film thickness 
decreasing, resistant force increases. Other parameters may have different value, 
but keep constant. 

 

 

Fig. 2 Relationship between film thickness and resistant force 

2.2 DEM Simulation of Compression Tests of Asphalt Mixture 
in PFC3D 

Several methodologies were used to represent particle geometry and the 
mechanical interaction between particles. For example, particle geometry has been 
represented using image based models (7-8), and elastic, visco-elastic and 
cohesive models have been used to represent mechanical behaviors. How the user-
defined contact model especially simple visco-elastic model represented particular 
materials and contact properties in PFC3d were introduced in following sections. 

2.2.1   User Defined Contact Model in PFC3D 

Figure 3 plots the flowchart of DEM simulation using User-defined contact model 
(UDM) in PFC3D (9). The input is done via the PFC interface, but the UDM 
dictates the behavior of all interactions within specific models. The UDM 
calculates the fore-displacement law each timestep. During each timestep relative 
motion of particles and contact forces are extracted from different models and 
applied in these models to dictate the force-displacement behavior between two 
particles in contact (10). The procedure is achievable by using a coding langue 
called “FISH”. 



Effect of Film Thickness of Asphalt Mixture in Compression Test 205 

 

 
Fig. 3 Flowchart of a PFC3D Program Code Using UDM (9) 

The constitutive model used in PFC3D comprises three parts: 
• a contact model;  
• a bond model;  
• a friction slip model.  

The contact model is described in terms of a normal secant contact stiffness Kn 
and a shear tangent contact stiffness Ks between the two contacting entities either 
wall-particle or particle-particle. Note that the in-plane and out-of-plane shear 
parameters are assumed to be the same. PFC3D allows particles to be bonded 
together at contacts. If the value of the tensile normal contact force equals or 
exceeds the normal contact bond strength, the bond breaks, and both the normal 
and shear contact forces are set to zero. If the value of the shear contact force 
equals or exceeds the shear contact bond strength, the bond breaks and the slip 
model is activated. Parameters which were defined in PFC3D are the normal and 
shear contact stiffness Kn, Ks, the normal and shear bond strengths Pbn, Pbs and 
the coefficient of friction between contacting particles.  

Discrete element modeling was used to simulate compressive tests of asphalt 
mixtures with different film thicknesses. Figure 4 shows a model represent an 
asphalt mixture. The mixture includes two aggregates and asphalt binder. Each 
aggregate is covered by thousands small particles which represent asphalt binder 
around aggregates. Between the two aggregates, several layers made of even 
smaller blue balls represent film. Each layer of film in the model contains 
60*60=3600 particles with size:  

• radius of big aggregate = 500µm;  
• radius of yellow balls = 15~30µm;  
• radius of blue balls in film layers = 5µm.  
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Fig. 4 Asphalt mixture includes two aggregates and asphalt binder 

2.2.2   Simple Viscoelastic Model 

Asphalt mixture was modeled in PFC3D. Material properties were specified by 
applying corresponding values of relative parameters. Such as normal stiffness, 
shear stiffness, friction ratio, etc.  Parallel bonds were built between adjacent 
particles. Cracking within the structure was modeled by allowing bonds breakage. 
Elastic contact properties were used to investigate the effect of random variations  
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in internal sample geometry. A simple viscoelastic model was used to introduce 
time dependent shear and normal contact stiffness and an elastic contact were 
assumed for normal contact. 

Consider a simple viscoelastic model in which the shear behavior consists of a 
spring in series with a dashpot (11). The total shear velocity, s, can be 
decomposed into elastic and viscous parts: Viscoelastic properties had been 
applied to film clump. 

 (14)

For the two-dimensional case, the shear velocities and forces can be taken as 
scalars. In Equation (15), ∆  is the change of timestep. Taking Fs° and Fs' as the 
shear forces before and after one timestep, respectively, we can express the 
components of shear velocity as F °∆   (15)

and F °2  (16)

where ks is the shear stiffness and η is the viscosity. Substituting these expressions 
into Equation (14) and rearranging: 

 ° 1 ∆2 ∆1 ∆2  (17)

For the three-dimensional case, the shear force and relative shear velocity are both 
vectors, and the constitutive equation becomes 

 ° 1 ∆2 ∆1 ∆2  (18)

Equation (18) is encoded into a contact model accessed with the “model viscous” 
command. The required properties are as follows. Parameters of the contact model 
used in simulations are summarized in Table 1. 

• vis kn: viscoelastic normal stiffness 
• vis ks: viscoelastic shear stiffness 
• vis viscosity: shear viscosity 
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Table 1 Properties Applied in Simulations 

Properties for parallel bonds: 
Properties for viscoelastic 
contact model: 

Normal stiffness=30*1015 Nm-3;  
Shear stiffness=30*1015 Nm-3; 

 vis kn = 0.36*106 N/m 

Normal strength=190 MPa;  
Shear strength=190MPa; 

vis ks = 0.12*106 N/m 

Radius multiplier = real parallel bond 
radius/radius        
                    = 30*10-9 

vis viscosity = 0.414*106 N/m 

2.3 Experiment  

The Skyscan 1174 cabinet X-ray tomography system was used in the experiment 
to verify the normal compliance model introduced before. The Skyscan 1174 
system, shown in Figure 5, is a compact, cost efficient micro x-ray scanner for 
nondestructive three-dimensional microscopy. It’s supplied with software for 
system control, X-ray radiography, three-dimension (3D)-reconstruction, two-
dimensional (2D) /3D image analysis and 3D realistic visualization. The SkyScan-
1174 scanner supports variable magnification (6 to 30mm field of view), 
adjustable source energy (20 to 50KV) and flexible image format. The material 
testing stage of Skyscan system, shown in Figure 6, can perform compression, 
tension and torsion test. The loading-displacement or the stress-strain curve can be 
saved as an image or text file. The testing sample can be held under specific 
loading for scanning. The testing stage applies displacement to the top and bottom 
of the sample in equal amount but in opposite directions. This keeps the central 
part of the sample relatively static for scanning purpose. 
 

 
Fig. 5 Skyscan 1174 system 



Effect of Film Thickness of Asphalt Mixture in Compression Test 209 

 

 
Fig. 6 Testing stage of the microscopy system (12) 

 
Fig. 7 Test image and measurement 

Samples were tested under uniaxial compression loads applied on top and 
bottom stage. With the help of x-ray scanner, the parameters needed in the 
compliance model were measured by the tools provided by the software. The 
testing stage (Figure 7) is displacement controlled. The displacement speed was 
set at 17.5μm/s, chosen according to the allowable range of the testing device, and 
was set at 17.5μm/s. The resistant force was monitored and recorded during the 
loading. When the force reaches the maximum allowable value of the testing 
stage, the displacement application will stop. For the sample in this study, the 
application of displacement was stopped when two elastic particles started to 
contact to each other through the asphalt layer. Prior to each test, the testing stage 
was calibrated according to the procedure recommended by the manufacturer. 
Force displacement data was stored as a text file for each sample. The 
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specification of asphalt binder is PG 64-22 coming from the lab of the Virginia 
Tech Transportation Institute and the temperature at which the experiments are 
conducted is around 25-27Co given by thermometer. The specifics of the 
experiment are listed in the Table 2. 

Table 2 Experiment Specifics 

Inner diameter of the chamber 10mm 

Diameter of particle 12.7mm 

Column diameter 9mm 

Material of particle Polyvinyl Chloride (E=2400-4100 MPa, υ = 0.41) 

Asphalt binder PG 64-22 

Test temperature Room Temperature 

Loading speed 17.5 µm/s 

3 Results 

3.1 Simulation Results 
The model analyzes a system with two elastic particles bonded by a thin 
viscoelastic binder layer. The only difference in comparison is film thickness. 
Figure 9 to Figure 13 show models simulated in PFC3D with varied thickness 
from 10µm to 20µm, 30µm, 40µm, 50µm, and axial stress of each case. Peak axial 
stresses are summarized in Figure 8. The peak stress of asphalt mixture was found 
to be as a power-law function of film thickness. As Figure 8 shows, peak stress 
decreases with the increase of film thickness. From relationship of axial stress and 
film thickness shows in Figure 8, it’s clearly that simulation results agree 
reasonably with theoretical analysis.  

 

Fig. 8 Summary of Peak Axial Stresses 
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Case 1, Film Thickness = 10µm 

 
Fig. 9 (a) 10µm film and two aggregates under compressive load 

 
Fig. 9 (b) Detailed view of film layer (blue layer), film thickness = 10µm 

 
Fig. 9 (c) Axial stress under compressive load (10µm) 

Axial stress 
(N/mm2) 

Timestep 
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Case 2, Film Thickness = 20µm 

 
Fig. 10 (a) 20µm film and two aggregates under compressive load 

 
Fig. 10 (b) Detailed view of film layer (blue layer), film thickness = 20µm 

 
Fig. 10 (c) Axial stress under compressive load (20µm) 

Axial stress 
(N/mm2) 

Timestep 
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Case 3, Film Thickness = 30µm 

 
Fig. 11 (a) 30µm film and two aggregates under compressive load 

 
Fig.11 (b) Detailed view of film layer (blue layer), film thickness = 30µm 

 
Fig. 11 (c) Axial stress under compressive load (30µm) 

Timestep 

Axial stress 
(N/mm2) 
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Case 4, Film Thickness = 40µm 

 
Fig. 12 (a) 40µm film and two aggregates under compressive load  

 
Fig. 12 (b) Detailed view of film layer (blue layer), film thickness = 40µm 

 
Fig. 12 (c) Axial stress under compressive load (40µm) 

Timestep 

Axial stress 
(N/mm2) 
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Case 5, Film Thickness = 50µm 

 
Fig. 13 (a) 50µm film and two aggregates under compressive load 

 
Fig. 13 (b) Detailed view of film layer (blue layer), film thickness = 50µm 

 
Fig. 13 (c) Axial stress under compressive load (50µm) 

Timestep 

Axial stress 
(N/mm2) 
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3.2 Experiment Results 

In order to investigate the thickness effect of the asphalt binder to the contact 
behavior of aggregates, three compression tests were conducted using samples 
with different binder film thicknesses. Figure 14 provides changing of 
displacement dependent resistance force when asphalt mixture under a 
compressive load. Number 0.252mm, 0.238mm and 0.399mm in Figure 14 denote 
asphalt binder film thickness in there specimens. 

 

 
Fig. 14 Test results: resistant force (N) vs. displacement (mm) 

Table 3 Parameters and Results of Test 

Parameters used 
Film thickness (h) mm 

0.252 0.283 0.399 

Complex modulus of the binder 
(G*) MPa 

4.3 4.3 4.3 

Phase angle of the binder (δ)o 53 53 53 

Elastic modulus of the particle (E) 
MPa 

4100 4100 4100 

Particle Radius (R) mm 12.7 12.7 12.7 

Results calculated  

Constraint Modulus of the 
particles (E1) MPa 

9531 9531 9531 

Shape parameter of the particle (d) 0.636 0.554 0.540 

Constraint Modulus of the binder 
(E2) Mpa 

11.21 11.21 11.21 

Viscosity of the binder (η ) Mpa 1.28 1.28 1.28 
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Due to limitation of experiment equipment, size of samples in the experiments 
are much bigger than models in simulations. But the relationship between asphalt 
binder film thickness and resistant force are similar. Results in Table 3 show that, 
moving same displacement, the resistant force of thinner binder film system is 
larger than the mixture with thicker binder film. Numerical analysis and 
simulation results were validated by experiment results.  

4 Conclusions 

Zhu and Chang derived time-dependent relationships between the contact forces 
and the relative particle/binder movement (5-6). They also indicate the time-
dependent interfacial contact pressure distribution between the elastic particle and 
the visco-elastic binder. By simultaneously solving govern equations of normal 
complacent model time-dependent compliance relationship were determined. 
Based on numerical analysis of their derivation, a reciprocal relationship was 
found between film thickness and axial stress. 

DEM has been used to simulate the behavior of an idealized asphalt mixture 
with different film thicknesses under compressive load. Aggregates and asphalt 
binder were simulated by balls generated in PFC3D. Corresponding behaviors 
were achieved by applying properties to different clumps and contacts in PFC3D. 
These clumps represent aggregates, surrounding asphalt binder, and asphalt film 
layer.  UDM associated with material properties provides a plate for performing 
visco-elastic behavior. A simple linear visco-elastic model was introduced to give 
time dependent shear and normal contact stiffness. Asphalt binder of asphalt 
mixture was successfully simulated using simple viscoelastic contact model. 
Results of axial stresses of models simulated in PFC3D with varied thickness from 
10µm to 20µm, 30µm, 40µm, 50µm showed peak stress of asphalt mixture is a 
power-law function of film thickness. Peak stress decreases with the increase of 
film thickness. 

Three compression tests which is a validation of numerical analysis and DEM 
simulations were conducted using samples with different binder film thicknesses. The 
Skyscan 1174 cabinet X-ray tomography system was used in the experiments. 
Samples were tested under uniaxial compression loads. With the help of x-ray 
scanner, the parameters needed in the compliance model were measured. 
Compression tests were done by applying displacement to the top and bottom of the 
sample in equal amount but in opposite directions. This displacement controlled 
testing stage output displacement vs. resistant force results. Based on the experiment 
results, it’s clearly that moving same displacement, the resistant force of thinner 
binder film system is larger than the mixture with thicker binder film. 

Both simulation results and experiment results agree reasonably with 
theoretical analysis. When compressive load keeps constant and all asphalt 
mixtures move same displacement, the one with thinnest asphalt film had highest 
axial stress and resistant force. That means the mixture includes aggregates and 
binder will become stiffer if the film thicknesses decrease. 
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Abstract. Temperature fluctuations in asphalt pavements can increase the 
potential for rutting and cracking distresses. One way of countering this problem 
is to insulate a pavement from the extremes of air temperature and to also use a 
high reflectivity surface in warmer climates to reduce the absorption of solar 
radiation. This paper presents modeling and simulation results of the application 
of these concepts. Pavements with and without insulation layers were modeled in 
low temperature (Juneau, AK) and high temperature (Houston, TX) cities. A high 
reflectivity surface was also modeled in Houston. Temperature and solar radiation 
data for an entire year were analyzed for each city and the data corresponding to 
lowest and highest temperature (respectively) were utilized in the low and high 
temperature city pavement models. Results indicate that high temperatures were 
significantly reduced and that low temperatures were increased, depending on the 
thermal conductivity and thickness of the insulation layer. The presence of a 
highly reflective layer was also found to be very effective in reducing high 
temperatures in pavements. The positive effects of high temperature reduction on 
the service life of pavements was found to be significant, and the use of 
conventional materials of sufficient thickness was found to be feasible. Based on 
these findings, an ideal pavement section is suggested as one with an insulation 
layer near the surface, which could also serve as a moisture prevention layer; with 
a high reflectivity surface; and which is economical, durable, and capable of 
retaining its properties. 

1 Introduction 

High quality roads are critical for the smooth functioning of our society, as they 
constitute the primary mode of transportation of people and freight. The 
performance of roads or pavements (including those used at airports) is primarily 
affected by two factors: loading and environmental effects, such as temperature 
fluctuations and moisture due to rain or snow. A pavement is designed and 
constructed such that the effects of the environment can be mitigated, therefore the 
cost of a pavement generally increases with an increase in the range of 
temperature fluctuation. In this context, the increased cost generally coincides 
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with an increased environmental impact in the form of energy consumed and gases 
emitted during the construction of the pavement [Sakulich, 2011]. Furthermore, 
the ability of the pavement to resist the effects of the environment is not always 
guaranteed because of the enormous variability in the prediction of the factors, the 
stochastic nature of the design process, and the unavoidable variations in material 
properties and construction quality. 

In a conventional asphalt pavement, higher ambient temperatures generally 
increase the likelihood of rutting in the hot mix asphalt (HMA) layer, whereas 
lower temperatures increase the risk of cracking due to thermal contractions [Van 
de Loo, 1978, Brown and Cross, 1992, Monismith et al, 1994, Vinson et al, 1989, 
Schmidt, 1966]. Repairing cracks or ruts consumes a significant amount of time 
(resulting in wasted time and fuel as vehicles move inefficiently) and energy (most 
of which comes from non-renewable resources). Therefore, if the service life of a 
pavement can be extended, avoiding such repairs (or at least making them less 
frequent), then a significant amount of energy, driver time, and fuel could be 
saved while reducing CO2 emissions. That is, extending the life of the pavement is 
a step towards achieving true sustainability. Reducing temperature fluctuations in 
the pavement will therefore extend service life. 

One way in which the temperature fluctuations in a pavement can be reduced is 
to impregnate the pavement with phase change materials (PCMs) [Bentz and 
Turpin, 2007]. These are materials that have a relatively high enthalpy of change; 
as temperatures drop to the phase change temperature of a particular PCM, the 
PCM exothermically solidifies. The energy released during this process (in the 
form of heat) can keep the local pavement warm, preventing damage due to 
freezing. Similarly, as the ambient temperature increases to the phase change 
temperature of a PCM, the PCM will endothermically melt; the energy absorbed 
during this process prevents a buildup of heat in the local area and keeps the 
pavement cool.  

Two older studies [Miyamoto and Takeuchi, 2002, Stoll et al, 1996] 
investigated placing metal pipes full of PCM beneath bridge decks and sidewalks 
with the goal of keeping the system from freezing; though they showed that the 
concept was technically feasible, the added cost and complexity of placement 
meant the systems were not practical. A more recent set of studies [Bentz and 
Turpin, 2007, Sakulich and Bentz, 2012a, 2012b] used PCM embedded in 
lightweight aggregate as an incorporation method, which showed significant 
improvements in practicality. To deal with both high and low temperatures, the 
incorporation of two different PCMs with different transition temperatures could 
possibly be used, but has yet to be investigated.  

In this study, the use of an insulating layer near the surface of the pavement has 
been investigated. Examples of available insulation materials are polypropylene 
(commonly used in geotextiles; K=0.2 W/mK) and polystyrene (K=0.03 W/mK) 
(The Engineering Toolbox, 2013). Other materials that are being researched 
include nano-insulation materials(K= 0.002 W/mK, Jelle et al, 2010). Similar to 
the PCM method, this insulating layer ‘smooths’ the temperature profile of the 
pavement – the lows become less low, and the highs become less high. A direct 
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comparison between this insulation system and the PCM systems, which to our 
knowledge is the only other work attempting to increase service life by altering 
thermal properties, cannot be directly made, as all of the extant PCM work focuses 
on bridge decks. At the same time, to our knowledge, work with insulation layers 
in the asphalt mix layer part of asphalt pavements have not been conducted. 
However, researchers have investigated the use of thermal insulation to prevent 
frost damage in soils (for example, Kestler and Berg, 1992, Wen et al, 2007, 
Humphrey and Blumenthal, 2010,and Field et al, 2011,) and the useof asphalt mix 
layer as insulation over concrete pavements (Khazanovich et al, 2012). 

1.1 Objective 

The objective of this paper is to present the results of a theoretical simulation 
evaluating the concept of extending the functional life of a pavement by reducing 
temperature fluctuations via the help of an insulating layer. 

1.2 Scope 

The scope of work consists of modeling and simulating the effects of temperature 
(due to ambient air temperature, solar radiation, etc.) on a full depth asphalt 
pavement with and without insulation, and determining the effect of the variation 
in insulation and insulation layer thickness.  

1.3 Analysis of High and Low Temperatures of Two Selected 
Cities 

Two US cities were selected for case studies – Juneau, Alaska, and Houston, 
Texas (experiencing low and high average temperatures, respectively). The hourly 
air temperature for Juneau was obtained from NOAA National Climatic Data 
Center (NOAA, 2012)for the most recent year (2005). The data were analyzed to 
determine the lowest temperature in the entire year; next, the time/day at which 
the temperature was last observed to be above 0°C prior to falling to the minimum 
was determined. The dataset starting from this point to the end of the day at which 
the lowest temperature was observed was selected for use in the pavement analysis 
and simulation. This temperature range was selected to help evaluate the effect of 
insulation during the coldest part of the year. 

Houston, TX, was selected as a case study of a locale with average 
temperatures on the other end of the temperature spectrum. The hourly air 
temperature for the most recent year for which data is available (2007) was 
extracted and the highest temperature was determined. Next, data were analyzed 
to determine the last time at which the temperature was recorded as 25 °C – data 
starting from this point to the end of the day at which the maximum temperature 
occurred were then extracted for further analysis. Next, solar radiation data  
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(the total amount of statistically modeled average direct and diffuse solar radiation 
received on a horizontal surface during the 60-minute period ending at the 
timestamp) were obtained for the latest year available (2005) from the National 
Solar Radiation Database from the National Renewable Energy Laboratory 
(NREL) site (NREL, 2012). Radiation data relevant to the period of time in 
question were extracted. Radiation and temperature data were used for the 
modeling and simulation of the pavement in the next step. 

1.4 Modeling and Simulation 

One rectangular layer (sub-domain) was created for the control HMA only model 
(Table 1). The HMA layer contains 462 triangular mesh elements and 979 degrees 
of freedom. Three rectangular layers (sub-domains) were created for the HMA 
with insulation model with the relevant thermal properties (Table 1). The 
insulation layer was inserted and placed between two HMA layers. The entire 
geometry contains 1,047 triangular mesh elements and 2,174 degrees of freedom. 

Table 1 Thermal properties of the materials (Chen et al. 2008) 

 Thermal 
conductivity k, 

W/m2 

Heat Capacity 
C, J/kg 

Density ρ, 
kg/m3 

HMA 1.2 1200 2350 
Insulation #1 0.17 904 1963.5 
Insulation #2 0.02 904 1963.5 
Insulation #3 0.002 904 1963.5 

 
 
In the ambient and external temperature condition model (Juneau), only the top 

boundary of the HMA layer is exposed to the temperature function and the other 
three boundaries are assumed to be thermally insulated. The emissivity of HMA 
and surface radiation absorptivity were assumed to be 0.9 and 0%, respectively. 
The initial temperature of the HMA layer was assumed to be 4°C and the model 
was run for the transient condition for 435 hours with a time step of 1 hour. The 
time was selected to simulate the effect of temperature for the exact time for 
which the actual air temperature data was utilized for Juneau, and the time step 
was selected to complete the analysis within a reasonable amount of time. 

In the radiation condition model (Houston), only the top boundary of the HMA 
layer is exposed to the radiation and ambient temperature function, and the other 
three boundaries of the HMA layer are assumed as thermally insulated. The 
emissivity of HMA is assumed as 0.9 and the surface radiation absorptivity of 
HMA is assumed as 100% for all the cases, except the models with high 
reflectivity surface condition where the absorptivity is assumed as 50%.The initial  
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temperature of the HMA layer is assumed as 25°C and the model is run for the 
transient condition for 160.6 hours with time step of 0.5 hours. In this case also, 
the time of analysis was selected to simulate the effect of solar radiation for the 
exact amount of time for which the actual data was utilized, and the time step was 
selected to complete the analysis within a reasonable amount of time; in this case 
the time step is smaller than in the time step in the case of the low temperature 
simulation since the overall time of analysis is less. 

1.5 FEM Equations 

The boundary condition is defined by: 

 

where kp is thermal conductivity of asphalt pavement, T is temperature gradient, 
α is the absorptivity, q0 is the heat flux, have is the heat transfer coefficient, Tinf is 
the external temperature, ε is the emissivity of asphalt pavement, σ is the Stefan 
Boltzmann constant, Tamb is the ambient temperature, and T is the temperature. 

The natural heat transfer coefficient (based on COMSOL multiphysics 
approach) for the top of a horizontal surface, is defined by: 

 

where F is the air flow in laminar characteristic, ∆T is the temperature difference 
between surface of HMA and ambient temperature, and L is the length scale in 
meters,. 

The sub-domain condition of the HMA is defined by: 

 

where ρp is the density of HMA, Cp is the specific heat of HMA, t is the time,  is 
the gradient, Q is the heat source, and qs is the production/absorption coefficient. 

In the insulation, the sub-domain condition is defined by: 

 

where ρg is the density of insulation material, Cg is the specific heat of insulation 
material, and kg is the thermal conductivity of material. 
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1.6 Evaluation of the Effect of Temperature 

Low Temperature 
First, a full depth asphalt pavement was modeled using the finite element 
modeling (FEM) technique (using COMSOL Multiphysics ‘general’ and ‘heat 
transfer’ modules, COMSOL, 2012). All sides except the top were considered to 
be insulated. The air temperature was used in the model as a time-dependent 
parameter.The temperature of the surface and at different depths upto 100 mm 
wassimulated for a total of 435 hours (approximately 18 days). Thissimulation 
over a relatively long period of time enabled the observation of the effect of 
falling air temperatures, specifically below freezing, on the temperature of the 
pavement. A model was next created for a pavement with insulation, and identical 
FEM analysis and simulation were conducted. The model consisted of a 6 mm 
layer of HMA over one of three different insulation layers, ranging in thickness 
from 2.4 mm (typical thickness of a geosynthetic layer) to 24 mm, atop a standard 
HMA pavement. The three insulation materials examined had thermal 
conductivities of 0.17 W/mK (polypropylene), 0.02 W/mK (polystyrene) or 0.002 
W/mK (nano insulation materials, NIM, Jelle et al, 2010). 

1.7 Observations 

A comparison oftemperatures at different depths of the modeled pavements and 
air temperatures(Fig. 1) shows thatwithin a time span of 435 hours the air 
temperature dropped (not steadily) to a low of -20 °C for the Juneau case study. 
The pavement temperature at the surface and different layers are affected by the 
change in air temperature - the predicted values are shown for five cases: HMA 
only, HMA with 2.4 or24 mm insulations (K=0.17 W/mK), and with 24 mm 
insulations of K=0.02 or 0.002 W/mK, respectively. The minimum temperature 
during this time period was significantly greater for the cases with the insulations 
of 24 mm of K=0.02 or 0.002 W/mK, as compared to those with 2.4 or24 mm of 
insulation with K=0.17 W/mK. The increase in thickness of the insulation layer 
from 2.4 to 24 mm did not have any significant effect for a K value of 0.17 
W/mK.For the lower values of K (0.02W/mK and 0.002 W/mK) the minimum 
temperatures were increased significantly (-12 °Cand -3 °C compared to -16 °C 
for K=0.17) for the same thickness. Furthermore, the change in temperature versus 
time for the case with the insulation of K=0.17W/mK is significantly affected by 
the daily fluctuations in temperature, whereas the changes for the cases with 
insulation of K=0.02or 0.002W/mK are relatively unaffected. The surface 
temperatures for the pavements with the different thermal conductivities do not 
differ significantly.  

The minimum temperatures do not occur at the same time at different 
depths(Fig. 2). For the cases in which 24 mm insulation layers are used, the 25 
mm depth indicates the depth just below the insulation layer, whereas 12.5 mm 
depth is within the insulation layer itself. Insulation layers with thermal 
conductivities of K=0.02or0.002 W/mK are therefore seen to be effective in 
reducing the effect of low air temperatures on the pavement layers.  
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Fig. 1 Air temperature and results of simulation for Juneau 

High temperature and solar radiation 
The HMA models as indicated in the low temperature analysis werereutilized in 
this step, except that a surface layer of relatively high reflectivity (50%) was used 
in this step along with the environmental data from Houston. Both solar radiation 
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and high temperature were utilized for simulation, which was conducted for a total 
time period of 161 hours (approximately 7 days). Temperatures vary at different 
depths of the pavements (Fig. 3), whereas the maximum temperatures (Fig. 4)do 
not occur at the same timeat the different depths. 

 

 

Fig. 2 Predicted minimum temperatures at different depths for different cases; Juneau 

1.8 Observations 

The simulation shows the presence of insulation to be effective in lowering the 
temperature at the lower layers to different extents. The 2.4 mm thick insulation 
layer of K=0.17W/mK is marginally effective; however, the change in thickness 
from 2.4 mm to 24 mm seems to have a significant effect on the reduction in 
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temperature. The insulation layers with K=0.02or 0.002 W/mK reduce the 
temperatures significantly, although at the cost of also significantly increasing the 
surface temperature. The best result seems to be from the 2.4 mm thick insulation 
layer with K=0.17 W/mK and a highly reflectivity surface – temperatures at all 
layers including the surface are reduced significantly, obviously due to the effect 
of the high reflectivity, and hence low absorption of heat.  

The presence of a high reflectivity surface by itself is highly effective in 
reducing the temperature of all layers (Fig. 5). Such a highly reflective surface 
could be achieved with the use of a thin or ultra-thin layer of fresh portlandcement 
concrete for example.  

 

 

Fig. 3 Air temperature and solar radiation, and results of simulation for Houston 

Houston, TX 
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Fig. 4  Predicted maximum temperatures at different depths for different cases 

1.9 Discussion 

The use of an insulation layer can be effective in reducing temperature extremes in 
asphalt pavements, and hence extending service life by reducing the impact of the 
environment. The use of a highly reflective surface is also feasible; however, such 
layers could lose the reflectivity over time, and may not be cost effective. Some 
issues with the durability of ultrathin portland cement concrete (PCC) layers have  
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also been noted in the literature. Furthermore, the presence of an insulation layer 
(such as in the form of a geosynthetic layer) could contribute as a protective 
membrane against moisture ingress. Table 1 shows the reduction in maximum 
temperature that can be achieved with different insulations. While a very low 
thermal conductivity could be achieved only through the use of specialized 
products such as the nanoinsulation materials, it is quite possible to use existing 
polypropylene geosynthetic layers to achieve a significant reduction in maximum 
temperature (such as 9 °C for a thickness of 24 mm).  

To determine the effect of this reduction of temperature fluctuations on service 
life, the MEPDG/MEPDS(MEPDG, 2007) software can be used to predict rutting 
damage of conventional and insulated pavement systems. To do this, the weather 
database in the MEPDS was utilized. For this example, four cities were selected to 
consider a range of maximum pavement temperatures, from 70oC to 52oC. These 
are, in decreasing average temperatures:Houston, TX, Raleigh-Durham, NC, 
Chicago, IL, and Portland, ME. A pavement located in Houston was simulated, 
using the climatic information for the above four cities, to determine the rutting 
damage over the years, and the years to failure, for the range of temperatures from 
70oC to 52oC. It can be seen (Fig. 6) that for the same traffic loading and the same 
materials, the life of the pavement can be extended by 5 years for a5oC drop in 
maximum temperature. The drop in temperature is more effective in extending the 
life of the pavement at higher temperatures. It is evident from the data presented 
earlier that such extension in service lives is quite feasible with the use of 
insulation layers with K=0.17 W/mK (for example, polypropylene/geosynthetic 
layers). 

The increase in minimum temperature (during cooling), however, requires a 
layer with K value of the order of 0.02W/mK, which is possible through the use of 
polystyrene materials (Table 2).  

The surface layer that is above the insulation layer will experience a higher 
temperature for warmer climates and lower temperature for cooler climates. It will 
therefore need to be of such a nature that its load bearing capabilities remain 
relatively unaffected by changesin temperature. For example, a thin polymer 
modified binder layer (6- 12 mm thick) or a polymer modified chip seal would be 
ideal for warmer climates. Such thin layers are not likely to fail by rutting. 
Similarly, highly modified polymer binder layers can also be utilized for the 
surface layer in the case of cooler climates; the presence of layers such as 
geosynthetics underneath the surface layer will most likely be more forgiving of 
thermal cracking potential than a conventional base layer. The use of a high 
reflectivity surface is also another option, provided that it is durable, can retain the 
reflectivity for sufficient length of time, does not cause visual distress to drivers, 
and is cost effective.  
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Table 1 Reduction in maximum temperature (at a depth of 25 mm) 

Case Maximum 
temperature, C 

Reduction in 
temperature, C 

HMA 77.5 --- 
HMA + 2.4 mm K=0.17 

W/mK 
74.8 2.7 

HMA + 24 mm K=0.17 
W/mK 

68.1 9.4 

HMA + 24 mm K=0.02 
W/mK 

55.8 21.7 

HMA + 24 mm K=0.002 
W/mK 

34.5 43.0 

Table 2 Increase in minimum temperature (at a depth of 25 mm) 

Case Maximum 
temperature, C 

Increase in temperature, 
C 

HMA -16.4 --- 
HMA + 2.4 mm K=0.02 

W/mK 
-11.2 5.2 

HMA + 24 mm 
K=0.002 W/mK 

-3 13.4 

 

 

Fig. 6 Service life versus maximum pavement temperature 

Therefore, the most desirable cross section of a pavement is one with insulation 
and a moisture-resistant layer near the top, with a highly durable surface (and 
preferably one with high to moderate reflectivity, such as a chip seal or an 
ultrathin PCC layer, Fig. 7). Also, at this time, with the existing insulation 
materials that are currently available, it seems that this application is more 
appropriate for hot than for cold climatic conditions. 
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Fig. 7 Desirable combination of high reflectivity surface and insulation near the surface 

 

Fig. 8 Close-up of HMA sample with geosynthetic layer and chip seal aggregates, and test 
set-up 

2 Validation of the Concept with Laboratory Experiments 

Experiments were carried out with samples of HMA with and without 
geosynthetic reinforced chip seals with light colored aggregates(Fig. 8). The 
samples consisted of Massachusetts Highway Department 12.5 mm nominal 
maximum aggregate size (NMAS) gradation with 6% PG 64-28 asphalt binder. 
The conditions during the tests were as follows:Air temperature: 19.7-37.84 °C; 
Solar radiation: 41-887 kW/m2, and wind speed: 0.2 - 12.7 km/h. The samples 
were subjected to solar radiation outdoor, and temperatures at different depths  
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Fig. 9 Plot of temperature versus time data from experiment  
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2.1 Practical Application 

The concept of geosynthetic reinforced chip seal (GRCS) is not new, but its 
application for reducing pavement temperature is new.GRCS is used in many 
areas (for example, Myers, 2012), as a pavement preservation treatment. However, 
the temperature reduction potential opens up a new application of this treatment, 
and should be researched further. 
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Abstract. The linear viscoelastic (LVE) behaviour of bituminous materials 
(observed in the small strain domain) is considered for road design. The objective 
of this paper is to investigate the links between the LVE properties of binders and 
asphalts mixes. Complex modulus tests were carried out to determine the LVE 
behaviours of a bituminous binder and two mixes produced with this bitumen. 
Dynamic Shear Rheometer (DSR) tests and tension-compression tests (using a 
Métravib device) were performed on the bitumen. Complex modulus E* and 
complex Poisson’s ratio ν* of mixes which characterize the (LVE) properties in 3 
Dimension (3Dim) were measured using tension-compression tests. The 
experimental results show the dependence between mixes and associated bitumen 
behaviours. The prediction of LVE behaviour of bituminous mixes from bitumen 
properties was carried out using the SHStS (Shift-Homothety-Shift and time-Shift) 
transformation developed at ENTPE. 

1 Introduction 

Mechanical behaviour of bituminous materials is complex. This paper focuses on 
the linear viscoelastic (LVE) properties of bituminous materials which can be 
considered as a first approximation for loadings up to a few hundred cycles and in 
small strains domain [Di Benedetto et al. 2001, Airey and Behzad 2004]. The 
objective of this paper is to investigate the links between the LVE properties of 
binders and asphalts mixes. Firstly, the LVE behaviour of bituminous binder and 
mixes is characterized and secondly, the correspondence of LVE behaviours of 
related binder and mixes is verified. To fulfil the objective of the study, complex 
modulus tests were carried out on both bituminous binder and mixes. Tests on 
bituminous binder were conducted using Dynamic Shear Rheometer (DSR) and 
Métravib device (tension-compression). To characterize the LVE properties in 3D 
of bituminous mixes, measurements of complex modulus E* and complex 
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Poisson’s ratio ν* were carried out using tension-compression tests. From the 
obtained results, the dependence of the properties of mixes with binder one is 
studied. The 2S2P1D (2 Springs, 2 Parabolic elements, 1 Dashpot) model, 
developed at the “Ecole Nationale des Travaux Publics de l’Etat” (ENTPE), was 
used to fit the experimental results. Then, the SHStS (Shift-Homothety-Shift and 
time-Shift) transformation (developed at ENTPE) was applied to obtain VEL 
properties of mix from bitumen data. 

2 Materials 

The tested materials are provided by EIFFAGE Travaux Publics Company. Two 
bituminous mixes, called GB3 and GB5® (GB stands for “Grave Bitume” in 
French), were produced with the same pure bitumen (35-50 penetration grade). 
The bitumen content in total weight of both GB3 and GB5® is 4.5% by weight of 
the aggregate. The 0/14mm grading curve is either continous (GB3) or gap-graded 
(GB5®). Aggregate nature is diorite (from “La Noubleau” quarry, France). 
Grading curves are presented in Fig. 1. The tested specimens are 2.1% (GB3) and 
0.7% (GB5®) of air void. Unfortunately, it is noteworthy that the respective air 
void content of the studied GB3 and GB5® mixes does not strictly corresponds to 
in-situ values. Indeed, typical air void content of GB3 (resp. GB5®) is between 6 
and 9% (resp. 3 and 6%) [Olard 2012]. 

 

Fig. 1 Aggregates grading curves of tested bituminous mixture 

3 Experimental Campaign 

3.1 Complex Modulus Tests on Binder 

The complex modulus tests on bituminous binder were conducted using the 
Dynamic Shear Rheometer (DSR) and Métravib devices at EIFFAGE Travaux 
Publics research centre (Corbas, France). 
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σ1(t) = σ01sin(ωt+φE)                                                        (2) 

εi(t) = – ε0isin(ωt+φνi) (i = 2, 3)                                       (3) 
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Fig. 5 Example of stress and strains measurements (2 cycles at f = 0.1 Hz and T = 12.5°C 
on GB5® mix) 

3.3 Test Results on Bitumen 

Fig. 6 presents the complex modulus test results on bitumen in the Black diagram. 
The Black curve is unique that means the Time Temperature Superposition 
Principle (TTSP) [Ferry 1980, Olard 2003, Di Benedetto et al 2007, Pouget et al. 
2010a, Nguyen et al. 2012b, among others] is verified. This specific property of 
bituminous materials allows plotting a master curve at any chosen reference 
temperature (Tref). The norm of E* master curve is built in Fig. 7 using the shift 
factor aT presented in Fig. 10.  

The experimental results are fitted using 2S2P1D (2 Springs, 2 Parabolic 
elements, 1 Dashpot) model, developed at ENTPE. Due to the limited space in this 
paper, the details of this model are not presented. Readers can consult the 
references [Olard et al. 2003, Di Benedetto et al. 2004, 2007] for more 
explanation.  
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Fig. 6 Black diagram of studied 35/50 pure bitumen 

 

Fig. 7 Values of |E*| and master curve of bitumen at the reference temperature Tref = 15°C 

3.4 Test Results on Bituminous Mixes 

The Black diagram of GB3 mix is presented in Fig. 8. The master curves for the 
norm of E* and the norm of ν * are plotted in Fig. 9. The results show that the 
TTSP is verified in 3 Dim for tested mixes. The obtained values of complex 
Poisson’s ratio ν* are very close in the two directions 2 and 3. A good simulation 
of 3Dim LVE behaviour can be obtained using the 2S2P1D model (plotted in Fig. 
8 and 9). 
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Fig. 8 Black diagram of GB3 mix 

 

Fig. 9 Master curve for GB3 mix at the reference temperature Tref = 15°C (left: norm of E* 

and right: norm of ν *) 

It should be noted that the master curves of E* and ν* were built with the same 
shift factor aT (Fig.10). This result is confirmed by other recent studies  
[Di Benedetto et al. 2007, Nguyen HM et al. 2009, Pouget et al. 2010b, Nguyen  
et al. 2011]. 

3.5 Prediction of Mechanical Behaviour of Asphalt Mixes from 
Binder Properties and Vice Versa 

Fig. 10 presents the values of shift factors aT of bitumen and mixes. The shift 
factors aT of mixes are very close to the shift factors of the incorporated bitumen. 
Then, the thermal sensitivity for mixes can be considered as given by the binder. 
The classical WLF law (William, Landel and Ferry) [Ferry 1980] is used to fit the 
shift factor values aT. 
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Fig. 10 Shift factors aT of bitumen, GB3 mix, GB5® mix and WLF law fitting 

The normalized complex modulus (E*
norm) and normalized complex Poisson’s 

ratio (ν *
norm) are introduced in equations 6 and 7 where E00 and E0 (ν00 and ν0) are 

asymptotic values of the norm of complex modulus (the norm of complex 
Poisson’s ratio, respectively) when the frequency tends towards 0 and infinity. 
These values of E00, E0, ν00 and ν0 obtained from the complex modulus tests on 
bitumen and mixes are given in Table 1. 
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When plotted in a Cole-Cole diagram (Fig. 11), the normalized complex modulus 
curves of the bitumen, GB3 and GB5® mixes superimpose. This confirms that the 
TTSP originates from the bitumen used to produce the bituminous mixtures. In 
3Dim, it is interesting that the normalized master curves of E*

norm and ν*
norm for 

mixes are very close together as can be observed in Fig. 12. 
From the observed superimposition between the binder and the asphalt 

mixtures curves (Fig. 11 and 12), it is possible to predict mechanical behaviour of 
asphalt mixes from binder one and vice versa. The SHStS (Shift-Homothety-Shift 
and time-Shift) transformation developed at ENTPE [Olard et al. 2003, 2005, Di 
Benedetto et al. 2004, Pouget et al. 2010a] is considered in this paper. This 
transformation does not need using a rheological model and is valid over a wide 
range of temperatures and frequencies on both norm and phase angle of complex 
modulus and Poisson ratios. In the case of complex modulus, equation 8 gives the 
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Fig. 11 Normalized complex modulus curves in Cole-Cole diagram of the bitumen and 
GB3, GB5® mixes 

 

Fig. 12 Normalised master curves for E* and ν* of bitumen, GB3 and GB5 mixes 

ENTPE SHStS transformation relationship, where constant α depends on the 
considered mix design. The values of α is given in Table 1. 
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As most of binders have a nil (or negligible) value for E00, equation 8 can be 
simplified and becomes equation 9:  
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Fig. 13 presents the results for SHStS predictions. As can be seen on this figure, 
SHStS transformation successfully predicts mixes LVE behaviour from binder 
LVE behaviour. It can also be applied in the reverse way very easily. 

Table 1 Values used for the normalized curves and SHStS transformation 

 E00 (MPa) E0 (MPa) 
ν*

2  ν*
3  

α 
ν00 ν0 ν00 ν0 

Bitumen 0 2480      

GB3 mix 40 46400 0.42 0.22 0.42 0.22 2.67 

GB5® mix 40 49500 0.48 0.18 0.48 0.2 2.58 

 

 

Fig. 13 The SHStS prediction results for GB3 and GB5® mixes using the experimental data 
on 35/50 bitumen (equation 9), at the reference temperature Tref = 15°C 

4 Conclusions 

The aim of our research was to characterize the links between the LVE properties 
of binders and of asphalts mixes. From the obtained results, the following 
conclusions can be drawn: 

• The LVE behaviour of bitumen and two types of mixes are obtained 
experimentally. The TTSP is verified in the 1D case for bitumen and 3D case 
for mixes. An identical shift factor aT for complex modulus and complex 
Poisson’s ratio is obtained for bitumen and mixes. This shift factor is fixed by 
the bitumen.  
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• The 2S2P1D model simulates correctly the LVE behaviour of the three tested 
materials. 

• The experimental results show the dependence of the behaviour of mixes on 
that of used bitumen. The thermal sensitivity and the TTSP of mixes can be 
considered as given by the binder. 

• Proposed ENTPE transformation “SHStS” gives a successful prediction of 
mixes LVE behaviour from binder LVE behaviour. It can also easily be applied 
in the reverse side to obtain properties of binder from mix ones. This 
geometrical transformation in the complex plane needs only 3 constants and is 
independent of any model.  
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Göteborg, Sweden

Abstract. A model for 3D Statistical Volume Elements (SVEs) of mesoscale
concrete is presented and employed in the context of computational homog-
enization. The model is based on voxelization where the SVE is subdivided
into a number of voxels (cubes) which are treated as solid finite elements. The
homogenized response is compared between 3D and 2D SVEs to study how
the third spatial dimension influence the over-all results. The computational
results show that the effective diffusivity of the 3D model is about 1.4 times
that of the 2D model.

1 Introduction

Computational homogenization is a well known technique to account for ma-
terial heterogeneities while keeping computational costs at a moderate level.
One benefit of this technique is that it enables to determine bulk properties
of a material a priori in the case of linear subscale properties. This is bene-
ficial if the macroscopic behaviour of a material is sought and the subscale
features is highly complex. In case of non-linear material behaviour the sub-
scale response needs to be determined concurrently during the computations
in a nested fashion using a FE2-approach. Furthermore, the technique opens
up to ”virtual testing” of new materials.

Concrete has a highly heterogeneous and random material structure at
multiple length scales. Thus, considerable computational work on the effects
of its heterogeneity has been done for this material, see eg. Kim and Al-rub
[10], Idiart et al. [9] and Wang and Ueda [13].

However, most computational work reported in the literature deals with
2D models of concrete and any 3D feature that might be of importance is
naturally not accounted for in these instances. A natural evolution in the
development of computational homogenization is thus to account for all three
spatial dimensions to obtain numerical results that potentially better reflect
the real material behaviour.
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This paper presents a 3D heterogeneous mesoscale model of concrete and
compares computational homogenization between 2D and 3D models to study
how the third spatial dimension contributes to the homogenized results. This
is done in the context of mass diffusion; thus, the effective diffusivity of
concrete is the studied material property in this work.

2 Mesoscale SVE

The concept of Statistical Volume Element (SVE) is fundamental to com-
putational homogenization techniques as it is the foundation on which all
computational work is built. The SVE is expected to contain all material
heterogeneities in a statistical manner and tends to become an Representa-
tive Volume Element (RVE) only when it is sufficiently large, i.e. when the
influence of boundary conditions are sufficiently small, see Ostoja-Starzewski
[12]. The RVE, in turn, is used to extract the sought macroscopic material
properties.

In this work, the mesoscale material constituents are the cement paste
matrix, aggregates and Interfacial Transition Zone (ITZ). The aggregates are
modelled as spheres with random spatial distribution enfolded by an interface
layer of ITZ. The cement paste matrix is considered homogeneous, i.e. cracks
are not accounted for.

2.1 Sieve Curve

The aggregates in the SVE can be of arbitrary size and quantity. The volume
fraction of aggregates is defined as

na =
Va

VSVE
na ∈ [0, 1], (1)

where V• is the volume and sub-index ’a’ denotes aggregate. The SVE model
implementation allows for any realistic na to be used as input. Any sieve
curve is possible to have as input for the SVE realization and we have the
requirement that

N∑
i=0

na,i = na, (2)

where na,i denotes the volume fraction of aggregate size i and N denotes the
total number of particles sizes included in the specified sieve curve. Both N
and na,i can be chosen freely given that the constraint in Eq. (2) is fulfilled.

2.2 Algorithm for Generating SVEs

The algorithm for generating SVEs is given below as pseudo-code and has
been implemented in MATLAB. The algorithms assures that no aggregates
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(a) L� = 2 cm (b) L� = 4 cm

(c) L� = 6 cm (d) L� = 10 cm

Fig. 1 Example SVEs all having the same sieve curve with na ≈ 0.45. L� refers to
the side lenght of the SVE.

Algorithm 1 Generating SVE

1: while the volume fraction of aggregate inside Ω�
1 < na do

2: Generate aggregate from given sieve curve
3: Place the new aggregate at a random point in Ω�
4: if new particle overlap already existing particle then
5: Remove the new aggregate
6: end if
7: add area of the new aggregate to the accumulated aggregate volume
8: end while

overlap once the algorithm has completed. In Figure 1, four example SVEs
produced by the algorithm are show.

1 The SVE domain is denoted Ω�.
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3 FE Discretization of SVE

The spatial discretization technique is based on voxelization to create a struc-
tured grid of equally sized voxels. The concept is to subdivide a cubic body
into a number of smaller cubes (voxels) which are considered solid finite
elements. This approach was used by Bentz et al. [2] and Garboczi [5] in
the context of analytical homogenization of heterogeneous concrete and later
adapted by Hain and Wriggers [6, 7] for elasticity problems and computa-
tional homogenization. Other discretization approaches for 3D domains have
been devised in the literature: both Caballero et al. [4] and Asahina and
Bolander [1] used Voronoi tessellation where the aggregates were based on a
polyhedron representation to generate 3D SVEs.

Material properties of the finite elements are determined by looping over
all elements and for each element measure its distance to the center of all
aggregates (spheres). If the distance is greater that the radius of any of the
aggregates then the elements is located in the cement paste matrix and can
be assigned its proper material property. If the distance is smaller than the
radius then the element sits inside an aggregate.

4 ITZ Implementation

Experimental results by Hedenblad [8] indicate that the effective, or volume
average, diffusivity of concrete slightly increase with increasing aggregate
content, alternatively remains unchanged. This fact implies that the ITZ has
a non-negligible effect on the diffusivity of concrete.

As the SVEs are discretisized into a structured grid, a certain number of
voxels end up right at the interface between the cement paste matrix and
aggregate, see Figure 2.

r

n
(a) 2D analogy: circle discreti-
sized into a structured grid.

n

Da

Dc

AITZ

h

t

(b) Interface voxel.

Fig. 2 Interface voxel (right) containing all three mesoscale constituents located at
the surface of an aggregate (left)
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Consequently, these interface voxels will contain all three mesoscale ma-
terials; cement paste, aggregate and ITZ. For these voxels, we employ an
anisotropic Voigt assumption on the over-all diffusivity, expressed as

D̄ =
VaDa + VcDc

Va + Vc
I +

AITZDITZt

Va + Vc
(I − n⊗ n) , (3)

where D•, are material diffusivities1. Generally, we have that Da � Dc �
DITZ and for this work we assume that Da = 0 cm2/s and we set Dc =
1 cm2/s. The unknown parameters in Eq. (3) are the thickness, t, and dif-
fusivity, DITZ, of the ITZ. Computationally, it is the product of these two,
DITZ × t, that become the model parameter.

There are several ways in which the aggregate interface surface, AITZ, can
cut through the voxel and the intersection points between the surface and
the line segments of the voxel can range from 3 to 6. The gray and white
aggregate and cement paste volumes in Figure 2b become convex hulls, see
Berg et al. [3], spanned by these intersection points and corner nodes, and are
computed by utilizing this geometrical property. The interface area, AITZ, is
determined in a similar fashion.

5 First Order Homogenization

We wish to determine the difference between 3D and 2D SVEs in terms
of homogenized response. This is done by starting from the fully resolved,
stationary, boundary value problem

∇ · J = 0 ∀x ∈ Ω, (4)

for which all material heterogeneities are embedded in Ω ⊂ R
3. Here, ∇ is

the nabla operator and J(x) is the flux of some generic physical quantity.
The corresponding weak form reads∫

Ω

∇δφ · J =

∫
ΓN

δφJ dΓ, (5)

for suitable test function δφ that is sufficiently regular.
Homogenization implies that the integrands of the volume integrals in

Eq. (5) are replaced by space-averages on RVEs, i.e.

∫
Ω

∇δφ · J dΩ −→
∫
Ω

〈∇δφ · J〉� dΩ, (6)

where 〈•〉� denotes the volume average

〈•〉� def
=

1

|Ω�|
∫
Ω�

• dΩ�, (7)

1 ”a” = aggregate, ”c” cement paste
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on the RVE that occupies the domain Ω� centered at the macroscale position
x̄ ∈ Ω; hence, 〈x− x̄〉� = 0.

We assume first order homogenization defined by the split of a scalar field
φ within Ω� into the macroscale and fluctuation parts2 as follows:

φ(x; x̄) = φM(x; x̄) + φs(x). (8)

The macroscale part varies linearly as

φM(x; x̄) = φ̄(x̄) + ḡφ(x̄) · [x− x̄] ∀x ∈ Ω�, (9)

with ḡ
def
= ∇̄φ̄. Hence, we obtain ∇φM(x̄; x̄) = ḡ(x̄) constant within Ω�. We

then obtain for any macroscale point x̄ ∈ Ω the identity

〈∇δφ · J〉� = δḡ · J̄ with J̄φ = 〈J〉�. (10)

In order to compute the homogenized flux quantity J̄ , it is necessary to com-
pute the fluctuation field φs as well as the spatial gradient on the subscale:

gs def
= ∇φs. This is done on each RVE with given prolongation conditions.

Here, we choose Dirichlet boundary conditions , i. e. φs = 0 on Γ�, whereby
the pertinent RVE-problem becomes: For given values of the macroscale vari-
ables φ̄ and ḡ, compute the subscale field φs that satisfy the system

〈∇(δφs) · J〉� = 0, (11)

for all possible δφs that are sufficiently regular and which vanish on Γ�. We
note that the macroscale prolongations φM are completely defined (varies
linearly) on Ω�.

Our objective is to determine the mapping

L� �→ 〈J〉�(L�) (12)

and to study how this mapping differs between 3D and 2D SVEs of mesoscale
concrete models. This is done by solving Eq. (12) given a macroscale gradient
ḡ = [−1 0 0]T for SVEs of varying L�.

6 2D SVEs

The 2D SVEs are generated from cutting a 3D SVE into a number of 2D
slices, see Figure 3. The same boundary conditions are applied to the 3D and
2D SVEs. The mean values of all slices are then compared to the single result
obtained for the corresponding 3D SVE. In this way, the 2D/3D comparison
becomes meaningful since comparison is made on the same topology.

2 Superscripts M denotes macroscale, whereas s denotes subscale.
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Fig. 3 3D SVE cut into 2D slices

7 Numerical Examples

7.1 3D/2D Comparison

The numerical example compares the first component of the homogenized
flux tensor, 〈J〉1, as a function of the SVE size3 denoted L�. The RVE size

based on the numerical results becomes LRVE
def
= 10 cm since convergence

has been reached for this value of L�. The cement paste was assigned a unit
diffusivity of Dc = 1 cm2/s, for simplicity, and Da = 0 cm2/s. The ITZ layer
is omitted in the example.
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0

50

100
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Fig. 4 Sieve curve SVEs used in the numerical example

Forty 3D SVEs were generated for each L� all having an aggregate volume
fraction, na, of 0.45 with the sieve curve shown in Figure 4. Each 3D SVE
was cut into 69 2D slices. Thus, μ2D is the mean value of 40×69 = 2760 SVE
slices for each L�.
3 ”size” refers to side length of the cube.
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Fig. 5 Homogenized flux versus size of SVE. Average values denoted μ and corre-
sponding standard deviations denoted σ.

The results are shown in Figure 5; they show that the 2D results in general
are lower than the corresponding ones for 3D. The reason for this is probably
that the out of plane solution in the 2D case is locked; hence, for the 2D case
the diffusion substance has only two directions (over or under) to bypass
an aggregate but in the 3D case a third direction (around) is enabled. For
L� = 10 cm, μ2D ≈ 0.7μ3D; i.e. the 2D SVE homogenized diffusivity is about
70% of the corresponding 3D value.

7.2 The Effect of ITZ

The same computations as and in Figure 5 were carried out again
now including the ITZ in the mesoscale model and the results are shown in
Figure 6.

The results in Figure 6 show that it is possible to increase the effective
diffusivity by utilizing the ITZ implementation as a model parameter. The
results also show the robustness of the implementation as the mean values,

, in practice become independent of the SVE size, L�. Only the spread
in results, , varies and decreases with increasing L�, as expected.

The valueDITZ×t = 0.15Dc has manually been calibrated such that 〈J1〉�
gets close to a value of 1 g/(cm2 s), i.e. corresponding to a diffusivity of pure
cement paste. The outcome of this numerical example is that the over-all
effect of the aggregates is that they do not change the diffusivity of the bulk
material. This is achieved by the implementation of ITZ in the model. In this
way, the product DITZ × t becomes a useful tool for calibrating the model
with experimental data.
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Fig. 6 Numerical results with ITZ included in the SVEs. The results for DITZ×t = 0
are the same as those presented in Figure 5. 〈J1〉 = 1g/(cm2 s) corresponds to an
effective diffusivity equal to that of pure cement.

7.3 Computational Time

The computational work for this paper has been carried out on a standard
laptop machine having 4GB of RAM with a dual-core processor running
Windows 7. The implementation is made in matlab and is parallelized to
reduce computational time.

The average computational time for one 3D SVE is approximately 20min,
and approximately 0.5min for one 2D SVE, but since the multiple SVEs can
be run in parallel the total time is governed by the number of processors
available.

8 Conclusions and Outlook

A 3D model of heterogeneous mesoscale concrete was presented and employed
in the context of computational homogenization. The algorithm on which
the model is based generates a random structure of aggregates embedded in
cement paste. Any sieve curve is possible as input for the algorithm and any
(realistic) aggregate content is possible to obtain.

The numerical examples presented in the paper shows that the difference
between a 3D and 2D model in terms of effective diffusivity differ approx-
imately by a factor 0.7. The numerical results further show that the ITZ
implementation is robust and can be used to calibrate/adjust the effective
diffusivity of cement with embedded aggregates in it, i.e. concrete. With the
ITZ included in the model, it is possible to increases the effective diffusivity
of concrete in an easy and consistent manner.

The next step is to use 3D SVEs to determine effective material properties
as a function of aggregate volume fraction, as was done in previous work (in
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2D), see Nilenius et al. [11]. The effect of ITZ on the numerical results will
further be investigated so that the model can be calibrated with experimental
data. Additionally, both Dirichlet and Neumann boundary conditions will
be applied to obtain upper and lower bounds, respectively, on the effective
material properties.
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Abstract. This paper introduces meso-scale modeling of fiber reinforced 
cementitious composites, which can consider the effect of fiber inclination. Fibers 
and matrix are modeled separately in this model, and each fiber is randomly 
arranged within the specimen models. The feature of this analytical model is to 
evaluate fiber resistance by calculating the pullout angle and the pullout 
displacement of each fiber. In order to investigate the effect of the pullout angle of 
the fibers on the load carrying capacity, fiber pullout analysis and bending 
analysis was conducted. It was confirmed that bending tests were more adequately 
represented by the modeling taking into consideration the pullout angle than by 
one without considering the pullout angle. 

1 Introduction 

There are a wide variety of short fiber reinforced cement composites. One of the 
materials is Strain Hardening Cementitious Composites (SHCC) that exhibit strain 
hardening and multiple cracking in tension. Quantitative material design methods 
considering the properties of matrix, fiber and their interface should be 
established. In addition, numerical models to simulate the fracture process 
including crack width and crack distribution for the material are needed.  

Bolander & Saito [1], for instance, conducted 2-D parametric analysis in which 
short fibers were discretized as beam elements to examine the effect of the fiber 
distribution on the mechanical performance of the resulting composite. The 
authors have also proposed a numerical model for 3-D analysis of SHCC tensile 
fracture, in which the salient features of the material meso-scale (i.e. matrix, fibers 
and their interface) are discretized [2-3]. This model has the following 
characteristics: (1) the fibers with a specific length are randomly arranged as 
discrete entities within the specimen models; (2) crack patterns can be estimated in 
addition to the improvement of mechanical response due to fiber bridging. It has 
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been confirmed that the proposed model can adequately simulate the tensile 
failure of SHCC including crack patterns [2]. 

This paper describes the aforementioned meso-scale modeling, which can 
consider the effect of fiber inclination. In order to investigate the effect of pullout 
angle of the fiber on load carrying capacity, fiber pullout analysis and bending 
analysis was conducted. 

2 Outline of Rigid-Body-Spring Model (RBSM) 

In this study, the concrete matrix (hereinafter, matrix) is represented by a 3-D 
RBSM [4]. Fig. 1 shows an example of a pair of Voronoi cells composing the 
element stiffness matrix in the RBSM. These Voronoi cells are assumed to be 
rigid bodies with 6 degrees of freedom. Six springs are placed on each boundary 
plane of each cell, in the normal (1 spring) and tangential (2 springs) directions to 
the boundaries, and rotational direction (3 springs).  

The material properties (tensile strength, elastic modulus, and fracture energy) 
of the matrix are adopted as the mechanical properties of the normal and 
tangential springs, whereas the mechanical properties of the rotational springs are 
assumed based on the literature [5]. As the tensile model of the normal spring, a 
linear elastic model is employed up to the tensile strength, and a bilinear softening 
branch in accordance with a 1/4 model is considered after cracking. Tensile 
fracture energy is taken into consideration in the model. For the tangential springs, 
the Mohr-Coulomb fracture criterion is applied to represent the shearing behavior 
of concrete [6]. 

When using a RBSM, the onset and propagation of cracks are strongly affected 
by the mesh size and shape. Therefore, such dependence is minimized by adopting 
Voronoi discretization based on randomly placed seed points. 

3 Modeling of Fiber Action after Cracking 

3.1 Outline of Modeling 

Short fibers are arranged in elements assuming the specimen size to be analyzed, 
as shown in Fig. 2(a). Random numbers are used for the arrangement to decide 

h 

Fig. 1 Voronoi cells and  
defined freedom degree 
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first vertex and angle. As shown in Fig. 2(b), a zero-size spring is placed on a 
point where a fiber crosses a boundary of two Voronoi cells, and the force transfer 
by fibers across a crack plane (hereinafter, fiber bridging force) acts on the spring. 
The embedment length le is also calculated for each fiber. Note that the 
embedment length le should be defined on the short side, as it is assumed that 
pullout behavior of the fiber will prevail at shorter embedment lengths. 

A model based on pullout behavior that includes the pullout angle of the fibers 
is proposed. One of the characteristics is to calculate the fiber length between the 
crack planes lc shown in Fig. 2(c). lc is used to assume the length of fiber pullout 
displacement. With this method, fiber resistance can be analyzed, even if only 
shear deformations are excessive without crack opening. In addition, the pullout 
angle θf of each fiber is calculated in each analytical step to consider the change in 
θf depending on the direction of the shear deformation. θf is calculated from P and 
P’ (Fig. 2(c)), where P and P’ are points where a fiber crosses a boundary of two 
cells after deformation. 

 
In this model, the fiber bridging force is calculated by the steps shown in Fig. 3. 

Half of lc is assumed to be the length of fiber pullout displacement before 
softening of the fiber bridging force-displacement relationship. After softening, 
pullout displacement is assumed to be equal to lc. The shape of slip distribution is 
determined through the analysis of single fiber pullout tests. If the shape of slip 
distribution is known, then the bond stress distribution is determined from the 
bond stress-slip relationship. The fiber bridging forces across cracks can then be 
calculated by integrating the bond stress distribution in the direction of the fiber 
axis. 

 
 
 

(b) 

lc 

P’ 

θf 

Lf

Fibe

Zero-size 
spring 

le 

P 

Fig. 2 (a) Discretized fiber; 
(b) fiber location and zero-
size spring; (c) modeling  
fiber bridging force against
shear deformation 

(c) 

(a) 
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At this stage, the slip distribution of a fiber and the bond stress-slip relationship 

are necessary. These are identified in the same manner as the existing method [3], 
by conducting analysis of single fiber pullout bond testing [7] as stated in the 
following chapter.  

3.2 Effect of the Pullout Angle 

Li et al. [8] revealed the increase of pullout resistance in the inclined fiber pullout 
test. It has also been experimentally confirmed that the strength of the inclined 
fiber itself was decreased due to surface damage during the pullout process. 
Therefore, in this study, the effect of the pullout angle θf is calculated using the 
following equations [8]: 

 ）（ °≤= ⋅ 45f
fn feFF θθ  (1) 

 f
fn

ff e
uu

θσσ '−=  (2) 

where F = pullout load (N), F n = pullout load at pullout angle of 0° (N), f = 
snubbing coefficient (0.4), θf = pullout angle of fiber (rad), σfu = rupture strength 
of fiber (MPa), σ nfu = rupture strength at pullout angle of 0° (MPa), f’= strength 
reduction factor (0.3). 

The effect of improvements in pullout resistance is not considered in cases with 
a pullout angle 45° or more, because reduction of maximum pullout loads is 
confirmed in the case of polypropylene (PP) fiber used in this study. This was 
caused by the matrix spalling at the fiber exit point as reported in [7]. 

Calculate the bridging force F at the cracks 

Obtain the bond stress distribution using bond stress-

slip relationship

Calculate slip distribution

Assume the fiber pullout displacement from one side  

S0 (S0 = lc /2) 

Calculate the fiber length between the crack planes lc 
Fig. 3 Procedure for 
calculation of fiber bridging 
force 
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4 Analysis of Fiber Pullout Behavior 

In this chapter, the pullout behavior of fibers embedded in the matrix is verified, 
through an analysis using the modeling described in Sect. 3. 

4.1 Pullout Behavior of a Single Fiber 

As shown in Fig. 4(a), tensile analysis was conducted for a uniaxial tension test 
using specimens containing fibers [7]. While this test conducted by Dong et al. 
used a specimen containing five strings of fiber, this analysis applied the model 
with a single embedded fiber, as shown in Fig. 4(b). The entire body of the matrix 
is divided into two elements and the fiber is arranged, so that a predetermined 
embedment length and pullout angle are given. In order to represent the separator 
in the test (Fig. 4(a)), 1MPa is used for the physical properties of the concrete 
elastic modulus in the analysis, to prevent matrix from being loaded. Table 1 
shows the characteristics of the short fiber and fiber-concrete interface used for the 
analysis. Note that the rupture strength varies depending on the pullout angle, as 
shown in Equation 2. The properties of the interface are identified by a similar 
method in an existing study [3]. 

The fiber bridging force-crack width curves in the case of θf = 0° and the 
deformation are as shown in Figs. 5(a) and 5(b), respectively. Once the loads 
reach a peak, the fiber is found to be pulled out with a moderate reduction of 
loads. In the case of embedment length le = 15mm, the value of displacement at 
complete pullout is 15mm. As mentioned above, the results from this model are 
controlled by the pullout behavior of the shorter embedment length on each fiber.  

Fiber 

Separator (thickness=1mm)  

Embedment length le 

24

26 

(Unit: mm) 

le
Fiber 

Boundary plane of  
two cells 

(a) 

(b) 

Fig. 4 (a) Outline of fiber
pullout test (Dong et al.);  
(b) analysis model 



266 H. Ogura, M. Kunieda, and H. Nakamura 

 

Fig. 6 shows the relationship between the bridging force per fiber and the crack 
width in the case of pullout angle θf > 0°. In the case of le = 24mm, fiber rupture 
was observed before the pullout process. Since the maximum load in these curves 
depends on the rupture strength σfu calculated from Equation 2, the maximum load 
of θf = 75° was lower than that of θf = 30°. 

 
Table 1 Material properties for the analysis 

 
 
 
 
 
 

 

 
 

Fiber 

（PP） 

Length Lf (mm) 48 

Diameter df (mm) 0.8 

Strength at pullout angle of 0° σ nfu (MPa) 308 

Elastic modulus Ef  (GPa) 9.8 

Fiber/concrete  
interface 
(bond) 

Frictional bond strength τi (MPa) 1.8 

Chemical bond strength τs (MPa) 4.0 

Bond stiffness G (MPa/mm) 60 
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Fig. 5 (a) Fiber bridging force-crack width curves (θ
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 = 0°); (b) deformation in analysis 

Fig. 6 Fiber bridging force-crack width curves (θ
f
 > 0°) 
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In the case of θf = 75°, the initial stiffness is smaller in the experimental results 
than the analytical results. This is assumed to be because a deceptive pullout 
displacement was increased by the matrix spalling at the exit point in the 
experiments, once the angle becomes θf > 45°, as reported in [7]. The effect of this 
phenomenon is not considered in this modeling. As a result, the initial stiffness of 
the fiber bridging force-crack width curves in the case of θf > 45° is 
overestimated.  

4.2 Pullout Behavior of Multiple Fibers 

The authors conducted uniaxial tensile analysis and shear analysis to verify the 
fiber pullout behavior of a specimen containing multiple fibers. Fig. 7 shows the 
analysis model. The fibers are placed in the specimen using random numbers. The 
fiber volume fraction Vf is 1.0%. The fibers shown in Table 1 are used in the same 
as the analysis in Sec. 4.1, and 1MPa is used for the physical properties of the 
concrete elastic modulus, so that the concrete would not resist stress. Forced 
displacement is given to reach mode I and mode II fracture. Moreover, two 
snubbing coefficients f (Equation 1) and two strength reduction factors f’ 
(Equation 2) were adopted with the same specimen, as shown in Table 2. 

The deformation results taken from the analysis are shown in Fig. 8. The 
bridging fibers appear blue in the figure, while the ruptured fibers and the pulled-
out fibers appear red and green, respectively. Some ruptured fiber is observed in 
the figures, and the ratio of ruptured fibers in bridging fibers at the displacement = 
3mm is tabulated in Table 3. 

120 60 

60 

(Unit: mm) Fig. 7 Discretized fibers  
(V

f 
= 1.0%) 

Table 2 Analysis cases of fiber pullout behavior simulations 

Case Fracture mode Snubbing coefficient f Strength reduction factor  f’ 

Case 1 

Mode I 
0.4 

0.3 

Case 2 0.0 

Case 3 0.0 0.3 

Case 4 Mode II 0.4 0.3 
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The load-displacement curves are shown in Fig. 9. For all cases, the load 
reaches a peak until displacement reaches 2mm. After that, the fibers are found to 
be pulled out with moderate reduction of loads, from the results of both tensile 
analysis and shear analysis. In case 1, the maximum load is higher than case 3 as 
shown in Table 3. It is noted that the load at displacement = 5mm is smaller than 
case 3 due to larger softening behavior. The reason is that the number of ruptured 
fibers is larger due to fiber bridging force increased by considering the snubbing 
coefficient. On the other hand, in case 2, the rupture strength of the inclined fiber 
is not decreased because adopted strength reduction factors f is equal to zero. 

Fig. 9 Load-displacement curves (a) tensile analysis; (b) shear analysis 

Displacement = 3.0mm Shear displacement = 2.5mm 

(a) (b) 

Fig. 8 Deformation (a) Case 1 (tensile analysis); (b) Case 4 (shear analysis)
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Table 3 Analysis results
of fiber pullout behavior  
simulations 

Pmax: maximum load,  P dis5: load at displacement = 5mm 

Case 
Number of ruptured fibers  
/ number of bridging fibers 

(%) 

Pmax 

(kN) 
Pdis5 

(kN) 

Case 1 8.8 2.88 1.74 

Case 2 0.0 2.88 2.25 

Case 3 1.8 2.53 1.89 

Case 4 10.5 2.57 1.56 
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Therefore, the load at displacement = 5mm is higher because fiber rupture does 
not occur, as shown in Table 3. 

Fig. 10 shows the frequency distribution of pullout angles of fibers. In the 
tensile analysis, the fibers are pulled out in vertical directions against cracks. 
Therefore, the pullout angle θf is less than 90°. On the other hand, the result 
showed that the pullout angle of the shear analysis is distributed from acute angles 
to obtuse angles.  

5 Analysis of Bending Behavior 

In this chapter, analysis is conducted on bending tests to investigate the effect of 
pullout angle of the fiber on load carrying capacity.  

5.1 Outline of Bending Analysis 

Fig. 11(a) shows the outline of the bending test. Experiments were conducted by 
changing the volume fraction Vf of PP fiber to 0.71 and 1.18%. The fibers were 
30mm in length, 1.0mm in diameter. 

The analysis model is shown in Fig. 11. Short fibers of the specified length are 
randomly arranged in the elements assuming the specimen size. As for the 
boundary conditions, forced vertical displacement is given to the elements located 
in loading plate. The material properties of concrete for the analysis are given as 
elastic modulus 31.0GPa based on the results of the material test. The properties 
of the fiber and the interface between fibers and concrete are identical to Table 1 
in Sect. 4.1. The rupture strength at a pullout angle 0° is 70% of the nominal 
value, as confirmed in the previous tests that the value should be less than the 
nominal value disclosed by the manufacturer [8]. In the case of Vf = 1.18%, two 
snubbing coefficients f (Equation 1) were also adopted. 
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Fig. 10 Frequency 
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5.2 Results of Analysis 

Fig. 12 shows the simulated crack pattern, and Fig. 13 shows the load-deflection 
curves of the bending analysis, as well as experimental results. In the case of Vf = 
1.18%, the results of f = 0.4 and 0.0 are included. The figure reveals that the 
analysis reproduced the load decrease after the crack onset and load increase again 
due to the fiber bridging force. In the case of f = 0.4, the load-displacement 
relationships obtained by the analysis adequately express the experimental results. 
On the other hand, the load after the crack onset in the case of f = 0.0 is 
underestimated in comparison with the experimental result.  

Fig. 14 shows the relative frequency distribution of pullout angles of fibers. 
This result is similar to the trend of case 1 in Fig. 10, so that this suggests the 
fracture behavior of this bending analysis is close to mode I fracture.  

From the results of the experiment and analysis, the proposed analysis method 
is verified to be sufficient to capture the principal aspects of the reinforcing effects 
of fibers. Moreover, these results suggest bending tests were more adequately 
represented by the modeling taking into consideration the pullout angle of the 
fibers than by one without considering the pullout angle. 

Loading plate 
Vf = 0.71% (a) 

Vf = 1.18% 

(b) 

(c) 

100 100 

300 

(Unit: mm) 

(d) 

Fig. 11 (a) Overview of the bending test; (b) modeling of discretized concrete; (c), (d)
fiber distribution 
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6 Conclusions 

This paper has introduced the meso-scale modeling for fiber reinforced concrete. 
The findings obtained include the following: 

(1)  By the analysis conducted on bending tests of fiber reinforced concrete, this 
model adequately simulated the mechanical response represented by the load-
displacement relationships. 

Deflection = 4mm Fibers bridged across a crack 

Fig. 13 Load-deflection curves in simulated bending test 
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(2)  By the modeling taking into consideration the pullout angle of the fibers, 
bending tests were more adequately represented than using the modeling 
without considering the pullout angle. 

(3)  A pullout angle of each fiber can be evaluated in addition to the macro 
mechanical responses by the use of this analysis. 
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Abstract. Significant progress has been made in regard to scientific and 
engineering investigations to understand the influence of material composition and 
mechanical properties of bituminous binder on damage and self-healing behavior 
associated with pavement fracture. It is well known that visco-elastic materials 
tend to exhibit rate and temperature dependant behavior in terms of fracture 
energy. As a representative of this class of materials, rate-dependant fracture 
should be expected for bituminous binders. Preliminary results are reported 
regarding a study using an atomic force microscopy (AFM) technique developed 
to determine if rate dependence is a factor in micro-scale adhesive fracture of 
bitumen thin-films. The technique involves creating then fracturing a standardized 
adhesive contact between bitumen and glass by application of a direct tensile force 
to the contact at various rates. The work required to fracture the standard contact 
is measured and recorded as a function of temperature and separation rate. The 
results of this study show that bitumen fracture energy is indeed rate and 
temperature dependant. The study also shows that bitumen derived from different 
crude sources exhibit differing fracture rate (and temperature) dependencies.  

1 Introduction 

Bituminous binder is a vital component in the composition of a majority of roads 
and highways constructed worldwide. Furthermore, the composition, which 
dictates the mechanical properties of bitumen, has a direct impact on the durability 
of roads and highways. A typical bitumen pavement structure is effectively a 
composite of bituminous binder, aggregate and aggregate fines constructed at a 
predetermined thickness on top of a rigid base. Compared to gravel pavements, the  
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stability of an asphalt pavement is greatly enhanced due primarily to the adhesive 
nature of the bituminous binder portion of the composite structure. Atomic force 
microscopy (AFM) is a technique capable of studying material properties such as 
the “adhesiveness” of bituminous binders at a scale that is relevant considering the 
size of fine filler particles in the bitumen-aggregate fines mastic. AFM is a 
specific type of scanning probe microscopy that has been used to provide insight 
into surface topography and phase composition of bituminous binder films. This 
technique can also provide insight into the mechanical and adhesion properties of 
bituminous binders. 

Many publications have reported on the use of AFM imaging techniques to 
characterize topographic and phase structuring in bitumen films (Pauli et al. 
2011). One focus of these works has concentrated on AFM imaging and 
subsequent compositional characterization of peculiar microstructural features that 
are commonly detected in some bitumen, colloquially referred to as “bee” 
structures (Pauli et al. 2011; Jäger et al. 2004; De Moraes et al. 2010; Schmets et 
al. 2010; Zhang et al. 2011; Sourty et al. 2011; Dourado et al. 2012). Other 
researchers also report on the utilization of nano-mechanical AFM techniques, 
including force-distance, colloidal probe and nano-indentation AFM to investigate 
bituminous binder mechanical and physicochemical properties (Jäger et al. 2004; 
Dourado et al. 2012; Tarefder and Zaman 2010; Tarefder et al. 2010; Allen 2010). 
In the present paper the development of a test procedure is reported to investigate 
adherence energy of bitumen thin-films utilizing force-displacement AFM. This 
technique utilizes a glass micro-bead colloidal tip cantilever as the test probe. 
These studies were undertaken to quantify surface energy of bituminous binder as 
it relates to fatigue and self healing behavior compounded by moisture intrusion in 
bitumen-mastic systems and pavements (Pauli et al. 2003; Wang 2012; Lu 2012; 
Hefer and Little 2005). 

Adherence energy is defined by the reversible or equilibrium work of adhesion,

0
 , and energy lost due to dissipative processes 

diss
 , including plastic flow 

(Shull 2002; Packham 1996), where  

 0 diss
= +    (1) 

To accommodate for rate υ  and temperature T dependence in ( , )Tυ≡  , 
diss


is further defined in terms of a viscoelastic loss function Ψ , expressed by 

 
0 0

( / *, ) ( / *)n

diss T T
aυ υ υ υ= Ψ =         (2) 

given a characteristic crack speed *υ  and a rate-temperature dependent shift 

factor
T

a  (Ahn and Shull 1996; Crosby and Shull 1999). 



Development of an Adherence Energy Test via FD-AFM 275 

 

2 Experimental Approach 

2.1 Equipment and Apparatus 

A Quesant Q-Scope 250 AFM was modified to perform the experiments 
conducted in this study (Figure 1). The main components of the system are an 
AFM-microscope, which includes a piezo-scanner/controller, probe/tip and 
laser/detector. In addition the system also includes a nano-positioning stage (Mad 
City Labs, Inc.) with a peltier thermal stage heater and an environmental chamber. 
The cantilevers used for FD-AFM experiments reported here were custom 
fabricated by NovaScan Technologies and are reported by the manufacturer to 
have a nominal spring constant of 14 N/m and a nominally spherical glass micro-
bead tip with radius of approximately 5000 nm.  

The AFM controller in this system provides a voltage to a piezo-scanner to 
initially establish contact between the cantilever tip and sample surface. A laser 
and quadphoto detector monitor the deflection signal of the cantilever. The AFM 
electronics and feedback loop are used to establish a controlled preloading of an 
adhesive contact. The nano-positioning stage controller and software package 
(NanoRoute-3D®) is used to retract the sample from the cantilever at a controlled 
rate, thus rupturing the contact. A National Instruments® data acquisition module 
and associated PC programmed with LabVIEW are used to monitor signals for the 
stage position, feedback loop and cantilever deflection as a function of time.  

 

  

Fig. 1 Schematic diagram of AFM stress-strain system [left] and photograph [right] of the 
AFM-scanner, nano-stage, thermal stage and environmental enclosure assembly 

2.2 Cantilever Calibration and Sample Preparation  

A calibration procedure was performed for each cantilever used in the study. A 
different cantilever was used for each of the asphalt samples investigated. 
Duplicate investigations, using the same cantilever, were conducted for some of 
the samples considered in this study. Calibration was performed on a non-
compliant surface (a glass microscope slide in this case).  
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Calibration involves engaging the probe on the glass surface, locking the AFM 
feedback loop, moving the nano-stage a specified distance and recording the 
cantilever deflection as a voltage signal. The stage motion divided by the 
cantilever deflection voltage gives the cantilever calibration factor. 

The experiments involve forming an adhesive contact between the AFM tip and 
a glass surface using a bitumen sample as the ‘glue’ and subsequently measuring 
the work required to rupture this contact as a function of temperature and 
separation rate. A procedure entailing an engage and loading step, performed with 
the AFM piezo-scanner is used to create a reproducible adhesive contact. The 
contact formation and loading step is followed by a pull-off and re-contact step, 
performed using the nano-positioning stage. Values of stage and cantilever offset, 

hold time, rate of stage motion and voltage-vs.-time slopes /
s s s

V tξ = Δ Δ and 

/
c c c

V tξ = Δ Δ , respectively, are used to convert raw signal data to force curves. 

SHRP asphalt-bitumen AAA-1, AAD-1 and AAM-1 (Jones 1993), selected for 
their diverse compositional and rheological properties, were prepared as thin-films 
on glass microscope slides (borosilicate glass). Films ranging in thickness from 
100-nm to 2-µm (Figure 2) were prepared for experiments in which film thickness 
was used as a controlled variable. It should be pointed out that other methods of 
sample preparation including heating and smearing bitumen were found to be 
inadequate for achieving the precision of film thickness sought for this test 
protocol. Findings from this study will be reported elsewhere. Solutions for spin 
casting were prepared by dissolving 0.083 ± 0.002-g of sample in 1.00 ± 0.01-mL 
of toluene. Prior to spin casting, sample solutions were allowed to stand for 
approximately 24 hours to assure complete dissolution of the asphalt material. For 
spin-cast films a 1.0-μL “drop” of the solution was deposited on a spinning glass 
microscope slide, using an ICL (International Crystal Laboratories) Roto-film™ 
Rotational Casting Thin Film Maker fitted with a custom fabricated robotic arm 
that controlled a precision syringe pump (Harvard Apparatus). Samples were spin-
cast at a revolution speed of 500-RPM.  

Freshly spin-cast samples were annealed in an oven for approximately 5 hours 
at 120℃. This practice results in a stiffened material assumed to be free of any 
 

 

 

Fig. 2 Solvent spin cast bitumen films (2±0.1-µm [top] and 1±0.1-µm [bottom]) 
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residual solvent potentially retained after spin-casting and better represents a mix 
plant aged bitumen binder. All materials tested were prepared under identical 
conditions for consistency but future testing will likely involve the influence of 
sample conditioning on adherence energy properties. After cooling samples to 
room temperature in air, sample thickness was determined using a Filmetrics F20 
instrument. The measured film thicknesses for the spin-cast samples was generally 
in good agreement with the thickness as calculated based on the measured 
dimensions of the film and the film’s mass and density.  

2.3 FD-AFM Testing Procedure  

FD-AFM experiments were conducted employing the following protocol: A 
sample film was placed on the thermal stage, which is affixed to the nano-
positioning stage. The nano-positioning/thermal stage and AFM scanner with 
calibrated cantilever are enclosed within an environmental chamber and purged 
with inert gas. A test temperature is selected and the sample is heated/cooled and 
equilibrated for 10 minutes. Once the test temperature is attained the cantilever is 
then engaged with the sample with the AFM in Z-height imaging mode using the 
engage routine supplied with the AFM to apply and maintain a compressive 
contact load of approximately 2.5-μN. The compressive loading is maintained for 
1-minute after which the AFM feed-back signal is deactivated and the test is 
initiated by retracting the nano-positioning stage down and away from the 
cantilever at a pre-selected rate. The actual motion of the stage is a linear retract, 
hold, then approach back into contact with the sample. This protocol is repeated 5 
or more times, each at a new randomly selected location on the sample surface.  

3 Results and Discussion 

3.1 Theory and Data Analysis 

Determination of adherence energy in the present case actually involves the 
rupture of a cohesive contact between a glass micro-bead affixed to the end of an 
AFM micro-cantilever initially in contact with a thin bitumen film plated on a 
glass microscope slide. The total potential energy involved in the contact-ruptured 
AFM cantilever–substrate system (Cappella et al. 1997; Cappella and Dietler 
1999) may be expressed as the sum of potentials 

 
( ) ( ) ( )

tot c c s s cs cs
U U U Uδ δ δ= + +  (3) 

relating to the forces which act over displacements D ,
c

δ  and
s

δ , where the sum of 

these three distances defines the total displacement of the cantilever/piezo-scanner 
system, 
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( )

c s
Z D δ δ= + +  (4) 

Each energy potential is defined in terms of a force, where the Hookian force 
exerted (compressive or tensile) on or by the cantilever is defined by (with minus 
sign denoting tensile force) 

 c c c
F k δ= −  (5) 

The Hookian force which describes (tensile) deformation of the sample is further 
defined by 

 s s s
F k δ= −  (6) 

Finally, an “action-at-a-distance” attraction/repulsion force exists during approach 
between the cantilever tip and substrate surface, defined by 

 
( ) n

cs
F D U D C D= −∂ ∂ = −  (7) 

In this set of equations 
c

k and 
s

k  define the force constants of the cantilever and 

the deforming sample material, respectively, and D defines the distance over 
which “action-at-a-distance forces act, where n and C  both depend on the type of 
interaction (e.g., van der Waals forces, polar interactions, Hydrogen bonding, 
etc.). The total potential energy of a contact-rupture system is expressed by 

 
( )( )

tot c s
U F F F D dZ= + +  (8) 

For a glass micro-bead/glass substrate system which exhibits virtually no sample 

deformation
c c

Z D δ δ= + ≈ . For a glass micro-bead-bitumen thin-film system

s c
Z δ δ≈ + . Thus, for tests involving a bitumen film, the total potential energy 

term is simplified to 

 
( )tot c s

U F F dZ= +  (9) 

The potential energy specifically associated with the “work to break contact” , 
is derived by integrating force-displacement curves (Grierson et al. 2005; Maugis 

1992; Schwarz 2003), over the distance ( )1 0
Z Z− . Figure 3 depicts a force-

displacement (distance) curve denoting limits of integration.  
Work to break contact versus reduced rate data are then fit to an energy 

dissipation function identical in form to the adherence energy expression 
presented in Eqs. 1 and 2.  

 0
1 ( / *)n

T
υ υ= +     (10) 
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Given the results from regression analyses for work to break contact versus 

reduced rate data, where 
0
  and n  represent regression coefficients, adherence 

energies are reported in a plot as a function of reduced rate. Here equilibrium 

work of adhesion values, 
0
 , are calculated from the pull off force 

c c c
F k δ= , 

where 

 0
2

c c
k Rδ π=  (11) 

Thus, adherence energy ( )
T

υ  determined at a given temperature as a function of 

rupture rate is derived as 

 

( ){ } { }
[ ]

0 0

0 0

1 ( / *) 1 ( / *)

( / *)

n n

T T T

T

υ υ υ υ

υ υ

= + = +

= + Ψ

         

 
 (12) 

In Eq. 12 
0 0

/=   is a yet undefined contact area of the probe tip with sample 

just prior to adhesive (or cohesive) failure.  

 

 

Fig. 3 Force-displacement (distance) curve denoting limits of integration 

3.2 Work to Break Contact 

Work to break contact values are evaluated by numerically integrating a rate 
dependent set of forces curves employing a trapezoidal technique,  



280 T. Pauli et al. 

 

 

( )

( )( ) [ ]

1 1

0 0

1 0 1

1

( )

2 ( ) ( )

Z Z

tot c s

Z Z

n

i i

i

U test FdZ F F dZ

Z Z N F Z F Z+
=

≈ = = +

≈ − +

 





  (13) 

Work to break contact values for a given temperature are plotted as a function of 

reduced rate (i.e., stage velocity
 
υ  per critical crack speed *υ ) where the critical 

crack speed in this analysis is taken to be the slowest stage velocity for a given set 

of test measurements. Figure 4 depicts a set of FD-AFM deflection-distance 

curves measured at different rupture rates for SHRP asphalt AAA-1 at 2°C. Here, 

the change in displacement of the piezo scanner-cantilever assembly at increasing 

rate ( )Z υΔ  becomes much greater than the average in the cantilever deflection

( )
c

δ υ . This is observed because the material is stretched or elongated (referred to 

as necking) to a much greater extent with increasing rupture rate compared to the 

deflection of the cantilever, where ( 20 / ) ( 20 / )
c s

m s m sδ υ μ δ υ μ= = . The 

deflection averaged over all rate and temperature data is used to calculate 
0
 , 

where 
0

2
c c

k Rδ π= , which represents the equilibrium work of adhesion based 

on the DMT contact model (Grierson et al. 2005; Maugis 1992; Schwarz 2003), 

assumed to be a nearly constant-value material property over this narrow 

temperature range.  
 
 

 

Fig. 4 FD-AFM deflection-distance curves measured at different rupture rates for SHRP 
asphalt AAA-1 at 2°C  
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3.3 Adherence Energy (Rate and Temperature Dependence) 

Table 1 lists regression coefficients 
0
 ( μN ⋅ μm) and n, contact areas, equilibrium 

work of adhesion and adherence energies reported at / * 200υ υ = , determined for 
SHRP asphalt-bitumen AAD-1 (film thickness of ~1000-nm), measured at three 
different temperatures. Figure 5 depicts adherence energy versus reduced rate 
plots corresponding to data listed in table 1. 

A shift function ( )n T , where 

 
( )[ ] ( )[ ]

1 2 3
( ) * 1 *n T T T T Tβ β β= + +  (14) 

based on the regression coefficients n and reduced temperatures *T T , where 

* 2T C= °  may be calculated to relate the temperature dependence to ( , )Tυ  for 

a given film thickness  

 

( )

0
( , ) 1 ( / *)n TTυ υ υ= + Ψ     (15) 

Here 
1

0.1005β = , 
2

0.0007β = −
 

and 
3

0.0285β = − for this particular set of data. 

 

Table 1 Regression coefficients 
0
  and n , cross-sectional area of the neck 

0
and 

equilibrium and adherence energy 
0
  and  , respectively, reported for SHRP asphalt-

bitumen AAD-1 (1-µm thick film), determined at different temperatures 

 

T  (°C) 
0


 
(μN ⋅ μm) n  

0


 
(mJ/m2) 

0 0
/= 

 
(μm2) 

( / * 200)υ υ =  
(mJ/m2) 

  2.0 
26.7 
42.0 

0.6013 
0.6455 
0.7065 

0.5138 
0.4736 
0.3904 

(54.0) 9.51 
8.77 
7.23 

147 
172 
221 

 
 
The data presented here strongly suggests that rupture of the bond occurs in the 

bitumen film where the material deforms as an elongated neck prior to loss of 
contact and not at a glass-bitumen interface. This assumption is based on observed 

values in  which are typical of cohesive energies of organic compounds and 

polymers. It is observed that adherence energy increases with increasing 
temperature, where it is assumed that with increasing temperature the bitumen 
exhibits more plastic flow, and hence stretches more prior to rupture of the 
adhesive/cohesive bond. This trend in adherence energy also corresponds with 

decreasing cross-sectional neck area . It is also noted that small  

 

0


0 0
/= 
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differences in  values occur for data sets measured for the same bitumen 

material. It is well documented in FD-AFM testing that test variables including 
cantilever properties (e.g., reported spring constants and bead diameter), 
calibration procedures, instrument thermal drift, and a host of other potential test 
condition variables may contribute to experimental error, thus, it should be 
understood that the reported values are not necessarily exact. However, the trends 
exhibited by the various bitumen samples, particularly rate dependencies, are real. 

 

 

Fig. 5 Adherence energy versus reduced rate plots for SHRP asphalt AAD-1 (1-µm thick 
film) measured at three different temperatures 

Adherence energy determined as a function of temperature and rate was also 
measured for SHRP core asphalt-bitumen AAA-1 and AAM-1 in this preliminary 
study. These materials exhibited similar material response to the type of testing 
reported here, but also differed from each other in terms of the magnitude 
adherence energy suggesting that adherence energy is a crude source dependant 
property of the material. Results of this work will to be reported elsewhere. 
Another part of this preliminary study investigated the effect of film thickness on 
adherence energy. The results of the complete study including film thickness 
dependency, sample conditioning and testing conditions will be reported 
elsewhere. 

4 Conclusion 

In this paper preliminary results were presented from a study using an atomic 
force microscopy (AFM) technique developed to determine if rate dependence is a 
factor in bituminous finder fracture at a nano-scale. The technique involves 
creating and subsequently fracturing a standardized adhesive contact between 
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bitumen and glass by application of a direct tensile force to the contact at various 
rates. The work required to fracture the standard contact is measured and recorded 
as a function of temperature and separation rate. The results of this preliminary 
study show that bitumen adherence energy is indeed a rate dependant 
phenomenon. The study also shows, and will be reported on in a future 
publication, that bituminous binders derived from different crude sources exhibit 
differing rate and temperature dependent adherence energy.  
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Abstract. This paper describes an ongoing research project that is aiming at 
developing a comprehensive multi-scale approach to optimize the ageing 
resistance of asphaltic mixtures. In this, ageing has been focused on oxidative 
ageing, but allows future extension to other ageing mechanisms. The developed 
framework considers three different scales: the nano, micro and meso-scale which 
are defined as the bitumen phase, the mastic phase and the mixture phase, 
respectively. In nano-scale, atomic force microscopy and calorimetry are coupled 
to each other to give insight into how bitumen phase separation evolves and the 
mobility of microstructure changes with temperature and ageing. On the micro-
scale, the energy dissipation as a function of ageing is measured and coupled to 
the phase behavior information from the nano-scale. On the meso-scale a 
morphology framework is defined, capable of identifying the dominant mixture 
morphology parameters that control mixture performance under ageing conditions. 
By coupling the three scales, the dominant parameters that control ageing of 
asphaltic mixtures can be defined, modeled and analyzed and as such a tool is 
created that has the potential of enhancing the sustainability of asphaltic mixtures. 
 

Keywords: Ageing, Multi-scale framework, Microstructure, Dissipated energy, 
Mixture morphology. 

1 Introduction 

Asphalt concrete is today still the most commonly used material for the top layer 
of pavements. The material’s ability to provide the necessary stiffness and strength 
via its strong aggregate skeleton, while at the same time offering a damping and 
self-restoring ability via its visco-elastic bituminous binder, makes it a uniquely 
qualified material for increased driving comfort and flexible maintenance. This 
flexibility is, however, dependent on the material’s long term performance and 
changes due to ageing and other environmental-mechanical processes will have a 
significant impact. Age hardening of asphalt mixtures is an irreversible process, 
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which starts as soon as the mixture is heated during its production and paving 
phase and continues over time during the pavement’s service life due to chemical 
changes and environmental interactions. Since ageing of asphalt mixtures leads to 
a reduction of the durability and an increase in maintenance cost of pavements, 
having a better handle on this process could have significant economic and 
environmental benefits. 

Age hardening of asphalt mixture will depend on design variables that operate 
in different scales, for example: the chemical and mechanical properties related to 
the source of bitumen and mineral filler, the mastic (i.e. the asphalt cement) film 
thickness, air void size of the mixture, interconnectivity and distribution of 
airvoids, aggregate gradation and volumetric properties. From the existing 
literature in this field, it has been observed that most research efforts often only 
investigate the ageing behavior of one or two individual parameters [e.g 1-3]. 
Since ageing of the asphalt mixtures is a combined results of material, mixture, 
construction and environmental parameters, a clear understanding of ageing on the 
different scales and how these are coupled could lead to enhanced mix design, 
novel material selections procedures and enhanced long-term performance. 

In this paper, a multi-scale framework to capture the ageing process in asphalt 
mixtures to optimize design that is currently being developed is presented. The 
framework is mainly based on oxidative ageing, but will enable the inclusion for 
other type of ageing in the future, such as UV ageing or ageing due to intrinsic 
chemical changes. As such, the framework is currently focusing on air diffusion 
by considering a feedback loop on three different scales. 

2 Multiscale Ageing Framework Description 

In the developed multi-scale framework, the effects on the nano, micro and meso-
scale due to ageing are considered, Fig. 1. In this, the nano-scale behavior has 
been investigated utilizing atomic force microscopy (AFM) and differential 
scanning calorimetry (DSC) on the bitumen level. As the physical properties of 
bitumen are influenced by the behavior of microstructure at this scale, the 
prediction of the performance of asphalt pavements is also directly related to this. 
A detailed knowledge of the microstructure is needed to understand the physico-
chemistry of bitumen, which can serve as the direct link between the molecular 
structure and the rheological behavior [4-5]. Since the AFM has the advantage of 
imaging almost any type of surface, it opens a window for investigating different 
variables at the surface, such as different types of aging phenomena, presence of 
wax or the effect of light or temperature. 

On the micro-scale level the effects of ageing on the mastic (i.e. the mixture of 
bitumen with mineral fillers and additives) is investigated by measuring the 
change of energy dissipation. At this scale it is also possible to investigate the 
effect of the presence of wax, the source of the bitumen, filler type and 
temperature on the age hardening and linking it to the nano-scale observations.  
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Fig. 1 Schematic depiction of multi-scale ageing framework 

On the meso-scale level, the parameters that are related to asphalt mixture  
morphology are being investigated. These are parameters related to the structure 
or form (i.e. morphology) of the mixtures, such as the airvoid distribution, the  
aggregate skeleton and the mastic distribution. The meso-scale observations can 
therefore be easily coupled into this scale via the mastic related parameters. Since 
the mixture morphology also determines the availability of air within the mixture 
that can then influence the micro scale processes, the framework couples all the 
scales in both directions. 

The multi-scale framework can thus be used to couple the fundamental 
phenomena that are active at the lower scales, to the mechanisms on the higher 
scales and, as such, be utilized to optimize the asphalt mixture design and material 
selection to diminish deterioration due to ageing. 

2.1 Micro-structure Evolution 

It is important to understand the fundamental mechanisms that drive the  
bitumen phase behavior and that cause the microstructure appearance we can  
observe from surface investigations using, for instance, AFM [6-7]. From  
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mechanical considerations, interfaces between two materials with different 
stiffness properties serve as natural stress inducers. This means that when the 
material is exposed to mechanical and or environmental loading, these interfaces 
will attract high stresses and are prone to cracking. It is therefore of interest to 
understand the conditions under which this phase behavior occurs and the speed, 
or mobility, at which it evolves. For this, bitumen was investigated using AFM in 
contact mode in which both topography and relative surface stiffness can be 
obtained simultaneously. The imaging was done at temperatures from 30°C to 
60°C, where the heating rate was 1°C/min and rest periods were 10 minutes before 
starting scanning at each temperature. The same bitumen was then also 
investigated using differential scanning calorimetry (DSC), to investigate how the 
thermodynamic behavior would correlate to the observed behavior under the 
temperature controlled AFM. One reason for combining these two methods is to 
overcome the limitations that AFM has, being a tool that can only observe surface 
phenomena. A detail description of the test procedure and the motivations can be 
found in Das et al. [6]. 
 

 

Fig. 2 Investigation of phase separation behavior by using AFM and DSC  

From the experiments it became clear that the change of the micro-structures in 
the bitumen surfaces, observed under the AFM due to a temperature increase, 
correlated directly with the DSC test results: the appearance of micro-structures is 
always in the crystallization temperature range of that specific bitumen and the 
dissolution of these micro-structures is directly related with the melting 
temperature range (Fig. 2). Since AFM scanning was conducted in contact mode, 
the reduced modulus was also measured simultaneously with the topographic 
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image. This modulus reflects the relative stiffness of the bitumen surface. As 
expected, it was found that with the temperature increasing the average modulus 
value was decreasing (Fig. 2). Thus based on this, the observed phase separation 
was related to the wax fraction of the bitumen, as was also concluded by earlier 
research. 

The evolution of these microstructures due to laboratory aging was also 
investigated using AFM. For this, the bitumen was subjected to both short term 
(RTFOT, EN 12607) and long term (PAV, EN 14769) aging. Physically, the 
RTFOT procedure is intended to resemble the ageing of bitumen that happens 
when the mixture is heated initially, to create enough workability for compaction 
of the mixture in the field. The PAV is then intended to represent the long-term 
ageing of bitumen that will happen over time during the pavement’s service life. 
One can of course argue that especially in the latter type of ageing, temperature 
may create a similar hardening as time would, but is not representing the actual 
physical phenomenon of oxidative ageing. Nevertheless, these methods are today 
used to represent the ageing phenomenon and are therefore relevant to investigate 
further. The corresponding topographic images are shown in Fig. 3. As can be 
seen from the graphs (a-c), there is a change of microstructures size, shape and 
quantity changing due to the aging procedure. As mentioned in earlier research, 
ageing seems to increase the amount of bee structure (Fig 3b) in the case of the 
RTFOT ageing. In the case of the RTFOT and PAV ageing, not much conclusions 
can be drawn when comparing the unaged with the aged (Fig 3c). It should also be 
noted that more extensive research on various bitumen sources has also shown that 
the phase behavior is very variable depending on the bitumen source, its history 
and its treatment. 

 

  

Fig. 3 AFM Topographic image of (a) un-aged, (b) RTFOT aged and (c) RTFOT+PAV aged 
bitumen at 25°C 

2.2 Energy Dissipation 

One could generally argue that the more mastic surfaces in an asphalt mixture are 
exposed to a supply of air, the greater the rate of oxidative ageing would be. Due 
to ageing, mastic is generally known to become stiffer and less able to dissipate 

(b) (a) (c) 
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2.3 Asphalt Mixture Morphology Framework 

Recently, a new asphalt mixture morphology framework to evaluate the effect of 
the mix design on the performance has been developed at KTH Royal Institute of 
Technology in Sweden for both unbound granular materials and asphalt mixtures 
[8-9]. By modeling the contact between the particles and their interactions, the 
morphology framework is able to analyze and model different aggregate packing 
arrangements and its function to the load carrying capacity. It is also able to 
analyze and model the porespace and mastic distribution based on asphalt design 
parameters. The framework identifies four different aggregate size groups: 
oversized structure (OS), primary structure (PS), secondary structure (SS) and 
filler particles. The latter, together with the bitumen form the mastic, which coats 
the secondary structure. The mixture of mastic and secondary structure then flow 
around the primary structure, coating it with the so called ‘coating thickness’, as 
shown in Fig. 5. To be able to quantify mixtures in this structured way allows for a 
direct analysis of the effect of the morphological (design) parameters on the 
overall mixture performance. Linking the information from this level to the 
material information from micro- and nano-scales can thus provide a powerful, yet 
easy to handle framework to optimize asphalt mixtures.  

 

 

Fig. 5 Illustration of the coating thickness of primary structure 

In the case of ageing analysis, earlier the statement was made that accessibility 
of air to the mixture will affect the ageing risk of the mixture. Yet asphalt mixtures 
that have the same air void content, can still have different ageing performance [3, 
10]. Hence, besides material properties of the components, age hardening of 
asphalt mixtures is significantly affected by the mixture morphology parameters 
such as: voids distribution, their interconnectivity and the average size of air 
voids. The asphalt morphology framework can thus be utilized to investigate the 
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interplay between the coating thickness around the primary structure, the average 
air void size in the mixture, the porosity and level of compaction and relate this to 
ageing propensity. 

In [10] a detailed demonstration and validation is given of the asphalt mixture 
morphology framework for identifying ageing performance. In this, a large dataset 
of asphalt mixtures from different sources were studied to investigate the effect of 
degree of mix compaction, bitumen content, average air void size, porosity and 
aggregate gradation on ageing performance. The relationship between PS coating 
thickness and age hardening of asphalt mixture with varying material properties 
was investigated and the dominant effect of the mixture morphology was 
demonstrated. It was also shown that the developed framework can be 
successfully utilized to design mixtures with reduced ageing susceptibility. Since 
mixture morphology is controllable, having insight into how the various 
morphological parameters influence the mixture’s long-term behavior can be of 
great value to optimize its design, regardless of the individual material properties. 
By linking this framework into the micro- and nano-scale characterization and 
modeling efforts as described in this paper, a comprehensive approach can be used 
to focus attention on the dominant parameters. 

2.4 Ageing Model 

Bitumen is known to slowly react with the atmospheric oxygen, in which 
temperature plays an important role as a catalyst. This reaction eventually leads to 
an overall stiffening of the mixture and reduces its durability under traffic and 
environmental loading. Several researchers have performed studies to explain the 
phenomenon of the oxygen diffusion-reaction in bitumen films [11-14]. In the 
multi-scale framework, the asphalt morphology framework is utilized to analyze 
air diffusion in the PS coating thickness using the Finite Element Method. The 
framework opens the window to understand the age hardening effects due to 
different variables (e.g packing arrangements, porosity, PS coating thickness, 
temperature).  

As an example, a simulation is shown for an idealized aggregate packing in 
which a constant diffusion coefficient of 1.828E-10 m2/sec [14] was used to 
simulate the diffusion, Figure 6. In this case, a simple cubic packing arrangement 
of primary structures with 10 mm diameter and 0.5 mm coating thickness was 
employed in a cubic box with full access to air on the outside boundaries. The 
assumption in this system was that air can diffuse into the mastic coating but not 
into the primary structure and the air flow is continuous, Fig. 6. By coupling the 
morphology framework to diffusion analyses, that affect the properties of the 
mastic (in terms on energy dissipation) that is affecting to the phase behavior of 
the bitumen, the developed framework allows for a multi-scale characterization of 
oxidative ageing of asphalt mixtures. 
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Fig. 6 Oxygen diffusion through PS coating thickness 

3 Discussion and Further Research 

In this paper a newly developed multi-scale framework has been presented that is 
coupling bitumen phase behavior at the nano-scale, to its energy dissipation 
properties on the micro-scale and the mixture morphology properties on the meso 
scale. As such, the framework can link the in-time changes to the mastic as a 
function of the airvoid distribution, the mastic film thickness and the diffusion 
properties to the changes of the physical properties of the material due to loss of 
flexibility in absorbing energy without damage generation to the bitumen phase 
behavior, which, in its turn, is an effect of the bitumen refinery and source. As 
such, the framework has great potential to enhance the understanding of the 
dominant phenomenon that cause ageing in asphaltic mixtures. 

On the nano-scale, AFM and DSC tests are employed to understand how the 
phase separation in bitumen surface evolves and the mobility of microstructure 
changes with temperature and ageing. On the micro level, which is here defined as 
the mastic, the energy dissipation can be measured and links the bitumen phase-
behavior to the filler effects. On the meso-scale level, here defined as the mixture 
level, the mixture morphology parameters are defined, determined and linked to a 
diffusion analyses. 
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In the continuation of this research, the developed multi-scale framework will 
be employed and further coupled via experimental and numerical analyses to 
demonstrate the practical application of it to enhance mixture design. From these 
analyses, direct guidelines will be developed that can help material producers and 
pavement engineers to optimize their procedures. Since in current practice these 
scales are not linked to each other in any fundamental way, the new framework 
can contribute to a new multi-scale approach to enhance the sustainability of the 
future infrastructure.  
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Abstract. In this paper the effects of different nano-sized additives on the high 
temperature properties of bituminous binders are evaluated and compared. Single 
wall carbon nanotubes (CNTs) and two different types of nanoclay (NC) were 
employed in combination with a single base bitumen. Two percentages of CNTs 
(0.5 and 1%) and three percentages of NCs (1, 3 and 6%) were used. The investi-
gation included viscosity, oscillatory shear loading and multiple stress creep-
recovery tests performed at different temperatures. Experimental results indicate 
that CNTs and one type of NC at high dosages may have beneficial effects on the 
high temperature properties of bituminous binders.  

Keywords: Carbon nanotubes, nanoclays, bituminous binders, rheology, rutting. 

1 Introduction 

It is well recognized that modification of bituminous binders may provide signifi-
cant improvements to the performance of asphalt pavements. For this reason the 
use of modified binders has seen a widespread diffusion in road construction and 
rehabilitation in the last decades [1, 2]. In addition to traditional modifiers such as 
polymers, in recent years various alternative materials have been considered and 
in particular the emergence of nano-technologies in many engineering fields [3] 
has motivated a number of researchers in evaluating the use of nano-materials for 
such a purpose. Among the commonly available nano-sized products, carbon na-
notubes (CNTs) and nanoclays (NCs) currently represent the most promising na-
no-modifiers for the enhancement of performance characteristics of bituminous 
materials.  

Xiao et al. [4, 5] indicated that carbon nano-particles can enhance the rheologi-
cal properties of bituminous binders after short-term and long-term aging  
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treatments. Santagata et al. [6] showed that when added in a sufficiently high  
percentage, CNTs lead to a significant improvement in terms of stiffness and elas-
ticity at low frequencies and high temperatures, thus providing beneficial effects 
to potential rutting resistance. In their studies on unaged binders, Amirkhanian et 
al. [7, 8] also recommended the use of a relatively high percentage of carbon na-
no-particles (> 1%) to increase resistance to permanent deformation at high tem-
peratures. Khattak et al. [9] found that modification of neat bituminous binders 
with carbon nano-fibres improves fatigue and rutting resistance to an extent which 
depends on the mixing procedure employed for the dispersion of nano-fibres.  

Jahromi and Khodaii [10] observed that nanoclay modification can enhance 
stiffness and aging resistance of bituminous binders, also indicating that nanoclays 
can have a significant effect on the internal structure of bituminous blends. You et 
al. [11] employed different nanoclays with variable percentages finding that mod-
ified binders are significantly more viscous and stiffer. Polacco et al. [12] investi-
gated the use of nanoclay as the third component in polymer modified binders, 
showing that final rheological properties are influenced by the adopted mixing 
procedure. Results obtained by Ghile [13] indicate that mechanical properties of 
asphalt mixtures such as indirect tensile strength, creep and fatigue resistance, can 
be improved by modification with cloisite.  

The study presented in this paper focused on the rheological characterization at 
high temperatures of nano-modified bituminous binders obtained by combining a 
single base bitumen and three different types of nano-sized additives (one CNT 
and two NCs). On the basis of the obtained experimental results, effects of the 
different nano-additives on material properties were analyzed and compared. 

2 Materials 

A single base binder and three different nano-sized additives were used in the 
experimental investigation.  

The base bitumen (70/100 penetration grade) was provided by a refinery lo-
cated in North-Western Italy. Results of its preliminary characterization are given 
in Tables 1 and 2, which respectively refer to SUPERPAVE performance grading 
(AASHTO M 320) and to chemical analysis carried out by means of the combined 
use of Thin Layer Chromatography and Flame Ionization Detection [14, 15].  

The nano-sized additives were commercially available products. Multiwall car-
bon nanotubes (CNTs) were produced by means of the Catalyzed Chemical Va-
pour Deposition (CCVD) technique, while the two nanoclays (NCA and NCB) 
originated from natural montmorillonites modified with different quaternary am-
monium salts. Main characteristics of the additives, based on manufacturers’ tech-
nical specifications, are reported in Tables 3 and 4.  
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Table 1 Rheological characterization of base bitumen 

PG58-22 

Aging condition Temperature [°C] Rheological characteristic 

Original 
135.0 η = 0.375 Pa·s 

63.2 G*/sinδ = 1 kPa 

RTFO 64.0 G*/sinδ = 2.2 kPa 

PAV 

19.9 G*·sinδ = 5000 kPa 

-16.6 m = 0.300 

-17.6 S = 300 MPa 

Table 2 Chemical analysis of base bitumen 

Saturates 

[%] 

Aromatics 

[%] 

Resins 

[%] 

Asphaltenes 

[%] 

5.5 38.1 42.0 14.4 

Table 3 Main properties of multiwall CNTs 

Average diameter 

[nm] 

Average length 

[μm] 

Surface area 

[m2/g] 

Density 

[g/cm3] 

Carbon purity 

[%] 

Metal oxide 

[%] 

9.5 1.5 250-300 0.0427 90 10 

Table 4 Main properties of NCs 

NC type Organic modifier Anion 

Basal  
spacing  

[nm] 

Cation Exchange  
Capacity (CEC) 

[meq/100g] 

Density 

[g/cm3] 

NCA 

Dimethyl, 

dihydrogenatedtallow, 

quaternary ammonium 

Chloride 3.15 125 1.66 

NCB 

Methyl, tallow, 

bis-2-hydroxyethyl, 

quaternary ammonium 

Chloride 1.85 90 1.98 

Several bitumen-additive blends were prepared in the laboratory by combining 
the base bitumen with the nano-sized materials at various dosages. As indicated in 
Table 5, different percentages (by weight of the base bitumen) were adopted for 
CNTs and NCs due to their different density values which reflect in great differ-
ences in terms of added volumes. 
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A simple shear mixing technique was employed to incorporate nano-additives 
into the base bitumen not only because it is very convenient in laboratory opera-
tions, but also because it has the potential of being easily transferred to the  
industrial scale in hot mix asphalt plants. Following preliminary attempts in which 
different mixing times and temperatures were considered, the final mixing proto-
col used  in the study consisted in two subsequent phases: a first phase in which 
nano-sized products were added and manually blended to the bitumen, and a 
second phase in which the bitumen-additive blends were mixed with a mechanical 
stirrer, operating at a speed of 1,550 rpm for a total time of 90 minutes at a mixing 
temperature of 150°C, kept constant by a thermostatic oil bath. 

All blends were tested both in the unaged condition and after short-term aging, 
simulated by means of the Rolling Thin Film Oven test (RTFOT). 

Table 5 Composition of the bitumen-additive blends 

Additive type 
Percentage by weight of base bitumen 

0.5% 1% 3% 6% 

CNT X X - - 

NCA - X X X 

NCB - X X X 

3 Testing Program 

Rheological characterization at high temperatures of the bitumen-additive blends 
was based on Oscillatory Shear Loading (OSL) and Multiple Stress Creep-
Recovery (MSCR) tests. In both cases, measurements were carried out by means 
of a Dynamic Shear Rheometer (Physica MCR 301 DSR from Anton Paar Inc.) 
equipped with parallel plates (25 mm diameter, 1 mm gap). 

OSL tests were performed according to AASHTO T 315-10, at a frequency of 
10 rad/s over a temperature range comprised between 58 and 70°C for unaged 
blends and between 58 and 76°C for RTFO-aged blends, with 6°C increments 
between each measurement step.  

MSCR tests were performed according to AASHTO TP 70-10 only on short-
term aged blends, at the same temperatures used for OSL tests (from 58 to 76°C). 

In order to obtain supplementary information related to mixing and compaction 
issues, viscosity tests were also performed by means of a Brookfield rotational 
viscometer in accordance to AASHTO T 316-10, at temperatures of 135 and 
165°C on all unaged blends.  

A minimum of two replicates were run for each test and average data were used 
in the analysis. The specimen to specimen variability was found to be quite low, 
with maximum relative variations generally not exceeding 5%.  
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4 Experimental Results 

4.1 OSL Tests  

On the basis of the experimental data gathered from OSL tests, values of 
SUPERPAVE rutting parameter G*/sinδ were calculated for the base bitumen and 
all the blends considered in the study. Results obtained for unaged and short-term 
aged materials are summarized in Figure 1 and Figure 2, respectively.  

 

 
Fig. 1 G*/sinδ values of unaged bitumen-additive blends 

 
Fig. 2 G*/sinδ values of short-term aged bitumen-additive blends 

In agreement with the findings of several investigations described in literature 
[7-9, 16], an increase of G*/sinδ with the increase of additive dosage is observed 
at any given temperature for each additive type and aging condition. The only 
exception to this general trend is constituted by the case of NCB blends tested after 
RTFOT. For these binders, G*/sinδ values at 1% dosage exceed the values ob-
tained at higher dosages (3 and 6%), probably as a result of problems which may 
have occurred during the dispersion of nanoclay in the base bitumen and of deteri-
oration phenomena caused by the high temperature aging treatment. Similar  
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observations were made by Jasso et al. [16] during a laboratory study which fo-
cused on the effects of montmorillonite clay and other additives on the viscoelastic 
properties of asphalt binders.  

As clearly pointed out by other authors [12, 17], effectiveness as bitumen mod-
ifiers of nano-sized additives is strongly dependent both on the volume occupied 
within the blends (due to a simple filling effect) and on the interactions which can 
arise with the continuous bituminous matrix (dependent upon specific surface and 
compatibility). Consequently, both factors need to be taken into account while 
comparing the effects on binder rheology caused by CNTs and NCs characterized 
by different physical and chemical properties. 

Results obtained from OSL tests carried out on unaged binders show that CNT 
and NCA blends exhibit a very similar behavior in terms of rutting resistance, pro-
vided that they are compared by rescaling their dosage appropriately. In particular, 
a correspondence can be found between 0.5% CNT and 3% NCA and between 1% 
CNT and 6% NCA. Such an occurrence can be partially explained by referring to 
the different densities of the two additives (Tables 3 and 4) which at a given do-
sage by weight lead to significantly different volume fractions. However, interac-
tion effects have a non negligible importance and it can be hypothesized that in the 
case of the considered materials CNTs have a greater compatibility with the em-
ployed base bitumen.   

The observations and deductions reported above need to be slightly changed 
when considering the experimental results obtained on RTFO-aged binders. In 
particular, the comparison between CNT and NCA blends performed with a res-
caled additive dosage does not highlight an equivalent performance-related re-
sponse. CNTs are more effective in modifying the rheological properties of the 
base bitumen, probably as a result of a more efficient surface interaction with aged 
bitumen and/or as a consequence of partial deterioration of NC particles. This 
explanation is supported by the observation that CNTs apparently are not affected 
by RTFO treatment: in fact, the ratio between the G*/sinδ values obtained after 
and before short-term aging for the base bitumen and for CNT blends at both do-
sages is almost the same (approximately equal to 2.0-2.5).  

Given that the two nanoclay additives considered in the study are characterized 
by different chemical and physical characteristics (Table 4), NCA and NCB blends 
show a different behavior in terms of rutting parameter G*/ sinδ. More specifical-
ly, at the same weight dosage NCB provides a performance-related improvement 
to the base bitumen which in both aging conditions is lower than that of nanoclay 
NCA. Thus, equivalencies similar to the ones discussed for CNTs and NCA can be 
identified only if a different rescaling is considered in the analysis. 

4.2 MSCR Tests  

Experimental results retrieved from MSCR tests carried out on the unaged binders 
were analyzed in order to obtain information on various aspects of their response 
under repeated loading, including non-recoverable creep compliance (parameters 
Jnr0.1 and Jnr3.2), elasticity (R0.1 and R3.2) and stress sensitivity (Jnrdiff and Rdiff).  
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Fig. 3 Non-recoverable creep compliance values at 0.1 and 3.2 kPa 

Values of non-recoverable creep compliance determined from MSCR tests at 
0.1 kPa (Jnr0.1) and 3.2 kPa (Jnr3.2) are reported in Figure 3.  

As expected, presence of the nano-sized additives enhances the resistance to 
permanent deformation of the base bitumen with a corresponding reduction of  
both Jnr0.1 and Jnr3.2. As in the case of parameter G*/sinδ derived from OSL tests, 
the extent of such an effect depends upon additive type and dosage. However, the 
previously discussed equivalency correspondence between CNT and NCA blends 
requires a further rescaling. In particular, from the viewpoint of creep compliance 
the 6% NCA blend exhibits a response under repeated loading which is very simi-
lar, for all temperatures and stress levels, to that of the 0.5% CNT blend. Analysis 
of the data represented in Figure 3 also shows that the blend containing 1% CNTs 
has the highest anti-rutting performance and that, as already observed from OSL 
test results, NCA provides superior properties than NCB at any given dosage, test 
temperature and stress level. 

While the discussion of creep compliance (Jnr0.1 and Jnr3.2) data are coherent 
with the results of OSL tests, quite different observations can be drawn from the 
analysis of average percent strain recovery at 0.1 and 3.2 kPa (R0.1 and R3.2) which 
provide a quantitative measure of elastic properties (Figure 4). In fact, it can be  
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observed that modification of the base bitumen may lead to an enhancement or 
reduction of the elastic response under repeated loading depending upon the type 
of nano-sized additive. 

 

 
Fig. 4 Average percent strain recovery values at 0.1 and 3.2 kPa 

By increasing additive dosage, in the case of both CNTs and NCA the degree of 
elasticity tends to increase. However, additive-bitumen interactions seem to be 
substantially higher in the former case since equivalent values of percent strain 
recovery cannot be reached even in the case of the highest considered NC dosage. 

Due to its peculiar characteristics, nanoclay NCB does not provide any benefit 
to the elastic response of the base binder. With the exception of the lowest dosage, 
at which NCB is almost uneffective, for the higher dosages (3 and 6%) the strain 
recovery capability of the base bitumen is reduced. These observations seem to 
indicate that the analysis of the response under repeated loading in terms of strain 
recovery can be a useful tool to discriminate between additives which mainly pro-
vide a filling effect (such as NCB) and those which also effectively interact with 
the bituminous matrix (such as CNT and NCA). 

Further information on the rheological and performance-related effects of the 
considered nano-sized additives can be retrieved from the analysis of parameters 
Jnrdiff and Rdiff. These are given by the relative difference in non-recoverable creep 
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compliance or average percent strain recovery between 0.1 and 3.2 kPa, thus pro-
viding a quantitative measure of stress dependency of the materials.  

From the results displayed in Figures 5 and 6, it is apparent that both parame-
ters are marginally influenced by the modification with nanoclays (either NCA or 
NCB), whereas a significant increase of stress dependency is exhibited by blends 
containing carbon nanotubes. In this last case, in particular, the increase of applied 
stress results in a remarkable increase of the non-recoverable creep compliance 
and in a non negligible decrease of the average percent strain recovery.  

 
Fig. 5 Percent difference in strain recovery between 0.1 and 3.2 kPa 

 
Fig. 6 Percent difference in non-recoverable creep compliance between 0.1 and 3.2 kPa 

4.3 Limiting Performance Grade Temperatures  

The experimental data obtained by carrying out the two previously described rheo-
logical tests (OSL and MSCR) were combined in order to determine the limiting 
values of the high performance grade temperature (THL) according to the criteria 
established by AASHTO M 320-10 and MP 19-10 (Table 6).  
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Table 6 Criteria used for the determination of high temperature limiting values 

Specification Aging  
condition 

Controlling  
parameter 

Limit 

AASHTO M 320-10 
Unaged G*/sinδ 1.0 kPa 

RTFO G*/sinδ 2.2 kPa 

MP 19-10 Unaged G*/sinδ 1.0 kPa 

RTFO Jnr3.2 4.0 kPa-1 

 

Fig. 7 Limiting temperature values calculated on the basis of different criteria 

In Figure 7, limiting temperatures calculated by referring to the above men-
tioned criteria are plotted as a function of additive dosage. It can be observed that 
the adoption of the Jnr3.2 limit for RTFO-aged materials leads to THL values which 
are lower than those determined on the basis of the G*/sinδ criterion. In any case, 
increase of additive dosage results in an increase of the limiting temperatures ex-
cept for the case of NCB which shows an opposite trend passing from 1% to the 
higher additive dosages.  

Based on the analysis of THL values it can be concluded once again that CNTs 
exhibit a superior anti-rutting potential than those modified with NCs. In the case 
of nanoclays, only a 6% dosage of NCA leads to results which are comparable to 
0.5% CNT blends.  

4.4 Viscosity Tests 

Figure 8 contains viscosity (η) values determined at 135 and 165°C by means of a 
Brookfield viscometer. As expected, viscosity decreases with increasing tempera-
ture. Moreover, it can be noticed that viscosity increases with the increase of addi-
tive percentage, reaching a growth of the order of 100% in the case of 1% CNT 
and 6% NCA.  

For the production and laying of bituminous mixtures containing nano-sized 
additives incorporated into the base bitumen it is necessary to increase mixing and 
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compaction temperatures. This is shown in Figure 9, which contains reference 
mixing and compaction temperatures calculated by considering standard viscosi-
ties respectively equal to 170 and 280 mPa·s. In both cases, a temperature increase 
of up to 20°C may be required for the higher additive dosages. Nevertheless, it 
should be underlined that viscosity of all the materials used in the present study 
does not exceed that of polymer modified binders commonly used in road pave-
ments [1, 18]. 

 
Fig. 8 Viscosity values at 135 and 165°C 

 

Fig. 9 Reference mixing and compaction temperatures 

5 Conclusions 

Based on the experimental results presented in this paper, it can be concluded that 
nano-sized additives such as single wall carbon nanotubes (CNTs) and montmoril-
lonite nanoclays (NCs) can affect the high temperature rheological and flow  
properties of bituminous binders. However, additive effectiveness is strongly de-
pendent upon type and dosage since the combination of these two factors influ-
ences both the volume occupied by the nano-sized products in the blends and their  
interactions with base bitumen. 
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With respect to anti-rutting potential, by considering the values of several per-
formance-related parameters (G*/sinδ, Jnr, R and THL) it was observed that CNTs 
provide improvements which are higher than those associated to the use of NCs. 
Moreover, effects produced by nanoclay modification were found to be extremely 
sensitive to variations of the physical and chemical properties of the employed 
NCs. Finally, it was shown that it is crucial to consider percent strain recovery 
values derived from multiple stress creep-recovery (MSCR) tests in order to iden-
tify the possible existence, or absence, of true interactions between the employed 
additives and the surrounding bituminous matrix. 

As expected, modification with nano-sized additives caused, in all considered 
cases, a remarkable increase of viscosity. This inevitably leads to an increase of 
required mixing and compaction temperatures (Tmix and Tcomp), which needs to be 
taken into account from a technical and economical point of view in the case of 
full-scale paving applications.  
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Abstract. The application of Differential Scanning Calorimetry (DSC) has been 
proven useful in characterizing bituminous binders, distillates and crude oils. In 
this paper, results of the round robin test, organized by the Rilem TC 231 Nano-
technology-based Bituminous Materials (NBM) TG1 group are reported. The 
purpose is to investigate the repeatability and reproducibility of standard DSC 
measurements when applied to bituminous binders. In the full test program of the 
Rilem NBM group, DSC measurements are further compared to observations 
made in atomic force microscopy (AFM), AFM measurements are reported in a 
separate paper. Seven laboratories have participated in this round robin test. Four 
bituminous binders were investigated, containing various amounts of natural or 
added wax. The test program consisted of a well-defined isothermal annealing 
procedure, followed by a first heating and cooling scan, and afterwards followed 
by a second heating scan. At this stage, the data, as they were reported by the dif-
ferent participants, were compared. For the glass transition (Tg), mid tempera-
tures, can be defined with a reasonable reproducibility, which improves if natural 
wax is not present. Regarding melting and crystallization, the shape of the melting 
curve is highly dependent on the thermal history of the samples. Peak tempera-
tures of melting and crystallization phenomena were reported with a good repro-
ducibility, while the reproducibility of melting enthalpies (or surface area’s under 
the melting and crystallization signals) was not satisfactory. Different reasons for 
this and recommendations for improving the results are discussed in the paper.  
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1 Introduction 

Natural wax in petroleum is very often defined as the amount of material that pre-
cipitates at a certain temperature or upon cooling. Waxes in crude oils can be sub-
divided into two types, paraffin wax and micros crystalline wax [1, 2]. Paraffin 
wax consists mainly of normal alkanes (C20-C40) and after a distillation process it 
will be distributed over several of the distillates, depending on the boiling points.  
Micro crystalline wax, on the other hand, is after the distillation process collected 
in the residue or in the bitumen fraction. It consists of molecules with a higher 
boiling point, it crystallizes in micro-sized crystals, and contains considerable 
amounts of iso- and cyclo alkanes, unsaturated compounds, and it may even con-
tain some aromatic compounds. This subdivision does however not mean that 
waxes in bitumen are always of the micro crystalline type, since paraffin waxes 
may also be formed afterwards by processes like visbreaking or cracking.  

In literature Differential Scanning Calorimetry (DSC) has been used to investi-
gate wax in bitumen and in crude oil [3-8]. Typically, for bitumen DSC transitions 
show on very broad temperature ranges. They are related to glass transitions, melt-
ing and crystallization. DSC scans of different bitumen types appear to have dif-
ferent shapes and variations in intensity of the melting peaks or shifts of the peak 
positions to higher or lower temperatures. Most investigations also report that 
DSC scans are strongly influenced by the thermal history of the samples. Anneal-
ing at a certain temperature can induce an extra melting signal slightly higher 
compared to the annealing temperature. Annealing below the glass transition tem-
perature, can result in an enthalpy relaxation, in the subsequent heating scan. In 
the heating scan, an exotherm has been reported, and has been interpreted as a 
cold crystallization of material, which upon cooling could not crystallize. In ref. 5 
DSC measurements on fractions separated from bitumen have been reported. Frac-
tions were obtained, using solvent de-asphalting, and elution-adsorption chroma-
tography.  The authors concluded that napthene aromatics contribute heavily to the 
endothermic effect of the parent asphalt. And also polar aromatics showed a small 
endothermic effect at similar temperature ranges.  

In ref 5 reproducibility numbers of DSC measurements on bitumen are reported 
but without information regarding the number of participating labs or the number 
of repeats. The authors report a fairly good reproducibility for Tg onset and Tg 
mid points, these temperatures were varying within ±2°C. Melting maxima were 
not very reproducible for samples with weak and broad endothermic peaks; but for 
samples with relatively large and well-defined peaks these values varied within ± 
2°C. For melting enthalpy (ΔH), a fluctuation between ± 10% and ±15% was re-
ported, depending on the size of the melting peaks, small melting signals having a 
larger fluctuation.  

In a second study [8] the results of four laboratories are compared on four bi-
tumen samples, each laboratory using two to three repeats. In this study, the onset 
temperature of the melting signal seen on heating varied a lot (between 7°C to 
15°C), the variation in the end temperature of this melting signal was much less 



Differential Scanning Calorimetry Applied to Bitumen  313 

(between 0 and 5°C). For the enthalpy, the reproducibility varied considerably, 
between ±15% to ±30%.  This variation was higher as the value of ΔH was lower.  

If melting enthalpies are divided by the melting enthalpy of a 100% crystalline 
material (ΔH0) (with no border effects) it is possible to calculate a crystallinity 
percentage: various values of ΔH0 were found in literature: In ref 3 and 8 a value 
of 200J/g was used, in ref 4, it was 180 J/g and 121 J/g in ref 9.   

The effects of natural wax on the performance of bituminous binders are not 
fully understood [9]. Probably the influence depends on whether the crystals act as 
a filler (only stiffening the bitumen) or act as a cross-linker. This could for exam-
ple be the case if crystals incorporate linear paraffinic side chains from molecules 
with other functional groups or aromatic ring structures, as reported in ref 5. The 
effects on performance certainly also depend on the amount of crystallinity, espe-
cially the fraction of material that is crystallized at the temperature and time of 
interest, and the strength of cross-linking points if these are formed. Rheological 
tests have shown a tendency for a more elastic behavior, especially at low fre-
quencies, when natural waxes are present in bitumen [10]. This effect is larger 
after isothermal annealing. But, stress sweeps indicate that these small network 
points seem to break quickly when strain or stress is increased. [11]. For example 
for rutting, the melting temperature as well as the fraction that is molten at the 
highest service temperature is probably most important.  A negative influence at 
low service temperatures has not been observed in asphalt fracture tests [12] but a 
correlation between physical hardening at low temperatures and the formation of 
crystalline material at the same temperature has been reported [13]. And a correla-
tion between physical hardening and low temperature cracking in field sections 
has also been reported.  

In literature, several other test methods have been used to evaluate waxes and 
the morphology of wax crystals, examples are microscopic techniques including 
confocal laser microscopy and AFM. Other methods like x ray diffraction, or test 
methods looking at CH2 sequences (NMR, or FT-IR) have also been used [15-16]    

2 Experimental Plan 

Four binders were selected based on their expected wax content, Bit-A was ex-
pected to be wax-free, Bit-B and C contained natural wax, and Bit-D contained 
added wax. A summary can be found in table 1. The wax content, determined by 
EN 12606-1, is included in table 1. Until the publication of the new EN 12591 in 
2009, this wax content was part of the European bitumen specification for road 
paving with a maximum value depending on the bitumen grade and on the test 
method selected. All laboratories were asked to calibrate their equipment and to 
report the calibration procedure. An overview of the equipment used in this round 
robin test is given in table 2.  
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Table 1 Summary of investigated binders 

Code  Supplier Bitumen Pen, dmm R&B, °C 
Wax content acc. to  

EN 12606-1 

Bit-A Nynas 70/100 91 46.2 0.3* 

Bit-B Nynas 70/100 86 46.4 1.7 

Bit-C Q8 70/100 82 45.8 1 

Bit-D Nynas Bit-A +3% sasobit 50 78 - 
 

*  The EN 12606-1 method will give a result even with non-waxy bitumen. Bitumen D was 
not investigated with EN 12606-1.  

Table 2 Overview of participating labs and their equipment 

code  DSC equipment  

Lab-1 Mettler Toledo DSC1 

Lab-2 TA DSC Q200 V24.9 

Lab-3 Mettler Toledo DSC1 

Lab-4 Netzsch 204 

Lab-5 DSC 8000 Perkin Elmer 

Lab-6 TA DSC Q2000 V24.9 

Lab-7 TA DSC Q2000 
 

 
A detailed testing procedure was prepared. The main points are represented 

here: Take a small binder amount (15 to 30 mg) and place this in a measuring pan. 
It was advised to have a small opening in the sample pan to prevent pressure build 
up during the test. After filling the sample pans, these should be homogenized at 
110°C – 130°C for 15 minutes. Then samples should be kept in a horizontal posi-
tion for 24 hour at 25°C. After this preparation and annealing step, the samples are 
placed in the DSC equipment. In a first period the sample is cooled to a low tem-
perature (to – 80°C or –100°C) at -10°C/min (no heat flow recording required in 
this step).  Afterwards a first heating scan at 10°C/min is recorded, heating conti-
nuously up to 140°C, this scan is followed by a recorded cooling scan at -
10°C/min, back to the low temperature used in the first run. And this test is again 
followed by a second heating, exactly the same as the first one. The thermal histo-
ry is depicted schematically in Figure 1. In total, it was requested to repeat this 
complete set of sample preparation, annealing and heating -cooling scans twice for 
each binder. But, only two labs made these repeats, and therefore, the analysis will 
mainly focus on reproducibility and not on repeatability. And not all labs followed 
the requested temperatures, for example lab 3 and 5 recorded the heating scans 
only up to 100°C.  
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Fig. 1 Schematic of the requested DSC procedure, red are the recorded measurements, the 
blue dotted line is the cooling after 24h annealing. Heating and cooling rates are at 
10°C/min. 

3 Results  

3.1 Curve Shapes and Baselines 

In figures 2 and 3, heat flow/mass curves of Bit-A and Bit-C, respectively, are 
represented for the different labs and equipment. From figure 2, it is clear that Bit-
A only displays a glass transition while in figure 3 glass transition and melting 
phenomena are observed.  

 

 
Fig. 2 Heating curves of Bit-A (first heating). The Y-axis represents the heat flow divided 
by the sample weight, and is normalized, all curves are shifted to the same point at 0°C.  
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Fig. 3 Heating curves of Bit-C (first heating). The Y-axis represents the heat flow divided 
by the sample weight, and is normalized, all curves are shifted to the same point at 0°C.  

It is also clear that in order to evaluate the transitions accurately, a temperature 
scan over a wide temperature range is needed. Some labs used a reduced tempera-
ture range, for example in figure 2, lab 3 starts measurement at a rather high tem-
perature, so that the baseline before the glass transition becomes very short.  In 
figure 3, lab 5 missed part of the melting signal, the measurement was stopped 
below 50°C, while lab 3 stops the measurement directly after the melting signal. 
In this case the baseline from the melt, when all crystallinity is molten, is difficult 
to observe and to use. Depending on the pan size and the amount of bitumen used, 
some labs reported expansion of the bitumen outside of the pan resulting in distur-
bances of the signal depicted in the results of lab 5 in figure 2. Reduction of the 
mass to ca. 15 mg improved this aspect.  

Equipment with the option to calibrate “tau lag”, can prove advantageous. Tau 
lag is an adjustment factor to compensate for temperature differences between the 
furnace and the reference temperature, and is heating rate dependent. Calibrating 
this factor should have an effect on the baseline, and can therefore also influence 
the glass transition and enthalpy determination. In this study, slight differences are 
observed between the results of labs with this adjustment, but at this stage too 
little data are available to draw firm conclusions.  

3.2 Evaluation of the Glass Transition Temperature 

In DSC scans the glass transition is observed as a shift in baseline.  ASTM E1356-
08 describes several temperatures for determining the glass transition, these defi-
nitions are repeated here:  
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o The extrapolated end temperature, (Tg e), °C—the point of intersection of the 
tangent drawn at the point of greatest slope on the transition curve with the 
extrapolated baseline following the transition.  

o The extrapolated onset temperature, (Tg f), °C—the point of intersection of 
the tangent drawn at the point of greatest slope on the transition curve with 
the extrapolated baseline prior to the transition. 

o The inflection temperature, (Tg i), °C—the point on the thermal curve corre-
sponding to the peak of the first derivative (with respect to time) of the parent 
thermal curve. This point corresponds to the inflection point of the parent 
thermal curve. 

o The midpoint temperature, (Tg mid), °C—the point on the thermal curve cor-
responding to 1⁄2 the heat flow difference between the extrapolated onset and 
extrapolated end.  

o The temperature of first deviation, (Tg o), °C—the point of first detectable 
deviation from the extrapolated baseline prior to the transition. 

o The temperature of return to baseline, (Tg r), °C—the point of last deviation 
from the extrapolated baseline beyond the transition. 

In this study, Tg midpoints, extrapolated onsets, ends and inflection points were 
asked, from first and second heating scans, and also from the cooling scan. Most 
labs only delivered the three first temperatures.  

In literature, Tg midpoints are mostly used, and in figure 4, average Tg mid 
temperatures are shown, from first as well as from second heating scans. Figure 4 
includes the temperatures obtained from all the labs. In this figure, the standard 
deviation (between all labs) is half the total length of the error bar. Figure 4 shows 
that this standard deviation of Tg mid is quite good for all the samples, and is 
slightly better for Bit-A and Bit-D, the two binders that do not contain natural 
wax. The DSC scans for Bit-A were already represented in figure 2, where it is 
also obvious that the position of the glass transition overlaps quite well for all the 
participating labs. The reason why reproducibility decreases when natural wax is 
present, is because Tg end becomes difficult to determine, due to an overlap with 
recrystallization and melting phenomena, as will be discussed in the next section. 
Comparing glass transition temperatures taken in first and second heating scans 
can reveal the influence of thermal history. It is clear, from figure 4, that there is 
no significant difference in glass transition temperature between first and second 
heating scans. Obviously, the annealing procedure used in this study, and for these 
binders did not affect the glass transition temperature. Longer annealing times, or 
other temperatures may still have an influence. For materials where thermal histo-
ry is important on the Tg temperature, it is common to report Tg values in a 
second heating scan, since then the thermal history is controlled.  

Figure 4 also indicates that the position of the glass transition is not influenced 
by the addition of 3% synthetic wax. And there are indications that binders con-
taining natural wax have, for the same penetration grade, a lower glass transition 
temperature. This could be attributed to a stiffening effect of natural wax, when 
measuring the penetration at 25°C. At 25°C, natural wax is partly crystalline and 
stiffens the binder, so in fact without wax, the same binder would belong to a 
higher penetration grade, which is more likely to have a lower glass transition 
temperature. 
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Fig. 4 Overview of average Tg mid temperatures, determined for all binders from first and 
second heating scans. The standard deviation is half the length of the total error bar.  

Regarding Tg temperatures from the cooling scans, these scans were very often 
complicated by the occurrence of small spikes (or peaks) appearing in the curves. 
These were attributed to differences in contraction, and loss of contact between 
the sample and the aluminium sample pan. These peaks made it often impossible 
to determine the Tg temperature. An example is shown in figure 5.  

 
 

 

Fig. 5 Illustration of a cooling scan showing the small vertical peak 
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3.3 Melting, Crystallization and Enthalpy Evaluation 

Melting and crystallization are observed in a DSC scan as an upward or downward 
peak, the sign of the signals depends on the type of DSC (endotherm or exotherm).  
The enthalpy is derived from the area under the melting or crystallization signals.  
Similar to the glass transition, different temperatures can be defined for melting or 
crystallization, according to ASTM E 2253:  

o Tm peak °C—the peak temperature of the melting signal.  
o Tm extrapolated onset °C—the point of intersection of the tangent drawn at 

the point of greatest slope on the melting transition when reaching the peak 
temperature, with the extrapolated baseline prior to the transition. 

o Tm extrapolated end °C—the point of intersection of the tangent drawn at the 
point of greatest slope on the melting transition after reaching the peak tem-
perature, with the extrapolated baseline prior to the transition. 

o Similar definitions can be used for the crystallization temperatures (Tc).  
 

Heating scans (first and second ones) for Bit-C and Bit-D are respectively 
represented in figure 6 and 7. Bit-B, is not represented separately, since it is very 
similar to Bit-C. It is clear that melting phenomena are very broad, and that the 
shape of the curves is very dependent on the thermal history before recording the 
scans. This corresponds to literature observations. For Bit-C, it seems that after 
isothermal annealing (24h at 25°C) the melting signals consists of two peak tem-
peratures.  For this bitumen, the signal can be interpreted in various ways; it seems 
that upon heating through the glass transition, there is a small exothermal signal, 
which can be due to a cold crystallization, or a liquid phase separation, while upon 
further heating, a melting signal is observed. It is apparent that this small exo-
therm complicates the drawing of a baseline, and therefore also the enthalpy de-
termination. For Bit-D, where only Sasobit is present, the thermal history before 
the test is again important, but the effect is different compared to the two samples 
that contain natural wax. Drawing of the baseline seems to be more straightfor-
ward for Bit-D compared to Bit-C.  

Regarding the melting and crystallization temperatures, average values and 
standard deviations, which measure reproducibility, are shown in table 3.  This 
table shows that in a cooling scan, the peak crystallization temperatures can be 
defined with a reasonable reproducibility, except for Bit-B. But, the crystallization 
onset and end-temperatures are hard to define for all the binders.  There is no dif-
ference between natural or added wax. Upon heating, again only the peak tem-
perature can be defined with a good reproducibility; also the end melting tempera-
ture of Bit-D can be defined quite well. 

Enthalpies, as delivered by the various labs are represented in figure 8. As ex-
pected, crystallization and melting enthalpies do not have a good reproducibility, 
since onset and end temperatures are hard to define. For Bit-D the enthalpy deter-
mination is somewhat better. 
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Fig. 6 Heating scans of Bit-C, data by lab 1 

 

 

Fig. 7 Heating scans of Bit-D taken by lab 1 
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Table 3 Summary of melting and crystallization temperatures (all labs are included) 

sample  DSC scan Tm peak  Tm extrap.onset Tm extrap. end  

average stdev average stdev average stdev 

Bit-B 1st heating 51.8 2.8 0.1 14.4 91.0 17.5 

2nd heating 52.2 6.6 0.1 13.2 98.3 23.4 

Bit-C 1st heating 28.1 13.7 6.9 5.2 98.2 16.8 

2nd heating 21.8 2.7 4.4 4.3 87.2 26.3 

Bit-D 1st heating 100.6 1.4 51.2 27.4 119.6 7.4 

2nd heating 101.4 0.9 55.4 30.5 117.7 8.2 

Tc peak Tc extrap. onset Tc extrap. end  

average stdev average stdev average stdev 

Bit-B cooling  31.3 1.5 42.9 5.5 8.1 11.1 

Bit-C cooling  19.9 10.0 43.5 33.3 9.8 20.8 

Bit-D cooling  71.6 3.0 73.0 25.6 40.4 33.8 

 
 

 

Fig. 8 Average enthalpies, determined in first and second heating scan and upon cooling. 
The standard deviation is half the total length of the error bar.  
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4 Conclusions 

The conclusions are subdivided into observations related to the glass transition, 
and observations related to endo- and exothermal effects:  

Regarding the glass transition: Tg-mid temperatures, can be determined in the 
heating scans with a good reproducibility. This reproducibility was best for Bit-A 
and Bit-D, the two binders that do not contain natural wax. If natural wax was 
present the Tg-end became difficult to determine exactly. If synthetic wax was 
present, Tg-end could still be determined from the heating scans. Glass transitions 
were more difficult to determine from the cooling scans, since small spikes were 
observed during cooling, these were attributed to differences in contraction be-
tween the sample and the aluminium sample pan. It was also observed that adding 
3% of synthetic wax did not influence the glass transition. And for the conditions 
used here, the thermal history had little effect on the glass transition temperature. 

Regarding exo- and endothermal effects: The shape of the endotherm in the 
heating scan is clearly dependent on the annealing procedure before recording this 
scan. This was observed for natural, and for the synthetic wax. Regarding the tem-
peratures, only peak temperatures can be defined with a good reproducibility.  
And regarding enthalpies of melting and crystallization, these did not have a good 
reproducibility.  Because of the broad signals, the combination of exo- and endo-
thermal effects, and the occurrence of double endotherms, it becomes difficult to 
determine the position of the baseline, and small differences in drawing this base-
line result in large differences in the enthalpy determination.  

The results obtained so far, were obtained by directly comparing the data as 
they were received by the various labs. Sample preparation and testing instructions 
were provided, as well as the respective definitions of various temperatures that 
were asked. But there were no instructions on for example how to draw the base-
line under the signals, or how to perform the enthalpy calculation. In addition, 
some labs did not follow the test instructions, and used a smaller temperature in-
terval. This has serious consequences upon the visualization of the base-line in 
those temperature regions where no transitions take place. In a further follow-up, 
it is the intention to include additional instructions upon estimating the baseline, 
for example by measuring empty pans and subtracting these of the measured 
scans. It is also the intention to investigate modulated DSC. A number of papers 
have been published in this area [17], and with this technique it should be possible 
to separate first order transitions, like melting and (re)- crystallization, from 
second order transitions, like the glass transition temperature. This should improve 
the temperature and enthalpy determination.  
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Abstract. Due to the heterogeneous composite nature of cement concrete, it is 
vital to understand the structure and mechanical properties from nanoscale to 
macroscale. Therefore, it is essential to utilize microscopy techniques to 
characterize the microstructure of cement concrete and to develop low-cost and 
computational effective multiscale modeling methods. This paper presents a brief 
review of different microscopy techniques for the microstructure characterization 
of cement concrete, and then three widely used multiscale modeling methods are 
discussed, including quasi-continuum method, coarse-grained molecular dynamics 
(CGMD) method and hand-shake method. Finally, a short discussion on 
multiscale failure modeling of cement concrete is presented as an example for the 
multiscale failure modeling of cement concrete.   

1 Introduction 

Stone-based materials are granular materials that contain natural stones and/or 
crushed stones, such as asphalt concrete, cement concrete, and crushed stone base 
material, etc.  Failure in stone-based materials may present in different modes, 
such as localized failure, and diffuse failure, etc.  Macroscopic detection of 
failure is relatively well understood with numerous models using the finite 
element method, discrete element method, etc.  However, the underlying 
                                                           
* Corresponding author. 
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microstructure and interactions between particles and molecules are yet to be well 
modeled.  Consequently, there is an urgent need to simulation the failure of stone-
based materials using the multiscale characterization method to establish the 
multiscale models.   

Both asphalt concrete and cement concrete is inherently a type of 
heterogeneous composite materials with multiscale phases (1-2).  For instance, 
the microstructure of cement concrete could be discretized into four scales, from 
calcium silicate hydrate (C-S-H) solid phase at level 0 (10-9-10-10 m), low density 
and high density C-S-H phases at level I (10-6-10-9 m), C-S-H matrix and calcium 
hydroxide (CH) crystals at level II (10-6-10-3 m), up to cement paste and sand at 
level III (>10-3 m) (3). Fig. 1 plots the schematic view of the multiscale nature of 
asphalt concrete and cement concrete.   
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Fig. 1 Multiscale nature of cement concrete (2-3)  

 

Due to the complexity nature of stone-based materials, it is essential to 
investigate the fundamental mechanisms of mechanical failures in stone-based 
materials from different scales. Both multiscale characterization techniques and 
multiscale modeling methods are expected to provide a convenient means to better 
understand the microstructure and mechanical properties.  This paper presents a 
brief review of microscopy techniques for the characterization of stone-based 
materials, followed by three widely used multiscale modeling methods. The 
multiscale failure modeling methods for both asphalt concrete and cement 
concrete are further discussed in the end.  
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2 Multiscale Characterization of Cement Concrete 

2.1 Microscopic Technique 

The molecular structure of stone-based materials could be determined from 
different scales by using microscopic techniques. To elucidate how the 
microscopic techniques are applied to analyze the microstructure, cement concrete 
is taken as an example. Table 1 tabulates the cement structures at different scales 
and corresponding microscopy techniques. The available microscopic techniques 
include transmission electron microscopy (TEM), X-ray absorption spectroscopy 
(XAS), and energy dispersive X-ray analysis (EDX), scanning electron 
microscopy (SEM), nuclear magnetic resonance spectroscopy (NMR), and Raman 
spectroscopy, etc. 

TEM experiments image hydrates and determine spatially resolved chemical 
compositions of the main hydration products of cement pastes. TEM experimental 
results reveal that the microstructure of C-S-H is in disk shape with a thickness of 
5 nm in long axis in the 60 nm range (4). Two types of C-S-H gel at the scale of 
µm are found during hydration process: HD C-S-H and LD C-S-H. Extensive 
TEM studies show that the composition of C-S-H in hardened cement paste varies 
with age, and the Ca-Si ratio ranges from 0.6 to 2.1 (5). In 2002, Richardson 
summarized TEM techniques and their applications to cementitious materials, also 
pointed out that the misinterpretation of images and chemical data can happen due 
to serious electron-beam damages in TEM experiments (6).  

XAS, including both extensive X-ray absorption fine structure (EXAFS) and X-
ray absorption near edge structure (XANES), can be used to characterize the local 
environment of aluminum and calcium in phases formed in the hydrated cement 
(7). Scheidegger et al. investigated the chemical speciation of traced element in 
cementitious materials using XAS experiments to evaluate the mobility and the 
fate of radionuclides and contaminants (8).  

EDX is usually used with SEM together. Samples in EDX are usually epoxy 
impregnated, polished, and carbon coated. SEM experiments of hydrated Portland 
cement show the information about sample surface topography, composition and 
other microstructural properties.  There are ASTM standards for the examination 
of hardened cement concrete using SEM combined with EDX (9). Bentz et al. 
evaluated the microstructure, specifically capillary pore structure, of hydrated 
pastes with the water-cement ratio of 0.35 and 0.435, respectively (10).  

NMR provides a unique insight into chemical bonds in hydrated cement pastes. 
In solid-state NMR, the sample is spinning at frequencies of 1-35 kHz around an 
axis oriented 54.7° to the magnetic field (11).  For example, 29Si NMR presents 
the 29Si chemical shift representing the degree of condensation of SiO4 tetrahedra 
(12), with distinction of resonances from alite, belite, and C-S-H phases (13). 
Consequently, 29Si NMR is used to example the polymerization of a silicate 
tetrahedron in synthesized C-S-H, and the polymerization of C-S-H depends on its 
Ca-Si ratio and the humidity within the interlayer water (12, 14-16). Kim et al. 
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found that packing density of C-S-H might increase if the cement paste is hydrated 
under high temperature and pressure, according to the investigation of 
microstructure using nanoindentation and NMR (17). 

Raman spectroscopy is a vibrational spectroscopic technique and provides 
structural and dynamic information with spatial resolution of micrometers (13). It 
characterizes local environment of sulphate anions and hydrogen bonds in 
hydrated cement paste (178). Raman spectra of C-S-H phases are dominated by 
the symmetrical silicate bending bands around 670 cm-1 and the stretching 
bending bands at 800-1050 cm-1 (13, 19-21). According to Renaudin et al., wet 
ettringite structure is similar as ettringite dried to 35% relative humidity, and 
ettringite does not form a high-hydrate polymorph in equilibrium with alkaline 
solution, whereas AFm phases lose water on drying (18).    

Table 2 tabulates the characteristics of different microscopy techniques. The 
analyzed area in is on the scale of µm2 to mm2. Based on microscopic 
experimental results, the ratios between different atoms within the molecular 
structure are determined with various molecular models proposed (23-31). The 
diversity of different molecular models is due to the following reasons: all these 
microscopy techniques only provide fragments of the molecular structure 
information; consequently, the proposed molecular structure only represents the 
structure located at the measured area.  

Table 1 Structures of Cement Concrete and Microscopy Techniques  

Scales Compositions Features 
Microscopy 
technique 

Globules 
<5.6×10-9 m

o basic building block 
o 18% nanoporosity 
o structural water 

o AFM 
o TEM 

Level 0 
10-9~10-10 m

o C-S-H solid  
o Gel porosity 

o LD C-S-H  
    37% gel porosity 
o HD C-S-H  
    24% gel porosity 

o TEM 
o EDX 
o EXAFS 
o In-situ SPM 

Level I 
10-6~10-9 m 

o C-S-H matrix  
o two types of C-S-H 

o ultimate building blocks  
  of C-S-H 

o SEM 
o EDX 

Level II 
10-4~10-6 m 

o C-S-H matrix  
o clinker phases  
o CH crystals  
o macroporosity 

o inclusions embedded  
    in porous C-S-H matrix 

o SEM 
o Raman 
o NMR 

Level III 
≥10-3 m 

o cement paste  
o sand  
o aggregate 
o interfacial transition 

zone (ITZ) 

o porous cement matrix & 
sand particle inclusions 

o ITZ between inclusions and 
matrix 

o OM  
o Raman 
o NMR 

Note: AFM=Atomic force microscopy, EDX=Energy dispersive X-Ray analysis, 
NMR=Nuclear magnetic resonance spectroscopy, OM=Optical microscopy, 
Raman=Raman spectroscopy, SEM=Scanning electron microscopy, SPM=Scanning probe 
microscopy, TEM=Transmission electron microscopy. (After 22)  
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Table 2 Characteristics of Different Microscopy Techniques 

Microscopy 
technique 

Resolution Scale range Advantage Disadvantage 

AFM 

lateral: <1 nm  
height: <1 Å  
(MEE-Inc., 2012)  

analyzed area: 
150×150 µm2  

depth: 20 µm 

o 3D surface profile  
o no special treatment 

to samples 
o high resolution in 

three dimensions 
o can be combined to 

optical microscopy 
techniques 

o slow rate of 
scanning may 
lead to thermal 
drift in the 
image 

o affected by 
nonlinearity, 
hysteresis, and 
creep of 
piezoelectric 
material 

cross-talk 
between x, y and z 
axes 

SANS 

1 nm ~ 1 µm analyzed area: 
1×1 µm2  

o sensitive to light 
element 

o possible isotope 
labeling 

o strong scattering by 
magnetic moments 

o costly neutron 
source 

o low neutron 
flow 

o large samples 
are required due 
to weak 
interaction with 
neutron 

SAXS 

5 nm ~ 150 nm 1 nm ~ 1 µm o no need to 
crystalline sample 

o loss of 
information due 
to spatial 
averaging 
compared to 
crystallography 

TEM 

0.5 Å  
(> ×500 million 
magnification) 

5 nm ~ 500 
µm 

o composition and 
crystallographic 
information can be 
obtained 

o 3D imaging 

o High vacuum 
environment 
(1×10-9 ~ 1×10-4 
Torr) 

o 2D project of 
sample 

o <100 nm thick 
o complex sample 

preparation: plat 
polished sample, 
carbon/gold 
coated 

SEM 

Lateral: 0.1 µm ~ 
1 µm 

50 nm ~ 1 cm o high magnification 
(>100,000×) 

o near real-time (fast 
scanning rate) 

o low vacuum 
environment 
(<1×10-5 Torr) 

o complex sample 
preparation: 
polished sample, 
metal/carbon 
coating 

o costly equipment 

EDX 

 analyzed area 
~ µm2 
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Table 2 (continued) 

SPM 

~ pm - o can be observed in 
air at standard 
temperature and 
pressure 

o difficult to 
determine the 
shape of the 
scanning tip 

o very small 
image size 

NMR 

~ mm - o non-invasive 
o no contrast media 

required 
o 3D structure 

reconstruction 

o too complex 
information 
requires great 
resolving power 

o bulk sample of a 
few milligrams 
contained in 
NMR tubes 

o costly equipment 

Raman 

lateral: 250 nm  
depth: 1.7 µm  

- o can be used with 
solids and liquids 

o no sample 
preparation needed 

o non-destructive 
quick acquisition 

of Raman spectra 

o cannot be used 
for metals or 
alloys 

o sensitive and 
highly optimized 
instrumentation 

o great influence 
due to the 
fluorescence of 
impurities 

2.2 Micro-mechanical Properties 

To understand the mechanical properties of cement-based materials from 
multiscale, experimental methods are widely adopted, including destructive and 
non-destructive methods. In the destructive category, there are four types of 
experimental methods, including static methods, dynamic methods, indentation 
methods, and atomic force acoustic microscopy. In the nondestructive category, 
three types of ultrasonic methods are usually used to measure the elastic properties 
of cement, including pulse-echo method, V(z) curve method, and resonance 
ultrasonic microscopy (RUS). Table 3 tabulates the measured mechanical 
properties in the aforementioned experimental methods.  

There are two types of static methods for measuring the elastic properties of 
stone-based materials, i.e., static tension/compression test and static bending test. 
In the static tension/compression test, the elastic constant could be determined by 
means of measuring the displacement as a linear response to the applied force, i.e., 
a small tensile/compressive load.  In the static bending test, the elastic constant 
could be calculated from the applied bending moment, and the corresponding 
radius of curvature, as well as the moment of inertia. In Kurtz et al.’s paper, static 
mechanical test was performed on Acrylic bone cement to compare with the 
fatigue test results, and the comparison results indicate that bone cement can be 
designed with barium sulfate level sufficiently high to both retaining overall 
mechanical properties and permitting fluoroscopic visualization (32).  
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Table 3 Available Methods for the Measurement of Mechanical Properties  

Category Method Measured properties 

Destructive 

Static 
methods 

Static 
tension/compression 
test 

o elastic modulus 

Static bending test o elastic modulus 

Dynamic 
methods 

Dynamic 
longitudinal 
vibration 

o dynamic modulus of elasticity 
o the modulus of elasticity in shear 
o dynamic Poisson's ratio Dynamic flexural 

vibration 

Indentatio
n methods 

Macro-indentation o mechanical properties at macroscale 

Micro-indentation o mechanical properties at microscale 

Nano-indentation o mechanical properties at nanoscale 

Atomic force acoustic microscopy o elastic modulus at atomic scale 

Nondestructive 
Ultrasonic 
methods 

Pulse-echo method 
o elastic modulus 
o shear modulus 

V(z) curve method 
o elastic modulus 
o shear modulus 

Resonance 
ultrasound 
spectroscopy (RUS) 

o elastic modulus  
o Poisson's ratio 

After (36-38) 

 
The dynamic elastic properties, such as dynamic modulus of elasticity, dynamic 

modulus of elasticity in shear, and dynamic Passion’s ratio, could be determined 
using dynamic vibration methods (33). In the dynamic longitudinal vibration test, 
the specimen is clamped at middle point and free at both ends. On the contrary, in 
dynamic flexural vibration test, the specimen is clamped at one end and loaded 
with mass at the other end.  On average, dynamic modulus is known to be higher 
than static modulus, as cement concrete is subjected to very small strain in 
dynamic test. According to Popovics (34), the value of dynamic modulus depends 
on measurement methods, and the longitudinal vibration test gives a lower 
prediction value.   

Indentation method at macroscale could be used to determine the mechanical 
properties and fracture toughness of cement. Chou et al. used indentation-strength 
method to investigate the fracture toughness of a macro-defect free cement, 
validated using fracture surface analysis (35). Micro-indentation method could be 
utilized to determine micro-mechnical properties of cement matrices in 
cementitious composites (36). Tritik et al. performed the micro-indentation test on 
cement concrete to quantitatively compare the micro-properties of the interfacial 
transition zone (ITZ) with those of the bulk cement matrix by characteristics, such 
as elastic modulus and creep (36). Indents within 30 µm distance from the 
interface are considered as ITZ, whereas indents outside of this distance are 
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considered as bulk matrix. It was found that elastic modulus within ITZ was about 
25 % lower than that of bulk matrix (36).  Sonebi had successfully used the 
depth-sensing nano/micro-indentation method to determine the elastic modulus 
and micro-hardness of the ITZ between aggregates and the paste of underwater 
concrete and evaluate the extent of the ITZ around the aggregate-matrix interface 
(37). Kurumisawa et al. evaluated the micro-elastic modulus of the C-S-H phases 
using micro-indentation and then calculated the porosity of C-S-H from the micro-
elastic modulus using Jennings’ packing model (38-39).  

Among all the indentation methods, nanoindentation experimental techniques 
can be used to determine the local mechanical properties of individual 
constituents. For instance, in hydrated cement paste, the phase mixtures and the 
short-term creep behaviors of C-S-H phases are be detected using the 
nanoindentation test (43-48).  Constantinides et al. confirmed the existence of two 
types of C-S-H, i.e., HD and LD C-S-H, and investigated the distinct role played 
by two phases on the elastic properties of cement-based materials (49). On the 
other hand, the application of nanoindentation to the determination of hardness 
and elastic modulus of asphalt concrete is proved to have great potential for 
realistic characterization of asphalt mixture components (50).  

Unlike the aforementioned methods, ultrasonic resonance method is a 
nondestructive technique that could measure an elastic vibration in a propagating 
wave (51).  The most commonly used method is pulse-echo method, determining 
the elastic constants of materials by measuring the time of flight of sound pulses 
within bulk materials.  The pulse frequency used for testing cementitious 
materials range from 20 kHz to 250 kHz with 50 kHz being appropriate for field 
testing of cement concrete (52). In 1989, Keating et al. investigated ultrasonic 
longitudinal (P) wave propagation in fresh cement pastes (53). Different from 
pulse-echo method, V(z) curve method utilizes surface acoustic wave traveling on 
the surface. Zhu et al. utilized V(z) curve method to investigate the air content in 
early age cement pastes (54). RUS is applicable to a wide range of sample sizes, 
from micrometers to centimeters, with the advantage of determining elastic 
constant of a small sample from one spectrum (55).  RUS measures the natural 
frequency of elastic vibration for a number of a sample’s normal modes along 
with the shape and mass of the sample, and then process the measured signal using 
a computer (51). At mesocale, elastic properties of cement can be measured using 
RUS with high precision and great efficiency (55-57). Besides mechanical 
properties, RUS is also capable to measure the temperature-induced phase 
transition, internal friction and attenuation, as well as the detection of internal 
flaws and cracks (55).   

All these techniques have their own advantages to determine the 
nanostructures and microstructures of stone-based materials. Mechanical 
properties and/or microstructures of stone-based materials can be determined 
from microscopic analysis, and then further used as inputs in microstructural 
modeling for upscaling.   



Review of Multiscale Characterization Techniques and Multiscale Modeling Methods 333 

 

3 Multiscale Modeling of Stone-Based Materials 

3.1 Multiscale Modeling Methods for Atomistic-to-Continuum 

The atomistic-to-continuum coupling is essential due to the following two reasons. 
First, a continuum model may not be capable to simulate singular phenomenon, 
such as dislocations and cracks at microscale; second, simulation of the bulk 
structure using atomistic model at nanoscale or microscale throughout the whole 
region is computationally too expensive due to large number of atoms or particles 
(58). Consequently, by considering computational effectiveness, atomistic-
continuum coupling models are widely used with atomistic model in the vicinity 
of singularity regions and continuum model in the other regions.  

There are three methods are widely used for the atomistic-to-continuum 
coupling: quasi-continuum method, Coarse-Grained Molecular Dynamics 
(CGMD) method and hand-shake method.  Quasi-continuum method was firstly 
developed by Tadmor et al. in 1996. In quasi-continuum method, domain 
decomposition uses the same physical description, that is to say the same type of 
governing equation is applied throughout the whole domain (59-60). The 
continuum model is refined down to atomic dimensions where necessary. The 
energy of each refined mesh is computed from atomistic calculation by calculating 
a representative portion of each mesh.  Deformation gradient is defined at the 
nodes of the mesh and the atomistic energy is computed for a representative atom 
embedded in the mesh according to the nodal deformation gradient. A weighted 
sum of the representative energies determines the energy of the system. The 
number of degrees of freedom is dramatically reduced from the atomistic model to 
the continuum model. Its unique advantage is that it avoids common assumptions 
in continuum models so that the number of degree of freedom is significantly 
reduced, and its disadvantage is that governing equations at macroscale might not 
be true at microscale, sometimes leading to unrealistic results.  

Coarse-Grained Molecular Dynamics (CGMD) method was proposed by Rudd 
and Broughton in 2000 (61). It is used in cases where the atomistic/continuum 
coupling is more accurate. The need for a higher quality coupling may be due to 
the physics of the system under study, like center portion of crack tip. In these 
cases, CGMD controls the errors introduced by the atomistic/continuum coupling. 
CGMD provides a consistent treatment of the short wavelength modes which are 
missing from the coarse finite element mesh. The short wavelength part of the 
spectrum is relevant to the behavior of the system when the system is sufficiently 
small or when there is a strong high frequency elastic wave like cracking process. 
CGMD provides a way to reduce the atomistic coordinates to a much smaller set 
of degrees of freedom associated with the displacement field at the nodes of the 
coarse mesh, and the equations of motion for this mean displacement field. The 
major advantage of CGMD is that the coupling is derived from the atomistic scale.   

Hand-shaking method proposed by Abraham et al. in 1998 provides a 
convenient means to determine how the displacement field on the finite element 
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mesh coincides with the positions of atoms in the atomistic model and how the 
forces are determined to satisfy the consistent dynamics and thermodynamics (62-
63). There are typically three components in the whole simulation region: a finite 
element model representing for continuum subdomain where the deformation field 
is smooth and homogeneous, a molecular model representing atomistic subdomain 
where bond breaking is expected, and a hand-shaking region that somehow couple 
these two subdomains (64). In the hand-shaking region, displacements and 
forces/energy are usually tied together as constraints (58, 65), as shown in Fig. 2. 
The internal finite element nodes are corresponding to atoms. The equations of 
motion for the internal nodal fields are not derived from continuum models, but 
from the underlying atomistic model. The nodal fields represent the average 
properties of the underlying atoms, and the equations of motion are constructed to 
describe the mean behavior. Many degrees of freedom are eliminated in the 
process based on quasi-continuum technology and the calculated displacement 
and/or force are transferred between nodes based on principles of hand-shaking 
method. For example, within a distance equal to the range of the inter-atomic 
potential, finite element nodes in continuum model are placed at the equilibrium 
position of atoms in the atomistic model, and the displacement field can be viewed 
as motion of an atom away from its equilibrium position.  

   
Atomistic model

Continuum modelHand-shaking region  
Fig. 2 Hand-shaking region 

 

According to the coupled parameters within the hand-shaking region, there are 
two types of hand-shaking methods: force-based blending method and energy 
based blending method. In the first method, displacement field and forces are 
coupled in the hand-shake region. A force-based blending method was proposed 
by Badia et al. for coupling atomistic and continuum models, and preliminary one-
dimensional computational examples in were presented with the validation of 
some simple patch tests (58). This atomistic-to-continuum coupling method 
accounts forces acting at nodes in the hand-shaking region; however, the particle 
displacements are only slaved to displacements in the continuum model in an 
average sense using Lagrange multipliers to reduce the number of constraints. 
Besides coupling atomistic and continuum models at the force level, the two 
models can also be coupled at energy level using Arlequin method with the 
assumption that energy of the system is shared between the two co-existing 
models (66-67). Seleson et al. proposed an energy blending method for the one-
dimensional atomistic-to-continuum blended model, and the equilibrium 
configuration of the whole system was determined according to the minimization 
of the blended potential energy (68).  
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3.2 An Example of Multiscale Failure Modeling  
of Stone-Based Materials  

The following content gives an example of multiscale failure modeling of stone-
based materials. In this example, cement concrete is chosen as the modeled stone-
based material. Cement paste with low tensile strength is more likely to exhibit 
cracks, consequently reducing durability of cement-based materials. As shown in 
Fig. 3, failure cracks could occur either within a bulk of cement concrete or along 
an interface between two different materials; the former crack failure is termed as 
cohesive crack, and the latter is named as adhesive (or interfacial) crack (69). For 
cohesive cracks, homogenization can be used in a finite element model to 
represent the bulk material around the crack region; conversely, a micro model 
can be established to simulate the adhesive layer for adhesive cracks (69).  
 

Cohesive crack

Adhesive crack

Macroscale 
crack

Aggregate

Cement

 
Fig. 3 Cohesive crack and adhesive crack in cement concrete   

Nguyen et al. proposed a macro-micro two scales failure model for hydrated 
cement concrete materials (1). At microscale, a numerical cement hydration model 
was used to simulate the microstructure of cement paste and mechanical behaviors 
of hardening cement paste. Standard homogenization method was utilized to 
obtain effective elastic properties of hydrated cement for upscaling. The 
microstructure was then discretized into a finite element model to perform 
mechanical simulations at macroscale.  Macroscopic failure was represented 
using cohesive cracks, whose behavior was determined based on finite element 
simulations realized on microscopic samples. Fig. 4 shows the two-scale finite 
element failure analysis of mortar under the uniaxial tension test, and a reasonable 
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force-displacement relationship was achieved. However, there are some 
unresolved problems in this model: (i) inelastic properties of hardening cement are 
somehow arbitrarily selected in the microscale model without inverse analysis 
from macroscale experiments; (ii) the bridging between microscale and 
macroscale is not well established yet (1).  

 

 

 
Fig. 4 Two-scale finite element analysis of the uniaxial tension test for mortar (1) 

4 Conclusions 

Based on this investigation, the following conclusions can be drawn.  

(i) The molecular structure of cement can be determined from different scales 
by using microscopic techniques, including TEM, XAS, EDX, SEM, NMR, and 
Rama microcopy, etc. All these techniques have their own advantages to 
understand the nanostructures and microstructures of hydrated cement 
pastes/concrete, depending on which mechanical properties and/or microstructures 
of cement paste can be determined on the scale from µm to nm.  However, there 
are a great variety of molecular models for stone-based materials.  The diversity 
of molecular models is due to the following reasons: all these microscopy 
techniques only provide fragments of the molecular structure information; 
consequently, the proposed molecular structure only represents the structure 
located at the measured area.  

(ii) There are three widely used methods for the atomistic-to-continuum 
coupling: Quasi-continuum method, CGMD method and hand-shake method.  In 
quasi-continuum method, the same type of governing equation is applied 
throughout both microscale and macroscale. Its unique advantage is that common 
assumptions are avoided in continuum models so that the number of degree of 
freedom is significantly reduced, and its disadvantage is that governing equations 
at macroscale might not be true at microscale, leading to unrealistic results. 
CGMD method usually provides better accuracy than quasi-continuum method. 
The advantage of CGMD method is that coupling is originated from atomistic 
scale, therefore, microstructure of simulated materials is well represented.  In 
handshaking method, there are mainly three components: a finite element model 
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representing for continuum subdomain, a molecular model representing atomistic 
subdomain, and a hand-shaking region that somehow couple these two 
subdomains. Handshaking method is recommended, because both microstructure 
and macrostructure could be well represented.   

(iv) There are two types of failure cracks in cement-based materials: cohesive 
cracks and adhesive crack. In Nguyen et al.’s macro-micro two-scale failure 
simulation of cement concrete, cohesive cracks are simulated using a numerical 
hydration model at microscale and a finite element model at macroscale. This 
model is capable to analyze uniaxial tension failure of cement concrete in two-
dimension. Further efforts should be made to improve the selection of inelastic 
properties in the microscale model and the bridging between two scales.  
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Effects of Various Modifiers on Rheological 
Property of Asphalt 
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Abstract. The effects of different modifiers on rheological properties of asphalt 
were studies by dynamic shear tests. Seven kinds of asphalt binders were used to 
study the viscoelastic effects based on the hysteresis loop analysis from the 
following aspects: accumulation of deformation, elastic stored energy, viscous 
dissipative energy, viscoelastic ratio and complex modulus. Another two kinds of 
modified asphalts were used to verify the previous results and to describe 
performance of composite modified asphalt by conventional dynamic sweep tests. 
The results show that it is practicable and effective to use energy method to evaluate 
viscoelastic properties of asphalt; Aromatic oil can increase residual strain 
dramatically; Combination of rubber powder (or SBS) and aromatic oil can increase 
elastic stored energy greatly; Both rubber powder and SBS can increase viscoelastic 
ratio dramatically, followed by SBR; Composite modified asphalt has an excellent 
performance on road engineering. 

Keywords: Asphalt, Modifier, Rheology, Hysteresis loop, Dynamic shear 
rheometer. 

1 Introduction 

Asphalt is used widely in pavement construction because of its superior qualities, 
such as readily adhesive, highly waterproof, and durable, etc. The polymer modified 
asphalt used in the road construction has more advantages including lower 
susceptibility to daily and seasonal temperature variations, higher resistance to 
deformation at elevated pavement temperature, better adhesion between aggregate 
and binder, higher fatigue life of mixes, delay of cracking including reflective 
cracking, overall improved performance in extreme climatic conditions, and heavy 
traffic conditions. The performance of asphalt modified by various polymers 
including polyethylene (PE), crumb rubber (CR), styrene–butadiene–styrene 
(SBS), ethylene vinyl acetate (EVA), styrene–butadiene rubber (SBR), and starch 
have been described (Singh et al. 2013; Moren et al. 2013; Al-Hadidy and Tan 
2010; Zhang and Yu 2010; Sengoz and Isikyakara 2008). These modifiers can 
improve the high and low temperature characteristics of asphalt compositions, as 
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well as to improve their toughness and durability. Materials in this paper include 
neat asphalt binder, rubber powder, SBS, SBR and aromatic oil. 

Substantial benefits can be achieved by designing longer lasting asphalt 
pavements which are less susceptible to common distresses. Major hot mix asphalt 
(HMA) pavement distresses such as rutting, raveling, and stripping can be assessed 
by using the rheological characteristics of asphalt binders (Soleymani et al. 2004). 
Dynamic shear modulus (G*) and phase angle (δ) are two key rheological 
parameters to characterize Performance Grade (PG) asphalt binders introduced in 
the Superpave (Superior Performing Asphalt Pavements) binder specifications 
(Roberts et al. 1996). SHRP specification properties rutting factor (G*/sinδ) and 
fatigue factor (G*sinδ) can reflect rutting and fatigue resistances of asphalt, 
respectively. But viscoelastic behaviors of different modified asphalts can’t be 
described and distinguished exactly only by these parameters. 

The purposes of doing the present research work are to: (1) find indexes which 
can distinguish the effects of different modifiers on rheological properties of asphalt 
clearly. (2) compare the effects of mixing various modifiers to neat asphalt binder in 
terms of viscoelastic property, temperature susceptibility, fatigue life, etc; 

2 Materials and Test Methods 

2.1 Experimental Materials 

Asphalt  

As the basic raw material, the property of asphalt undoubtedly plays a vital role in 
preparation. The asphalt binder used in this paper is with the penetration grade 90 
produced in liaohe of china, which is more extensive in production and use. The 
basic properties of asphalt are shown in Table 1. 

Table 1 Physical properties of neat asphalt binder 

Property Unit Engineering requirements Test result Test method 

AH-90 AH-90 

Penetration (100g, 5s, 25oC) 0.1mm 80~100 83.1 ASTM D-5 

Ductility (5cm/min, 10oC) cm _ >100 ASTM D-113 

Ductility (5cm/min, 15oC) cm ≥100 >140 ASTM D-113 

Softening point oC 42~52 46.2 ASTM D-36 

Solubility (Triclene) % 99.0 99.4 ASTM D-2042 

Flash point (COC) oC 230 320 ASTM D-92 

Density (15oC) g/cm3 actual measurement 1.008 ASTM D-1298 

Wax content (Distillation 
method) 

% ≤3 1.5 UOP46-85 
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SBS Powder 

SBS used in this study is linetype-3411 produced in Taiwan, which technical data is 
shown in Table 2. The contents of all additives used in this paper were determined 
by referring the work of Tan et al. (Tan et al. 2012). 

Table 2 Physical properties of SBS 

Test 
item 

Proportion Hardness 
(shore A) 

Volatile 
matter content 
(%) 
 

Butadiene/styrene Ash 
content  
(%) 

25% toluene 
solution viscosity 
(mPa•s) 

Test 
data 

0.94 80 0.25 70/30 0.1 20000 

SBR Powder 

SBR powder used in this paper grafted the SBR styrene monomer in butadiene 
styrene rubber, whose technical specifications are shown in Table 3. 

Table 3 Quality standards of SBR  

Test item Particle size 
(mesh) 

Molecular weight 
(thousand) 

Combination of 
styrene (%) 

Raw rubber Mooney 
viscosity 
[M/(1+4)100℃] 
 

Quality 
indicators 

≤40 200~300 21.5~35 47~66 

Rubber Powder and Aromatic Oil 

The rubber powder of 50-100 mesh was obtained by sieving with standard square 
holes sieve. Aromatic oil is a kind of light oil. 

2.2 Laboratory Testing 

Determination of Processing Technic 

The processing technic is shown in Fig. 1 by referencing the results of  
Al-Hadidy and Tan (Al-Hadidy and Tan 2007). The stirring speed was 4000 
circles/min. 
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Fig. 1 Preparation process of sealant 

Dynamic Shear Rheometer Test 

The dynamic shear rheometer (DSR) applies a shearing force to a thin sandwiched 
between two plates (Fig. 2); the lower plate is fixed, and the upper plate oscillates 
back and forth across the asphalt sample at a fixed frequency and strain (or stress) 
amplitude to create the shearing action. 
 

 

Fig. 2 DSR apparatus 

The conventional DSR tests were performed in the light of the AASHTO T315-2 
under the following test conditions: 

 

 

Heat asphalt to 

200oC. 

Add aromatic oil 
then stir for 10 
minutes. Add rubber 

powder then 
stir for 2 
hours 

Reduce temperature 

to 180oC, then add 

SBS powder and stir 

for 2 hours 

Reduce temperature 

to 160oC, then add 

SBR powder and stir 

for 2 hours 
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 Strain sweep: mode of loading: controlled-strain (0.1%--100%). 
               temperature: 25oC. 
               frequency: 1.59Hz. 

 Temperature sweep: mode of loading: controlled-strain (2%). 
                    temperatures: 10oC, 20oC, 30oC, 40oC, 50oC, 60oC. 
                    frequency: 1.59Hz. 

 Time sweep: mode of loading: controlled-strain (12%). 
              temperature: 25oC. 
              frequency: 1.59Hz. 
              time: 600s. 

Hysteresis Loop Test 

One hysteresis loop could be obtained by using DSR to make a cyclic load on the 
specimen once (Fig 3). Loss energy can be described as the area surrounded by the 
loop (red area in Fig 3, ω1). Storage energy can be described as the area surrounded 
by restore strain curves (green area in Fig 3, ω2). Elastic proportion is defined as the 
following formula: ω2/(ω1+ω2). Residual strain (ε′) is used to describe the 
deformation after some load circles. Complex modulus is defined as the following 
formula: σmax / εmax. This paper tested neat asphalt binder and six different kinds of 
modified asphalt, and analyzed the indicators in fifty load circles. Stress-controlled 
log-type torsional shear cyclic tests were conducted at stress level of 500Pa at 25 oC 
and 8.33×10-3 Hz. The total loading cycles were 50 and the viscoelastic parameters 
were calculated by the 50th loading. 

 

Fig. 3 Schematic of hysteresis loop analysis 

3 Results and Discussion 

3.1 Analysis of Hysteresis Loop Test 

Residual strain can be used to characterize the permanent deformation resistance of 
modified asphalt. The smaller the residual strain is, the stronger the resistance 
ability of permanent deformation is. 



348 G. Meng and T. Yiqiu 

 

Fig. 4 Relationship between residual strain and number of load circles 

Fig. 4 shows that in terms of reducing residual strain, the effects of rubber 
powder and SBS are the same (nearly 92%), and are larger obviously than SBR. 
Addition of aromatic oil will make the residual strain increase dramatically. The 
combined effects of aromatic oil and rubber powder (or SBS) make the same 
contribution to the decrease of residual strain with the individual influence of SBR 
(nealy 70%). 

Complex modulus is used to characterize the stiffness of modified asphalt. 

 

 

Fig. 5 Relationship between complex modulus and number of load circles 
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Fig. 5 shows that complex modulus is most sensitive to the additions of aromatic 
oil and SBS (increasing by more than three times), while rubber powder and SBR 
effect less. So when the softness of modified asphalt needed to be changed 
dramatically, aromatic oil and SBS could be added, and when the softness of 
modefied asphalt is close to the optimum value, SBR and rubber powder can be 
used to change it slightly. In addition, it can be seen from Fig. 15 that the curve of 
the asphalt modified by aromatic oil and rubber powder is nearly the same as neat 
asphalt binder, which indicates that the effects of rubber powder and aromatic oil on 
complex modulus just cancel each other out. 

Storage energy is used to characterize elastic behavior of modified asphalt under 
the repeated loading. The more modified asphalt storage energy is, the stonger 
deformation recoverability of modified asphalt is. 

 

 

Fig. 6 Relationship between storage energy and number of load circles 

Fig. 6 shows that when only one factor is considered, rubber powder can improve 
the elasticity of modified asphalt the most, and SBS comes second (accounting for 
half of the rubber powder), then followed by SBR, and aromatic oil effects the least. 
But the interaction of aromatic oil and rubber powder (or SBS) can make a 
substantial increase (by three times of single additive) in elastic energy storage 
capacity, which indicates that aromatic oil can play a role of helping rubber powder 
(or SBS) dissolve, swelling, and decentralize. 

Loss energy is used to characterize the energy making modified asphalt flow 
viscously under repeated loading, which is unrecoverable. 
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Fig. 7 Relationship between loss energy and number of load circles 

Fig. 7 indicates that the addition of aromatic oil can increase loss energy rapidly, 
and can make the viscous flow of modified asphalt become easier. In contrast, SBS, 
rubber powder and SBR can increase the viscosity of modified asphalt, so as to 
decrease loss energy, whose rank are in the following order: SBS > rubber powder > 
SBR. When aromatic oil and rubber powder (or SBS) work together, the effect is 
not obvious. 

Elastic proportion is used to characterize relationgship between elasticity and 
viscosity of modified asphalt. The lager elastic proportion value is, the more the 
recoverable part of modified asphalt deformation is, that is, the stronger its ability of 
resisting permanent deformation is. 

 

 

Fig. 8 Relationship between elastic proportion and number of load circles 
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Fig. 8 shows that when only one factor is considered, aromatic oil can decrease 
elastic proportion, while rubber powder, SBS, and SBR can increase it. The 
capacities of proportion rubber powder and SBS for increasing elastic are nearly the 
same, both stronger than SBR. It can be seen that when aromatic oil and rubber 
powder (or SBS) work together, the addition of aromatic oil has no impact on the 
elastic proportion of specimens, which result from that aromatic oil increases the 
elastic storage energy and viscous dissipated energy at the same time. 

3.2 Conventional Dynamic Sweep Tests 

In order to study the effects of strain, temperature and loading time on  
the rheological property of composite modified asphalt and verify the  
previous conclusions, neat asphalt binder and PMA-A (asphalt+25%rubber 
powder+5%SBR+7%aromatic oil) were tested by strain sweep, temperature sweep 
and time sweep methods. In order to verify the elastic enhancing effect  
of SBS in composite modified asphalt, PMA-B (asphalt+25%rubber 
powder+5%SBS+3%SBR+10%aromatic oil) were tested by time sweep method. 

Strain Sweep Test 

The strain sweep results of PMA-A and neat asphalt binder are shown in Figs. 9 and 
Figs. 10. 

 
 

Fig. 9 Relationship between complex 
modulus and strain   

Fig. 10 Relationship between phase angle 
and strain

 
Fig. 9 shows that complex modulus decreases gradually with strain increasing, 

and initial data indicates the linear viscoelastic range for neat asphalt binder is 35%, 
and PMA-A is 38%. Fig. 9 also indicates that PMA-A is not sensitive to strain 
change compared with neat asphalt binder. Fig. 10 indicates that PMA-A has more 
elastic proportion than neat asphalt binder, that is, PMA-A is better at resisting 
permanent deformation than neat asphalt binder. 
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Temperature Sweep Test 

The temperature sweep results of PMA-A and neat asphalt binder are shown in 
Figs. 11 ~ Figs. 14. 

 
  

Fig. 11 Relationship between lg G* and 
temperature

Fig. 12 Relationship between rutting factor 
and temperature

 

 

Fig. 13 Relationship between fatigue factor 
and temperature 

Fig. 14 Relationship between phase angle 
and temperature 

 
Fig. 11-13 indicate that both PMA-A and neat asphalt binder are sensitive to 

temperature, and the lower the temperature is, the faster the speed of change is, and 
the temperature susceptibility of PMA-A is better than neat asphalt binder. Fig. 12 
shows that the permanent deformation resistant capacity of PMA-A and neat 
asphalt binder decrease dramatically with temperature increasing. When the 
temperature is more than 40oC, the rutting factor (G*/sinδ) of PMA-A is larger than 
neat asphalt binder, that is, the resistant capacity of permanent deformation of 
PMA-A is stronger than neat asphalt binder when the temperature is higher than 
40oC. Fig. 13 indicates that anti-fatigue performance of PMA-A and neat asphalt 
binder become better with the temperature increasing. When the temperature falls 
down below 40oC, the fatigue factor of PMA-A is smaller than neat asphalt binder, 
which indicates that the anti-fatigue performance of PMA-A is stronger than neat 
asphalt binder when temperature is lower than 40oC. 
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Fig. 14 shows that phase angle of neat asphalt binder is very sensitive to 
temperature, while PMA-A changes little with temperature changing. When the 
temperature is between 10oC and 60oC, the phase angle of PMA-A is smaller than  
neat asphalt binder, which indicates that elastic proportion of PMA-A is larger than 
the neat asphalt binder. When the temperature increases to more than 60oC, the 
phase angle of neat asphalt binder is nearly 90 degrees, and it goes into viscous flow 
state with the loss of its elasticity. 

Time Sweep Test 

The time sweep results of PMA-A, PMA-B and neat asphalt binder are shown in 
Figs. 15 ~ Figs. 18. 

 

Fig. 15 Relationship between complex modulus and time 

 

Fig. 16 Relationship between rutting factor and time 
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Fig. 17 Relationship between fatigue factor and time 

 

Fig. 18 Relationship between phase angle and time 

Fig. 15~Fig. 17 show that many indicators of neat asphalt binder decrease 
rapidly with time increasing, while PMA-A decrease slightly only in the initial 
stage, soon entere into a stable state, and PMA-B changes little, which indicates that 
anti-fatigue performance of PMA-A and PMA-B is better than neat asphalt binder. 
Fig. 15 and Fig. 16 show that complex modulus and rutting factor of PMA-B are 
both smaller than PMA-A, and Fig. 17 shows that fatigue factor of PMA-B is 
smaller than that of PMA-A, which indicate PMA-B has weaker rutting resistance 
and stronger anti-fatigue properties than PMA-A. It can be seen from Fig. 18 that 
phase angles ranking of three samples are in following order: neat asphalt binder > 
PMA-A > PMA-B, which indicates that PMA-A and PMA-B have more elastic 
behavior than neat asphalt binder under repeated loading. Improved elasticity is 
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potentially beneficial for resisting deformation, and PMA-B is better than PMA-A 
in this regard, which results from the previous conclusion, i.e. SBS can increase the 
elastic proportion more than SBR. 

4 Conclusions and Recommendations 

Based on the testing and analysis presented herein, the conclusions of the study are 
summarized as follows: 

(1) Five indicators including residual strain, complex modulus, elastic storage 
energy, viscous loss energy and elastic proportion are proposed to evaluate 
viscoelastic behavior of modified asphalt. The testing results of neat asphalt binder 
and six kinds of modified asphalt indicate that the five inidicators can characterize 
the modification effects well from different angles, and the distinguish effects of 
residual strain and elastic proportion are most obvious. 

(2) Rubber powder and SBS are good choices for increasing the resistance ability 
of permanent deformation. Rubber powder or the composition of rubber powder 
and aromatic oil can increase the elastic ratio effectively. The combination of 
rubber powder and aromatic oil can enhance the elastic stored energy as well. SBS 
can reduce the viscous loss energy and increase the complex modulus, while 
aromatic oil can reduce the complex modulus dramatically. 

(3) Compared with neat asphalt binder, PMA-A has smaller complex modulus, 
stronger deformation ability, lower temperature susceptibility, higher elastic 
proportion. The complex modulus of PMA-A and PMA-B change slowly with time 
growing, which indicate their anti-fatigue performance is very strong. 

However, limited experiments were performed due to the limited funding and lab 
conditions. Further research can be processed, including mechanism analysis by 
various microcosmic tests (such as DSC tests, FTIR tests, and SEM analyses), 
effects of more extensive additives and synergistic effects exsiting among different 
additives. 
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Abstract. We develop in this study a coupled creep-damage model for concrete 
subjected to moderate temperatures. The coupling procedure relies on the concept 
of pseudo-strains introduced by Schapery [1], which allows to reformulate the 
initial viscoelastic problem as an equivalent elastic one by using a correspondence 
principle. The creep model is based on a micromechanical approach where a sim-
plified representation of the material as a composite made of a linear viscoelastic 
matrix with distributed elastic inclusions and pores is adopted. One interesting 
feature is that analytical expressions for both bulk and shear moduli in the time 
space are derived in simpler cases when a limited number of Maxwell elements 
are involved to describe the matrix behavior. The well-known macroscopic iso-
tropic damage model due to Mazars [2] is adopted to reproduce the cracking ef-
fects. The evolution of the damage variable is governed by an equivalent strain 
calculated from the pseudo-strains. The model is further extended to the case of 
moderate temperature increases with the aid of the equivalent time method. It is 
then applied to the simulation of concrete basic creep tests at different tempera-
tures ranging from 20 to 80°C. The results are compared to experimental data and 
show a good agreement provided an adequate identification of the model parame-
ters. The model response tends to show that the creep strains result mainly from 
the viscous characteristics of the material, and to a lesser extent to the damage 
growth. This conclusion holds for both ambient and moderate temperatures. 

1 Introduction 

Concrete is a very common construction material, in particular in the context of 
nuclear waste storage structures. For these applications, its durability and long-
term performance are essential to ensuring the protection against radionuclide 
migration. Among the important mechanisms to be accounted for, the differed  
deformations are known to considerably alter the long-term response of structures 
and their service life due to the resulting redistributions of strains and stress which 
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may lead to damage initiation and growth. The precise knowledge of creep phe-
nomenon and related induced damage appears then of particular importance re-
garding such structures. Creep models for concrete are generally developed at the 
macroscale, and include for the most sophisticated ones variables and parameters 
aiming to capture in a simple way the effects of particular mechanisms occurring 
at the micro and nanoscale (see e.g. [3–6]). By contrast, few models are based on 
micromechanical approaches and associated upscaling techniques, whose advan-
tages are to incorporate more rigorously the main characteristics of the elementary 
phases composing the material. It is nonetheless well-known that cementitious 
materials exhibit a heterogeneous and hierarchical microstructure, and that their 
main phases behave differently (viscoelastic behavior for the cement paste, linear 
elastic for the aggregates). The reason is probably that classical homogenization 
methods are not directly applicable to the case of viscoelastic materials without 
the recourse for instance of the Laplace-Carson (LC) transform and related corres-
pondence principle (see e.g. [7–9]). The problem is even more complicated when 
cracking is considered, since damage growth becomes also time-dependant and its 
coupling with strain or stress rate difficult to describe. In most cases this time 
dependency is captured by introducing relevant parameters in the evolution law of 
the damage variables (e.g. [10,11]). 

We present in this paper a coupled basic creep-damage model based on the 
pseudo-strain approach due to Schapery et al. [1,12] and the use of the isotropic 
damage model of Mazars [2]. The application of an equivalence principle allows 
obtaining a particularly simple formulation. Another characteristic of the proposed 
model resides in the application of analytical upscaling techniques to obtain the 
evolution of the linear viscoelastic bulk and shear moduli of the concrete. This 
procedure relies on the description of the material as a linear viscoelastic matrix in 
which are randomly distributed spherical elastic inclusions representing aggre-
gates, and pores. The Mori-Tanaka (MT) scheme is applied in the LC space to 
estimate the mechanical parameters, and it is shown that the analytical inversion 
of these parameters into the time space can be achieved provided the calculation 
of the roots of polynomials. The model is further extended by making use of the 
equivalent time method to the cases of variable moderate temperatures. In this 
paper simulations of basic creep tests on concrete (recovery is not dealt with in 
this first attempt) subjected to various temperatures ranging from 20 to 80°C are 
carried out and the results are discussed and confronted to experimental data. 

2 Creep-Damage Model 

We describe in this section the coupled creep-damage model proposed for 
concrete materials. As already mentioned in the introduction, a key feature of this 
model is the use of the pseudo-strains concept introduced in [1,12]. This approach 
is extended here to the 3D isotropic case such that the viscoelastic creep model is 
written in a form equivalent to the Hooke’s law via an elastic-viscoelastic 
correspondence principle: 
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in which ( )k t  and ( )tμ  are the isotropic bulk and shear moduli, ( )tr ⋅  designates 

the trace, devε  and R
devε  are the deviatoric part of the tensors of strains and pseudo-

strains, respectively. Note that the above approach can be applied when a linear or 
nonlinear creep model is concerned. Besides, we consider isotropic viscoelastic 
materials with potentially different time functions for ( )k t  and ( )tμ , i.e. the 

Poisson ratio may also be time-dependant. The formulation of Eq. (1) is particularly 
simple, and allows a direct coupling with damage mechanics in the same way as 
elastic-damage models. We choose for representing the effects of cracking the well-
known damage approach proposed by Mazars [2] due to its simplicity and robustness. 
Introducing the scalar damage variable D  into Eq. (1)-(2), we get: 
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with Rε  the equivalent strain whose definition is obtained from [2] by replacing 

the strains by the pseudo-strains expressed in Eq. (2) as: 
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where R
iε  stands for the eigenvalues of Rε  and 

+
⋅  designates the Macauley 

brackets, i.e. whose result equals the argument if positive, and zero otherwise. The 
evolutions of the damage variable are then controlled by the pseudo-strains, and 
the following law initially proposed by Mazars in the context of time 
independency is retained: 
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in which A  and B  are adjusting parameters, with the subscripts t and c indicating 
tension and compression states of stresses, respectively, and dε  is the initial 

damage threshold. It is important to notice that with this law depending on the 
equivalent pseudo-strains, the evolution of the damage variable is implicitly time-
dependant.  
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We briefly describe now the model developed for estimating the linear 
viscoelastic bulk and shear moduli of the concrete. As already discussed, this 
model is based on the application of the MT scheme in the LC space to the 
heterogeneous material defined by an isotropic linear viscoelastic matrix with 
distributed spherical isotropic elastic inclusions and voids representing aggregates 
and pores, respectively. The bulk ( )mk t  and shear ( )m tμ  moduli of the matrix are 

assumed to be described by a generalized Maxwell model with 4 elements (one 
with only a spring), so that they can be expressed by: 
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where mk∞ , m
ik , mμ∞  and m

iμ  are the elastic moduli in the Maxwell models and 
,m k

iτ  and ,m
i

μτ  are the relaxation times. In the following, we assume that 
, ,m k m m

i i i
μτ τ τ= = , i.e. the relaxation times for both bulk and shear moduli are 

equal. Eq. (6) then defines the matrix properties at the microscale. We showed that 
in the LC space, the homogenized (or effective) properties of the composite 
material estimated with the MT scheme can be expressed in the form [13]: 
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in which iAκ , iBκ , iCκ  and iDκ  with { }k ,κ μ∈  are coefficients calculated from 

the microscopic mechanical properties of the matrix and of the aggregates, and the 
volume fractions of the aggregate and pore phases aφ  and pφ , respectively. 

Provided the calculation of the roots of the polynomial denominators appearing in 
the previous relations, i.e.: 
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it is also demonstrated that the inversion of homk  and homμ  expressed in the LC 

space and defined in Eq. (7) may be expressed by the following analytical 
formulae in the time space (see [13] for more details): 
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In these equations, k∞ , ik , μ∞  and iμ  are the coefficients derived explicitly in 

function of the mechanical parameters and volume fractions of the different 
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phases composing the material; k
iτ  and i

μτ  are the relaxation times which are also 

calculated from the microscopic phase characteristics, but as they are the solutions 
of Eqs. (8), they are evaluated numerically (there is no general algebraic solution 
in radicals for polynomial equations of degree greater than 4). Note that the 
analytical relations (9) are a key feature of our creep model. We observe that the 
number of relaxation times defining the macroscale behavior is much higher than 
that at microscale, indicating an enrichment of the relaxation spectra due to the 
homogenization procedure.  

Eqs. (2), (3) and (9) then define the macroscopic creep-damage behavior of the 
material. The extension of this formulation to non isothermal cases with moderate 
temperature increases is achieved by applying the equivalent time method 
consisting in replacing in Eq. (2) the time variable t  by an equivalent one ( )et t  

expressed by: 
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1 1
( ) exp

( )

t

e
ref

Q
t t d
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τ
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with T  and refT  the current and initial temperatures, Q  the activation energy of 

the process and R  the gas constant. This method has been successfully applied for 
similar phenomena by a number of authors, e.g. [3,14]. Note that the use of ( )et t  

for modifying the dashpot viscosities (and then the relaxation times) at the 
macroscale is equivalent here to introducing it directly at the microscale in the 
Maxwell model for the matrix.  

The response of the creep-damage model is analyzed in the next section 
through the simulation of basic creep tests on concrete at different temperatures. 

3 Applications 

We apply here the model presented in the previous section to the simulation of the 
tests performed by Arthanari and Yu [15]. They consist in classical axial basic 
creep tests on ordinary CEM I concrete specimens at different constant 
temperatures ranging from 20 to 80°C, and without moisture exchange with the 
environment (the specimens are assumed initially saturated). The Table 1 gathers 
the main data regarding the concrete used, with an estimation of the volume 
fractions of both aggregate and pore phases. The compressive stress applied 
during the creep tests is fσ = 6.9 MPa and represents 30% of the material strength. 
In this Table are also indicated the parameters of the Mazars model, which have 
been adjusted on a standard static compression test. The first step of the simulation 
relates to the identification of the viscoelastic parameters of the model. This is 
done by making use of the experimental longitudinal creep strains at 20°C and by 
applying the standard least-square method to minimize the differences between 
numerical results and test data. Since the creep model assumes two different time 
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functions for the bulk and shear moduli, the identification process also requires a 
priori two distinct experimental time-dependant data. Typically this consists of the 
measured values of both longitudinal and transversal strain evolutions. However 
in the creep tests by Arthanari and Yu [15], as in most published experimental 
works, only the longitudinal strains were monitored. We then make the hypothesis 
that the Poisson ratio of the material evolves as experimentally reported in the 
study by Parrott [16] on a cement paste, which is a material relatively close the 
one considered in this study. This allows defining the time evolutions of both 
mechanical moduli of the model. The microscopic parameters identified with this 
method are listed in Table 2. The macroscopic parameters calculated from all 
these coefficients (see Eq. (9)) are given in Table 3. 

Table 1 Main parameters of concrete and of damage model 

Parameter E (GPa) ν  
p

φ  
aφ  

f
σ (MPa) 

cA  
cB  dε  

value 28 0.25 0.12 0.62 6.9 0.8 1289 10-4 

Table 2 Microscopic parameters of the Maxwell models at 20°C (Eq. (6)) 

Elements ∞ 1 2 3 

m

ik  (GPa) 4.86 5.60 3.98 2.94 

m

iμ  (GPa) 3.09 4.48 2.24 1.50 

iτ  (days)  1 5 20 

Table 3 Macroscopic parameters of the creep model at 20°C (Eq. (9)) 

Elements ∞ 1 2 3 4 5 6 7 8 9 10 11 12 

ik  (GPa) 6.68 3.60 1.02 1.11 3.63 1.02 0.937 3.70 0.57 0.40    

iμ  (GPa) 4.79 1.60 0.11 0.051 0.011 1.86 0.54 0.65 0.173 2.00 0.60 0.963 0.251 

k
iτ  (days)  1.0 1.24 1.52 5.0 5.79 7.33 20. 22.5 32.5    

i
μτ  (days)  1.0 1.29 1.47 1.50 5.0 6.01 7.31 7.33 20.0 23.3 33.0 33.4 

 
Once the model parameters are identified at 20°C, the activation energy Q  can 

be adjusted by appealing to the experimental creep strains measured at another 
temperature. We then chose the results at 40°C to obtain the value Q = 50803 

J/mol. The Fig. 1 reports both experimental (symbols, [15]) and numerical 
(curves) creep strains at different temperatures. As the transversal strains were not 
measured during the tests, only the simulated curves are shown. Notice that to 
ease comparison, we have chosen to exclude the thermal strains from this figure 
and the next ones. Also, the usual convention consisting in representing creep 
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compressive strains as positive is adopted, albeit the real values are negative. We 
observe a good concordance between experimental and numerical longitudinal 
strains for all the considered temperatures, indicating that the proposed model is 
able to correctly reproduce the concrete behavior. The Fig. 2 presents the 
evolutions of longitudinal (left) and transversal (right) pseudo-strains. We note 
that the relative variations with both time and temperature of the pseudo-strains 
are comparatively less marked than those of the strains in Fig. 1.  

 

 
Fig. 1 experimental (symbols, [15]) and numerical (curves) creep strains at different tem-
peratures. The longitudinal strains are positive and the transversal ones are negative. 

 
Fig. 2 evolutions of longitudinal (left) and transversal (right) pseudo-strains at different 
temperatures 

This is confirmed on Fig. 3 showing the evolutions of the damage variable D  
(which are controlled by the pseudo-strains): at 20°C the damage increases from 
about 0.15 due to the instantaneous loading at t = 0 to 0.175 at 60 days, while at 
80°C it reaches 0.195. We can conclude from the model response to the consi-
dered creep tests that the damage growth is not very sensitive to moderate temper-
ature increases, and that at ambient temperature its evolution is limited. 
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Fig. 3 Evolutions of the damage variable at different temperatures 

The Fig. 4 shows the evolutions of bulk (left) and shear (right) moduli at 
different temperatures. We remark that both parameters decrease rapidly the first 
10-20 days, then more slowly. We also notice that, in accordance with Eq. (10), an 
elevation of the temperature accelerates the decrease of the moduli. Indeed, for 
constant temperatures Eq. (10) indicates that et  is proportional to t ; thus, we 

obtain 3.79et t≈ , 13.64et t≈  and 34.57et t≈  at 40, 62 and 80°C, respectively. To 

complete the study, the Fig. 5 shows the evolutions of the Poisson ratio for the 
various temperatures. We observe that this parameter is significantly affected by 
an increase of temperature, as it decreases at 60 days from 0.25 to 0.212 at 20°C, 
and from 0.25 to 0.183 at 80°C.  

 

 
Fig. 4 Evolutions of bulk (left) and shear (right) moduli at different temperatures 

From these results, we conclude that the simulated creep strains are mainly due 
to the viscoelastic characteristics of the homogenized material, and to a lesser 
extent to the damage growth. Indeed, the time evolutions of damage (Fig. 3) are 
small compared to the ones of the bulk and shear moduli (Fig. 4). The conclusions 
are similar for an elevation of temperature, i.e. the corresponding amplification of  
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the creep strains results principally from the viscous behavior of the material and 
for a minor part from damage increases. Finally, we consider now the case of  
variable temperatures. To take into account these variations, Eq. (10) is simply 
discretized by assuming that the temperature is constant within each time interval 

[ ]1,i it t + , which gives: 

 
1

1
1

1 1
( ) exp

i

e i k
k k ref

Q
t t t

R T T
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+
=

  
≈ − − Δ      
  (11) 

with 1 1i i it t t+ +Δ = − . 

 

 
Fig. 5 Evolutions of the Poisson ratio at different temperatures 

Without loss of generality and to illustrate the model response in this case, we 
suppose in the following that the temperature varies linearly from 20 to 80°C and 
we consider the two different heating rates of 1°C and 2°C per day (designated 
with the unit °C/d in the figures). We present on Fig. 6 the corresponding 
simulation results for the creep tests in terms of creep strains (left) and damage 
variable (right) evolutions. On this figure are also reported the curves obtained 
with constant temperatures of 20 and 80°C. The time interval is set to 410tΔ =  s.  

We observe as expected a significant influence of the temperature variations on 
the creep strains. In fact the strain curves depend not only on the maximum 
temperature reached, but also on its evolutions, i.e. the temperature history. 
Indeed, at any time, we note that the strain magnitudes are greater for larger 
heating rates, the limit case being the result with 80T = °C kept constant during 
the test. The Fig. 7 shows the corresponding evolutions of the bulk and shear 
moduli for the variable temperature cases. Again, important differences are 
observable, and the moduli values appear to coincide with the ones obtained at 
constant 80T = °C when this maximum temperature is reached, whatever the 
loading path.  
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Fig. 6 Evolutions of creep strains (left) and damage (right) for linearly variable  
temperatures 

 

 

Fig. 7 Evolutions of bulk (left) and shear (right) moduli for linearly variable temperatures 

In a subsequent contribution, the effects of the relative humidity will also be 
investigated through the use of a simplified approach based on the equivalent time 
method. Then the simulation of concrete subjected to drying creep will be carried 
out via the proposed model, and its response will be analyzed and discussed. 

4 Conclusions 

We have presented in this study a creep-damage model based on the pseudo-strain 
approach of Schapery coupled with the isotropic damage model of Mazars. A 
simple formulation analogous to a damage-elastic model is obtained. Further, the 
MT scheme is applied in the LC space to estimate the evolutions of the linear 
viscoelastic bulk and shear moduli of the concrete. This procedure relies on the 
material representation as a composite consisting in spherical elastic aggregates 
and voids embedded in a linear viscoelastic matrix. Analytical expressions of the 
time-dependant effective mechanical properties are then derived. The model is  
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extended to the case of moderate heating by making use of the equivalent time 
method. It is then applied to the simulation of standard creep tests at different 
temperatures ranging from 20 to 80°C. A good agreement is obtained between 
experimental and numerical results of creep strains, after an adequate 
identification of the model parameters. The model response tends to show that the 
creep strains result mainly from the viscous characteristics of the material, and to a 
minor extent to the damage growth. This conclusion is valid for ambient as well as 
for moderate temperatures.  

The perspectives of this work are manifold. A study in progress takes advan-
tage of the viscoelastic multi-scale model to investigate the effects of the shape 
and volume fraction of the aggregates and pores on the macroscopic properties of 
the material. Another one deals with the influence of the relative humidity on the 
estimated mechanical properties and with the explicit introduction of the capillary 
pressure so as to extend the approach to the case of coupled thermo-hydro-
mechanical problems. In this context, the effects of thermal expansion mismatch 
between aggregates and matrix on the internal stresses and strains due to different 
thermal expansion coefficients will be investigated. Finally, some issues as the 
existence of permanent strains at unloading and the response model to higher 
creep loads will also be addressed in the future.  
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Abstract. Generating a realistic microstructure for a computational grid, which 
accurately represents heterogeneities while maintaining a computational efficien-
cy, is still an unsolved problem. This paper presents a novel multi-scale approach 
to mitigate the resolution problems in numerical methods for calculating effective 
transport properties of porous materials using 3D digital images. The method up-
scales sub-voxel information of the fractional occupancy of interface voxels (i.e. 
voxels containing phase-boundary) in order to increase the accuracy of the pore 
schematization and hence the accuracy of the numerical transport calculation as 
well. The method is validated on a simple periodic arrangement of mono-sized 
particles. The numerical algorithm is implemented within the Hymostruc platform 
(numerical model for cement hydration and microstructure development) and 
backed up with a 3D graphics visualization. The new approach significantly re-
duces computational efforts, is easy to implement, and improves the accuracy of 
the transport property estimation. 

Keywords: Resolution refinement, Multi-scale modelling, Effective transport 
property, Porous materials, Cementitious materials. 

1 Introduction 

When it comes to the description of transport processes in porous media, a para-
meter that is of paramount importance is the effective  transport (e.g. diffusion) 
coefficient. Transport processes in cementitious materials play a crucial role in 
both the degradation process of building materials as well as in the containment of 
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hazardous wastes. Challenges include difficulties in the overall description of the 
multiple scales that characterize the random structure of this porous media, cover-
ing a wide range of sizes, i.e. from nanometer-sized pores to centimeter-sized 
aggregates. Even when only considering a cement paste microstructure, the pore 
sizes cross at least four orders of magnitude (10 nm – 100 µm). 

A representative starting point for the numerical analysis of transport proper-
ties in cement based microstructures can be obtained by either using: 1)  
advanced 3D simulation models; or 2) experiments, e.g. by X-ray computed 
tomography (CT) (Zhang et al 2012, Koster et al. 2006). In the numerical hydra-
tion models, the resulting microstructure can be simulated as a function of the 
degree of hydration, the particle size distribution, the chemical composition of 
the cement, the water/cement ratio, and the reaction temperature. The two main 
methodological approaches in modeling the microstructural evolution of ce-
ment-based systems are: 1) digitalization of the experimental image of the real 
microstructure, e.g. CEMHYD3D (Garboczi and Bentz (2001), and 2) a particle-
based continuous concept of growing spheres, e.g. IPKM (Pignat et al. 2005), 
Hymostruc (van Breugel 1991, Koenders 1997), μic (Bishnoi and Scrivener 
2009). CEMHYD3D as well as novel NIST model HydratiCA (Bullard 2007) 
simulate hydration and microstructure evolution based on the (cellular automata) 
movement and phase change of each discrete voxel. The model is limited to 
represent the microstructure of hydrated cement paste at levels smaller than the 
voxel size used, which also affects the ability to describe the pore structure into 
a small detail. Refining the resolution of these systems is often desirable but this 
directly increases the simulation computing time significantly. On the other 
hand, the particle-based models have a vector approach and the size of the de-
veloping pore structure is not limited by any geometrical shape (as there are no 
basic building blocks) and is represented by the remaining volume of the cemen-
titious system after hydration has ceased. Therefore, theoretically there is no 
imposing resolution limit (Bishnoi and Scrivener 2009) on the microstructural 
formation and pore space representation by growing spheres models. However, 
for calculating the effective properties of 3D images requires meshing, generally 
regular lattice voxelisation with a uniform spacing. Numerical modelling, then, 
is based on a 3D digital image built up from voxels, where each voxel is identi-
fied by a phase flag that indicates which phase is represented by a certain voxel 
volume. The size of the system volume, as well as the resolution, have an expo-
nentially increasing effect on the computation cost for finite element (FEM) or 
finite difference (FD) numerical transport calculation.  

In this paper we propose an efficient numerical method to mitigate the resolu-
tion problems in numerical determination of the transport properties of porous 
materials from 3D digital images effectively. From a conceptual point of view, the 
method includes information of the fractional occupancy of interface voxels  
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(a voxels containing a phase-boundary as depicted in Fig. 1) in order to increase 
the accuracy and efficiency of the pore schematization and hence of the numerical 
transport calculation as well. The sub-micro level information of each of the FD 
voxels is quantified by increasing the pre-procesing resolution. The proposed me-
thod is validated by means of an effective transport calculation on a simple period-
ic arrangement of mono-sized particles. The method is general in nature that 
should be applicable to a diverse range of investigated porous medias (e.g. micro-
structures obtained by different numerical or experimental methods).  

 

 
a    b 

Fig. 1 Schematic of a disc discretization: a FD regular mesh (pixels having a pore-solid 
interface are embolden as black); b pre-processing refinement to capture arbitrary shapes 
more accurately (porosity=(64-22)/64) 

2 Analytical Solutions 

For random porous material structures there are, in general, numerous boundaries 
representing all kinds of irregular shapes. The analytical calculation of the effec-
tive transport properties from these random systems does not exist. Therefore it is 
not possible to exactly assess the accuracy of their numerical solutions. However, 
exact solutions can still be used to thoroughly assess a numerical method. Most 
effective are theoretical solutions that are originally established for the electrical 
conductivity of a composite medium, but due to their mathematical analogy, these 
models are also valid for diffusion processes (Torquato 2002). Cheng and Torqua-
to (1997) presented an analytical model for calculating effective property of  
periodic arrangement of monosized spheres. The uncertainty of the Cheng and 
Torquato model solution is estimated by a solid volume fraction of the 9th poten-
tial (estimation of error is f 9). Therefore, the uncertainty of the theoretical model 
for each unit cell rises with decrease of the system porosity. In this paper the FD 
steady state transport implementation is validated against the theoretical solution 
of a simple cubic periodic arrangement. 
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    a              b 

Fig. 2 a Example of numbering of the voxel nodes for FD implementation, position and 
size of coordinates: width (x), height (y), and depth (z), b pre-processing refinement: each 
sharing surfaces between neighboring FD voxels in x, y, and z directions has an assigned 
connectivity coefficients cx, cy, and cz, respectively. cj,i are calculated (Eq. 1) considering 
porosity information of the FD voxels (as detailed in Sect. 3.2) 

3 Numerical Implementation 

In a steady state condition, when the fluxes are steady in time, Fick’s II law reduc-
es to Laplace equation. A finite difference (FD) based program for solving the 
steady state transport problems is written in the C++ programing language within 
the Hymostruc platform. Hymostruc´s graphical interface was updated to visualize 
the transport simulation results. Implementation of the FD transport model without 
employing pre-processing multi-scale algorithm is described first. A virtual 3D 
microstructure is discretized into a regular 3D mesh (e.g. Fig. 1). Each voxel in a 
lattice is assigned to be a capillary pore or solid according to the particular posi-
tion in the microstructure. Then, for each sharing surface between the neighbour-
ing voxels in x, y, and z directions a connectivity coefficient has to be assigned (cx, 
cy, and cz, respectively, Fig. 2) and stored in three c vectors (whose lengths corres-
pond to the number of voxels in the system, N). Six neighbour connection were 
used, considering that the central node is connected by the sharing faces of a cube 
in x, y, and z direction. Connectivity coefficients are obtained from microscopic 
transport properties of the central FD voxel and neighbour FD voxels according to 
the series connection of two conductors, Eq. 1. 

1 11/ (0.5 0.5 )i i i kc D D− −
+= +                                         

(1)
 

where k = 1, w, or (w h) helps to represent a shift of the voxel numbering i to the 
neighbour voxel in x, y, or z direction (please see Fig. 2 a). The FD second order 
scheme is used to discretize the Laplace’s equation. The Laplace’s equation in 
finite difference form, at each node i is given by Eq. 2. 
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a  

b  

Fig. 3 a Unit cell of simple cubic lattice structure (dense packing) used for testing of the 
numerical method, b steady state flux (J) across z-axis and adiabatic boundary conditions 
employed on 4 side faces parallel to the imposed flux 
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Assembling all these N equations (Eq. 2) for all the FD nodes forms a system of 
global equations which can be represented in a matrix notation Eq. 3. 

=A u b                                                    
(3)

 

where u is the voltage vector (size of the total number of voxels in the system, N), 
A is a sparse and symmetric matrix with 7 diagonals (each voxel has 6 nearest 
neighborings) that contain information about connectivity coefficients of all the 
bonds among the voxels, and b is the vector of knowns (i.e. boundary condition at 
the top of the last layer: u(x,y,z=d+1)= 1, Fig. 3). The obtained system of equations (3) 
is solved by a conjugate gradient algorithm with an optimized matrix-vector mul-
tiplication. This has been achieved by multiplying only those elements of the  
matrix that lie on the 7 diagonals while avoiding multiplications of a very large 
number of zero elements. Furthermore, since the size of the sparse matrix A is N 
times N and can reach huge dimensions, the matrix is not stored explicitly but only 
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implicitly, by means of the vectors cx, cy, and cz which store the conductivity coef-
ficients of the bonds between voxel faces in the x, y, and z directions, respectively. 

Next, the flux in z direction at each node i, Ji,z was obtained by solving the 
Fick’s first law. The FD scheme used for this is: 

( ), , ,0.5 ( ) ( )i z i wh i z i wh i i wh z iJ u u c u u c− − += − + −
                        

(4)
 

The effective steady state flux Jeff is calculated by averaging the fluxes in the total 
system volume (total number of nodes N = w h d). 

, , ( )eff z i z
i

J J whd
 =  
 


                                            

(5)

 

Then Deff was obtained from the calculated effective flux (normalized to the flux 
through the same system dimensions without any solid inclusions) according to 
eq. (6). 

0 0eff effD D J J=
   

                                           (6) 

The relative diffusivity is the ratio of the effective diffusivity (Deff) of a diffusing 
specie in a porous media relative to its value when diffusing in bulk water (D0), 
and ranges between 0 and 1.  

3.1 Multi-scale Algorithm 

The proposed multi-scale algorithm consists of the following steps: 

1. FD (coarse) meshing of the microstructure 
2. Refine mesh by n3 times (multi-scale resolution) 
3. Calculate the volume fractions of the FD voxels 
4. Calculate the effective properties of the FD voxels 
5. Return to the FD (coarse) mesh 
6. Assemble eq. 3  
7. Go to conjugate gradient solver 

A virtual 3D microstructure is discretized into a regular 3D mesh (e.g. Fig. 1). 
Steps 1-5 are a part of the pre-processing algorithm. In step 2, the FD lattice 
resolution is increased n times in each of the three spatial directions. In that way 
every FD voxel consists of a sub mesh of n3 sub-voxels. A schematic impression 
of a fractional quantification of the FD interface voxels is depicted as an example 
in Figure 1. Each sub-voxel in a lattice is assigned to be a capillary pore or solid 
according to the particular position in the microstructure. The sub-voxel’s state 
(solid or pore) is determined from the state of the center point at of the sub-voxel. 
In step 3, the fractional composition of each of the FD voxel is quantified by n3 
sub-voxels. The fractional occupancy within a FD voxel is calculated by counting 
the number of pore sub-voxels. For the example shown in Fig. 1 b) there are 22 
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solid voxels so the porosity is P = (64-22)/64. In this approach, the very small 
particles (Fig. 2 b), as well as the boundaries of the bigger particles, are now 
schematized with a much higher accuracy.  

In step 4, the effective properties, determined with the higher resolution sub-
voxels algorithm (steps 1-4), are assigned to the FD (coarser) voxels. Next, con-
nectivity coefficients are calculated from the microscopic transport properties of 
the neighbour FD voxels according to and the eq. 3 is assembled (step 6). There-
fore, for the interface voxels the connectivity coefficients (c) are calculated more 
accurately by considering their fractional compositions. Moreover, it may be ar-
gued that the morphology of the interface voxels is also somewhat considered as 
an average with its nearest-neighbour voxels (Eq. 1); e.g. the connection to the 
completely solid voxel has again a zero connectivity (Fig. 1, discussed further in 
Sect. 5). 

The multi-scale resolution pre-processing algorithm (steps 1-5) is done in a 
loop invoking each sub-voxel only once. After this, the calculation of the transport 
properties in step 6 and 7 is done on a coarser (FD) mesh which now includes the 
sub-voxel information. The bottleneck of the transport calculation by FD scheme 
(eqs. 2 and 3) is a conjugate gradient algorithm that requires numerous (thou-
sands) of iterations until converging. Therefore, the main contribution to the effi-
ciency of the multi-scale resolution approach is by using the refinement sub-voxel 
information in the FD voxels, according to a pre-processing algorithm that re-
quires only one iteration.  

4 Validation Plan 

The proposed method is validated for an effective transport calculation on a sim-
ple periodic arrangement of mono-sized particles. In order to test the FD program, 
a single particle is placed in a cubic cell to form a unit cell arrangement with a 
specific porosity (Fig. 3 a). The effective transport property was investigated for a 
densely packed simple cubic periodic structure with porosity P = 0.4764, and 
Deff,theor = 0.34363 ± 0.003. This was achieved by assigning a particle radius of 50 
μm within the 1003 μm3 unit cell. The employed FD numerical resolutions were: 
0.25, 0.33, 0.5, 1, 2, and 5 µm/pixel, corresponding to FD system sizes of 4003, 
3003, 2003, 1003, 503 and 203 voxels, respectively. Furthermore, the effect of pre-
processing multi-scale resolution refinement (for obtaining fractional volumes for 
the boundary pixels and transferring this information for FD property assignment) 
is also investigated. The finest pre-processing resolution used was 83.3 nm/pixel, 
resulting in a system with a size of 12003 voxels (took <150 sec. to run). 

5 Results and Discussion 

This paper proposes a resolution scaling approach by introducing fractional values 
for properties of the interface voxels, Fig. 1. For example, in this approach  
interface voxels are not only considered to express binary behaviour such as fully 
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solid or fully pore, but instead, they behave like intermediate voxels with a certain 
fraction of solid and pore. The values of occupancy of these interface voxels are 
then used to ascribe the properties to these 'interface' voxels. The easiest and still 
very efficient way to obtain the occupancy of these interface voxels is by increas-
ing the pre-processing resolution. This paper shows how the information from as 
low as 0.083 μm can be used in calculations of transport properties in cement 
paste systems (of size 100 μm3). The 83 nm limit is due to the computer resource 
limitation of 6GB RAM memory.  

 
a   b    c 

Fig. 4 Influence of resolution on solution of concentration distribution for densely packed 
simple cubic arrangement of mono-sized spheres: a 5 µm/pixel, b 2 µm/pixel, and c 0.5 
µm/pixel 

For computers that have more memory resources as well as a higher number of 
processors, the presented method can be employed to yield simulations that have 
even much better resolution limits while exhibiting only a small increase in the 
computation time. The sub-micro information of each of the FD voxels is 
quantified by increasing the pre-procesing resolution by down to 83.3 nm. In this 
way, very small particles as well as phase boundaries with bigger particles can 
now be tracked with a much higher accuracy. It must be noted that the information 
on pore morphology within FD voxel resolution scale was not considered. In this 
first approach only the porosity within the interface voxels is considered. There-
fore, the sub-(FD-)voxel pore morphology with (closed) pores that disconnect in 
certain directions cannot yet be predicted correctly. This is because this first ap-
proach uses only fractional porosity information and does not consider the mor-
phology (e.g. connectivity) within the sub-micro voxel level. To fully capture the 
sub-voxel morphological effect one requires a full multi-scale approach which will 
be investigated and implemented in future developments for further improvement 
of the transport model. However, by averaging the connectivity with the neigh-
bouring voxels (eq. 1) the discontinuous nature can still be approximated and  
captured on this (nearest neighbour) scale approximation (e.g. see Fig. 1). For 
example, the interface voxels that surround a big solid inclusion have the fraction 
of pore volume accurately quantified by the refined pre-processing resolution. The 
FD voxels in the direction of a solid should have a zero flux because this voxels 
depercolate in this direction. However, the transport property of these interface 
voxels are given a value equal to the value of its fractional porosity. But, Eq. 1  
 



Mitigating Resolution Problems in Numerical Modeling  377 

 

a

0 1 2 3 4 5
0

1

2

3

4

5

6

7

8

0.1 0.2 0.3 0.4 0.5
0.0

0.5

1.0

1.5

2.0

er
ro

r D
ef

f =
 (

D
ef

f-D
ef

f, 
th

eo
r)/

D
ef

f, 
th

eo
r, %

Pre-processing resolution, μm/pixel

Simple cubic, r = 50 μm
FD resolution:

 5 μm/pixel
 2 μm/pixel
 1 μm/pixel
 0.50 μm/pixel
 0.33 μm/pixel
 0.25 μm/pixel

 

b

0 1 2 3 4 5
0

2

4

6

8

P
or

os
ity

 e
rr

or
 =

 (
P

-P
ex

ac
t)/

P
ex

ac
t, 

%

Resolution, μm/pixel

Simple cubic, r = 50μm

 

Fig. 5 Effect of pre-processing resolution and FD resolution on accuracy of calculated 
results for simple cubic periodic structure (Deff,theor= 0.34363±0.003, Pexact = 0.4764): a 
effective transport property, b porosity 

 
uses the diffusivity coefficient of the neighbour voxel, which is all-solid, and 
therefore finally yields a correct estimate of the zero connectivity. 

Exact solution on simple periodic inclusion of mono-sized spheres was em-
ployed to thoroughly assess the accuracy of the numerical method. The numerical 
method was tested on a simple cubic periodic structure, which has a known analyt-
ical solution (Sect. 2) in the densely packed (P = 0.4764) case. The simulated 
microstructures of a simple cubic structure with a 3D visualization of the molecu-
lar concentrations (relative values 0-1) at steady state are shown in Fig. 4. The red 
parts show the high concentrations and the blue parts show the low concentrations 
of species. Figure 4 shows that the resolution effects the applied system boundary  
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condition. The effective diffusion coefficients of a plain molecular diffusion are 
obtained. The values are represented as relative values ranging between 0-1, and 
show how much the effective transport is reduced due to the solid inclusions rela-
tive to the diffusion in the bulk water (i.e. 100% pore scenario that has no solid 
inclusions). Figure 5 a depicts the effect of pre-processing and the effect of the FD 
resolution on the accuracy of the calculated effective transport property for a 
densely packed simple cubic periodic structure with (porosity) P = 0.4764 and 
Deff,theor = 0.34363 ± 0.003. It can be observed that for the FD model, the predic-
tions calculated without employing the pre-processing refinement algorithm, the 
error declines with increase of the FD resolution. These results are represented by 
the right end point of each curve. Each curve corresponds to a different FD resolu-
tion used to calculate the effective transport property. With increasing refinement 
of the pre-processing resolution up to 1/12 μm (i.e. 83 nm), the error of the predic-
tions decline sharply. Figure 5 a also shows that the calculated effective property 
values converge. The most interesting finding in Fig. 5 a is that it is possible to 
obtain a high accuracy prediction by using a very small FD resolution, e.g. 2 
μm/pixel, if the high resolution pre-processing information is incorporated in the 
transport model. In this simple periodic structure the effective transport property 
depends on the porosity but as well on the influence of the pore morphology 
which is characterised only by constrictivity and tortuosity, while the connectivity 
is 1. In other words, there is only one big pore which is connected in flow direc-
tion from the back to the front Dirichlet boundary face of the cube system (Figs. 3 
and 4). The effect of resolution on the accuracy of the calculated porosity for a 
simple cubic periodic structure is given in Fig. 5 b). It can be seen that the calcu-
lated porosity (as well as the error) declines with enhancing the resolution. 
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Fig. 6 CPU time requirement for calculations of effective property on simple cubic micro-
structure (for details on computer and used parameters for calculations please see text) 

 
The method is currently being tested on a more complex microstructures gener-

ated by the Hymostruc, a numerical model for simulating cement hydration and 
microstructure development. 
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5.1 Performance of the Numerical Algorithm 

The simulations reported in this paper were run on a multi core processor Intel(R) 
Core(TM) i7 CPU 950 @ 3.07GHz, with 6GB of installed RAM memory using 
64-bit operating system. The norm error tolerance of the conjugate gradient solver 
was set to 10-8, which assured a very high accuracy for the conjugate gradient 
solver (but more computational cost). The CPU time requirement for the calcula-
tions for a simple periodic microstructure is depicted in Fig. 6. An exponential 
CPU time is observed with increased resolution. The time for solving the effective 
transport largely depends on the complexity of the microstructure. For complex 
microstructures, such as generated by  Hymostruc model or CT experiment, the 
time for running the numerical model can be about 10 times higher. The sub-micro 
level resolution used in the reported calculations was up to 83.3 nm/pixel, yielding 
a system with a size of 12003 voxels. The pre-processing in this finest resolution 
took less than 150 seconds to run. As said, the promising finding (in Fig. 5 a) is 
that it is possible to obtain a high accuracy prediction by using ‘coarse’ FD resolu-
tion, e.g. 2 μm/pixel, if high resolution pre-processing information is incorporated 
in the transport model. Therefore, a simulation that would normally take many 
hours is now possible to run in less than a minute, with a similar accuracy. This 
demonstrates the powerful capability of the presented multi-scale resolution me-
thod and its efficiency.  

5.2 Muli-scale Modelling Outlook 

The presented approach is a multi-scale resolution refinement approach. It obtains 
information on a lower (sub-micro) scale, i.e. 0.01-0.5 μm, and then passes the 
information (e.g. porosity) to the micro-scale level (0.5-100 μm). The digital im-
ages obtained experimentally, e.g. by means of X-ray computed tomography or 
microscopy imaging, or by means of modelling tools such as Hymostruc or 
CEMHYD3D, should also be evaluated with the presented multi-scale resolution 
refinement method in order to assess the accuracy of the calculated transport prop-
erties. The multi-scale transport modelling can be further employed, e.g. by input-
ting the effective transport properties of CSH gel, obtained from nano scale mod-
elling (Bentz et al. 1995, Garboczi and Bentz 1998), and by applying the presented 
approach to quantify fractional occupation of each phase in a sub-FD-voxel level. 
The next step in the planned research is to investigate such an integrated multi-
scale modelling system and also to try to include the morphological influence on 
the transport properties when passing the information from sub-FD to FD-voxel 
level. Furthermore, the application and extension of the method to higher (e.g. 
mortar and concrete) scales will be studied next. 

6 Conclusion 

In this article, a new multi-scale approach is proposed to mitigate a resolution 
problem in the effective transport property calculation of porous materials in  
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general, acquired from 3D digital images. The proposed method is validated for an 
effective transport calculation on a simple periodic arrangement of mono-sized 
particles.  

From the findings of this study, the following conclusions can be drawn: 

• The proposed multi-scale resolution refinement method maintains the simplici-
ty of structured grids, while extending the resolution limit and keeping the cal-
culations both more accurate and efficient.  

• The calculated digitized porosity of porous media is decreasing with increased 
resolution. 

• Both the accuracies of the calculated porosity and the estimated effective trans-
port coefficient are significantly decreasing with increase in the pre-processing 
resolution (Fig. 5) for the proposed multi-scale method.  

Further improvements of the method would be to include the morphological influ-
ence of transport properties when up-scaling the information from sub-voxel level. 
Moreover, further research will focus on an extension of the method towards an 
integrated multi-scale model that combines nano and micro level (i.e. to include 
the CSH gel pores), as well as up-scaling to higher (e.g. mortar and concrete) 
scales. 
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Abstract. The current state of knowledge on development of asphalt mixtures’ 
microstructure during compaction is very limited. Such knowledge can lead to 
better understanding of the differences and similarities between the laboratory and 
field compactors and the internal structure of HMAs they produce. This paper 
presents a 3D image correlation algorithm that computes the 3D displacements of 
aggregates in an asphalt sample during compaction. Microstructural evolution of 
aggregates in asphalt mixtures during compaction were tracked by using X-ray CT 
images that were acquired at different compaction levels in the Superpave gyrato-
ry compactor. The procedure involved compaction of the asphalt sample to a spe-
cified compaction level, cooling down and scanning using X-ray CT. This process 
was repeated at different compaction levels. The x-, y- and z-direction displace-
ments at various points inside the asphalt mixture were calculated using the 3D 
image correlation algorithm. It was observed that, in addition to downward 
movement of aggregates within the HMA, the displacement vectors also showed 
torsional movement in the tangential and radial direction with respect to the center 
of the specimen. It was also observed that the strain in z-direction was approx-
imately constant within the sample during compaction between the gyrations 8 
and 30. However, as the number of the gyrations increased, strain in z-direction 
became non-uniform with depth, where higher strain was observed at the top and 
bottom plates as compared to the central portion. 
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1 Introduction 

Internal structure characteristics of hot mix asphalt (HMA) pavements significant-
ly affect their durability (Stephens and Sinha, 1978; Kalcheff and Tunnicliff, 
1982; Tashman et al., 2001; Hunter  et al. 2004). These characteristics include air 
void content (and distribution), orientation, segregation and aggregate contact 
points. Effect of internal structure characteristics on the overall performance of 
asphalt pavements has been well documented in the literature. Prowell et al. 
(2005) showed that the flat and elongated (F&E) particles tend to breakdown  
during compaction, which leads to weak zones susceptible to moisture damage 
(because of uncoated fractured aggregate faces). Vavrik et al. (1999) showed that 
large percentages of F&E particles in asphalt mixtures lead to increased air void 
levels in the Superpave gyratory compactor. They also observed that the gyratory 
compaction slope is increased with increased levels of F&E particles. Shashidhar 
(1999) utilized X-Ray Computed Tomography (CT)  imaging technique to study 
the internal structure of laboratory compacted specimens and field cores. They 
showed that air void distribution and aggregate interlock are related to mixture 
performance. Kutay et al. (2007a and 2007b) showed that water flow through the 
air voids of HMAs (which affects the moisture susceptibility) are significantly 
affected by the aggregate gradation, mix type and compaction levels. Coleri et al. 
(2012a) developed an X-ray CT-based micromechanical finite element model 
(FEM) to study the shear behavior of asphalt mixtures. In another study, Coleri et 
al. (2012b) utilized X-ray CT images of asphalt samples extracted from a Heavy 
Vehicle Simulator (HVS) site to study the movement of aggregates because of 
plastic deformation. In that study (Coleri et al. 2012b), authors used a particle 
tracking algorithm similar to the one presented in this paper. 

Another factor affecting the final microstructure of HMA is the compaction 
procedure. There are several laboratory asphalt mixture compaction methods such 
as the Superpave Gyratory, Marshall, Hveem, French Roller and German Sector 
compactors. These methods simulate field compaction and produce a representa-
tive sample for mix design and/or performance testing in the laboratory. Several 
studies have compared the compacted mixture density, air voids, and mechanical 
properties achieved by different compaction methods (Buchanan and Brown 2001; 
Masad et al. 2002; Peterson et al. 2004; Saadeh et al. 2002; Tashman et al. 2002).  
Hunter et al. (2004) observed circumferential particle orientation in specimens 
compacted by gyratory and vibratory compaction. Partl et al. (2007) studied the 
effect of different compaction methods on the generation of internal microstruc-
ture of asphalt mixtures using their X-ray Computed Tomography images. The 
literature indicates that variability exists within the results of the same compaction 
protocol performed in different laboratories as well as between different compac-
tion methods (Khan et al. 1998). Thus, depending on the compactor and protocol 
of choice, this variability could yield to different estimates of the expected per-
formance of the asphalt pavement. Therefore, there is a need for developing tech-
niques that can characterize the internal structure of compacted asphalt mixtures. 
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This is important for understanding the difference between various compaction 
methods and their effect on mixture performance. 

While there is extensive research on the internal structure characteristics of 
compacted HMAs, current state of knowledge on what happens to the microstruc-
ture during compaction is very limited. Such knowledge can lead to better under-
standing of the differences and similarities between the laboratory and field com-
pactors and the internal structure of HMAs they produce. This paper to presents a 
methodology to quantify the evolution (rotation, translation and densification) of 
the aggregates in an HMA during the process of compaction in the Superpave 
gyratory compactor. The method involves a 3D image correlation algorithm that 
computes the 3D displacements of aggregates in an asphalt sample during com-
paction. The algorithm uses X-ray Computed Tomography (CT) images of asphalt 
specimens captured at different compaction levels.  

2 3D Image Acqusition Using X-ray Computed Tomography 

In order to better understand the microstructural evolution of aggregates in an 
asphalt sample during compaction, X-ray CT images were captured at different 
compaction levels in the Superpave gyratory compactor. X-ray Computed Tomo-
graphy (CT) images of the mixture were acquired at the Turner Fairbank Highway 
Research Center (TFHRC) of the Federal Highway Administration (FHWA). 
First, the asphalt sample was compacted to 8 gyrations then cooled down and tak-
en to the X-ray CT equipment chamber for 3D imaging. Once the 3D image was 
obtained at 8 gyrations, the same sample was re-heated to the compaction temper-
ature, further compacted to 30 gyrations (additional 22 gyrations applied after the 
CT scanning). Then, the sample was cooled down and scanned using the X-ray 
CT. This procedure was repeated at 61 and 75 gyrations. Then the 3D images 
obtained at 8, 30, 61 and 75 gyrations were analyzed using the 3D image correla-
tion algorithm developed as part of this study. 

3 3D Image Correlation Algortihm 

A 3D optical flow (also known as 3D image correlation) algorithm was developed 
for analysis of X-ray CT images of the asphalt specimens compacted at different 
gyrations in the Superpave gyratory compactor. First, image processing on the raw 
X-ray CT images were performed. These included rotation, translation, cropping 
and Gaussian smoothing of the images to align images of different specimens and 
prepare them for 3D optical flow analysis. Then, the 3D optical flow algorithm 
was run on these images and the displacement vectors within the X-Ray CT im-
ages in x-, y- and z- direction were computed. 

Figure 1 shows the evolution of 3D X-ray CT images of an HMA specimen. As 
shown, as the number of gyrations increase, overall brightness of the features 
within the image (aggregates, mastic, air voids etc.) increases. The increase in the 
overall brightness of the X-ray CT image slices is an evidence of the densification 
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Figure 2 illustrates how the 3D displacement vectors are computed using the 
two consecutive 3D X-ray CT images. Fundamentally, the algorithm searches for 
a block of constant size between successive image frames based on a matching 
criterion.  Similar patterns are tracked sequentially from one image to the next and 
the amount of movement is directly related to the movement of selected patterns.  
The amount of displacement is calculated for each block, which produces the 
“optical flow” for the entire image. The reference block and search window sizes 
are two important parameters that need to be selected appropriately to improve the 
performance of the matching algorithm. The reference block is a block of voxels 
used to match similar patterns between successive 3D images. The search window 
is essentially a region of voxels that defines the locus of the reference block in the 
current 3D image during the search operation.  The algorithm has the capability to 
change both the aspect ratio of reference blocks and the search window size de-
pending on the dimensions of individual image frames and the rate of deformation 
visualized within image frames during testing. The algorithm uses Sum of Squared 
Differences (SSD) method, which is given in the following form: 

2

),,(),(  ),,(  SDS  





 +++−=

∩∩∩

Δ+

∩∩∩

zyxtttzyx dzdydxEzy,xEddd   (1) 

(dx, dy, dz )min = arg  minimum SSD (dx

∩
, dy

∩
, d

∩

z )      (2) 

where (dx, dy, dz )min
 is the 3D displacement vector corresponding to the mini-

mum of the sum of the differences between the reference image block and scan 
image block, Et(x,y,z) is the gray scale pixel intensity at location (x, y, z) at time t, 
and Et+Δt(x+dx, y+dy, z+dz)  is the gray scale pixel intensity at location  at time 
t+Δt. Typical size of a search cube was 20 x 20 x 10 voxels. 

 
 

 

Fig. 2 Illustration of the 3D Optical Flow Method 
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4 Analysis of Results  

Figure 3 shows the 3D displacement vectors computed using the 3D optical flow 
algorithm.  While displacement vectors clearly show the downward movement of 
the points within the HMA, the vectors also show torsional movement in the tan-
gential direction with respect to the center of the specimen. This is an evidence of 
the effect of gyration motion and shear on the movement of the aggregates within 
the mixture. This torsional movement phenomenon is clearer and more pronounced 
in Figure 3c, which shows the movement from 61 gyrations to 75 gyrations. 

 

(a) Between 8 and 30 gyrations 
 

(b) Between 30 and 61 gyrations 

 
(c) Between 61 and 75 gyrations 

Fig. 3  Visualization of 3D displacement vectors 
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Possible explanation for this could be that since the aggregates are closer to 
each other at 61 gyrations (as opposed to the state in lower gyrations), the gyratory 
shear motion causes the aggregates to move in the tangential direction, rather than 
moving downwards. Figure 4a through c show the displacement distribution (con-
tours) for the movement in the z-direction (i.e., dz in Equation 2). The color bar 
indicates units of displacement in mm. The Figure 4a and Figure 4b show that the 
z-displacement is slightly more in the center than the edges of the specimen. This 
is a somewhat reasonable since the core of the asphalt specimen stays warm at 
longer periods of time as compared to the edges. As a result, more localized 
movement is expected. The same phenomenon was not seen in Figure 4c, possibly 
because of the fact that at this gyration level, the mixture is already dense and 
difference in movement between the center and the edges is minimal.  

In order to quantify the torsional (i.e., spinning) and radial movement (move-
ments from center to outer edge or vice versa) that occurs on the x-y plane, the 
magnitude of the 3D displacement vector projected on the x-y plane was com-
puted as follows: 

dxy = (dx
2 + dy

2 )                   (3) 

Figure 4d, Figure 4e and Figure 4f show the distribution of dxy within the asphalt 
sample during compaction. As shown, the dxy of the aggregates is more pro-
nounced at the edges as compared to the central portion of the asphalt specimen. 
This is an indication of aggregates rotating/translating more at the edges than the 
center because of the gyratory shear forces. It should be noted that this is not nec-
essarily an indication of better compaction at the edges since the aggregates may 
rotate/translate but not get closer to each other. In addition, the overall magnitude 
of movement is less than 2 mm (please see the colorbar in Figure 4d through f), 
whereas, the magnitude of dz (as shown in Figure 4a through c) is a lot higher (as 
much as 8 mm). 

In order to illustrate the variation of displacements with depth, average of the dz 
and dxy values at different depths was computed. This was done by taking the av-
erage of dz (and dxy) values of all points located at a certain depth (i.e., points on 
an X-ray CT slice). Figure 5a through f show the variation of average dz with 
depth. It can be observed from Figure 5a that the displacement in z-direction 
changes linearly with depth. The slope of this line actually corresponds to the 
average strain in z-direction, i.e., zd zz ∂∂=ε . Therefore, Figure 5a indicates that 
the vertical strain (εz) is approximately constant within the sample during compac-
tion between the gyrations 8 and 30. On the other hand, as the number of the gyra-
tions increases (see Figure 5c and Figure 5e) the dz curve becomes nonlinear. As a 
result, at these gyration levels, the vertical strain (εz) is higher at the top and bot-
tom portions of the sample as compared to the center. This is perhaps an indica-
tion of rapid densification of the central portion (core) of the asphalt sample at  
early stages during compaction. Whereas, because of the proximity of top and 
bottom to the gyrating plates, aggregates at these two ends of the sample conti-
nuously rotate/translate. A clear trend was not observed in the variation of dxy with 
depth as shown in Figures 5b, d and f. 
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Fig. 4 (a through c): Displacement contours in z-direction for (a) N=8 to 30, (b) N=30 to 61 
and (c) 61 to 75 gyrations. (d through f): Displacement contours in r-direction for (d) N=8 
to 30, (e) N=30 to 61 and (f) 61 to 75 gyrations. 

 

(f) dxy (from N=61 to 75) (c) dz (from N=61 to 75) 

(d) dxy (from N=8 to 30) (a) dz (from N=8 to 30) 

(b) dz (from N=30 to 61) (e) dxy (from N=30 to 61) 
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Fig. 5 Variation of average dz and dxy with depth: (a) &(b) N=8 to 30, (c) &(d) N=30 to 61 
and (e)&(f) N= 61 to 75 gyrations 
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5 Conclusions 

A 3D image correlation algorithm was developed to compute 3D displacements of 
aggregates in asphalt samples. The algorithm uses X-ray Computed Tomography 
(CT) images of asphalt specimens captured at different compaction levels. While 
the algorithm was developed for the asphalt mixtures, it can be used in analyzing 
time-series X-ray CT images of any material (e.g., concrete), provided that there is 
good contrast between different constituents. The analysis procedure included 
compaction of an asphalt sample to a specified compaction level, and scanning 
using X-ray CT. Once the X-ray CT images were obtained at a compaction level, 
the mold was taken to oven, heated up and compacted to a higher gyration level. 
This process was repeated several times at different compaction levels. The dis-
placements in x-, y- and z-directions at various points inside the asphalt mixture 
were calculated using the 3D image correlation algorithm. Based on the analyses, 
following major conclusions were drawn: 

• In addition to downward movement of aggregates within the HMA, the dis-
placement vectors showed torsional movement in the tangential and radial di-
rection with respect to the center of the specimen.  

• The strain in z-direction was approximately constant within the sample during 
compaction between the gyrations 8 and 30. However, as the number of the 
gyrations increased, strain in z-direction became non-uniform with depth. 
Higher strain was observed at locations close to the top and bottom plates as 
compared to the central portion. 

• At low gyration levels, more z-displacement was observed in the central por-
tion of the sample as compared to the edges of the specimen. 
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Abstract. A laboratory and numerical study were conducted to gain insight into 
the performance of a short fibre containing Porous Asphalt (PA) mixture. 
Laboratory works include microscopy analysis and mechanical tests using 
Dynamic Shear Rheometer (DSR). From microscopic analysis it was observed 
that the fibre serve as a good drainage inhibitor. The DSR test results showed the 
fibre has stiffening effect to the mastic and improved fatigue behaviour. 
Numerical work performed to evaluate winter performance showed that the fibre 
containing PA mixture has comparable performance with other good-performing 
PA layers in literature. Field performance data that was obtained from test sites 
constructed on Dutch motorways showed the fibre-containing PA is performing 
very well. The results from the laboratory and numerical investigations were 
found consistent with the performance data obtained from field observations. The 
methods used in this study demonstrated the possibility of utilizing the lab and 
numerical methods for evaluating expected performances of newly designed PA 
mixtures. Based on the obtained results on the use of acrylic fibres, the good 
performance of the fibre containing PA mixtures potentially indicate a new route 
to PA layer design without the use of polymer modified bitumen. 

1 Introduction 

The Netherlands is a very densely populated country (more than 400 people per 
km2) and as a consequence has an extensive infrastructure. Since many of its 
inhabitants live near motorways, noise generated by traffic is a serious 
environmental issue. Hence, since 1990 the government policy dictates the use of 
silent pavements on motorways. This has resulted to the current situation that 
almost 90% of all Dutch motorways now have single-layer Porous Asphalt as a 
wearing course but if more noise reduction is needed, Two-Layer Porous Asphalt 
(TLPA) is laid. TLPA consist of a 25 mm top-layer PA 4/8 mm with an air voids 
content of 20% and a bottom-layer of 45 mm PA 11/16 mm with an air void 
content of 25%. The noise reduction of TLPA in comparison to Dense Asphalt 
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Concrete and single layer PA is 6 and 3 dB(A), respectively. However this large 
improvement in traffic noise performance is known to compromise the wearing 
course’s durability. The average service life of the top layer in TLPA, which in the 
Netherlands always contains PMB as a binder, is therefore only 8 years [1].  

The challenge for researchers is to improve the functional performance, extend 
the service life and improve the cost-effectiveness of TLPA. One of the initial 
problems of TLPA after construction was the poor skid resistance and brake 
deceleration. In order to improve this, the standard TLPA top-layers were 
modified by special additives. In 2005 six different test sites of TLPA structures 
were laid on the Dutch motorway A15, nearby Leerdam, to improve the early skid 
resistance and early brake deceleration [2]. In Table 1 the coarse materials, the 
special additives and bitumen contents of the TLPA top-layers are given.  The 
bottom-layer for all TLPA structures was the same. Glanzkies is fine broken glass, 
EUF 1 is a coarser angular filler, fine sand is finer than the normally used coarser 
crusher sand and Panacea (PAN) is an acrylic fibre obtained from Lambda 
Furtherance, the Netherlands with length of 3.2 or 6.4 mm. Based on results 
obtained from tests on-site after construction of the various wearing courses, only 
the top-layer DV improved both the early skid resistance and early brake 
deceleration. 

Table 1 Mix compositions parameters of the top-layers of TLPA 

 DV BAM H1 H2 R1 R2 

Coarse 

material 

Bestone 4/8  Gres 

d’Ardennes 

2/6 

Gres 

d’Ardennes 2/6 

+ Andesit 4/8 

Gres 

d’Ardennes 2/6 

+ Andesit 4/8 

Gres 

d’Ardennes 2/6 

+ Andesit 4/8 

Additives Glanzkies 0/1 EUF 1 fine sand - PAN 6.4  PAN 3.2 

Bitumen 

70/100   

- - - - - 6.1 

PMB  5.5 5.5 6.5 6.1 6.1 - 

  
The six test sites were subsequently monitored in time to determine the long 

term effects of the additives on PA performance. Despite the fact that the top-layer 
of DV performed best in terms of early skid resistance and break deceleration, the 
DV site together with the BAM site had to be replaced by a new top-layer in 2010 
due to significant ravelling. This premature damage appeared to be caused by poor 
bonding of Glanzkies and EUF 1 to the PMB. The behaviour of the other four top-
layers (H1, H2, R1 and R2) was inspected in 2010 and they all were found in good 
condition. Recently in 2012 the sections were again monitored. Whereas R1 and 
H2 show light ravelling damages, R2 and H1 are still in good condition [3]. 
Especially the predicted long rest service life of top-layer R2 is surprising, since it 
is a TLPA without PMB. Until present however the common consensus in in the 
Netherlands is that a TLPA top-layer, for durability reason, always has to contain 
a PMB. To understand why this TLPA top-layer with pen grade bitumen 70/100 
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and PAN fibres behaves so well, a research was carried out on PA mortars 
containing PAN fibres. The investigation was focussed on microscopy analysis, 
laboratory research into stiffness and fatigue behaviour and numerical 
computations to evaluate ravelling resistance. In this paper the results of this 
research are presented and discussed. 

2 Experimental 

The experimental work consisted of two parts: Microscopy analysis and 
mechanical testing, which consists of fatigue characterization and response 
testing. Besides the laboratory research, the field behaviour of the TLPA test sites 
was also monitored. The Microscope analysis was performed to obtain insight on 
the distribution of the fibres in the mortar domain and the time dependant 
processes. Mechanical tests were performed to obtain insight on the response and 
fatigue characteristics of the mortars. Response results were used as an input for 
numerical computations. The numerical computations were performed for 
evaluating the mixture performance for winter weather conditions. Available PA 
design tool, the Lifetime Optimisation Tool (LOT) [4, 5] was utilized for this 
purpose.  

2.1 Microscopy Analysis 

Polarization and fluorescence microscopy (PFM) are microscopic techniques to 
study the morphology of a material in detail. In this research these techniques 
were used to both study the interaction between fibres and the asphalt matrix and 
the time dependant physical processes. PFM samples were made out of cores from 
actual road surfaces, from new laid test sites (A2) in 2010 (just after laying) and 
aged test sites (A15) laid in 2005 with and without fibres [6-8]. The most obvious 
effect of the fibre, as could be observed using PFM, is the drainage inhibition 
effect. This results in thicker mortar layers in the top section of the TLPA top-
layer, which will improve the resistance to ravelling. A thicker mortar film is 
known to age slower and can handle larger strains. The binder drainage inhibition 
effect can also be seen from the shape of the pores with fibres, as demonstrated in 
Figure 1. The shape of the bitumen film is influenced by the fibres as can be seen 
from them sticking out in the air voids just after placement. The binder drainage 
inhibition effect was found stronger for fibres compared to samples made with 
PMB as a binder drainage inhibitor. With respect to the homogeneity, the PAN 
fibres show a good dispersion throughout the mortar. The synthetic fibres 
additionally have good adhesion with the bitumen and no degradation of the fibres 
was observed, not even after 6 years of service. Based on visual assessment the 
fibres do not influence the interaction between the mortar and the aggregates. 
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Fig. 1 Left and Middle: Air voids (A) shape and bitumen (B) surface in young asphalt with 
0.1 % and 0.3% PAN fibres respectively,  Right: distribution of fibre 

The microscopic investigation may provide three major signs of degradation of 
the TLPA morphology. These are the degradation of the mastic surface, the 
detachment of the aggregate grains from the mastic and clogging of the air-voids. 
However, none of these three signs of degradation appear to be related to the 
presence of PAN fibres, since the same phenomena were observed, to a 
comparable extent, for the TLPA top-layers without fibres. From these 
observations it can therefore be concluded that the fibres do not appear to have a 
negative effect on the visible degradation phenomena. 

2.2 Fatigue Tests 

For the mortar fatigue tests two types of mortar were made in the laboratory, one 
reference mortar (Mortar R) and one with PAN fibres (Mortar P). The bitumen 
used for preparing the asphalt mortars was a standard Q8 pen grade 70/100 
bitumen. Before further use the bitumen was artificially aged according to the 
RTFOT standard; EN 12607-1. Filler material (<63 µm) and fine sand (< 500 µm) 
were of standard road-construction grade and were subsequently used without any 
further treatment. The length of the dried PAN fibres was 3.2 mm. To produce 
mortar the aged binder was hand-mixed with the filler and the fine sand at 
approximately 180°C. Utilized ratios for bitumen, filler and fine sand were 
according the requirements for single-layer PA16+ as shown in Table 2. The 
fibres were added to the mortar and mixed by hand to produce homogeneous fibre 
reinforced mortar. Then, the hot mortar was cast in the molds for further testing. 

Table 2 Composition of (fibre reinforced) asphalt mortars R and P 

Components (wt. fraction) Reference (R) Panacea (P) 
Bitumen 70/100 0.38 0.38 
Filler (<63 µm) 0.38 0.37 

Fine sand (<500 µm) 0.24 0.23 
PAN fibres 0 0.020 

 
DSR fatigue testing were then performed on the mortar columns (length: 

20mm, diameter: 6mm) in a sinusoidal torque mode at 10°C and -10°C at 10rad/s.  
The applied strain level was varied between 0.4 and 1.5%. Failure was defined as 

B 
B

A

A
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the moment when the measured stiffness of the column was below 50% of the 
initial stiffness. The results performed at 10°C and strain between 0.8 and 1.5% 
are illustrated in Figure 2. Similar results were obtained at -10°C. The tests 
demonstrated that the presence of fibres significantly increases the fatigue 
resistance. This effect is even more pronounced at lower levels of strain. 
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Fig. 2 Combined results of DSR fatigue tests for all investigated asphalt mortars at 10°C 
and a frequency of 10 rad/s 

2.3 Response Characterization 

For the response characterization, mortar materials were extracted from field cores 
taken from the A15 motorway. In order to compare fibre containing mortar to 
PMB mortar, cores from the R2 and H1 test sections were used (see Table 1 for 
abbreviations). The mortars are labelled as R2 and H1. In the extraction process, 
the cores were first cleaned and then pulverized at elevated temperature (60°C to 
80°C). Pulverization was performed using a manually operated hydraulic machine. 
To obtain the mortar from the pulverized PA mixture, the material was placed in a 
pan and heated to a temperature of 190°C. The heated material was then mixed 
with a spatula. The mortar sticking to the bottom of the pan and the spatula were 
then collected. The collected mortar was finally used to produce DSR test 
samples.  

The sample preparation and mounting to the DSR setup is illustrated in Figure 
3. DSR frequency sweep tests were conducted at 9 different temperatures, ranging 
from -10°C to 70°C at 10°C increment. The results of the tests were then used to 
construct master curves using Time-Temperature-Superposition principle. In 
obtaining each master curve, results from two test specimens were used. The test 
setup provided very high result repeatability that in all cases the master curve fits 
has R-squared (R2) values greater than 0.99 for both the phase angle and the 
complex modulus. 
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Fig. 3 DSR sample preparation and test setup 

In Figure 4, the master curve comparison between the two mortars is presented. 
The test data from two test specimens are also plotted on the master curve to 
illustrate the good result repatability.  
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Fig. 4 Master curve comparisons of R2 and H1 mortars, Tref= -10°C 

Master curve description was performed using the MHS model [9] and the shift 
factors were described using the WLF formula. The relevant model parameters for 
the master curve are given in Table 3. For details on the model reference is made 
to available literature [9]. Master curve comparison from Figure 4 shows that the 
PAN containing mortar (R2) is relatively stiffer than H1 mortar for a wide range 
of temperatures. This can be seen from the higher G∞ value for R2 mortar in 
Table 3. Only at very high temperature, R2 mortar shows somewhat softer 
behaviour in Figure 4. This is also depicted by the lower 3η  value (viscous 

behaviour) in Table 3. 
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Table 3 WLF and MHS model parameters for mortars at Tref =-100C 

 WLF  MHS model parameters 
Mortar C1 

- 
C2 
- 

 m1 

- 
 m2 

   - 
1δ  

- 
τ  
s 

G∞  
MPa

 
0G

 
MPa

3η
 

MPa.s
 

H1 28.3 144  0.6  0.22 0.02 0.13 2460 0.02 1.07E+09 
R1 24.8 125  0.7  0.26 1.00 1.83 3860 0.01 2.27E+08 

3 Numerical 

To evaluate the winter performances of the H1 and R2 TLPA layers, numerical 
computations were made using the LOT tool. LOT is a meso-scale PA design tool 
that allows mixture performance computations taking into account the meso-scale 
geometry of the PA, mixture component material properties, traffic loading and 
temperature fluctuation effects.  For detailed information on the model the reader 
is referred to available literature [4, 5]. With this tool insight can be obtained in 
the ravelling performance of mixtures.  Computed performance results can be 
compared with available field-and-numerically validated performance data for 
various PA mixtures. Below, an overview of the required inputs is briefly 
discussed and numerical results are presented. 

3.1 Input Parameters 

The input parameters for the LOT model are the meso-scale geometry of the 
mixture, the mechanical behaviour of the mixture component materials and the 
loading. In addition, the effect of the underlying pavement deflection on the PA 
surface can also be taken into account by specifying deflection profiles as a 
boundary condition in the PA model. The meso-scale geometry is defined based 
on the mixture volumetric composition of the existing PA layer. For this reason air 
void, binder and aggregate content and equivalent grain diameter were determined 
after pulverization and extraction process (Table 4). In defining mechanical 
property of materials, the corresponding viscoelastic model parameters for the 
mortar were determined based on a Prony series model fit on the master curve 
data. Matlab tools were utilized for the regression fitting [10]. 

Table 4 LOT geometrical input  

 R1  H1  

Average stone diameter (mm) 5.31 5.31 
Bitumen density (kg/m³) 1030 1030 
Density mineral in mortar (kg/m³) 2700 2700 
Density stone (kg/m³) 2743 2743 
% stone 84.3 84.0 
% bitumen on 100% aggregate 6.02 6.16 

% air voids 22.21 22.53 
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The loading applied to a PA surfacing comprises traffic and temperature 
loadings. In addition, the effect of deflection coming from the supporting 
pavement structure is taken into account by specifying deflection profile of the 
pavement as a boundary condition in the PA model. 

Traffic loading:  For the simulations in this work a standard axle load of 100 kN 
and a speed of 75 km/hr was used. Based on similar works performed in the past, 
an estimated total equivalent axle load of 11450 per day was considered. 

Pavement deflection: The pavement deflection profile at different temperatures 
was obtained using the multi-layer program BISAR. The thicknesses and 
properties of the pavement layers corresponding to the PA sections are given in 
Table 5. Deflection profiles up to 15 m from the wheel load were computed. 

Table 5 Thickness and layer properties used in BISAR 

Layers Thickness Poissons’ ratio  Stiffness [MPa] 
 (mm)  -10°C 0°C 10°C 20°C 

PA 70 0.35 14000 9500 5250 2750 
AC bind 40 0.35 18200 18200 14400 6330 
AC base 120 0.35 28000 19000 10500 5500 

Sand  350 0.4 1000 1000 1000 1000 
Sub grade ∞ 0.4 55 55 55 55 
 

Temperature fluctuation: Temperature fluctuation causes expansion and shrinkage 
which results in temperature-related stresses in the PA layer. In the LOT tool, 
these effects are taken into account by specifying the temperature-related 
displacements as a boundary condition. Linear thermal expansion coefficients of 
6.6E-6 and 2.5E-5 were used for the stone and mortar, respectively. By applying 
the temperature-related displacements as a load, the resulting thermal stresses 
were obtained using FE models. Aggregate size and the mortar film thickness 
from Table 4 were used. 

3.2 LOT Damage Model 

With the input parameters discussed in the previous section, the LOT tool 
provides stress and strain signals in the stone-stone contact areas for a passing 
wheel load. The stress and strain signals from the tool are fed to the adhesive and 
cohesive damage models. In investigating winter-related damage the adhesive 
damage model is of key interest. The adhesive damage model that is used for 
translating the stress signals into damage is given as: 

0n

et

0

D
 σ=  σ 

 for etσ >0,  D 0=  for etσ <0  with et n tan

τσ = σ +
φ    

(2) 
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where D denotes the rate of damage accumulation, etσ  is the equivalent tensile 
stress (MPa), σn is the adhesive zone normal stress (MPa), τ is the adhesive zone 
shear stress (MPa), φ is the friction angle in degrees and, σ0 (MPa) and n0 are 
model parameters. The adhesive zone model parameters determined for 
Greywacke and Bestone (sandstone), two commonly used stones in the 
Netherlands, are available in the literature [11]. Table 6 presents the damage 
model parameters for various temperatures. Since adhesive parameter data for 
Gres d’Ardenne is not available, the average parameter values from Tale 6 is used 
for the LOT computations performed in this work. 

Table 6 Damage model parameters for adhesive zone [11, 13] 

 Bestone Greywacke 

Temp (°C) 0σ (MPa) n φ  (°) 0σ (MPa) n φ  (°) 

-10 18.91 2.57 74.2 22.34 2.9 66.2 

0 13.75 4.33 27.1 11.93 5.36 24 

10 14.89 3.01 32.6 8.18 3.83 32.4 

20 7.51 3.33 38.2 9.98 2.77 39.6 

3.3 LOT Performance Results 

LOT calculations were made for mean temperatures of -10, 0, 10 and 20 °C. At 
each temperature, the effect of temperature fluctuation was investigated. The 
following procedure was followed in performing the computations: 

• Determine input parameters, viscoelastic parameters for the mortar, deflection 
profiles and temperature stresses, at each temperature. 

• Run LOT computations, 100 kN axle load with a speed of 75 km/hr. 
• Obtain the stress in the adhesive zone of the idealized model. 
• Analyze the stress history together with the temperature stresses to compute 

the resulting damage in the adhesive zone. 

Stresses were translated to damage using the adhesive damage model. Once the 
damage resulting from a single wheel pass is known, available axle load spectrum 
for Dutch traffic [13] was used to compute the total damage from 11450 
equivalent axle loads in a 24 hour period. Figure 5 shows the 24 hour damage 
distribution for mortar R2 at a mean daily temperature of -10°C and a daily 
temperature fluctuation of 3°C. It can be seen from this figure that, significant 
damage occurs during the night when the temperature drops to a minimum. 
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Fig. 5 Damage spectrum within 24 hour period, R2 mortar at -10 °C 

The total damage for the 24 hour period is obtained by summing the damages 
calculated for each hour. At each mean daily temperature, temperature fluctuations 
with various amplitudes varying from ΔT = 1 °C to ΔT = 10 °C were considered, 
and the resulting performances were calculated. For ΔT = 3°C at a mean 
temperature of -10°C the relative damages computed for H1 and R2 mixtures are 
presented in Figure 6. In Figure 6, performance data from literature for other 
existing PA sections that were constructed in the period of 1995 to 2006 were also 
included [12-13]. Data points marked with 2 represent sections that showed severe 
ravelling while those marked with 0 represent the best performing sections during 
the severe winter of 2008/2009 in the Netherlands. From Figure 6 the performance 
data of R2 and H1 mixtures are both within the good performing mixture category.  

 

 

Fig. 6 H1 and R2 mix performance comparisons with available PA performance data from 
literature; ΔT = 3°C 

The field observation for these mixtures has also shown consistent results. 
Since in the Netherlands application of PMB is thought necessary in the top layer 
of TLPA, the good performance of PAN-fibre containing mixture, based on 
numerical computations and field observation, is encouraging. However, this does 
not necessarily imply the PAN-fibres can replace PMB. In fact, in relative terms 
the mixture performance for PMB binder (relative daily damage = 0.96) is better 
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than the PAN-fibre containing mixture (relative daily damage=1.96). Whether this 
relative difference in computational performance translates to significant field 
performance results will be seen in the future from the long term field monitoring. 

4 Discussions 

In this article microscopic, mechanical testing and numerical study were used to 
gain insight into the performances of the fibre-containing PA mixtures. 
Microscopic study showed that an acrylic fibre has served as a good binder 
drainage inhibitor in time. The fatigue result has also shown that the acrylic fibre 
improved the fatigue performance of the mortar in general. These findings in part 
may explain the good performance in practice of the fibre-containing mortar based 
on standard pen grade binder analogue to TLPA layers constructed with PMB. 
The LOT simulation results additionally indicate that the two PA mix 
performances lie in the good performing category for severe winter weather 
conditions. The consistency between the field and the laboratory-and- numerical 
investigation results are encouraging to utilize the described methods in the future 
in order to rank and evaluate expected performances of new or innovative PA 
mixtures. 

In recent field monitoring survey, the 6.2 mm fibre containing PA section, R1, 
shows light to moderate ravelling while the 3.2 mm fibre, R2, is still good 
performing [3]. The light to moderate ravelling observed for R1 could imply there 
might be an optimum fibre length in relation to the maximum diameter of the used 
coarse material in PA. It could also be due to the possible difficulty in obtaining 
uniform fibre distribution within PMB due to the longer fibre length. Performing 
similar microscopic, laboratory and numerical investigation for the R1 mixture 
could give more insight on the possibilities of using acrylic fibres in PA.  

5 Conclusions and Recommendations 

From field observation very good performance was obtained for PA with acrylic 
fibre. Microscopy analysis showed a homogeneous distribution of fibre in the 
mortar, and a good adhesion existed between the PAN fibre and the mortar. The 
anti-dripping effect of PAN fibres was also present and stronger compared to 
PMB. Based on the laboratory investigation, the presence of fibres did not seem to 
affect the aging of the mortar. For the mechanistic investigation, tests carried out 
on mortar extracted from PA cores showed relatively stiffer behaviour for the fibre 
mortar. However, numerical computations performed for winter performance have 
shown both the PMB and fibre containing PA lie in a good performing category. 
Results from the laboratory and numerical investigations are all in agreement with 
the field observations.  In relation to the investigation methods, this implies the 
future possibility of utilizing the lab and numerical methods for ranking expected 
performances of newly designed PA mixtures. In regard to the use of acrylic 
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fibres, the good performance of the PAN containing PA mixtures could especially 
lead to a new possibility of designing PA layers without polymer modifications.  
For the follow-up, it is recommended to carry out further investigation into the 
performance of the 6.2 mm fibre containing mixture so as to understand the 
possible relation between the PA performance with the fibre length, aggregate size 
and the selected binder combinations, i.e., binder with or without polymer. 
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Abstract. In order to sustain the needs of the 21st century civil infrastructure, we 
need a paradigm shift in recycling – from current 20-40% to 100% (zero waste). 
The main hindrance to successful recycling of high Reclaimed Asphalt Pavement 
(RAP) content mixes is the lack of confidence which stems from a lack of under-
standing of the rejuvenation and diffusion process that is supposed to occur when 
a recycling agent is added to an aged asphalt mix. This research presents finite 
element simulation of rejuvenator diffusion into an aged asphalt binder film. Five 
different rejuvenators and aged RAP binder were tested to obtain the required 
input data for simulation – viscosity at different temperatures and molecular 
weight. The simulation was run assuming 100% RAP mixture and three different 
temperatures were simulated for three rejuvenator dosages. The final viscosity for  
complete diffusion and the required time to reach this state was determined. The 
results show significant differences in the softening potential of different rejuvena-
tors and helps in the estimation of temperature range to reach homogeneous  
rejuvenator concentration within the binder film before the production process is 
completed. The simulation results are compared with mechanical tests of binder 
penetration and mixture creep compliance to confirm the softening effect.  

1 Introduction 

The use of non-renewable materials needs to be replaced by recycling in order to 
sustain the needs of the 21st century civil infrastructure. Although recycling of 
asphalt materials, which make up most of our pavements, is a top priority for all 
state departments and other transportation agencies, we need a paradigm shift in 
recycling – from the current 20-40% to 100 % (zero waste). The main hindrance 
to successful recycling of high Reclaimed Asphalt Pavement (RAP) content mixes 
is the lack of confidence which stems from a lack of understanding of the rejuve-
nation and diffusion process that is supposed to occur when a recycling agent is 
added to an aged asphalt mix. 

The use of rejuvenators in hot mix asphalt plant production process is picking 
up. Different types of rejuvenating agents are available, including bio-based and 
different products that are manufactured from renewable resources (Zaumanis, 
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2013). In conventional HMA production process the RAP is mixed together with 
virgin aggregates, and fresh asphalt or rejuvenator. A critical aspect of the use of 
rejuvenators is the diffusion of the different products into aged RAP binder. It is 
expected that during the short mixing time the aged asphalt attains necessary vis-
cosity so that RAP and virgin aggregates receive a homogeneous film thickness. 
At the same time sufficient diffusion of the rejuvenator is required in the aged 
asphalt to restore its properties to the required level. The diffusion is a function of 
temperature, viscosity, mixing, transportation and storage time, and it may contin-
ue in the pavement during the service period. Therefore, until equilibrium is 
reached, the outer layer of the asphalt film may have relatively lower viscosity 
which can lead to increased probability of developing permanent deformations.  

The in-plant addition of rejuvenator involves three main interaction mechan-
isms between the aged binder and rejuvenator – dispersion, diffusion and mechan-
ical mixing. Dispersion is the phenomenon of distribution of the rejuvenator on 
the RAP, diffusion occurs from the intermingling of the rejuvenator with the RAP 
binder, and mechanical mixing is caused by the friction between aggregate par-
ticles. At a drum plant the rejuvenator is usually added after drum heating and 
there is mechanical interaction between mix aggregates in the silo/elevator and 
during transportation. At a batch plant the rejuvenator would be introduced before 
the pugmill and therefore there would be even more contact between the mix  
aggregates when the RAP undergoes the mixing process in the pugmill. The dis-
persion and mechanical mixing are therefore defined by the technology and 
equipment at the specific plant and would be unrealistic to simulate. The simula-
tion study reported in this paper concerns the diffusion process only.  

1.1 Approach to the Study 

The goal of the study is to develop a simulation process of the diffusion of recy-
cling agents into the aged RAP binder in order determine the softening efficiency, 
optimum mixing time and temperature range.  

The diffusion process was simulated with the help of finite element (FE) mod-
eling, analysis and simulation using COMSOL “Multiphysics” software. The 
analysis was conducted with heat transfer module. The specific tasks of the mod-
eling included: 

─ evaluate the softening performance of five different rejuvenators at three differ-
ent dosages on the aged RAP binder,  

─ compare the time of “equilibrium” (end of diffusion) after adding a predefined 
dosage of each of them, 

─ evaluate the changes in equilibrium time and softening performance at different 
temperatures within the common mixing and compaction range. 

Five different rejuvenators and aged RAP binder were utilized in this study. The 
rejuvenators include refined tallow, paraffinic base oil, waste vegetable oil (brown 
grease), waste frying oil (yellow grease), as well as a softer asphalt binder. The 
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required parameters for diffusion simulation were tested or obtained from manu-
facturers of the products. 

The softening effect of rejuvenators was tested on extracted binder by means of 
penetration tests at two different temperatures. The effect on low temperature 
mixture performance was verified at minus 10ºC by means of Creep compliance 
for a 12.5mm Superpave mixture that was prepared with 100% RAP and different 
rejuvenators.  

2 Theoretical Basis for Diffusion Simulation  

The diffusion process has been modeled using Stoke-Einstein’s equation (Eq. 1) 
and Fick’s Law (Eq.2), on the basis of the fact that their applicability have been 
proven by several researchers in the past (for example, Karlsson and Issacsson 
(2003) and Oliver (1975)). The model was validated with the use of closely con-
trolled laboratory experiment and is discussed in the previous paper of the authors 
(Mallick (2012)). 

6πµ  (1)

D is rate of diffusion (m2/s), R is the mean molecular radius, μ is dynamic viscosi-
ty (Pa·s), KBT is the internal heat energy, KB is Boltzmann’s constant (1.3807·10-23 
J/K), and T is absolute temperature (K). 

 (2)

J is diffusion flux (mol/m2·s), D is diffusion coefficient, C is concentration 
(mol/m3), and x is distance (m). 

It is hypothesized that the diffusion of the rejuvenator changes the viscosity of 
the aged binder, and as the process continues, more and more of the aged binder is 
“rejuvenated” – which is reflected by the change (lowering) of viscosity, until 
equilibrium is attained. The mixing of two materials of different viscosities to 
produce a mix with a specific viscosity was modeled by Eq. 3. ln · ln · ln · ·  (3)

Index 1 and 2 denote two different liquids or binder and c1 and c2 denote volume, 
mass or molar fraction of liquid/binders 1 and 2. The parameter G12 considers the 
effect of the intermolecular interaction between different sets of binders– this 
parameter has not been considered in the analysis. 

The diffusion process was modeled using finite element simulation. The fol-
lowing are the sequence of steps used by the FE software calculation and result 
expression. 
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─ Run the diffusion process for time interval of Δt seconds; readjust the viscosity 
of the layers, based on the concentration of the rejuvenator in the layers at Δt, 
according to Eq. 3 (mixing model); run the diffusion process for another Δt 

 

seconds; repeat for the entire time tend that is allowed for mixing. The selection 
for the Δt seconds was made on the basis of two things – 1) how fast the diffu-
sion is occurring; 2) what is the smallest time that can be considered without 
having excessive computation time. 

─ The concentration of the rejuvenator and the viscosity of the resultant binder at 
each Δt time intervals throughout the thickness of the RAP binder were deter-
mined.  

─ The total time of the simulation tend was chosen in order to reach homogeneous 
concentration (and viscosity) throughout the binder film thickness. This balance 
must be maintained at the aggregate and binder interface for least 10·t1 intervals 
which shows that further changes in concentration will not occur.  

─ Time of reaching homogeneous distribution of the rejuvenator in the entire film 
is reported as tbalance. It is calculated as the viscosity at time tend minus 1%. 

3 Parameters Used for Modeling and Simulation 

The formulation of the diffusion problem with respect to asphalt mix recycling in 
plant recycling is demonstrated in figure 1. The simulation was run assuming 
100% RAP recycling with the use of rejuvenator; there is no virgin binder or  
aggregates. 

 

 

Fig. 1 Aggregate, binder and rejuvenator interface 

Plant Mixing Process and Temperature. The asphalt mixture production in the 
plant involves two main characteristics - temperature and time of heating. The 
rejuvenator diffusion into the aged RAP binder film strongly depends on both of  
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these factors. In a drum plant the rejuvenator is usually added after the RAP has 
been heated in the drum to the required temperature as illustrated in figure 2. The 
RAP temperature at this point was obtained from field data and in this case it was 
145ºC. After addition of the rejuvenator the material is transported by elevator to 
the storage silo and hauled to the construction site. Through the first phase of this 
process the temperature remains relatively stable, therefore simulations were per-
formed to determine the required time at this constant temperature for the rejuve-
nator to have maximum efficiency (to reach balance within the binder film).  

 

 

Fig. 2 Rejuvenator addition to the mixture (Courtesy: Bob Frank, RAP Technologies, LLC) 

To analyze the effect of temperature on the diffusion time, diffusion at two 
more temperatures (120ºC and 95ºC) was simulated. Different temperature may be 
used based on local circumstances (weather, RAP condition, binder grade, etc.) or 
the mix (for example, when some warm mix technology is utilized (Zaumanis, 
2012).  

Viscosity of Rejuvenators and Binders. A range of rejuvenators were tested for 
kinematic viscosity using capillary tube viscometers at two different temperatures 
– 95ºC and 145ºC. Bitumen was extracted from RAP and tested for penetration at 
25ºC and kinematic viscosity at 135ºC. The penetration data was converted to 
viscosity using the procedure by Davis (1981). Log-log viscosity versus log tem-
perature regression was used to express the viscosity of rejuvenators and binder at 
the required temperate range that is typically used for production and compaction 
of asphalt. The density of the products (listed in Table 2 and Table 3) was ob-
tained from the manufacturers in order to calculate the dynamic viscosity as pre-
sented in table 1. 
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Table 1 Viscosity of rejuvenators and bitumen 

Product 
Viscosity, Pa·s 

60ºC 95ºC 120ºC 135ºC 145ºC 

Extracted RAP binder 344.71* 14.92 4.12 2.31* 1.65 

Virgin AC-20 binder** 198.44* 3.50 0.78 0.40* 0.28 

Refined Tallow 0.0277 0.0055* 0.0033 0.0027 0.0025* 

Paraffinic base oil 0.0529 0.0054* 0.0029 0.0023 0.0021* 

Brown Grease 0.0438 0.0085* 0.0049 0.0040 0.0035* 

Yellow Grease 0.4326 0.0092* 0.0058 0.0048 0.0043* 

*Test temperatures  
**Viscosity obtained from source (Houston 2006) 

 
Rejuvenator Parameters. Film thickness, volume and concentration of the reju-
venators are required for FE calculation. The concentration depends on molecular 
weight, while the film thickness and volume depends on rejuvenator dosage.  

The molecular weight of the materials was obtained using Gel Permeation 
Chromatography (GPC) technique and in some cases from the information pro-
vided from producers of the rejuvenators.  

The film thickness of the rejuvenators was calculated according to Eq. 4 (Read 
and Whiteoak 2003), where the surface area factor was calculated for the mixture 
that was used for the experimental study of this research. The rejuvenator mass 
(Eq. 5) in the mixture is required to calculate volume and a 2500g sample that was 
used in experimental study was utilized for this purpose. The specific gravity of 
the rejuvenators was provided by the producers of the products. The calculation of 
concentration (Eq. 8) requires the number of moles for each rejuvenator (Eq. 7). 
The calculations of required parameters were performed for three different dosag-
es of rejuvenators – 1%, 2%, and 3% by the weight of mixture. The sequence of 
results for all the rejuvenators at 1% dosage are summarized in table 2.  

100 1 1
 (4)

Where FT – film thickness, mm ; b – rejuvenator content, %; ρb – specific gravity 
; SAF – surface area factor, m2/kg (10.35 m2/kg was used).   (5)

   (6)

   (7)



Finite Element Modeling of Rejuvenator Diffusion in RAP Binder Film 413 

 

 (8)

Table 2 Rejuvenator parameters  

Product descrip-
tion 

Specific 
gravity 

Dosage, 
% 

Film 
thickness, 
μm 

Mass in 
2500g  
sample, g

Molecu-
lar 
weight, 
g/mole 

Volume, 
m3 

Number 
of moles, 
mole 

Concen-
tration, 
mol/m3 

Refined Tallow 0.90* 1.0 1.14 25 283* 2.8E-05 8.9E-02 3186 

Paraffinic base oil 0.88* 1.0 1.16 25 395* 2.8E-05 6.3E-02 2228 

Brown Grease  0.92* 1.0 1.11 25 771 2.7E-05 3.2E-02 1193 

Yellow Grease 0.92* 1.0 1.11 25 2442 2.7E-05 1.0E-02 377 

AC-20 1.02* 1.0 1.00 25 730 2.5E-05 3.2E-02 1320 

*Provided by the producer material data sheets 
 

Binder Parameters. The parameters of the aged RAP bitumen that were used in 
the simulation are provided in table 3. A film thickness (9 μm) was considered on 
the basis of the recommendations found in literature for dense graded mixes of 9-
10 μm, in terms of VMA, (Campen et al. 1995; Goode and Lufsey 1965; Kandhal 
et al. 1996). The molecular radius was obtained from Karlsson and Isacsson 
(2003). 

Table 3 Parameters of the aged binder 

Parameter Value 

Specific gravity 1.02 

Film thickness, μm 9.00  

Molecular weight, g/mole 877.2  

Thermal conductivity, W/m·K 1.0  

Specific heat capacity, J/kg·K 1006  

Molecular radius, m 3e-10 

4 Simulation Results 

The change in viscosity at the aggregate and bitumen interface is illustrated in 
figure 3. For the first few seconds the rejuvenator has not reached the bitumen and 
aggregate interface and the viscosity is constant; in the next phase through diffu-
sion process the rejuvenator softens the bitumen; at around 205 to 215 seconds the 
viscosity is found to be stable for 10 seconds which suggests that no further sof-
tening is possible with increased time or temperature. A tolerance of 1% is de-
ducted from the end viscosity and the time to reach this viscosity level is defined 
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Figure 7 illustrates the required time to reach balance at different temperatures 
for 1% paraffinic base oil. The increase in time is significant and there is a large 
chance that the diffusion process will not be finalized before construction if lower 
than recommended temperature is chosen. This extension of time is caused by the 
viscosity increase of both – the binder and the rejuvenators. 

5 Mechanical Testing Results 

Penetration at 25ºC results of extracted binder and virgin binder as well as the 
rejuvenated samples are summarized in table 4. It can be assumed that equilibrium 
of rejuvenator has been reached in these samples. Note that the dosages of rejuve-
nator are different from the simulation and between the rejuvenators. This was 
done to have the penetration results in a reasonable range for given climate. All of 
the rejuvenators have increased the penetration (reduced viscosity) of the aged 
RAP binder. The virgin binder has been the least effective and the brown grease 
has the best performance per 1% of rejuvenator dosage. These results support the 
fact the rejuvenators are more efficient than virgin binder in reducing the viscosity 
but at the same time the softening performance ranking is not the same as for FE 
simulation. The reasons for that probably being the different test temperatures 
(145ºC VS 25ºC) and fact that the simulation considers diffusion, but the rejuve-
nators were added to the binder by mechanical mixing of the two substances. 

Table 4 Bitumen Test results 

Binder type 
Rejuvenator dosage, % from 
binder mass 

Penetration @ 25°C, 
1/10mm 

RAP extracted binder - 16 

Virgin AC–20 binder - 76 

RAP binder + Refined tallow 9 84 

RAP binder + Paraffinic base oil 18 91 

RAO binder + Yellow grease 12 90 

RAP binder + Brown grease 9 89 

RAP binder + Virgin AC-20 binder 18 21 

 
The RAP mixture was mixed together with three from the above mentioned 

five rejuvenators and tested for creep compliance at -10ºC. Creep compliance is a 
way of characterizing the stiffness of material. The higher the creep compliance 
the more is the ability of the material to flow at low temperature and the smaller is 
the possibility of thermal cracking. Therefore this is a good illustration of binder 
stiffness at low temperature. The results (Figure 8) rank the three rejuvenators in  
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Abstract. This paper presents simulation results of Asphalt Concrete (AC) Flow 
Number (FN) properties. It utilizes the Discrete Element Method (DEM) 
technique to simulate the microstructure of three ACs captured using X-ray 
Computed Tomography (CT).  These three mix designs (coarse-graded, gap-
graded, and fine-graded) prepared with hard limestone aggregate and a PG 76-22 
modified binder were included in the study.  Advanced digital image processing 
techniques were utilized to process the X-ray CT images and to suitably input 
their microstructure into the DEM model. The viscoelastic rheological properties 
of the asphalt mastics were defined by fitting Burger model parameters on 
frequency sweep test data conducted at 60 °C. The DEM simulation, in two-
dimensions, involved modeling the unconfined FN tests under a repeated stress of 
690 kPa. The simulation loading was applied for 0.1 second followed by a 0.9 
seconds rest period until 10,000 load cycles or 5 % accumulated strain was 
reached. The 2D DEM simulation results appear to capture the significant 
differences in FN properties between these three AC mixtures and hence can be 
used to compare their rutting susceptibility. 

Keywords: Asphalt Mixtures, Mastics, Image Analysis, Discrete Element, Flow 
Number, and Permanent Deformation. 

1 Introduction-Objective 

Asphalt concrete (AC) mixtures are uniquely complex heterogeneous materials 
composed of air voids, mastic and aggregates. Mastics are blends of asphalt binder 
                                                           
* Corresponding author. 
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and fines, typically considered as particles passing sieve No. 200 (i.e., sizes finer 
than 75 μm). The distribution of these three phases and their interaction defines 
the mechanical properties of ACs and contributes significantly to their rutting 
resistance, load carrying capacity and durability. Pavement rutting consists of 
surface depressions along the wheel paths caused by the plastic deformation of the 
AC and the underlying granular layers. The AC plastic deformation properties are 
greatly influenced by the mastic rheology, aggregate properties, and the 
microstructure of mixture constituents. 

The AC behavior is dominated by the interaction between mastics and distinct 
aggregate particles. The micromechanics-based Discrete Element Method (DEM) 
has been commonly used to simulate the large-strain behavior of granular 
materials such as ACs.  The DEM technique is ideally suited to describe particle 
contact interaction (Cundall and Strack, 1979). The literature to date provides 
valuable insight into the modeling of the microstructure of ACs. Previous studies 
on modeling the AC mixture behavior using the micromechanical modeling 
approach include Shashidhar, 2000; Rothenburg et al., 1992; Chang and Meegoda, 
1997; Buttlar and You, 2001; You and Buttlar, 2004; Abbas et al., 2005; Collop et 
al., 2006; and Zelelew and Papagiannakis 2010. 

The objective of this paper is to simulate the unconfined cyclic Asphalt 
Mixture Performance Test (AMPT) and focus on the estimated Flow Number 
(FN) of ACs using the DEM method in two-dimensions. The number of load 
cycles corresponding to the minimum rate of change of permanent axial strain 
during a repeated load test defines FN (AASHTO TP 79). The microstructure of 
the AC mixtures was captured using X-Ray Computed Tomography (CT) and 
advanced digital image processing techniques were utilized to process the 
microstructure and input into the 2D DEM model. Moreover, the viscoelastic 
mastic rheological properties were captured using Burger models fitted to 
Dynamic Shear Rheometer (DSR) frequency sweep data.  

2 Materials and Methods 

Three AC mix designs were considered in this study:  

• A coarse-graded Coarse Matrix High Binder Type C (CMHB) mix,  
• A gap-graded Porous Friction Course (PFC) mix, and  
• A fine-graded Superpave Type C (Superpave) mix.  

Each of these mix designs was prepared with a hard limestone aggregate type and 
a PG 76-22 modified binder meeting the Texas DOT specifications. The aggregate 
gradations for each of the mix designs are shown in Figure 1 while the volumetric 
properties are presented in Table 1. Detailed mix design data and experimental test 
plan as well as numerical modelling of creep performance can be found elsewhere 
(Zelelew 2008). 
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Fig. 1 Mix design aggregate gradations 

Table 1 Asphalt concrete mix design data 

Parameter CMHB PFC Superpave 

Binder Grade PG 76-22 

Pb (%) 4.2 5.1 4.0 

Va (%) 7.3 19.5 7.4 

VMA (%) 12.7 27.2 12.7 

VFA (%) 70.2 26.4 68.5 

Pb = percent binder content, Va= percent air voids, VMA= percent voids in 
mineral aggregates, and VFA= percent voids filled with asphalt. 
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3 X-ray Computed Tomography Scanning and Image 
Processing  

The AC performance test specimens were fabricated by coring the 150 mm 
diameter Superpave gyratory compacted (SGC) specimens to a diameter of 100 
mm. The cored samples were also trimmed to a height of 150 mm. The X-ray CT 
scanning of AC performance specimens was conducted by the Advanced 
Characterization of Infrastructure Materials Laboratory (ACMI) of the Texas 
Transportation Institute (TTI). Each of the three AC specimens was scanned 
perpendicular to their vertical axis at 1 mm distance interval to yield 150 2D 
image slices with an image resolution of 0.195 mm/pixel. Digital image 
processing techniques were then applied to effectively analyse the AC 
microstructure. 

The X-ray CT images of the ACs were processed utilizing the Volumetric-
based Thresholding Algorithm (VTA) developed by Zelelew and Papagiannakis 
(2011). The VTA algorithm provides a quantitative means of establishing a unique 
grayscale threshold for the boundaries between air-mastic and mastic-aggregate. 
Moreover, it allows visualizing the microstructure of these three phases in 2D and 
3D. An example of the resulting 2D rectangular sections is shown in Figure 2. The 
white objects (grayscale = 255) in these figures represent mixture constituents. 
The watershed image segmentation technique was also utilized to separate the 
connected or/and overlapped aggregate particles. 

4 Mastic Burger Model Parameters 

The aggregate finer than 0.075 mm and binder proportions used in preparing the 
mastics were obtained from the volumetric properties of the AC mixtures. The PG 
76-22 binder (RTFO-aged) was used to prepare the mastic specimens. Frequency 
sweep tests were conducted using a test temperature of 60 °C using a wide range 
of frequencies (i.e., from 0.01 to 100 rad/sec). The Burger model consisting of a 
Maxwell and Kelvin-Voigt element coupled in series was used to describe mastic 
viscoelastic rheological models. Several researchers have implemented Burger 
model to describe the viscoelastic behavior of mastics (Abbas et al., 2005; Kim 
and Little, 2004; and Yu et al., 2007). The Burger models were fitted to the 
frequency sweep test data by minimizing the squared differences between 
modeled and observed storage and loss shear moduli (Papagiannakis et al., 2002; 
and Baumgaertel and Winter, 1989). The Burger model yielded a fairly good fit to 
the observed mastic behavior, although a higher number of Kelvin units would 
probably improve it.  The constants of the Burger model for the mastic specimens 
are shown in Table 2.  
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Table 2 Burger model parameters; 60 °C 

Mastic ID 
Maxwell Element Kelvin Element 

ME (kPa) Mη ( kPa.sec) KE
(kPa) Kη (kPa.sec) 

CMHB 225.0446 45.4928 13.1130 10.5862 
PFC 220.0117 20.4781 12.9337 6.7759 
Superpave 260.0253 40.3797 13.7607 10.3791 

ME and Mη denote the spring and dashpot constants of Maxwell 

element, respectively; KE and Kη denote the spring and dashpot 
constants of Kelvin element, respectively. 

                    

(a1)  (a2)  (a3) 
 

(b1)  (b2)  (b3) 

Fig. 2 VTA processed rectangular images; (a1) CMHB air, (a2) CMHB mastic, (a3) CMHB 
aggregate; (b1) PFC air, (b2) PFC mastic, (b3) PFC aggregate; (c1) Superpave air, (c2) 
Superpave mastic, and (c3) Superpave aggregate; white objects denote mixture constituents 
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(c1)  (c2)  (c3) 

Fig. 2 (continued) 

5 Flow Number Data  

The use of the Flow Number (FN) obtained through unconfined or confined cyclic 
AMPT test has gained acceptance as a means of evaluating the permanent 
deformation resistance of AC mixtures. The AMPT involves applying a cyclic 
load for 0.1 second followed by a 0.9 second rest period. The number of load 
cycles and accumulated axial strains are continuously recorded. The FN test 
termination criteria is either 10,000 load cycles or the accumulation of 50,000 
microstrain (i.e., 5% strain), whichever occurs first. The number of load cycles 
corresponding to the minimum rate of change of permanent axial strain during a 
repeated load test defines FN. The FN test temperature is typically determined 
through LTPPBind software using the closest weather station to the project 
location. 

6 DEM Simulation of FN Test 

The study utilized the Particle Flow Code in two-dimensions (PFC2D) version 3.1 
software (Itasca, 2004).  The methods described here can be readily extended to a 
three-dimensional DEM modeling approach, which should produce more accurate 
results. The first step in the DEM simulation process is to input the AC 
microstructure (shown in Figure 2 a3, b3 and c3) obtained as described above into 
the PFC2D input module. The built-in BALL command generates particles and can 
assign mastic or aggregate attributes to them through their Cartesian coordinate 
locations identified from the processed images. An advantage of the PFC2D is that 
it allows “clumping” similar adjacent particles together using the FISH clump 
function and thus, avoids force-displacement calculations between them. The 
combinations of mastic and aggregate particles producing a realistic representation 
of the AC microstructure suitable for DEM modeling is shown in Figure 3 for the 
PFC mixture. 
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Four rigid walls were defined as the boundary constraining the AC 
microstructural models. For the unconfined FN test, the upper wall was used to 
load the AC model by specifying a wall velocity, while fixing the lower platen. 
The DEM simulation of unconfined FN tests was conducted using an axial 
deviator stress of 690 kPa. Before applying the wall velocity corresponding to 690 
kPa, a contact stress of 35 kPa (i.e., 5% of the axial deviator stress) was used to 
obtain uniform initial stress distribution within the DEM specimen model. The AC 
model was loaded in a stress-controlled fashion by specifying the upper wall 
velocity. A numerical “servo-mechanism” implemented via the FISH function was 
devised to monitor the amount of stress generated by the displacement of the 
upper boundary. The stresses were computed by dividing the total force acting on 
upper wall by the wall area. 

Contact models describe the force-displacement interaction between particles. 
For the AC microstructure, the primary contacts include mastic-to-mastic, mastic-
to-aggregate, and aggregate-to-aggregate. These interactions were defined using 
two contact models, namely a linear contact model (frictional law) and a linear 
viscoelastic model. The linear elastic contact model was used to define the 
aggregate-to-aggregate contacts. Previous studies showed that an elastic modulus 
value of 30 GPa is appropriate for aggregates (Abbas et al., 2005). In addition to 
this model, slippage in the aggregate-to-aggregate contact was allowed by means 
of the contact friction coefficient. The Burger model was used to describe the 
mastic-to-mastic and the mastic-to-aggregate contacts (Table 2). The elastic 
constants for the Burger model in the normal direction were obtained from those 
in the shear direction.  

 

 

Fig. 3 AC DEM model; PFC mix (Red and blue elements represent aggregates and mastics, 
respectively) 
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7 DEM Simulation Results 

The DEM simulations included a time step of 0.05 second for a total of 10,000 
calculation cycles, to simulate the full length of the FN tests. The results were in 
the form of vertical strain using a virtual gauge length of 100 mm centered at the 
mid-height of the sample. Consequently, the vertical locations (y coordinates) of 
discrete elements on the two sides of the model at the two ends of the virtual 
gauge were tracked and monitored. The DEM simulations included an aggregate-
to-aggregate friction of 0.5 and the normal to shear stiffness ratio of 2.8.  

An example of the DEM simulation results in the first fifty loading cycles is 
shown in Figure 4. This figure includes the computed axial strain at each load 
cycle and the accumulated strain as a function of the number of load cycles. A 
summary of the DEM simulation results for the AC mixtures analyzed is shown in 
Figure 5. As it can be seen, the DEM simulation was terminated at 10,000 load 
cycles for each of the three mixtures analyzed (i.e., none measured the 50,000 
microstrain limit). The plots of axial strain versus number of loading cycles 
exhibited two distinct regions:  

• a primary region where the strain rate decreased and  
• a secondary (or steady state) region where the strain rate was constant (i.e., 

accumulated strain curve was linear).  
 

 

Fig. 4 DEM results example; Axial strain versus load cycles 
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None of these plots exhibited a tertiary region (i.e., a range beyond which the 
strain rate significantly increased) suggesting that their FNs are larger than 10,000.  
On the other hand, the shape/magnitude of the accumulated plastic strains was 
significantly different between the three ACs simulated. A summary of the 
intercept and slope of the accumulated plastic strain versus the number of cycle 
curves is given in Table 3. It is concluded that the rutting propensity of the PFC is 
much higher than that of the CMHB and the Superpave mixtures. Higher intercept 
and slope values suggest lower resistance to permanent deformation.    

 

 

Fig. 5 DEM simulation results 

Table 3 DEM simulation results 

Parameter Units 
Mix 

CMHB PFC Superpave 

Flow Number 
(FN) 

cycles >10,000 >10,000 >10,000 

Intercept microstrain 3,484 4,021 3,238 

Slope microstrain/cycle 0.025 0.252 0.000 

0

1000

2000

3000

4000

5000

6000

7000

0 2000 4000 6000 8000 10000

C
u

m
m

u
la

ti
ve

 A
xi

al
 S

tr
ai

n
 (

M
ic

ro
st

ra
in

)

Cycles

CMHB

Superpave

PFC



430 H. Zelelew, E. Mahmoud, and A.T. Papagiannakis 

In addition, the cumulative axial strain at 5,000 cycles was used as a surrogate 
measure of plastic deformation propensity for these AC mixtures (Figure 6). 
Overall, the Superpave mix yielded much lower rate of deformation followed by 
the CMHB mix and then the PFC mix. Zelelew (2008) also reported similar 
findings when these mixes were tested and modeled (2D DEM) under monotonic 
creep loading conditions (i.e., unconfined Flow Time, FT). For the mixes tested, 
the FT performance index exceeded 10,000 seconds which agrees with the FN 
simulation results presented in this paper. 

 

 

Fig. 6 DEM simulation results; Accumulated axial strain at 5,000 cycles 

8 Summary and Conclusions 

This paper presented a Discrete Element Method (DEM) approach for modeling 
the permanent deformation properties of asphalt mixtures. A 2D DEM was used to 
simulate the unconfined Asphalt Mixture Performance Tester (AMPT) with a 
focus on the simulated Flow Number (FN) estimates using the PFC2D software 
package. The microstructure of the AC mixtures was captured using X-Ray 
Computed Tomography (CT). Advanced digital image processing techniques were 
then utilized to process the microstructure and input into the DEM model. Three 
AC mix designs were included; a coarse-graded Coarse Matrix High Binder Type 
C (CMHB) mix, a gap-graded Porous Friction Course (PFC) mix, and a fine-
graded Superpave Type C (Superpave) mix. Each of these mix designs was 
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prepared with a hard limestone aggregate type and a PG 76-22 modified binder. 
The viscoelastic mastic rheological properties were captured using the Burger 
model fitted to the frequency sweep data tested at a temperature of 60°C. The 2D 
DEM simulation resulted identical FN values (i.e., 10,000 cycles) for all AC 
mixtures. The steady state regression parameters (i.e., slope and intercept) as well 
as the strain at 5,000 cycles were used to rank the permanent deformation 
performance of the AC mixtures included in the study. Overall, the Superpave mix 
measured lower rate of deformation followed by the CMHB mix. The PFC mix 
demonstrated the lowest resistance to permanent deformation. In conclusion, 
DEM estimates of FN appear capable of differentiating between the plastic 
deformation resistance of asphalt concrete mixtures. 
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