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Message and Organization Committee

Message from the MUE 2013 General Chairs

MUE 2013 is the FTRA 7th event of the series of international scientific
conferences. This conference will take place in May 9-11, 2013, in Seoul Korea.
The aim of the MUE 2013 is to provide an international forum for scientific
research in the technologies and application of Multimedia and Ubiquitous
Engineering. It is organized by the Korea Information Technology Convergence
Society in cooperation with Korea Information Processing Society. MUE2013 is
the next event in a series of highly successful international conferences on
Multimedia and Ubiquitous Engineering, MUE-12 (Madrid, Spain, July 2012),
MUE-11 (Loutraki, Greece, June 2011), MUE-10 (Cebu, Philippines, August
2010), MUE-09 (Qingdao, China, June 2009), MUE-08 (Busan, Korea, April
2008), and MUE-07 (Seoul, Korea, April 2007).

The papers included in the proceedings cover the following topics: Multimedia
Modeling and Processing, Ubiquitous and Pervasive Computing, Ubiquitous
Networks and Mobile Communications, Intelligent Computing, Multimedia and
Ubiquitous Computing Security, Multimedia and Ubiquitous Services, Multimedia
Entertainment, IT and Multimedia Applications. Accepted and presented papers
highlight new trends and challenges of Multimedia and Ubiquitous Engineering.
The presenters showed how new research could lead to novel and innovative
applications. We hope you will find these results useful and inspiring for your
future research.

We would like to express our sincere thanks to Steering Chairs: James J. (Jong
Hyuk) Park (SeoulTech, Korea), Martin Sang-Soo Yeo (Mokwon University,
Korea). Our special thanks go to the Program Chairs: Eunyoung Lee (Dongduk
Women’s University, Korea), Cho-Li Wang (University of Hong Kong, Hong
Kong), Borgy Waluyo (Monash University, Australia), Al-Sakib Khan Pathan
(ITUM, Malaysia), SangHyun Seo (University of Lyon 1, France), all Program
Committee members and all the additional reviewers for their valuable efforts in
the review process, which helped us to guarantee the highest quality of the selected
papers for the conference.
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We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

May 2013 Young-Sik Jeong
Leonard Barolli

Joseph Kee-Yin Ng

C. S. Raghavendra

MUE 2013 General Chairs

Message from the MUE 2013 Program Chairs

Welcome to the FTRA 7th International Conference on Multimedia and
Ubiquitous Engineering (MUE 2013), to be held in Seoul, Korea on May 9-11,
2013. MUE 2013 will be the most comprehensive conference focused on the
various aspects of multimedia and ubiquitous engineering. MUE 2013 will provide
an opportunity for academic and industry professionals to discuss recent progress
in the area of multimedia and ubiquitous environment. In addition, the conference
will publish high quality papers which are closely related to the various theories
and practical applications in multimedia and ubiquitous engineering. Furthermore,
we expect that the conference and its publications will be a trigger for further
related research and technology improvements in these important subjects.

For MUE 2013, we received many paper submissions; after a rigorous peer
review process, we accepted 62 articles with high quality for the MUE 2013
proceedings, published by Springer. All submitted papers have undergone blind
reviews by at least two reviewers from the technical program committee, which
consists of leading researchers around the globe. Without their hard work,
achieving such a high-quality proceeding would not have been possible. We take
this opportunity to thank them for their great support and cooperation. We would
like to sincerely thank the following invited speaker who kindly accepted our
invitations, and, in this way, helped to meet the objectives of the conference:
Prof. Hui-Huang Hsu, Tamkang University, Taiwan. Finally, we would like to
thank all of you for your participation in our conference, and also thank all the
authors, reviewers, and organizing committee members. Thank you and enjoy the
conference!

Eunyoung Lee, Korea

Cho-Li Wang, Hong Kong
Borgy Waluyo, Australia
Al-Sakib Khan Pathan, Malaysia
SangHyun Seo, France

MUE 2013 Program Chairs
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Message from ATACS-2013 Workshop Chair

Welcome to the Advanced Technologies and Applications for Cloud Computing
and Sensor Networks (ATACS-2013), which will be held from May 9 to 11, 2013
in Seoul, Korea.

The main objective of this workshop is to share information on new and
innovative research related to advanced technologies and applications in the areas
of cloud computing and sensor networks. Many advanced techniques and
applications in these two areas have been developed in the past few years. Sensor
networks are becoming increasingly large and produce vast amounts of raw
sensing data, which cannot be easily processed, analyzed, or stored using
conventional computing systems. Cloud computing is one promising technique of
efficiently processing these sensing data to create useful services and applications.
The convergence of cloud computing and sensor networks requires new and
innovative infrastructure, middleware, designs, protocols, services, and applica-
tions. ATACS-2013 will bring together researchers and practitioners interested in
both the technical and applied aspects of Advanced Techniques and Application
for Cloud computing and Sensor networks. Furthermore, we expect that the
ATACS-2013 and its publications will be a trigger for further related research and
technology improvements in this important subject.

ATACS-2013 contains high quality research papers submitted by researchers
from all over the world. Each submitted paper was peer-reviewed by reviewers
who are experts in the subject area of the paper. Based on the review results, the
Program Committee accepted eight papers.
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I hope that you will enjoy the technical programs as well as the social activities
during ATACS-2013. I would like to send our sincere appreciation to all of the
Organizing and Program Committees who contributed directly to ATACS-2013.
Finally, we special thank all the authors and participants for their contributions to
make this workshop a grand success.

Joon-Min Gil
Catholic University of Daegu
ATACS-2013 Workshop Chair
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Message from PSSI-2013 Workshop Chair

The organizing committee of the FTRA International Workshop on Pervasive
Services, Systems and Intelligence (PSSI 2013) would like to welcome all of you to
join the workshop as well as the FTRA MUE 2013. Advances in information and
communications technology (ICT) have presented a dramatic growth in merging
the boundaries between physical space and cyberspace, and go further to improve
mankind’s daily life. One typical instance is the use of smartphones. The modern
smartphone is equipped with a variety of sensors that are used to collect activities,
locations, and situations of its user continuously and provide immediate help
accordingly. Some commercial products (e.g., smart house, etc.) also demonstrate
the feasibility of comprehensive supports by deploying a rapidly growing number
of sensors (or intelligent objects) into our living environments. These developments
are collectively best characterized as ubiquitous service that promises to enhance
awareness of the cyber, physical, and social contexts. As such, researchers (and
companies as well) tend to provide tailored and precise solutions (e.g., services,
supports, etc.) wherever and whenever human beings are active according to
individuals’ contexts. Making technology usable by and useful to, via the
ubiquitous services and correlated techniques, humans in ways that were previously
unimaginable has become a challenging issue to explore the picture of technology
in the next era.

This workshop aims at providing a forum to discuss problems, studies, practices,
and issues regarding the emerging trend of pervasive computing. Researchers are
encouraged to share achievements, experiments, and ideas with international
participants, and furthermore, look forward to map out the research directions and
collaboration in the future.

With an amount of submissions (13 in exact), the organizing chairs decided to
accept six of them based on the paper quality and the relevancy (acceptance rate at
46 %). These papers are from Canada, China, and Taiwan. Each paper was
reviewed by at least three program committee members and discussed by the
organizing chairs before acceptance.

We would like to thank three FTRA Workshop Chair, Young-Gab Kim from
Korea University, Korea for the support and coordination. We thank all authors for
submitting their works to the workshop. We also appreciate the program committee
members for their efforts in reviewing the papers. Finally, we sincerely welcome all
participants to join the discussion during the workshop.

James J. Park
Neil Y. Yen
Workshop Co-Chairs
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Multiwedgelets in Image Denoising

Agnieszka Lisowska

Abstract In this paper the definition of a multiwedgelet is introduced. The
multiwedgelet is defined as a vector of wedgelets. In order to use a multiwedgelet
in image approximation its visualization and computation methods are also pro-
posed. The application of multiwedgelets in image denoising is presented, as well.
As follows from the experiments performed multiwedgelets assure better deno-
ising results than the other known state-of-the-art methods.

Keywords Multiwedgelets - Wedgelets - Multiresolution - Denoising

1 Introduction

Geometrical multiresolution methods of image approximation are widely used in
these days. It follows from the multiscale nature of the world, especially of digital
images. Such methods can better adapt to image singularities than the well known
wavelets theory [1]. Many new, geometrical, representations have been proposed
recently. They can be divided into two groups. The one is based on nonadaptive
methods of computing, with the use of frames, like brushlets [2], ridgelets [3],
curvelets [4], contourlets [5], shearlets [6]. In the second group the approximations
are computed in an adaptive way. The majority of the representations are based on
dictionaries, examples include wedgelets [7], beamlets [8], second order wedgelets
[9, 10], platelets [11], surflets [12], smoothlets [13]. However, recently also the
adaptive schemes based on basis have been proposed, like bandelets [14], grou-
plets [15], tetrolets [16]. More and more “X-lets” have been still defined.
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Many theories, which are based on functions, are further extended on vectors of
functions. In general, from the mathematical point of view, it is rather a simple
task. However, the practical application of such theories is not easy, especially in
the area of image processing. It follows mainly from the fact that an image is a two
dimensional object and can be represented by a set of functions in a natural way. A
set of vectors seems to be used rather in the representation of a set of images. So,
the main question is not how to extend a theory on vectors but how to apply such
an extended theory to image processing?

In this paper the answer to the above question is presented. In more details,
firstly, the definition of multiwedgelet is proposed as a vector of wedgelets.
Because the visualization of a multiwedgelet is not straightforward, the method of
visualization is also proposed. It is used further in the image approximation. In
order to justify the usefulness of the proposed approach the application of mul-
tiwedgelets to image denoising is presented. As follows from the experiments, the
proposed method outperforms the known methods like wedgelets, second order
wedgelets, curvelets and wavelets [17, 18].

2 Multiwedgelets

Let us define an image domain D = [0, 1] x [0, 1]. Next, let us denote function A(x)
defined within D as the “horizon”, that is any smooth function defined on the
interval [0, 1]. In practical applications it is sufficiently to assume that the function
h is of C? class.

Further, consider the characteristic function

H(x,y) = H{y<h(x)}, 0<x,y<L. (1)

Then function H is called a “horizon function” if A is a “horizon”. Function
H models a black and white image with a horizon where the image is white above
the horizon and black below.

Having an image domain D = [0, 1] x [0, 1] one can, in some sense, discretize it
on different levels of multiresolution. Consider the dyadic square D(jy, j2, i) as the
two dimensional interval

D(ji,jo;8) = [ /2 G+ 1) /2] x j2/2', (2 + 1) /2], 2)
where ji, j» € {0,...,2' — 1}, i € N. Note that D(0, 0, 0) denotes the whole image
domain D, that is the square [0, 1] x [0, 1]. On the other hand D(ji,j», 1) forj;,j» €
{0,...,N} denote appropriate pixels from N x N grid, where N is dyadic (it means
that N = 2). From this moment on let us consider a domain of an image as such
N x N grid of pixels.
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2.1 Basic Definitions

Having assumed that an image domain is the square [0,1] x [0,1] and that it
consists of N x N pixels (or, more precisely, squares of size 1/N) one can note that
on each border of any square D(j,j2,i),j1,j2 € {0,...,20 =1}, i €
{0,...,log,N} the vertices with distance equal to 1/N can be denoted. Every two
such vertices in any fixed square may be connected to form a straight line b—an
edge (also called a beamlet after the work [8]).

Let us denote then By, j, ;) as the set of all nondegenerated beamlets (that is no
lying on the same side of a square border) within D(j,j,,i) for any ji,j, €
{0,...,2" — 1}, i € N. Consider then a vector of beamlets b

— pl
Jujasi T [ ST N E
b ], MeN. We call vector bY, . a multibeamlet if for all ke

{1,...M}b} . . € Bp, ;0 for fixed ji,j» €{0,...,2' =1}, ieN. In Fig. 1
some examples of multibeamlets are presented.

Let us consider a beamlet b. It splits any square D (we skip the subscripts
denoting the location and the scale for a moment for better clarity) into two pieces.
Let us consider one of the two pieces which is bounded by lines connecting in turn
in clockwise direction, from the lower left corner, the first of the two edge vertices

and the second one. Let us define then the indicator function of that piece

W(x,y) = Hy<b(x)}, (x,y)€D. 3)

Such a function we call a wedgelet defined by beamlet b [7].
Let us denote then Wpy;, ;, ;) as the set of all nondegenerated wedgelets within
D(ji,j»,i) for any ji,j» €{0,...,2°—1}, i € N. Consider then a vector of

M _ il M M
wedgelets Wil .= [W, . ..., W ], M € N. We call vector W', ,

wedgelet if for all ke{l,..,M} Wj’j_m € Wp(j,jiy  for  fixed
Ji,J2 € {O,...72i— 1}7i€ N.

Consider the complete quadtree image partition. Each segment can be repre-
sented by two numbers i and j where j € {0,...,4 — 1} andi € {0,...,log,N}. In
other words, the pair of subscripts (j1,j>) from the above considerations can be
replaced by the subscript j. Having defined a multiwedgelet and renumerating
subscripts for better clarity one can define the dictionary of multiwedgelets as the
following set

a multi-

(a) (b) (c) (d)

P

Fig. 1 Examples of multibeamlets: a M =1, b-e M =2, d M =3
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Wy = {W}:ie€{0,...,log,N}, j € {0,...,4 —1}}, (4)

where W} = [W),,..., W],

Image approximation is performed in two steps. In the first step, for each
quadtree partition segment, the best multiwedgelet has to be found (in the mean of
the smallest Mean Square Error approximation), forming the complete quadtree
with the optimal multiwedgelet parameters in each node. In the second step the
bottom-up tree pruning algorithm has to be applied [7] in order to obtain the
optimal image representation.

There is one drawback related to the image approximation by multiwedgelets. It
is related to finding a reasonable method of a multiwedgelet visualization. Since
the visualization of one wedgelet is quite simple, the vector of wedgelets has to be
visualized in a tricky way. Below such a method is presented.

2.2 Multiwedgelet Visualization

Let us consider the example presented in Fig. 2 for M = 3. The multiwedgelet W
is defined as W = [W' W? W3] where wedgelets W' are based on appropriate
beamlets b’ for i € {1,2,3}. If the wedgelets are defined as

i __ hi]aySbiv .
W= {hé,y>bi, forie{l,..,M},

the appropriate colors are defined as
| M
= MZhﬁ fora € {1,...,Number of Areas},u € {1,2}. (5)
k=1

In other words, the colors are the means of all wedgelets colors.
Let us note that such correlation between multiwedgelets coefficients and image
colors causes that the image is defined as a mean of all wedgelets of the multi-

wedgelet. Indeed, for image segment F one obtains F = ILquM: 1 Wk,

v

Fig. 2 The method of a multiwedgelet visualization (M = 3)
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2.3 Multiwedgelet Computation

It can be defined plenty of methods of a multiwedgelet computation. In the paper
the one is proposed. It is based on the fast wedgelet computation proposed in [19].
In order to compute multiwedgelet parameters one needs to proceed in the fol-
lowing way. Firstly, compute the wedgelet transform for the first wedgelet of a
given multiwedgelet, then compute the wedgelet transform for the second wedg-
elet of the multiwedgelet for a slightly translated support (i.e. one pixel up and
left), then do the same for all the rest wedgelets of multiwedgelet, each time
changing slightly the support (by translating it in different directions). The support
manipulation causes that the optimal wedgelets of multiwedgelet are different.

Let us note that the computational complexity of the proposed method is
O(N*log,N) for an image of size N x N pixels. It follows from the fact that the
method is based on the fast wedgelet transform [19] and it is performed M times.
Since, usually, M = 3 in practice it can be treated as a constant. The measured
computation time of the multiwedgelet transform is as follows: for M = 1 it equals
1.8 s, for M = 2 it equals 3.2 s and for M = 3 it equals 4.7 s for an image of size
256 x 256 pixels. The computations were performed on Intel Core2 Duo 2 GHz
processor.

3 Experimental Results

In order to perform numerical computations the standard set of test images, pre-
sented in Fig. 3, was used. The images were additionally contaminated by
Gaussian noise with zero mean and different values of variance with the help of
Matlab Image Processing Toolbox. All computations were made with the help of
the software written in C++ Builder 6 Environment.

In Table 1 the numerical results of image denoising for different methods and
different values of noise variance are presented. The same set of images was used
in the paper [18] from which it follows that the curvelets-based method of image
denoising assures better results than denoising by wavelets. From Table 1 it
follows that the method of image denoising by multiwedgelets (for M = 3) out-
performs the curvelets and wedgelets-based methods, it even outperforms the
second order wedgelets-based method (wedgeletsIl) [18]. Only in the case of
images with strongly curvature geometry, like “Circles” and “Blobs”, second
order wedgelets-based method assures better results of denoising than multi-
wedgelets. It is very natural since second order wedgelets were designed to best
approximate images with curvature geometry.

In Fig. 4 two plots, arbitrarily chosen, of image denoising by multiwedgelets
are presented. As one can see the use of multiwedgelets outperforms the use of
wedgelets (M = 1). The larger the value of M the better the result of image
denoising. However, from the performed experiments follows that the choice of
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[

Fig. 3 The benchmark images, respectively: “Balloons”, “Bird”, “Monarch”, “Peppers”,
“Circles”, “Blobs” [18]

M = 3 is the most flexible one. It gives satisfactory results and is not computa-
tionally expansive.

Sample results of image denoising are presented in Fig. 5 for images “Bird”
and “Monarch” contaminated by zero-mean Gaussian noise with variance
V = 0.022. The images were denoised by curvelets, second order wedgelets and
multiwedgelets, respectively. As one can see the method based on multiwedgelets
assured the best denoising results, both visually and in the mean of PSNR values
(Table 1).

4 Conclusions

In this paper the new theory of multiwedgelets was presented. Instead of con-
sidering wedgelets, the vectors of these functions were used. In order to use them
in image approximation the computation and visualization methods were also
proposed.

In this paper also the application of multiwedgelets to image denoising was
presented. In comparison to the other known state-of-the-art methods (like curv-
elets, wedgelets, second order wedgelets—directly, and wavelets—indirectly via
comparison to the paper [18]) the method based on multiwedgelets assures the best
denoising results. Probably, it is possible to apply multiwedgelets in other image
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Table 1 Numerical results of image denoising for methods based on curvelets, wedgelets,

second order wedgelets and multiwedgelets for different values of noise variance (PSNR)

Noise variance

Image Method 0.001 0.005 0.010 0.015 0.022 0.030 0.050 0.070
Balloons  Curvelets 2497 2422 2387 2328 21.54 20.04 1746 15.89
Wedgelets 30.50 26.10 24.03 23.17 2229 21.72 20.60 19.94
Wedg.IL 3040 2592 24.00 23.12 2226 21.71 20.67 19.97
Multiwed.  29.23  26.14 2459 2372 2291 2233 2124 2045
Bird Curvelets 20.34 2095 2694 2587 2340 21.02 18.09 16.19
Wedgelets 3424 3024 28.76 28.05 2735 2682 2571 2521
Wedg.II 34.07 3024 2876 28.02 2729 26779 25.66 25.09
Multiwed.  34.55 31.05 29.70 2895 2799 2750 2647 25.72
Monarch  Curvelets 24.14 2499 2415 2337 2177 2038 1753 15.95
Wedgelets  30.47 2620 2432 2327 2233 21.63 20.50 19.70
Wedg.Il 30.38 2621 2439 2340 2237 2171  20.56  19.71
Multiwed. 2832  25.82 2454 23.60 2283 2191 21.01 2041
Peppers Curvelets 2252 25.04 2391 2441 2289 2085 17.65 15.95
Wedgelets 31.71 27.44 2582 2489 24.10 2341 2243 21.75
Wedg.IL 31.56  27.31 2581 2479 24.04 2337 2236 21.68
Multiwed.  31.63  27.81 2658 25.64 24.83 2421 2299 2232
Circles Curvelets 25.56 2235 2390 2149 2041 1871 16.61 1532
Wedgelets 41.97 3532 31.84 2995 2821 2684 2456 23.18
Wedg Il 43.19  36.60 32.60 30.51 2859 2693 2458 23.17
Multiwed.  33.16  32.22  30.67 29.58 2831 2696 24.66 23.06
Blobs Curvelets 14.83 2843 30.71 25.65 23.64 21.55 1833 1641
Wedgelets 44.23 3631 33.74 3285 31.77 3097 29.18 2751
Wedg.I1 4512 3749 3452 3351 3195 3143 2920 2755
Multiwed.  38.53 35,53 3422 3314 3233 31.01 29.84 27.67
(a) “Balloons” denoising by multrwedgelets (V=0.010) (b) "Manarch” dencising by multiwedgedets (\V/=0.030)
x
D |

Fig. 4 Denoising by multiwedgelets for different values of M for images contaminated by zero-
mean Gaussian noise: a “Balloons”, V = 0.010, b “Monarch”, V = 0.030. Let us note that

M =1 denotes wedgelets
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Fig. 5 Examples of image denoising: (upper row) “Bird”, (lower row) “Monarch”; by a,
d curvelets, b, e second order wedgelets, ¢, f multiwedgelets. The images were contaminated by
zero-mean Gaussian noise with variance V = 0.022

processing tasks, like image compression or edge detection. It is the open problem
for future research.

As follows from the performed experiments, the potential of multiwedgelets

can be quite large. The methods proposed in this paper and the parameters fixed
are both not optimal but multiwedgelets still outperform the state-of-the-art
methods in such an image processing task like image denoising. There is still much
to do in improving the multiwedgelets theory and in finding new applications.
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A Novel Video Compression Method
Based on Underdetermined Blind
Source Separation

Jing Liu, Fei Qiao, Qi Wei and Huazhong Yang

Abstract If a piece of picture could contain a sequence of video frames, it is
amazing. This paper develops a new video compression approach based on
underdetermined blind source separation. Underdetermined blind source separa-
tion, which can be used to efficiently enhance the video compression ratio, is
combined with various off-the-shelf codecs in this paper. Combining with MPEG-
2, video compression ratio could be improved slightly more than 33 %. As for
combing with H.264, twice compression ratio could be achieved with acceptable
PSNR, according to different kinds of video sequences.

Keywords Underdetermined blind source separation - Sparse component analysis -
Video surveillance system - Video compression

1 Introduction

Digital video is famous for its abundant information and its rigid demand for the
bandwidth and process power as well. It leads to the emergence of multiple video
coding standards, such as MPEG-2, H.264. However, new thoughts can be applied
to compress video as well.

Blind Source Separation (BSS) provides a solution to recover original signals
from mixed signals. It can be used in multiple fields, such as wireless commu-
nication to separate mixed radio signals, biomedicine to separate fetal electro-
cardiogram signals recorded by sensors, and typical “cocktail party” problem to
separate mixed speech signals.
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Independent Component Analysis (ICA) was widely accepted as a powerful
solution of BSS since the past 20 years [1]. In 1999, A. Hyvarinen presented an
improved ICA algorithm, called FastICA [2]. A detailed overview of many
algorithms on BSS is made and their usages on image processing are presented as
well [3]. However, few researchers focused on utilizing BSS into video processing.

In this paper, we apply Underdetermined BSS (UBSS, meaning the number of
original signals is more than that of mixed signals) to compress video sequences. A
new codec defined as Underdetermined Blind Source Separation based Video
Compression (UBSSVC) is developed. As we explained later in detail, UBSSVC
has good performance on video compression.

This paper is organized as follows. The next section briefly reviews BSS
problem. In Sect. 3, detailed structure of UBSSVC is stated. And Sect. 4 shows
simulation results. Finally, Sect. 5 summarizes the superior and deficiency of this
video compression method. Also, future work is proposed in this section.

2 Blind Source Separation and Solution to UBSS

BSS was first established by J. Herault and C. Jutten in 1985 [1]. It can be
described as following: multiple signals from separate sources s are somehow
mixed into several other signals, defined as mixed signals x. Here n represents the
number of source signals and m represents the number of mixed signals. The
objective of BSS is to design an inverse system to get the estimation of source
signals. The reason for the “Blind” here is neither the source signals nor the mixed
process is known to the observer. The mixing model can be expressed as,

x=As; Ae€R™" sec R (1)

where A is an m X n mixing matrix. Both A and s are unknown, while x is known to
observer.

Independent Component Analysis (ICA) is the main solution for overdeter-
mined (n<m) and standard (n = m) case. However, it is not suitable for UBSS
(n > m). Other methods like Spare Component Analysis (SCA) [4-7] and over-
complete ICA [8, 9], are investigated for UBSS recent years.

In this work, SCA is adopted to solve the UBSS. SCA uses the sparsity of
source signals to compensate information loss in the mixing process. So specific
assumptions of mixing matrix A and source matrix s should be considered as
follows [4]. Assumption 1: any m X m square sub-matrix of mixing matrix A €
R™ " is nonsingular; assumption 2: there are at most m — 1 nonzero elements of
any column of matrix s. If the above assumptions are satisfied, the source matrix s
can be recovered by SCA.

Letx;, i=1,2,...,mands;, i =1,2,... nrepresent mixed signals and source
signals respectively; and a;, j = 1,...,n is the jth column of mixing matrix A.
Therefore, the mixing process can also be described as following.
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X(0)=0a(r) ) o ) = asi(0) +as() £+ ansa(n) (2)

Given the mixing matrix A satisfies the assumption 1, any m — 1 columns of A
span a m-dimensional linear hyperplane H,, which can be denoted as H, =
{hlh € R™, Jip € R,h = yyai, + -+ + i, @i, , }, where g = 1,...,C""' If source
matrix s satisfies assumption 2, it is reasonable to suppose that at the f moment, all

source signals except for s;,si,,...,s;,_, are zero, where {i,is,....im—1} C
{1,2,...,n}. Consequently, at + moment, Eq. (2) can be rewritten as
i(6) %) - () = @i, (1) +ansi (1) + - a5, () (3)

From (3), it can be concluded that the rth column vector of observed signals
matrix x is in one of C"~! hyperplanes H. Therefore, mixed frames can be
recovered by the following algorithm.

(a) Get the set H of C"~! m-dimensional hyperplanes which are spanned by any
m — 1 columns of A;
(b) j repeat from 1 to m,

(i) If x;, which stands for the jth column of mixed signals matrix x, is in a
hyperplane H,, then the following equation can be gotten

m—1
X= ) iy, (4)

v=1
(i) Comparing Eqgs. (3) and (4), s;, the ith column of source signals matrix s,
can be recovered: its components are 4; j in the place i,,v=1,...,m — 1,

and other components equal to zero.

3 Proposed UBSSVC Method

As explained above, for UBSS the number of mixed signals is less than that of
source signals. Therefore, the mixing process of UBSS could be used to compress
video sequences, and the separating process is used to decode the compressed
video sequences.

3.1 Mapping UBSS to Video Compression

Consider a video sequence with L frames, s1, 2, .. ., s;, where s; € R” is a T-pixel
frame; we firstly divide the L video frames into b groups and in each group there
are n frames. The encoder first chooses a matrix A € R™*"(m <n) to mix n frames
in each group. Thus, the compression ratio is n/m.



16 J. Liu et al.

At the encoder side, unlike the traditional scenario of the UBSS issue, the
mixing process is factitious in this proposed method. Thus, a specific mixing
matrix A, known by both encoder and decoder, is chosen to mix raw video frames.

For standard BSS, there is only one restriction of mixing matrix A, that the
columns of A should be mutually independent. However, in the proposed method,
matrix A not only needs to satisfy the assumption 1, but also has to decrease the
information loss in mixing process. Thus, in different mixed frames, the weight of
different original frames should be varied. As each component of a row of A can be
treated as the weight of every original frame in a mixed frame, the components of
a row of A should be varied largely from each other. Experiments will be done to
show A’s influence on the separation results in Sect. 4.

At the decoder side, the matrix A is known exactly, so the frames’ order of
recovered video sequence is not disturbed by mixing process and separating
process, which is different from traditional BSS.

To ensure that the frames could satisfy the assumption 2, mixed frames are first
transformed by a 2-D discrete Haar wavelet transform. And then SCA is used to
recover the sparse high frequency components, while the recovered low frequency
components are equal to multiply generalized inverse of mixing matrix A by mixed
low frequency components.

3.2 Proposed UBSSVC Structure

The compression ratio for UBSS is only n/m. Therefore, to enhance the com-
pression ratio more, we proposed UBSSVC framework that combines UBSS and
conventional codec together, shown in Fig. 1.

Encoder

yreemsssssssssssssssssassasnsnan '
' - i
' S S H
: Sl Mixing | 7, :
Raw video |} y - o EUEEY i|  Conventional Enceder
L ' Buller : mnjl\ru E Bufler -E (H.268MPEG-VAVS) —
' L .f.-_-' :
E Mixing process E
A
Decoder
R '
: Ja f H
Recovered | | je—{ Scpar- :
_ video H e ating 242 )] Conventional Decoder
- v Buffer B matrix [ |®™ 1] cn2swmpEG-vavs) [
d fol W Jim :
. Separating process E
L

Fig. 1 Framework of UBSSVC
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At the encoder side, n frames, f,fi2,...,fin, are mixed into m frames,

f~,~,1,]~‘,«$2, .. ,f,m And then these mixed frames are encoded by traditional encoder
such as MPEG-2, H.264. The buffer before mixing is used to buffer enough frames
for being mixed. And the buffer after mixing is for storing mixed frames tempo-
rarily so that they can be encoded by conventional encoder one by one.

In the proposed decoder structure, received data is firstly decoded by traditional
decoder; then the source recovery algorithm of underdetermined BSS is applied to

recover original video sequence. In the separating process, m frames, f,

f~l’ 5y ft,, are separated to n frames, f/,,f!,,...,f.,. The function of two buffers

WJim> in*

in decoder is similar to that of those two buffers in encoder.

4 Experiment Results

In order to validate this approach, multiple simulations are performed on four
standard test video sequences: hall, container, foreman and football. The football
sequence has the largest temporal variations, followed by foreman, and container
ranks the third, while the hall sequence contains the most slowly scene variations.
The first 40 frames of each sequence are used for test. Peak-Signal-to-Noise Ratio
(PSNR) is used to evaluate the performance of recovery algorithm.

In the experiments, we just show an example of mixing 4 video frames into 3
frames, so the compression ratio of UBSS in the experiments is just 4/3. The
mixing matrix A € R3>*#, shown in (5), is chosen to mix raw video sequence, where
k € Z,k # 0. The mixing process is performed as follows: continuous 4 frames are
taken as source signals s, then A multiplies by s to calculate the mixed frames x. 30
mixed frames are generated after the mixing process. And then the above algo-
rithm is applied to separate these mixed frames. Figure 2 shows the recovery
PSNR on different video test sequences when k = 0.5-5. These plots show that the
value of k has little influence on the separation PSNR. Although for some
sequence, such as football, PSNR is a little low, it is still enough for monitor
applications, which don’t have very strict demands on high resolution.

o, . 450 .
Fig. 2 Separatlon PSNR Soikidng Football
related to different values of k 40 4
. —_ Foreman ——Hall
on four videos ) S
T 354 £ + -
<4
é 30 o —
25 4
20 T T T T 1
0 1 2 3 4 5
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030 045 0.15 0.10
A=-1035 015 005 045 (5)
030 0.05 045 0.20

Experiments are done as well to show the k’s effect to the compression ratio and
separation PSNR of UBSSVC+MPEG-2 which means that the conventional codec
in Fig. 1 is MPEG-2, UBSSVC+H.264 which means that the conventional codec
in Fig. 1 is H.264. Results are shown in Figs. 3, 4, 5 and 6. From the results, the
k values indeed affect the UBSSVC+MPEG-2 and UBSSVC+H.264 compression
ratio. That’s because with the increment of k, most pixels values of the mixed
frames approach to zero. Therefore, the compression ratios of MPEG-2 and
H.264 for these mixed frames are much larger than that for the original frames.
Meanwhile, it leads to a higher distortion. So the decoding PSNR decreases with
the k increment when k > (0.7. For these four different test sequences, the largest
PSNR and lowest compression ratio are almost gotten at the point k = 0.7.
However, even the lowest compression ratio is larger than the corresponding

Fig. 3 Compression ratio of 40 4

UBSSVC+MPEG-2 relatedto -5 35 B el S
different values of k on four e 30
video E 5
5 20 A
:,'_; 15 4
£ 10 1
g 3]
0 T T T T 1
0 1 2 3 4 5
k
Fig. 4 Decoding PSNR of 30

UBSSVC+MPEG-2 related to T Container == Football

different values of k on four
videos

~— Foreman ——Hall

PSNR(dB)
8

Fig. 5 Compression ratio of 700
UBSSVC+H.264 related to
different values of k on four
videos

—— Container —a— Football
Foreman Hall
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300

100

Compression Ratio
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Fig. 6 Decoding PSNR of 30 e iR BT ool
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Table 1 Compression results of test videos
Hall (dB) Container (dB) Foreman (dB) Football (dB)

MPEG-2 6.48 6.48 6.48 6.48
UBSSVC+MPEG-2 (k = 0.7) 8.84 8.84 8.84 8.84
H.264 76.74 92.28 62.04 12.15
UBSSVC+H.264 (k = 0.7) 102.41 161.06 74.25 25.38

Table 2 PSNR results of test videos
Hall (dB) Container (dB) Foreman (dB) Football (dB)

MPEG-2 37.87 30.86 27.04 27.11
UBSSVC+MPEG-2 (k = 0.7) 28.23 29.18 28.15 23.23
H.264 36.19 3543 35.13 31.7

UBSSVC+H.264 (k = 0.7) 27.26 24.16 25.01 20.29

compression ratio of MPEG-2 and H.264. Tables 1 and 2 show the comparison
results. The PSNRs of UBSSVC+H.264 (k = 0.7), and UBSSVC+MPEG-2
(k = 0.7) is lower than those of H.264 and MPEG-2 respectively. Although the
PSNR value is a little low, it is enough for some applications which don’t have
strict demands on high resolution, such as video surveillance system.

5 Conclusion

This paper initially develops the novel video compression approach UBSSVC.
Furthermore, experiments are conducted to validate the efficiency of recovery
algorithm, the influence of k values on separation PSNR and to measure the video
compression ratio improvements of UBSSVC. The proposed method is suitable for
video surveillance system perfectly. Firstly, it can achieve higher video com-
pression ratio to decrease the bandwidth resource utilization. Secondly, the com-
putation complexity of mixing process at encoder side is low, when improving the
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video compression ratio. What’s more, the mixing and separating process of UBSS
has great potential in low-complexity video compression.

However, the presented new method still has more issues to be improved in our
future work. Like the largest compression ratio the UBSS can achieve, and how to
improve the compression ratio gained by the mixing process and enhance the
separating results of video quality.
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Grid Service Matching Process Based
on Ontology Semantic

Ganglei Zhang and Man Li

Abstract Little prior communication between supplier and demander makes
recognition of grid service ability helpful to make full use of some rich resources,
such as software, hardware, information and others. Description and matching
process about grid service based on ontology semantic were proposed, and its
relative advantages comparing with the existing grid discovery mechanisms were
also proved.

Keywords Grid computing - Ontology - Service matching

1 Introduction

Grid is a non centralized control across heterogeneous platform of collaborative
working. It uses a standard, open and wide application protocol and seamless
service quality. In addition, Grid technology allows sharing and collaboration in
dynamic virtual Organizations. A new grid standard OGSA introduced Web
Service technology, which has become industry standard, and presented the con-
cept of grid service. It packages all software, hardware, network resources in a grid
environment in the form of service, to provide a relatively uniform abstract
interface. Grid resources are extremely rich, but if a specific user wants to find out
adaptive service, he will face many problems. Some technologies such as UDDI,
MDS?2 mechanism in Globus Toolkit2 based on LDAP and Index Service based on
service data matching. Their common shortcoming is little communication of
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service providers and demand side in advance [1]. Therefore, simple keywords
matching can not provide enough flexibility and reasoning ability, and it is difficult
to express the true ability of grid services. What’s more, the retrieval result is not
satisfied. This paper discussed the issues of description and retrieval of Grid
Service on the basis of these results.

2 Grid Service and Its Ontology Description
2.1 Ontology Theory and Description Language

Ontology is derived from philosophy, intended to refer to the objective existence of
nature. In computer science, an ontology is a group of shared concepts and deficit
formal specifications. The type of concept and its bounds are defined definitely and
ontology should be understood by machine. Sharing represents the concept must be
public recognition, but not for private individuals or group. In addition, Concept
represents ontology is the reflection of real world. Concepts such as class, object
and inheritance are included in the development of ontology [2].

OWL Web ontology language is a universal language proposed by W3C
organization after the standardization of DAML and OIL which is used to express
Web Ontology. Compared with the original extensible markup language (XML)
and resource description framework (RDF) technology, OWL is more convenient
to express the semantic, and its ability of reading information is stronger. Its three
sub-languages OWL Lite, OWL DL and OWL Full are respectively provided with
different classification and binding capacity, supporting different levels of mod-
eling needs.

2.2 Grid Service and Globus

Grid service is a Web service and provides a series of definitely defined interfaces
to solve problems such as establishment of dynamic service, management of life
circle, and notice. It can simplify some problems about large-scale network. Grid
service used SOAP and WSDL technologies, and has some extension on the
following aspects [3].

Provide status service. In Web Service, service never save the status infor-
mation about users, while Grid Service can provide status service for users, and
can generate a service instance and a mechanism of data inquiry.

Provide instant service. In Web Service, all the services are forever, while grid
service not only provides forever services, but also provides instant services, that
is, service instance and resource distribution only be carried out when the users
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demand them. Resources and instances can be released after used by the customers
to improve the availability.

2.3 Ontology Description of Grid Service

OWL-S. OWL-S is a kind of Web Service based on OWL, and it is derived from
DAML-S. It provides a series of markup languages, and these languages can
describe the features and abilities of Web Service exactly. According to the def-
inition of OWL-S, a Web Service is described by presents, described by and
supports, and their Range are respectively ServiceProfiles, ServiceModel and
ServiceGrounding. They stated what the service can do, how to do and how to use
service.

Extension of OWL-S. Grid service can be considered as an formal extension of
Web Service. On one hand, OWL-S Service Profiles has its advantages on the
description of ontology semantics. On the other hand, some extension is needed to
describe the unique features of grid service. An extensible ontology class Grid-
ServiceProfiles is introduced to provide a standard for the description of service
ability of grid.

3 Semantic Matching Based on Ontology

Semantic matching is to analyze the descriptions of two groups of semantics, and
judge their conformation level. In factual application, requirement semantics
description proposed by demand side is matched with description files from ser-
vice publisher side to find out required service information. Ontology semantic
information, the basis of matching, has strict concept definition and little ambi-
guity to realize strict matching. In addition, inheritance and intersection among
concepts provide guarantee for the flexibility of matching. These are not exist in
simple keywords matching. The matching includes main concept matching and
service ability matching.

3.1 Basic Concept Matching

Grid service semantic matching is based on the concept model about its each
property, while concept matching mainly depends on their positions in inheritance
relationship. A matching function concept_match(C1, C2) is defined, and its return
results can be the following values.
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Exact. It is an accurate matching, that is, C1 and C2 are the same concepts. In
OWL, they point at the same URI node or the relative class
through <owl:sameClassOf>.

Plugln. CI is the sub-concept of C2, that is C1 < C2, that is, C1 and C1 are
combined by <rdfs:subClassOf>.

Subsume. In contrast with Plugln, the meaning of Subsume is that C2 is the
sub-concept of Cl1.

Intersection. There is an intersection between Cl and C2. It is defined by
to <owl:intersectionOf> in OWL.

Fail. In addition to the above four matching results, all the other results are Fail.
It means the result is failed.

The five matching results are in descending order according to matching degree.
It can be seen from definitions that Exact matching is the most accurate and the
strictest matching, while the others provides alternatives with varying degrees
when accurate matching can not be met. In addition, results of the middle three
matching methods have transitivity. The more degrees of transition a matching
results through, the lower the similarity degree is. In order to improve matching
efficiency, the degrees can be limited by service requester.

3.2 Service Ability Matching

Overall evaluation of matching degree of service capability is seen as follows.
Overall capacity matching should mainly consider category, input, output and data
information. For the information of services provider, because it does not belong to
semantic, it is only be matched when the demand side need.

For the the information of class service, if it is in the OWL framework, matches
were nothing special; if it is in the external classification system,

There are two ways: one is mapping the existing classification system to its
equivalent OWL ontology description, the other is to introduce external classifi-
cation system with plugs. At present, the two programs are with high cost.

For the information of output, output description of demand side are removed
one by one, and the corresponding matching results of its belonging concept are
looked for in output of release side. If each item of output information can find a
match, overall matching of output information is considered successful.

The process of input information matching is similar with output information
matching. However, the judgment way is extracting each item of input information
of release side to find matching results in input description of demand side. It is
equivalent to swapping the positions of release side and demand side in output
matching function. This is because whether output information is matched is
relative to whether the service can be accepted. While matching degree of input
information is related to whether the service can be normally executed.

Service data can be seen as a special kind of output information, so output
information matching mode is adaptive to it.
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Finally is the sorting of the whole service ability. It mainly refers to classifi-
cation and service data whose return value is not Fail. Because of low importance
of service data, only its matching results are returned as parameters. The sorting
process followed by category information, input data, output data and service data.

4 Conclusions

This paper introduced the improved matching process and ontology semantic
description of grid service ability. It is easy to be carried out under GT3 framework
and has great flexibility and accuracy. However, it should be improved on specific
matching information, the reliability of semantic information and the automation.
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Enhancements on the Loss of Beacon
Frames in LR-WPANs

Ji-Hoon Park and Byung-Seo Kim

Abstract In beacon-enabled LR-WPANS, the high reliability of beacon frame
transmission is required because all transmissions are controlled by the informa-
tion in the beacon frame. However, the process for the beacon-loss scenario is not
carefully considered in the standard. The method proposed in this paper allows a
node not receiving a beacon frame to keep transmit its pending frames only within
the minimum period of CAP based on the previously received beacon frame while
the standard prevents the node from sending any pending frame during a whole
superframe. The method is extensively simulated and proven the enhancements on
the performances.

Keywords LR-WPAN - Beacon - Sensor - IEEE802.15.4

1 Introduction

Applications using such IEEE802.15.4 standards-based Low Rate-Wireless Per-
sonal Area Networks (LR-WPANs) have been increasing in broad areas including
public safety, home entertainment system, home automation systems, ubiquitous
building systems, traffic information systems, and so on. IEEE802.15.4 standard
[1] defines two types of LR-WPANs: beacon—enabled and nonbeacon-enabled
networks. Any transmission of any node in the beacon-enabled LR-WPANs is
controlled by the information in the beacon frames transmitted by the central PAN
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coordinator. Therefore, the high reliability of beacon transmission is essential for
beacon-enabled LR-WPANSs.

However, there are some factors to cause the loss of beacons such as collisions
between beacons and interferences from other devices. The focus of this paper is
the beacon loss due to the letter. The loss of beacon due to interference occurs
because many communication networks like LR-WPANs and Wireless Local Area
Networks (WLANSs) and even microwaves uses same frequency bands of 2.4 GHz
which is called Industrial Scientific Medical (ISM) band [2]. As a consequence,
LR-WPANSs experience severe interferences from other devices. The performance
degradations of LR-WPAN due to interferences are reported by many experiments
and studies as shown in [3-9]. As the electric power grid systems recently utilize
LR-WPANs and WLANS, the interference issues in the power grid system is
reported as shown in [9]. Especially, as the number of deployed WLANS rapidly
increases, the impacts on LR-WPANSs of interferences from WLANs are actively
researched in [4-8] and it is shown that LR-WPANSs coexisting with WLANs
experience 10-100 % degradations on the performances depending on the dis-
tances between LR-WPANs and WLAN:Ss, locations, the channels used by LR-
WPANS, and the traffic loads of WLANSs. There are many studies to avoid the
interference. To resolve the problem, the most of methods switch the channels to
non-interference channel.

While all aforementioned method proposed methods to avoid a beacon loss, no
aforementioned studies mentions the process when a device fails to receive a
beacon. Even though the many solutions have been proposed, the beacon can still
be lost because of the channel characteristics like noise, fading, Doppler effects
and so on. Based on IEEE802.15.4 standard, devices failed to receive a beacons
have to hold their pending transmissions during a superframe associated with the
beacon which cause the performance degradations. Therefore, we need to a better
method to improve the network performances when the beacon is lost.

In this paper, a method is proposed to improve the performances of beacon-
enabled LR-WPANSs by allowing nodes to transmit its pending frames during a
Contention Access Period (CAP).

In Sect. 2, IEEE802.15.4 standard-based LR-WPANs and the process when the
beacon is lost are introduced. In Sect. 3, the proposed protocol is described. After
evaluating the performances of the proposed method with extensive simulations,
finally conclusions are made.

2 Preliminary Researches
2.1 IEEES802.15.4 Standard

In beacon-enabled LR-WPANSs in IEEE802.15.4 standard, the time is subdivided
into consecutive superframes. The structure of the superframe is shown in Fig. 1.
The standard optionally allows the superframe to be divided in two parts: active
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Fig. 1 Superframe structure for beacon-enabled LR-WPAN's

and inactive periods. Actual data packets between devices are transmitted during
active period while any packet transmission is prohibited during the inactive
period for saving the power. Therefore, all devices with pending packets have to
hold their transmissions until the next active period. The active period is composed
of 16 slots and each slot is 960us based on [1]. The superframe is started with the
transmission of beacon from a PAN coordinator. The beacon is used to synchro-
nize with participating devices, to identify the WPAN, and to inform the partici-
pating devices the structure of the superframes. After beacon transmission,
contention access period (CAP) is followed. The CAP adopts the contention-based
data transmissions like carrier sense multiple access with collision avoidance
(CSMA/CA). After CAP, Contention Free Period (CFP) is follows. CFP is com-
posed of multiple Guaranteed Time Slots (GTSs). The lengths of GTSs are varied
unlike time slots in conventional Time Division Multiple Access (TDMA)-based
system. The maximum number of GTSs in CFP is 7 and a GTS can occupy more
than one slot. GTSs in CFP are allocated by the PAN coordinator when devices
requests. The information on the GTS allocation is included in the beacon. During
GTS, only designated device transmits its packet without contention and collision.

2.2 Beacon Loss in IEEE802.15.4 Standard

The process when a device fails to receive a beacon is not clearly described in the
standard and any literatures except for the case in which GTSs are allocated in the
superframe. When a device’s GTSs are allocated in a superframe and it loses a
beacon, the device is not allowed to transmit its packet during its GTS. Since a
beacon contains the information on superframe structure like period of CAP, the
allocation of GTS, and so on, and the superframe structure can vary in every
superframe, if a device fails to receive a beacon, it can be assumed that it needs
better to hold its transmissions during the superframe to prevent from collisions
with other scheduled transmissions. This assumption is clear for the cases that the
network parameters like the number of nodes, traffic loads, etc. are frequently
fluctuated.
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Furthermore, based on the IEEE802.15.4 standard [1], if a device does not
receive beacons an aMaxLostBeacons times, it declares synchronization loss and
starts orphan channel scan after discarding all buffered packets in MAC layer. The
orphan channel scan scans the channels in a specified set of logical channels to
search a PAN coordinator to re-associate with. When starting the orphan channel
scan, the device sends an orphan notification command, and waits a PAN coor-
dinator realignment command from a PNC within a macResponseWaitTime
symbols. This process is repeated for the channels in the set of logical channels.

Overall, the losses of beacons cause holding devices’ transmissions as well as
the synchronization loss, and as consequences it degrades the network
performances.

3 Proposed Method

In this paper, we propose an enhancement on IEEE802.15.4 standard-based and
beacon-enabled LR-WPAN for the case that the beacons are not received by
participating devices. As mentioned in Sect. 2.2, the loss of beacon causes two
issues: holding transmissions and re-association. This paper focuses to the first
issue.

The proposed method in this paper is to allow devices failed to receive a beacon
(hereinafter the device is called ‘failed-device’) to transmit their pending frames
during the minimum period of CAP. The proposed method is focused at the
scenario that the lengths of superframe size and active period are fixed which
traffic is not much fluctuated like sensor networks.

As described in Sect. 2.1, the active period is composed of CAP and CFP. If the
beacon is not received, any transmission in CFP by the failed-device causes a
problem because each GTS in CFP is assigned to a specific device and the assigned
device transmits its own data without any collision. If a failed-device transmits its
data in CFP because it does not know the current structure of the superframe, it
causes collisions with transmission that is supposed to be collision-free. In order to
prevent this case, any device failed to receive beacon is allowed to transmit its data
only in CAP while the device discard all pending frames defined IEEE802.15.4
standard. However, CAP can be varied due to varying the length of CFP.
Therefore, the period that a failed-device can be allowed to transmit is defined as
follows:

TheaconLoss = aNumSuperframeSlots — MaxNumofSymbolgp (1)

where aNumSuperframeSlots is the number of slots in active period defined in
IEEE802.15.4 standard and MaxNumofSymbolcgp is @ maximum number of
symbols that can be assigned for CFP.
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4 Performance Evaluations

In this section the enhancements by using the proposed method is evaluated in
terms of throughput. The proposed method is compared with IEEE802.15.4-base
LR-WPANSs. For the simplicity in the mathematical analysis, the saturated traffic
model and no CFP is considered. The synchronization loss is not considered
because both of the proposed and IEEE802.15.4-based LR-WPANs have same
effects on the loss of synchronizations. The throughput of the proposed method is

D(1 — PERp)(1 — PERg) + D (1 — PERp)PERg
T b

Thr, = (2)
where D and D’ represent the amounts of data transmitted during active periods
when a beacon is successfully and unsuccessfully received, respectively, and
T means the duration of two superframes. The reason of two superframe durations
is that one superframe with successfully receiving a beacon and with the miss of
beacon. In addition, PER, and PERp represent packet error rates of data and
beacons, respectively. The throughput of the IEEE802.15.4-base WPANS is

D(1 — PERp)(1 — PER
Thrggg = ( DT)( 2) . (3)

Because the amount of transmitted data is proportional to active period and
Tgeacontoss 1N (3), the ratio of D and D' is the ratio of active and Tgeucontoss PETiOdS
in a superframe. When the ratio of D’ to D is 7, the enhancements obtained by
using the proposed method is

E— Thrp - ThrIEEE o PERB
a Thl‘]EEE =7 1-— PERB '

4)

Based on the Eq. (6), the performance enhancement in the throughput depends
on the PERy and the ratio of D’ to D.

Figure 2 shows the enhancements in throughput performances as a function of
data packet error rates and the lengths of beacons. y is set to 7/15 because active
period is composed of 16 slots, a beacon uses one slot, and the maximum slots for
CFP is recommended 7 in [1]. As shown in Eq. (6) the performance enhancements
are depending on the packet error rate of beacons. As shown in Fig. 2, the per-
formance enhancements increase as the error rate of beacons increase. The pro-
posed method allows devices to keep transmitting their pending frames during the
minimum required times while the conventional method does not. Therefore, as
the number of missed beacons increase, the conventional method loses opportu-
nities for transmitting devices’ pending frames, so that the proposed method shows
the better performances. The enhancements are from 2.5 % with 5 % PERj, to
31 % with 60 % PERp. As the measurement studies for interference issue with
WLANSs are shown in [3-9], the PER, is varied from 10 % to 100 %. Therefore,
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Fig. 2 Throughput enhancements as function of PER for data packets and the lengths of beacons

even though the standard [1] requires 10 % PERp, analyzing performances over
temporal high PER) scenarios is valuable. Even at 10 % PERp, 6 % improve-
ments is achieved.

5 Conclusions

The reliability in the beacon transmissions is very critical on the performance of
Beacon-enabled LR-WPANs because the loss of beacon causes for devices to hold
their transmissions during the superframe. Unlike specification in the standard, the
method proposed in the paper allows devices to transmit its pending packet only
during the minimum period of CAP that is guaranteed in the superframe. There-
fore, the proposed method improves the network performances.
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Case Studies on Distribution
Environmental Monitoring and Quality
Measurement of Exporting Agricultural
Products

Yoonsik Kwak, Jeongsam Lee, Sangmun Byun, Jeongbin Lem,
Miae Choi, Jeongyong Lee and Seokil Song

Abstract In this paper, we present monitoring the distribution environmental
factors for exporting agricultural products in real time based on sensor networks
and packaging technologies, and how the distribution environmental factors would
influence the quality of agricultural products has been studied by measuring the
actual quality of agricultural products when this distribution process has been
completed. For this, sensor nodes and communication system, optimized to a
monitoring process for the distribution environmental factors of agricultural
products, have been designed and implemented. With the paprika exported to
overseas, information on temperature/humidity/path (distribution environmental
factors) has been monitored in real time. The possibility of utilization of sensor
networks based distribution environmental factors monitoring technology could be
verified through such case studies.
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Keywords Monitoring - Distribution environmental factors - Agricultural
products

1 Introduction

Due to the rapid globalization of the world economy and an aggravated compe-
tition between countries, to secure competitiveness and differentiate itself in the
agricultural and fishery industry field, various efforts have been made. To secure
competitiveness in the agricultural and fishery industry fields is being more and
more important to the both of nations and related producers because of WTO and
FTA systems. Thus, in an effort to secure competitiveness for each country and its
producers, the agricultural industry has been promoted as a nation’s growing
potential industry. Subsequently, each country has invested heavily in agricultural
technology. On the other hand, the significance is being emphasized even more as
the agricultural and fishery products are rendered to resources or utilized as a scale
of nation’s competitiveness.

Consequently, for the past couple of years, information and communication
technologies in agriculture industry have been received heavy attention as research
issues. One of the research issues is sensor network based monitoring system for
distribution and cultivation of agricultural products. In this paper, we develop a
wireless sensor network (WSN) based monitoring system for agricultural products
distribution. The monitoring system gathers physical environment during agri-
cultural products distribution such as temperature and humidity which are main
factors to affect the freshness of agricultural products. Subsequently, we analyze
the monitoring results how the physical environment affect the commercial value
of agricultural products with various packaging techniques [1-5].

We deploy our developed system in a container box that where paprika boxes
packaged with some techniques are loaded. Among the exporting agricultural
products in Korea, paprika has been the one of the biggest export quantities. In the
year 2000, the amount of exported paprika was 2,207 ton, but the amount has
increased by 733 % to 16,168 ton in the year 2010. However, in case of the
exporting quantity of paprika, the needs of pioneering a new market is on the rise,
as the domestic producers and export related industries are greatly influenced by
change of the Japanese market as more than 99 % of it is biased to Japan.

Also, although various recent attempts to venture Australian or the U.S. markets
have been done, the distribution period and freshness maintenance problems are
still at the forefront as a prerequisite. In particular, in terms of the distribution
period problem, long period transportation period is required as the transportation
period by shipment takes 20 days to the U.S., 25 days to Canada and 23 days to
Australian. Thus, long period transportation is impossible since the shelf life of
paprika is only 2 weeks.
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In order to solve such problems, efforts are continues to secure quality through
freshness maintenance, during the long term distribution period, utilizing the
research and developed management technology (packaging) after the harvest.
Additionally, as efforts to increase export quantity and to construct a stable pro-
duction supply system, export nations of diversified are being made consistently,
and also, there are efforts to secure price in the overseas market (high quality, high
price) [6, 7].

In this paper, determination process of the harvest time, chlorine dioxide pro-
cessing and MA packaging technology have been applied as the packaging tech-
nology, and the distribution environmental factors of the distribution process from
harvest to sales have been monitored in real time using the sensor network tech-
nologies. In other word, a temperature and humidity sensor was installed inside the
container during the full-period distribution process of paprika, and change of the
environmental factors (temperature, humidity) is measured on the whole of the
distribution period. The information on temperature and humidity is measured
with 30 min interval, and at each measurement, the location information is mea-
sured and stored at the same time. By doing this, what kind of temperature and
humidity at which location was measured could be monitored in real-time?
Additionally based on the obtained data for distribution environmental factors,
through analyzing relationship of the changes for quality and temperature/
humidity changes after the distribution, figure out how the changes of temperature/
humidity during the distribution process had influenced the paprika quality.
Quality management strategies of exporting agricultural products were proposed
based on this.

2 Packaging and Sensor Networks Technology

Table 1 shows the post-harvest management and packaging technologies used in
paprika transportation process. Two packaging technologies haves been applied to
our experiments. The first technology is to sterilize the top and surface parts of
paprika with chlorine dioxide for 30 min with 0.1 ppm. The second technique is to
maintain the internal humidity of the box to an adequate level using the internal
packaging materials such as MA packaging. The last one applies the both tech-
nologies together. As shown in Table 1, for the agricultural products used in the
process, the harvest time of paprika are controlled using color chart.

For the sensor network technologies, temperature and humidity sensors and the
communication hub that transmits the data collected by the sensors to remote
server is used for real time monitoring the distribution environmental factors
during the export.

400 MHz frequency bandwidth is used for the sensor nodes, and through the
super low power technology, they are designed to sufficiently operate during the
transportation period to Australia. Additionally, in case of the sensor nodes, they
are designed and realized classified into fixed and box feeding types. The fixing
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Fig. 1 Sensor nodes and communication hub. a, b Node. ¢ Communication hub

type is designed to use by fixing into storage and the box feeding type is designed
suing soft plastic bags to minimize the impact to the quality of agricultural
products such as paprika. Fig. 1 shows the sensor nodes (fixing type, box feeding
type) and the communication hub used in the experiment.

In order to transmit temperature and humidity data to the remote server in real
time, the communication hub is equipped with a WCDMA module. However,
transmission in open waters is not possible and can transmit the data to the server
through automatic roaming when the ship anchors in the port. Also, it is designed
to transmit environmental factors simultaneously through a GPS equipped in the
communication hub to figure out the location where temperature and humidity data
is collected. Through this, it is possible to analyze how the external environments
affect to internal environments of the containers.

3 Case Studies

In this paper, the distribution environmental factors (temperature, humidity, loca-
tion data) have been monitored in real time for the paprika, agricultural products
exported to overseas, as the exported object from its domestic origin to Australia
passing Busan Port. Figure 2 shows the sensor nodes and the communication hub
that are deployed in the container box. Figure 2a shows the container box and
Fig. 2b shows the fixing type sensor nodes and the communication hub. The fixing
type sensor nodes to acquire the temperature and humidity data inside the container
are shown in Fig. 2c and d, they have been installed at the middle height from the
container floor. Figure 2e shows the loaded paprika boxes and Figure 2f shows the
antenna installed at the outside of the container box to enable data transmission of
the communication hub through the mobile telephone network.

Figure 3 illustrates the mapping of the map and the data of the GPS mounted on
the communication hub during the real-time monitoring on the distribution envi-
ronmental factors. The map shows the transfer route of the container box by a
transportation means.

Figure 4 shows the graph of the temperature and humidity data collected by the
sensor nodes when selecting pre-installed sensor nodes. The figure shows which
temperature and humidity has been measured at each location by interlocking with
the graph. In the figure, the red at the right side is the humidity, and the blue at the
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Fig. 4 Information on temperature and humidity

left side is the temperature. As can be known from the picture, it is the result
obtained by real-time monitoring of the temperature change during transportation
started from the initial loading of room’s temperature 30°, and it can be known that
it is maintained at the temperature/humidity pre-set by the user as time passed
starting from the initial humidity of 30 %. Also, a drastic change of temperature and
humidity at a certain period of time is observed and this implies that a random event
(container power cut, container door problem etc.) occurs during transportation.

4 Conclusion

From the case studies, taking a real-time action was possible by monitoring var-
ious environmental problems likely to occur during the transportation process
through applying packaging and sensor network technologies as the advancement
technology for agricultural and fisheries products, and securing the commercial
value was also possible through quality management.
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Through real-time monitoring the distribution environmental factors for high
value-added agricultural products, the conclusion that sales routes of paprika as
well as agricultural products which require long time transportation could be
ventured if the quality and freshness of agricultural products could be adequately
maintained and estimated. Furthermore, it is determined to diversify exporting
countries, enable stable production and construct of supply systems, and thus can
promote profits of farmers and stabilization of market price.

The obtained information could be utilized as various reference data and such a
technology is planned to be applied diversely to prosperous exporting agricultural
products in the future.
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Vision Based Approach for Driver
Drowsiness Detection Based on 3D
Head Orientation

Belhassen Akrout and Walid Mahdi

Abstract The increasing number of accidents is attributed to several factors,
among which is the lack of concentration caused by fatigue. The driver drowsiness
state can be detected with several ways. Among these methods, we can quote those
which analyze the driver eyes or head by video or studying the EEG signal. We
present, in this paper an approach which makes it possible to determine the ori-
entation of the driver head to capture the drowsiness state. This approach is based
on the estimation of head rotation angles in the three directions yaw, pitch and roll
by exploiting only three points face features.

Keywords Driver drowsiness detection - 3D head orientation - Perspective
Projection - Haar features - Harris detector

1 Introduction

In literature, many systems based on video analysis have proposed for drowsiness
detecting [1]. Special attention is given to the measures related to the speed of eye
closure. Indeed, the analysis of the size of the iris that changes its surface
according to its state in the video allows the determination of the eye closure [2].
Other work is based on detecting the distance between the upper and the lower
eyelids in order to locate eye blinks. This distance decreases if the eyes are closed
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and increases when they are open [3]. These so-called single-variable approaches
can prevent the driver in case of prolonged eye closure, of its reduced alertness.
The second type of approach is called multi-variable [4, 5]. In this context, the
maximum speed reached by the eyelid when the eye is closed (velocity) and the
amplitude of blinking calculated from the beginning of blink until the maximum
blinking are two indications that have been studied by Murray [6]. Takuhiro [7]
uses an infrared camera and suggests five levels of vigilance namely non-drowsy,
slightly drowsy, sleepy, rather sleepy, very sleepy and asleep. Picot [4] presents a
synthesis of different sizes as the duration to 50 %, the PERCLOS 80 %, the
frequency of blinking and the velocity amplitude ratio. These variables are cal-
culated every second on a sliding window of the length of 20 s. Some multi-
variable approaches require technical cooperation between the hardware and the
driver. Moreover, these methods need the use of wide range of parameters, which
calls for more data for learning. Other studies estimate orientation of the head
driver [8] to detect drowsiness state. These researches are based on the face shape
and calculate the local descriptors such as eyes, mouth and nose to estimate head
angles rotation. In this paper, we present an approach called geometric, based on
the nose tip and mouth corners to determine the angles (Yaw, Pitch and Roll).

2 Proposed Approach for 3D Head Pose Estimation

Our approach requires primordial stages in order to pose estimation. The first step
allows detecting driver nose and mouth with Haar features method [9]. Interest
points of the face are located by Harris detector [10] to define mouth corners. The
center of the box which encompasses the nose is the tip. We can calculate 3D
rotation angles for head driver, from these three points.

2.1 Proposed Perspective Model

We present, in this section, a perspective model to estimate the driver head pose.
We suppose that the subject is installed in front of fixed and calibrated RBG
camera. f'is the focal point (Fig. 1). We suppose that ®,  and ¢ are the head angle
rotations for X, Y and Z axes respectively. We consider that the image plane is
parallel to X-Y axis of our subject. Let B; and B, the two corners points of the
mouth and N the tip nose in 3D space. Projections of these last points in the image
plane are b;, b, and n respectively.
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Fig. 1 Geometric system
coordinates for 3D head pose
and its projection in the
image plane

Image Plane

2.2 Roll (p) Estimation

Let by and b, the two corners points of the mouth, O with (Xo, Yo) coordinates is
the center of the segment [by,by]. Let A the distance between O and by, H the
distance between O and the projection of point b; on the horizontal axis which
passes by the point O (Fig. 2). The rotation angle ¢ of head Roll on Z axis is
calculated as follows

¢ = arccos (A/H) (1)
with
A= \/(x,,1 — X,)*+(Yp1 — Y,)?and H = [Xp; — X, | (2)
Fig. 2 Calculate angle ¢ y
starting from the two points L
of mouth corners z X
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Fig. 3 Representation of mouth corners in 3D space (top), their projections in 2D image plane
(bottom)

2.3 Yaw (f) Estimation

For the estimation of the angle , we propose a new method based on the per-
spective projection. Let us pose D is the distance between the center of the mouth
and one of two mouth corners in 3D space (Fig. 3). With F is the focal distance
from RGB camera. v; and v, are the two points mouth corners projections in the
image plane respectively given by Eqs. 3 and 4.

FX,  F x D xcos(f)

Z—7, Z— D xsin(p) 3)

vV, =

and

_ FX;  F x D xcos(f)
" Z+7Z, Z+D xsin(f)

4)

V2

We can calculate the distance Z according to v; and v,

_Dx (F x cos(f) + vi x sin(p)) _Dx (F x cos(ff) — v x sin(p))

z , Z
Vi V2
(5)
Insofar Z is not known, Eq. 6 is advantageously replaced by Eq. 6.
D X vy X (F x cos(ff) +v; x sin(p)) +D x vy X (va x sin(f) — F x cos(f)) 0
Vi X Vo Vi X V2 B
(6)
When D is factoring, we obtain
Dx(S+C
DB _y )
Vi X Vp

With S is represented as

S =vy x (F x cos(f) + vi x sin(p)) (8)
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While C represents the following equation
C =v; X (v, xsin(f) — F x cos(f)) 9)

The distance D between the center of the mouth and one of its corners is strongly
different from zero. On the other hand, the denominator of Eq. 7 is also different
from zero, we can conclude that

S+C=0 (10)

By development of Eq. 10 gives the value of the angle P is calculated finally
according to Eq. 11

—2V2V1

p = arctg <Fx(v2_vl)> (11)

Equation 11 shows that we can calculate the yaw head driver without the influence
of the distance between the driver and camera. This equation depends only on the
classical camera calibration to determine the focal distance calculated only once.

2.4 Pitch (®) Estimation

The estimation of angle ©, depend on the tip of the noise, presented with point N
and one of the mouth corners, let us take in our case the point B; in 3D space. We
suppose K the image of point N relative to (BB;) axis. Let the distance
P = ([NK]/2).

The points e; and e, are the projection of the points N and K in the image plane
respectively (Fig. 4). We obtain the following equation

FY;  F x P xcos(0) FY;  F x P xcos(0)

=7z Z-Pxsn0) M 277z Zipxsm@ O
‘j_’ Right mouth comer yL.z i \. Al
z &
p o A1
. ~ Ir - -
Inage Flane Left mouth comer I ' ) * e . K

Fig. 4 Representation of the noise tip and its projection relative to (B1B;) axis in 3D coordinates
(top) and their 2D projection in the image plane (bottom)
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The distance Z is determined as follows

7 P x (F x cos(0) + e; x sin(0)) _Px (F x cos(0) — ez x sin(0))

and Z
e (%)
(13)
Equation 13 give
Px0W) )
e X ey
then
0 = e X (F x cos(0) + e; x sin(6)) (15)
and
W =e; x (e x sin(0) — F x cos(0)) (16)

Since the distance P # 0 and the product (e; X e;) # 0. It is possible to conclude
0+W=0 (17)

After the development of Eq. 17 the angle ® is estimated according to the fol-
lowing equation

0 — aretg <F<‘>) (18)

—26261

3 Experimental Study

We describe in this section the experimental study. We used an RBG camera with
640 x 480 of resolution and 30 fps. In order to evaluate our approach of head
orientation, we tested our algorithm on five subjects.

We limit the degree of rotation angles value between [—35°, 35°] for all axes.
Our work is not planned for the exact estimate of the 3D pose of installed subject.
Indeed, we can tolerate in the error rates in order to know the face orientation. If
rotation exceed [-20°, 20°] in the pitch and the yaw and [-15°, 15°] in the roll, we
alert the driver of his drowsiness state. We divide these states in four categories:
widely right, widely left, widely top and widely bottom. We note that there are
states which are not detected. Figure 5 shows an average rate of recall which is
equal to 84.2, 73.4, 90 and 85.2 % for four classes widely right, left, top and
bottom respectively.
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Fig. 5 Curve recall rates for Widely right

different head orientation 1 - |
0,8 * ? il Widelyleft
0,6 —

0,4 Widelytop
0,2 .
. \Widely low
0 L] T L L L 1
(g.\' d?:]' (g?’ (g.b' (gf’
& 'S S 'S i
& & & & &
& & & &F S

Recall rate

3.1 Conclusion and Future Work

This paper presents a new approach for 3D driver pose estimation. This method
makes it possible to determine the states of drowsiness if the driver directs his head
in four positions: widely right, left, top and bottom, compared to the vision angle.
The choice of the two mouth corners and the nose tip is improved by their visi-
bility in the majority of rotation angles. The average recall of orientation classes is
near 85 %. Our method proves a success under various light conditions. On the
other hand, it presents limits if one of the feature points is not detected correctly.
These errors are explained by the noises or blurs effects in the recorded videos. We
propose in our next work to resolve this kind of problem.
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Potentiality for Executing Hadoop Map
Tasks on GPGPU via JNI

Bongen Gu, Dojin Choi and Yoonsik Kwak

Abstract Hadoop has good features for storing data, task distribution, and
locality-aware scheduler. These features make Hadoop suitable to handle Big data.
And GPGPU has the powerful computation performance comparable to super-
computer. Hadoop tasks running on GPGPU will enhance the throughput and
performance dramatically. However the interaction way between Hadoop and
GPGPU is required. In this paper, we use JNI to interact between them, and write
the experimental Hadoop program with JNI. From the experimental results, we
show the potentiality GPGPU-enabled Hadoop via JNI.

Keywords: Hadoop - GPGPU - Map Task - Map/Reduce - CUDA - JNI - Cluster

1 Introduction

Hadoop [1] is suitable to handle Big Data. The reason of using Hadoop is that it
has good features for handling Big Data as following: MapReduce programming
model, HDFS, data locality-aware scheduler for multiple nodes on cluster.
MapReduce is a programming model to simply express tasks which are concur-
rently executed for handling data, and developed by Google, Inc [2, 3]. HDFS
(Hadoop Distributed File System) is a distributed file system on Hadoop cluster. It
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partitions files off, and stores each partition on multiple nodes redundantly for
fault-tolerant data accessing service. Hadoop scheduler takes into account data
locality to efficiently assign tasks to nodes [4], and reassigns abnormally termi-
nated or delayed tasks to other nodes to prevent them from delaying job com-
pletion due to the abnormal execution state task. So Hadoop programmer can make
his/her code without consideration of data storage, task/data assignment and
migration, etc.

GPGPU is used to enhance computing throughput and performance [5].
Graphics Processing Units (GPU) is designed to process a huge number of
graphics objects such as points, polygons, etc. To get enough graphics perfor-
mance, GPU has many processing elements which can operate in parallel manner.
These processing elements on recent GPU became to have additional functions
suitable to perform general operations, and can be used to perform computation
executed by CPU [6]. General Purpose computing on Graphics Processing Units
(GPGPU) is using GPU to perform general computation handled by CPU. To
efficiently handle a huge number of data in parallel manner, GPU has many
processing elements with large number of register.

To make use of the computing power of GPU while MapReduce tasks are
executed, there are many researches. Mars [7] is GPGPU-based MapReduce
framework. Mars partitions data stored in local disk, and assigns it to threads
executed on GPGPUs in parallel manner. This framework can enhance the com-
puting throughput and performance. However it cannot handle data whose size is
larger than the available capacity of local disk. And it cannot be operated on
multiple nodes. DisMaRC [8] is GPGPU-based MapReduce framework for mul-
tiple nodes. However it cannot handle data whose size is larger than the available
disk capacity of a node because it does not support distributed file system. And it
does not have any mechanism to resolve fault state generated by GPGPU nodes
due to hardware failure and data transferring problem, etc.

We think that Hadoop is suitable to resolve the problems previously described.
To the best of our knowledge, the meaningful result about GPGPU-enabled
Hadoop has not be reported yet. In this paper, we show the potentiality that
GPGPU can be used by Hadoop framework. Our approach to show potentiality for
executing Hadoop Map tasks on GPGPU is using Java Native Interface (JNI). JNI
is the interaction mechanism between Java and other programming language like
C. Java is the basic language for Hadoop MapReduce program. However Java is
not the suitable language for programming GPGPU until now. Therefore it is
necessary to use JNI for interaction between Hadoop MapReduce and GPGPU
code.

This paper is organized as follows: Section 2 describes interaction between
Hadoop Mapper and GPGPU code, Sect. 3 describes implementations of our
approach. Section 4 concludes and describes further studies.



Potentiality for Executing Hadoop Map tasks on GPGPU via JNI 53

split ﬁi InputFormat ‘ ﬂ map() ‘ﬂ sort
split <key,value>  <key,value>
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A . Reduce phase
split ’
split Map phase on data node

Fig. 1 Simplified data flow of Hadoop map phase
2 Interaction Between Mapper and GPGPU Code via JNI

In HDFS, data file is partitioned into blocks whose default size is 64 MB, and
blocks are distributed among nodes. One Map task is scheduled for each block by
Hadoop scheduler. To maximize parallelism for handling big data, Hadoop assigns
data blocks to all available Map tasks on cluster.

Figure 1 shows the data flow for Map task in Hadoop. Block assigned to a task
is called ‘split’. Hadoop schedules a Map task executed on data node for handling
a split in HDFS. Map task loads split and partitions it into <key,value>-pair
records. Each record fetched from split is passed to map() method to handle it.
Map() method makes <key,value> pair as a result. And then, this pair is passed to
sort step to sort all <key,value> pairs generated by Map task, and all sorted
<key,value> pairs are passed to reduce phase.

Our approach in this paper to use GPGPU for GPGPU-enabled Hadoop is
changing the function of map() in Map phase. The function of map() in original
Hadoop handles data expressed as <key,value> pair. However map() in our
approach transfers data to GPGPU, initiates GPGPU code, fetches results from
GPGPU, and converts the result into <key,value> format. Figure 2 shows the
simplified data flow of GPGPU-enabled Hadoop Map phase.

Normally Hadoop Map/Reduce task is written in Java. Hadoop also has
mechanisms, such as stream and pipeline, to write Map task with other language.
But Java is standard language for programming Hadoop task. However C/C++ is
currently standard language for GPGPU, and the famous GPGPU programming
framework such as CUDA and OpenCL is based on C/C++. Therefore we use JNI
for interaction between map() and GPGPU code. The JNI enables Java code
running in JVM to call, and to be called by, native program written in other
languages like C. JNI is normally used to call a hardware and operating system
function written in a native language from Java application.

The procedure for executing Hadoop Map task on GPGPU is as following: At
first, map() is called by Hadoop framework with <key,value> record. Map()
transfers record to GPGPU via a system bus in host. The record transferred by
map() is stored in a memory for GPGPU. NVIDIA calls this memory as global
memory. And then map() initiates GPGPU code, and waits until the execution of
GPGPU code is complete. GPGPU code processes data stored in its memory, and
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Fig. 2 Simplified data flow of GPGPU-enabled Hadoop map phase

stores the result in the memory. Of course, the GPGPU code is previously prepared
by programmer to process the record. When GPGPU code is done, map() fetches
the result from the memory of GPGPU, and make it <key,value> record for the
following step such as sort, merge, etc.

Using JNI to execute Hadoop task on GPGPU has the advantages as following: In
Hadoop cluster consisted of multiple GPGPU-enabled node, the computation
throughput and performance are dramatically enhanced without the consideration
about how to store data, how to distribute tasks, and how to recover the faulty task. The
feature of the throughput and performance enhancement is due to GPGPU. And the
feature of programmability without the consideration about data store, task distri-
bution, and fault tolerant task processing is due to Hadoop. So Hadoop application
developers only focus on his/her algorithm to handle record, and get the maximized
throughput and performance via GPGPU computing power at the same time.

3 Implementation of Hadoop Map Task on GPGPU
via JNI

To show the potentiality for executing Hadoop Map task on GPGPU via JNI, we
configure the small Hadoop cluster, and implement very simple experimental
Hadoop program. The configuration of Hadoop cluster for our approach in this
paper is as Table 1. The Hadoop cluster consists of three nodes, and two GPGPU
add-on boards are installed in two data nodes.

Table 1 Configuration of Hadoop cluster to show the potentiality of our approach
The number of nodes: 3 Name node 1 (GPGPU is not installed)

CPU Intel Xeon
Memory 4G
Data node 2 (GPGPU is installed in all data node)
CPU Intel Core2Duo/AMD Phenom II x6
Memory 2 GB/8GM
(0N CentOS 6.3
GPGPU Nvidia GeForce GTX 670

Hadoop 1.0.1
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To write the simple experimental Hadoop program executed on GPGPU, we
use CUDA developed by Nvidia. The Compute Unified Device Architecture
(CUDA) is a parallel computing platform and programming model. It enables
dramatic increases in computing performance by using the computing power of
GPU. The experimental program simply adds two numbers in each record. To do
this, we create about 110 MB data file which consists of about seventeen million
records. The 110 MB data file is partitioned into two splits by HDFS, and assigned
two Map tasks.

The execution time of this experimental program is about 110 min even though
GPGPUs installed in nodes are up-to-date devices, and each node has the good
performance shown in other experiments. It is very long execution time in our
cluster configuration. The reason of very long execution time is as follows: As
shown in Fig. 2, map() is called once for each record in split. And each split
averagely has about 8.5 million records. So map() is called about 8.5 million times,
and for each call repeatedly executes the processing steps: transferring record to
GPGPU, initiating GPGPU code, fetching the result. This repetition is very big
overhead.

However the result due to the overhead cannot obscure our approach to use JNI
for executing Hadoop task on GPGPU. Using JNI enables GPGPU to execute
Hadoop Map tasks. And this shows the potentiality for executing Hadoop task on
GPGPU via JNI. We think that our result is the first step for implementing
GPGPU-enabled Hadoop.

4 Conclusion

Hadoop is known to be suitable platform for handling Big data because it has good
features such as simple MapReduce programming model, distributed file system,
and data locality-aware scheduling policy, etc. Therefore many researchers study
on Hadoop and application fields. And recently many researchers are also inter-
ested in GPGPU because it has a powerful computation power comparable to
supercomputer.

If Hadoop application can use the computation power of GPGPU, the
throughput and performance will be dramatically enhanced. To the best of our
knowledge, the GPGPU-enabled Hadoop is not reported yet. Some researchers
reported GPGPU-enabled MapReduce frameworks. But they didn’t target to
Hadoop. To realize the GPGPU-enabled Hadoop, the interaction mechanism
between Hadoop tasks and GPGPU code is required.

In this paper, we used the JNI to interact between Hadoop tasks and GPGPU
code via JNI. And we experimentally implemented Hadoop Map tasks running on
GPGPU. The execution time is very long due to the previous described reasons.
However we showed the potentiality for executing Hadoop tasks on GPGPU via
JNL
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In the future, we will revise Hadoop framework. In the current version of
Hadoop, map() is called for each record in split. This strategy is good for normal
Hadoop cluster. But this makes very big overhead in Hadoop cluster with GPGPU.
So the additional map() calling strategy is required that map() is called for one split
or splits in Hadoop cluster with GPGPU.
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An Adaptive Intelligent Recommendation
Scheme for Smart Learning Contents
Management Systems

Do-Eun Cho, Sang-Soo Yeo and Si Jung Kim

Abstract This study aims to provide personalized contents recommendation
services depending on a learner’s learning stage and learning level in the learning
management system using open courses. The intelligent recommendation system
proposed in this study selects similar neighboring groups by performing user-based
collaborative filtering process and recommends phased learning contents by using
prior knowledge information between contents and considering the relevance and
levels of learning contents. The proposed learning contents recommendation is
applied flexibly according to a user’s learning situation and situation-specific
contents recommendation link is created by performing the intelligent learning
process of recommendation system. This service allows a variety of industrial
classification learners using open course to effectively choose more accurate
curriculum.

Keywords Personalization - Recommendation system - Collaborative filtering -
E-learning - Learner’s preference
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1 Introduction

Recently entering the era of lifelong learning, E-learning, which is the new
education paradigm, provides a variety of learning contents. The advantages of
E-learning are to promote learner-centered education and enable customized
education for individual learners. Therefore, a variety of lifelong learning pro-
grams or learning contents using it are provided. Generally, most of E-learning is
conducted based on web and learning is carried out by choosing materials posted
by instructors and materials posted by learners. In these circumstances, it is very
hard for learners themselves to select necessary matters from a variety of learning
contents and determine the learning process. Therefore, personalization strategy is
needed in order for learners to obtain academic efficiency and learning effect
[1-3]. For this personalization strategy, the recommendation system identifying
learners’ learning objectives and automatically filtering differentiated information
by individual is required [4].

As representative recommendation research classification, there is a Content-
based recommendation classification method by considering a user’s previous
preferences first and recommending first items. The content-based classification
method is the method using the fact that the preferences of the past are highly
likely to choose the future. In addition, there are other methods such as Demo-
graphic-based recommendation method recommending items by referring to the
use form of learners showing similar patterns with using demographic information,
Rule-based recommendation method which is the recommendation method
according to several rules with existing data and Collaborative filtering recom-
mendation method using approach value of groups with similar contents access
data [5]. Recently, these recommendation methods are used variously for movies,
music, video and other services.

This paper attempts to present contents recommendation services for providing
personalized contents depending on the learning step and learning level of a
learner in the learning management system using open courses. The method
proposed in this paper is to gather individual learning information first based on
learning information performed by learners in the learning management system.
And then, it recommends learning contents deemed to be best suited for learners
by using prior knowledge information between contents and considering the rel-
evance and levels of learning contents. This paper is organized as follows. First,
Sect. 2 learns about the existing recommendation method of the recommendation
system and E-learning system and Sect. 3 describes the proposed intelligent rec-
ommendation system and service model. Section 4 makes conclusions.
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2 Related Work
2.1 Recommendation System

2.1.1 Content-Based Recommendation Schemes

Content-based recommendation is based on information retrieval and recom-
mendations are made by comparing the user profile and the contents to improve
performance. Information about the user’s tastes, preferences, need is included in
the user profile. Profile information can be obtained in the explicit way by asking
questions to the user or in the implicit way by observing the user’s behaviors. The
content-based recommendation has the characteristics that the user’s attention on
specific areas can be reflected and recommendation is available when new areas of
interest occur.

However, it is difficult to independently use it in multimedia information such
as music, photos, pictures which are hard to define the characteristics of contents
and the user’s potential interests cannot be indicated by solely relying on the user
profile. Also, in order to improve the accuracy of recommendations, it is important
to accurately extract the characteristics of contents well reflecting users’ intention.
Therefore, sufficient prior information about a user such as contents preferred by a
user in the past, feedback etc. is required.

2.1.2 Collaborative Filtering Recommendation Schemes

Collaborative filtering recommendation methods used in the recommendation
system are classified into user-based collaborative filtering method and item-based
collaborative filtering method [6]. The user-based collaborative filtering method is
the method to recommend contents that a particular user may prefer based on
contents evaluated by other users with similar preferences by measuring the
similarity between users. The techniques to select neighbors with similar prefer-
ences and any particular user based on the association between users include
clustering, best N-neighbor, Bayesian network etc. The item-based collaborative
filtering method is the method to recommend by predicting which items a specific
user prefers by measuring the similarity, that is, similarity between existing items
that a user entered preferences and items to be recommended. If using the col-
laborative filtering method, when sufficient preference information of users
showing a similar tendency, contents can be recommended actively to those who
accessed to the system for the first time. Eventually, in case of the collaborative
recommendation method, if the number of users who have the similar preferences
with them is less, the selection probability of the recommended list is lowered.
Also, the disadvantage is that the evaluation on specific contents is not made, the
system cannot be applied.
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2.2 E-Learning Recommendation System

The methods of E-learning recommendation system currently ongoing include the
recommendation system using contents-based collaborative filtering, recommen-
dation system using user based collaborative filtering and automatic recommen-
dation system using hybrid filtering [7, 8]. The recommendation system using
contents-based collaborative filtering is the method used in currently active online
education sites and is the method to recommend the courses of similar themes
based on the courses that learners have taken in the past. Like this, if other courses
similar to those that a learner has taken are uploaded newly, recommended courses
can be offered easily. However, in case of a new learner, recommendation is
impossible because any information does not exist indicating in which course he/
she is interested. First, the recommendation system using user-based collaborative
filtering calculates similarity with neighbor learners with the same idea by using
the Pearson correlation coefficient based on what a learner evaluated after listening
to a course. At this time, courses are recommended by extracting the list that the
learner did not take from the courses taken by neighbor learners with high simi-
larity value. Like this, if recommended by similar neighbor learners, the recom-
mendation of unnecessary courses is reduced so the reliability of learners can be
improved. However, its disadvantage is that if a learner’s learning activities are not
active, it is not easy to configure neighbor learners and therefore, correct recom-
mendation is difficult. Hybrid recommendation system creates the learner profile
by using the log of learners and identifies neighbor learners with similar interests
through collaborative filtering. And it recommends a new list by text-mining
courses and applying content-based filtering method to created contents profile. By
mixing the list recommended through these two filtration methods, it finally rec-
ommends top N lists to learners.

3 Intelligent Learning Content Recommendation System
Design and Service Model

Intelligent learning recommendation system proposed in this study performs user-
based collaborative filtering process and selects similar neighboring groups and
then recommends phased contents according to levels by considering prior
knowledge information between contents. Learning content recommendation is
applied flexibly depending on the learner’s learning situation and creates context-
sensitive contents recommendation links by performing intelligent learning pro-
cess of the recommendation system.
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3.1 System Structure for Intelligent Learning Content
Recommendation

In the recommendation system proposed in this study, learners are classified into
learners taking learning and pre-learners who already took learning. The manager
enters the contents profile for contents registered in the system.

The contents profile includes learning difficulty and prior knowledge infor-
mation. Learning contents are saved in knowledge save location in the form of
complex knowledge considering basic information as well as information occur-
ring during learning etc. Through information gathering handler, information
entered extracts contents use frequency and contents preference information of
similar learners. By using values generated in information gathering handler, the
candidate content recommendation engine provides the recommendation list by
group selected by learners. A candidate content recommendation list is finally
recommended to learners through weighting and ranking. The following Fig. 1
shows the overall configuration of proposed intelligent learning-based content
recommendation system.

3.2 Information Creation and DB Configuration

When using the system for the first time, a learner must enter learner’s personal
profile information such as his/her interest parts, log-in information etc. An
manager performs the contents registration process for users who set content

G G

System user interface
kComIpI(;ex Learner Contents prior
i novyf_e ge registration Contents list knowledge
assi ication information information
storing place
Information gathering handler Candidate content recommendation engine
lroratell | conenis || Preieaner | preseamer | | Use requency
9 use p ) preference by content
processing information o
frequency . recommendation list group
extraction

Fig. 1 Recommendation system configuration
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provision. In this process, the manager classifies the contents into by category and
each content is saved in content DB by setting the difficulty rating (high, medium,
low). Also, the manager creates pre/post course links of all contents by specifying
pre-course for learning contents by the course. This information is saved in pre/
post DB. And learners who completed learning and are classified into pre-learners
perform the process of entering course information on each learning content and
information on content satisfaction after learning. This information is used for
creating a recommendation list corresponding to learning content category of next
learners. The following Fig. 2 is the configuration on information creation of each
DB and configuration items of the proposed system. Pre contents information
receives values entered when registering learning contents based on association
degree between learning topics and learning contents of learners.

3.3 Candidate Content Recommendation Engine

Contents attribute data on initial data are collected through information gathering
handler and analyzed and the value of created metadata is passed to the candidate
content recommendation engine. Based on prior knowledge information of
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learning level information and learning contents of a learner, the candidate content
recommendation engine derives best n-neighborhood and derives recommendation
lists by calculating learners and similarity. Also, by applying weight according to
contents registration time, it recommends recently registered contents first.
Figure 3 shows candidate contents recommendation method, candidate contents
recommendation process and necessary elements.

The similarity of learners is found by calculating Pearson correlation coefficient
[9]. And by using the evaluation value and similarity within Best n-neighborhood,
the evaluation value of the contents that learners did not learn is predicted. At this
time, by applying the mean values and similarity of the learning results of each
learner as weight, evaluation predictive value for items of the learners should be
calculated [10].

The calculated candidate contents list performs the functions of applying
weight to select contents best meeting learners’ preferences and selecting final
recommendation contents through ranking. For weight, w, which is the weight
value according to contents registration time, is applied. For weight, the method of
subtracting 0.1 depending on year is used. Recently registered contents will have 1
and older contents 0.1. As Top-N technique, it creates and provides top N rec-
ommendation lists and learners study at least one learning content.

3.4 Content Recommendation Service Model

In order to gain access to the system, each learner basically performs the regis-
tration process creating his/her registration information. The system provides
services by classifying accessors into learners and contents mangers. A leaner
enters basic information at the initial access and searches lists of 1st contents
category of learning process that he/she wants. After checking the results, he/she
searches contents lists with corresponding difficulty and receives the results. And
then, to search for recommendation lists, the system determines whether there are
students who take the contents and if so, creates recommendation lists by using
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input data for pre-learners and if there are no pre-learners, it provides recom-
mendation lists based on contents registration information and learner basic reg-
istration information. Figure 4 shows the flow of the system service provision.

4 Conclusion

This study aims to provide personalized contents recommendation services
depending on a learner’s learning stage and learning level in the learning man-
agement system using open courses. Intelligent learning recommendation system
proposed in this study performs user-based collaborative filtering process and
selects similar neighboring groups and then recommends phased contents
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according to levels by considering prior knowledge information between contents.
Also, by applying weight according to contents registration time, it recommends
latest contents first. Also, even when a learner accesses for the first time, the
contents are recommended by each interest part category by using user profile
information provided at the beginning of registration. In the system, learners
receive next learning contents by using prior knowledge information set by the
manager and receive recommendation list top information on the corresponding
contents category. Currently, a variety of contents are provided in many learning
management systems but a lot of content information is required in order for
learners to select contents appropriate for them. Also, even if a lot of information
is provided, it is not easy for learners themselves to select contents appropriate for
learning progress. The existing various recommendation systems use the method
of recommending based on how many students chose different contents or simply
based on learners’ marks.

This study provides recommendation lists appropriate for the personal envi-
ronment by using a variety of complex knowledge such as prior knowledge
information of learning contents, selection frequency of pre-learners and learner
preferences without learners’ contents selection information in the open course
learning management system of various learning areas commonly utilized in the
lifelong learning environment. System implementation of contents recommenda-
tion service and performance and use assessment of models proposed as future
research project will be carried out.
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An Evolutionary Path-Based Analysis
of Social Experience Design

Toshihiko Yamakami

Abstract Service engineering is quickly moving forward to social services. Social
service engineering is one of the most promising arenas of service engineering in
the 2010s. The term social experience represents the analogy of user experience in
a social service context. The author proposes an evolutionary path model of social
experience design in order to highlight the design principles of social experience
design.

1 Introduction

Social interaction is difficult to design, manage and measure. These difficulties
prevent social service engineering from being analyzed in a scientific manner.

The term user experience gained visibility in the 1990s as the computing power
enabled human-centric affective user interface design with rich-media capabilities.
This transition from user interface to user experience provides the basic insight for
this research.

The concept of social experience design was proposed in a previous paper by
the author. In this paper, the author examines the social experience using the
transition paths and changes invoked by each transition.

The concept of social experience design was coined in order to provide an
umbrella concept to guide social service designs. In this paper, the author extends
the concept of social experience design using a transition view model from user
interface to social experience.
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2 Backgrounds

The aim of this research is to identify the unique characteristics of, and guidelines
for social experience design.

The term User Experience Design was coined by Don Norman while he was
Vice President of the Advanced Technology Group at Apple Computer in the
1990s. The term User Experience has been impacting user interaction design for
two decades with the departure from computer—human interface toward high-level
interaction design. He also discussed emotional design and mentioned that emo-
tion is a necessary part of life, affecting how we feel, how we behave and think. He
mentioned that usability and pleasure should go hand in hand.

Grudin presented eight challenges for groupware from social dynamics [1].
Social aspects of information technology research focused organizational ones.

The originality of this paper lies in the examination of key factors of social
experience design using evolutionary-path-based analysis.

3 Definition and Method

3.1 Definition

The definitions of user interface, user experience, social interface, and social
experience, are depicted in Table 1. In these definitions, the social interface is
similar to the multi-user interface in this paper. The definition of social experience
is coined by the author. Examples of each term are depicted in Table 2.

In the early stages, computers were precious assets and their ability to deal with
human interactions was limited. This leads to a design where human beings were
limited to following the computer-side restrictions. The drop in computer hardware
prices and the increase of computing power brought an increase in the human-

Table 1 Definitions
Term Description

User interface Design of human—machine interaction where interaction between humans and
machines takes place. It aims at effective operation and control of the
machine with usable feedback from the machine

User Design of how a person feels about using a product, system or service. It
experience highlights valuable aspects of human—computer interaction and product
ownership
Social User-computer interface that deals with human—human interactions. User-
interface computer interface that deals with Multi-user interactions. (This is the

definition used in this paper. Social interface may represent human-like
computer interface in other contexts)
Social Design of the way a person feels about other humans through computer-user
experience interface
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Table 2 Examples of each term

Term Examples

User interface Artifacts to provide interfaces to a computer, network, or system. Artifacts
that consist of each modality computer—human interaction. Menus, icons,
command sequences, command parameters, and so on

User experience  Total experience aspect that governs multiple aspects of user interface.
Holistic aspect of space-dimensional and time-dimensional integration of
multiple components of user interface. For example, creating architecture
or interaction models that affect the user’s perception of computer, device
or system. It deals with the improvement of perception of total systems in
order to satisfy both technical needs and business needs

Social interface User interface that deals with multi-user factors. User interface to deal with
roles, role-taking, conflict-resolution, collective culture, social awareness,
and so on

Social experience Total experience aspects that deal with different social roles with a single
user interface

User tnverface User expearienca Soclal experience

Affective
interaction
in social contexts
is highlighted

Affective
interaction is

highlighted

Computer
is main

Fig. 1 Shift of key concepts of design through transitions

interaction capabilities of computers. This provided a challenge to the legacy
concept of user interface with the implication that humans should have to follow
computer ways. The word “user experience” was coined to provide the best expe-
rience for users in terms of human—computer interaction.

Improved network capabilities brought opportunities for multi-user interactions.
Multi-user interactions were encumbered with conflicts between human and
computers, as well as conflicts among humans. Early multi-user interfaces needed
to address control arbitration and other exclusive control matters.

Further advances of the Internet brought the new infrastructure of world-scale
real-time human interactions. With this transition, we have to re-focus on the
importance of user experience in social contexts. The shifts in key concepts of
design through transitions are shown in Fig. 1.

3.2 Method

The research method is as follows:

e identify transition paths towards social experience,
e for each path, the characteristics of transition are examined,
e using the transition semantics, the key aspects of social experience are parsed.
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4 Evolutionary Path-Based Analysis

An evolutionary path model of social experience design is depicted in Fig. 2.

The analysis of Path 1 is depicted in Table 3.

From this analysis, the transition from user interface to social interface takes
place where the entity to be designed accepts simultaneous operations from
multiple users. Then, the transition from social interface to social experience takes
place where social emotion is invoked or where social relationship is built up over
a span of time.

From this consideration, the transition to the final social experience takes place
where a time-dimensional long-term approach is taken or where social semantics
such as social emotion is taken in interaction models.

The important factors in social experience in path 1 are depicted in Table 4.

A typical example of this transition is the structure of knowledge-sharing as
depicted in Fig. 3.

There are two layers in the knowledge sharing structure. One is an inner core
layer, where core members exchange their expert knowledge. In this layer,
information sharing is bidirectional. Experts actively engage in sharing the
knowledge of other experts.

The other is an outer follower layer, where follower members connect to a core
member. A follower member actively makes use of the knowledge of an expert. In
this layer, information mainly flows from an expert to followers.

Fig. 2 Design path model of
social experience

Path 2

User Interface User Experience

B

Social Experience

Social Interface

Path 1

Table 3 Path 1 analysis

Path Changes
From user interface to social Architecture shifts toward for multi-user interface, interpersonal
interface interaction, and mutual exclusion. Interaction model deals with

multi-use interference, synchronization, arbitration, role-taking
and conflict resolution
From social interface to Design deals with socially-leveraged experience. It deals with

social experience satisfaction of role distribution. Simultaneous satisfaction with
different roles. It aims at building collective experience with
social causes. It covers collective cultural factors in
satisfaction. It deals with collective satisfaction with a variety
of skills and experience
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Table 4 Important social experience factors in path 1

Factor Description
Time dimensional factors Long-term relationships. High-level social roles
Fits with business goals Satisfaction with overall experience. Maintaining high
level satisfaction in the social contexts
Integrating social interface into Creating positive social experience with social rewards
positive social experience with extending the social interface

Fig. 3 Knowledge sharing
structure

F: F-rﬁr- member
<: Follower member

Generally, knowledge sharing system do not pay attention to the values of
information depending upon which layer a user belongs to. Social experience
design deals with this social structure which stands for a relatively long-term.

The path 2 analysis is depicted in Table 5.

In this path, the transition from user interface to user experience takes place
where high level requirements of user satisfaction or business goals are created.

Then, the transition from user experience to social experience takes place where
the user satisfaction or business goals are tightly bound to multi-user interaction.

The important factors in social experience in path 2 are depicted in Table 6.

A typical example of this takes place in the beginner-veteran collaboration in a
social game as depicted in Fig. 4.

In a mobile social game, veterans have knowledge, experience, have accumu-
lated game points, and have paid premium items. It is difficult for a beginner to
match these veterans. Mobile social game design has to deal with generating

Table 5 Path 2 analysis

Path Changes
From user interface to user  Architecture and interaction models to deal with higher level
experience satisfaction and affective aspects rather than individual aspects
of computer—human interaction
From user experience to Experience shifts from computer—-human interaction to
social experience interpersonal interaction. Satisfaction has origins in social

interactions such as support, gifts, thanks, greetings, and so on.
It deals with collective experience of achievement and shared
excitement. It also deals with bidirectional interactions, such
as reciprocity and mutual education
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Table 6 Important social experience factors in path 2

Factor Description

Satisfaction portfolio Different satisfaction for different types of users in a shared
context

Emotion engineering Engineering of social-context-based positive emotions. Creating

rewarding social experiences (group achievement,
collaboration, reciprocal support, being acknowledged as a
member, greetings, and so on)

Improving user experience in  Upgrading user experience into socially-positive experience

social contexts

Short-term time management Human beings are asynchronous except in cases of strict time-
keeping and real-time meeting. This asynchronicity makes
people gradually accept asynchronous triggers

satisfaction among users with multiple skill levels. When we examine the rela-
tionship between helping and being helped in battles in mobile social games, it
becomes clear that each battle brings different kinds of satisfaction and affective
factors. A beginner receives support from a veteran. One feels like a princess,
receiving protection and services from a guardian. A veteran helps a beginner, with
the feeling of knight. One also exercises skills and premium items, as feeling like a
“knight in shining armor.” The same game scene serves as different affective
aspects depending on user experience and skills. It is a typical example of social
experience design.

The term experience is broad. In order to further examine the best practices of
social experience design, it is necessary to parse multiple layers of social expe-
rience design. The experience can be used in the total perception of long-term use
of social systems, or in the individual socially-leveraged emotion. The detailed
analysis of this spectrum remains for further research.

Considering the above analysis, the author presents the design components of
social experience design, as depicted in Table 7.

Ask for help —

Beginner Veteran
(Princess) (Knight)
— Offer help S

(Being-escorted feeling) Feeling of power
Heavily armed
with paid items

Fig. 4 Beginner-veteran collaboration in a social game
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Table 7 Components of social experience design

Time-scale Component Description
Long-term Total experience Total design of each interface with integrated
delivery of social experience
Culture Design fits with social interaction with
culture of corresponding group
Mid-term Design of mid-term social Creating social experience over a span of
experience time. Experience utilizing reciprocity
principle
Awareness experience Creating socially-leveraged awareness,
we-feeling
Short-term Emotion design Creating positive social experience,

greetings, thanks, gifts, social
acknowledgement, feeling as a member,
social achievement, and so on

Shared emotion Success of group action, social achievement

5 Discussion
5.1 Advantages of the Proposed Approach

Social experience design is a natural extension of user experience design in the
domain of social service engineering. Social service engineering increases in
importance according to the increasing stay time of people in social services. The
natural extension from single-user to multi-user is not easy because it involves
multi-faceted challenges that take a long time to identify and resolve.

There are three approaches that identify the unique characteristics of social
experience design as depicted in Table 8.

The author takes the transition analysis approach. This approach focuses on
what takes place at the time of transition. The author proposes an evolutionary path
model where two evolutionary paths toward social experience design are
identified.

Table 8 Approaches that identify the uniqueness of social experience design

Approach Description

Model-based Highlighting the high level aspects of social factors, roles, social task, role-
approach taking, conflicts, coordination, collective culture, and so on

Bottom-up Collect examples of social experience in the socially-connected system
approach examples

Transition Observe transitions from single user experience to multi-user experience
analysis from the design perspective to collect the distinguishing factors that

separate single-user experience and social experience
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5.2 Limitations

This research is a qualitative study. The quantitative measures for identifying
multiple aspects of social experience design discussed in this paper remain for
further study.

User acceptance of social experience design in the real world environment is
beyond the scope of this paper. Quantitative analysis of performance and user
satisfaction of social experience design requires future research. The concrete
design methodology of social experience design is beyond the scope of this paper.

6 Conclusion

Social service engineering is increasing in importance as the Internet changes its
primary role from information access to social interaction. Facebook reached one
billion active users this year. This demonstrates that the social aspect of human
lives is penetrating into the virtual world.

As Donald Norman conceived the concept of user experience, the increased
capabilities of social interaction in the virtual world can lead to a new concept
“social experience” coined by the author. This is analogous to how increased
power from dealing with rich-media user interfaces led to the concept of user
experience with the departure from the concept of the user interface.

Social experience design is different from user experience design with emphasis
on satisfaction in social interactions. Social experience design aims at creating
different types of user satisfaction depending upon each user’s expectation.

There are multiple approaches to social experience design. One is to focus on
the social aspects of user experience, such as roles, role-taking, collective culture,
conflicts, shared values, and so on. Another is to collect socially-connected design
examples of user experience design. Another is to highlight the uniqueness of the
social experience design in comparison with other approaches in design.

The author takes an approach that deals with the analysis of the evolutionary
paths toward social experience design. The author examines two paths from user
interface to social experience. With the examination of these two paths, the author
clarifies the unique characteristics of social experience design.

References

1. Grudin J (1994) Groupware and social dynamics: eight challenges for developers. CACM
37(1):92-105



Block 10 Request Handling
for DRAM-SSD in Linux Systems

Kyungkoo Jun

Abstract This paper proposes a method to improve the performance of DRAM-
SSD in Linux systems by modifying the block device driver. Currently, it pro-
cesses requests in a segment-by-segment way. However it involves overheads
because it needs to perform overlapped works repetitively when finishing one
segment and starting next one. It prevents DRAM-SSD from running in full speed.
The proposed method reduces the overheads by grouping multiple segments into
one request, removing unnecessary duplicated steps. But, the grouping also
involves overhead. Thus we propose to determine adaptively whether to do
grouping or not according to the number of segments contained in requests. From
the evaluation results, the throughput of the proposed method improved compared
with the segment-by-segment way.

Keywords SSD - DISK IO - Throughput - Block device

1 Introduction

As cloud-based storage services are growing, demands for high performance
storage are increasing. However, I/O performance of hard disks is still relatively
slower than processors because hard disks depend on mechanical operations.
Recently, Solid State Drives (SSD) [1, 2] are widely employed as high perfor-
mance storages. Because SSD does not have mechanical operations, it is superior
in reliability and I/O performance.

SSDs are categorized depending on the type of memory; flash-SSD and
DRAM-SSD. Flash-SSD is already widely used in diverse computing devices due
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to high speed read and low power characteristic. DRAM-SSD inherits all the
advantages of flash-SSD. In addition, it is faster in read/write than flash-SSD and
more reliable, thus more suitable for handling massive data.

The DRAM-SSD that we consider in this paper is configured as follows. It
consists of DRAM modules, DRAM controller, and PCle [3] controller. The
DRAM-controller is FPGA-based and it controls read/write to the DRAM mod-
ules, which is performed via DMA.

Figure 1 shows a set of registers that controls DMA data transfer between
DRAM-SSD and a host to which DRAM-SSD is installed. DMA start register
signals the beginning of transfer, direction register determines whether transfer is
read or write, and DMA result register is a flag indicating whether transfer suc-
ceeds or fails. The region of DMA transfer is specified by using BCT base address
and BCT counter register. One BCT defines one memory area for which DMA
transfer performs and usually a set of BCTs are defined for one read or write
operation. The BCT base address is the start address from which BCTs are stored
consecutively. In detail, a BCT specifies the start address of memory, the start
block address of DRAM-SSD, and a length. The addresses are 64-bit long.

Figure 2 shows the procedure of DMA transfer in Linux. Firstly, a set of BCTs
are configured according to given read or write request. Then the direction register
and the BCT counter register are set. On writing to the DMA start register, DMA
transfer starts. And, an interrupt signals the end of the transfer and whether it is
completed or not can be found by reading the DMA result register.

Considering such DMA transfer procedure, it should be noted that the number
of DMA transfer has more influence on I/O performance than the transfer size. Due
to high speed of DRAM, most of time is wasted in configuring BCTs and waiting
for the completion interrupt. Therefore, it is obvious to minimize the number of

Fig. 1 Registers that control ~ Kernel Memory DRAM-SSD Controller
DRAM-SSD

Registers

DMA start
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BCT 1 Data

direction

: [ BCT
. \ base
BCT N-1 BCT
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transfers while increasing per-transfer size in order to maximize I/O performance
of DRAM-SSD.

However, in reality, Linux operating system which is widely adopted for
storage systems takes the opposite action; decreasing per-transfer size while
increasing the number of transfers. It is because Linux block layer is designed in a
hard-disk oriented way. In the sense of spinning time of hard disks, reduced per-
transfer size is more desirable for Linux; it divides one IO requests into multiple
segments, resulting in increased number of transfers and decreased size. However,
such behavior is not adequate for DRAM-SSD.

Regarding IO performance of SSD, scheduling without queue [4] for reducing
scheduling overhead and SSD-oriented IO scheduler [5, 6, 7] are proposed.
However, these methods are designed for flash-SSD.

In this paper, we propose a method that adaptively determines transfer size
according to the whole IO size in order to optimize the number of transfers. This
paper is organized as follows. Section 2 proposes an adaptive method with the
explanation about the operation of block device drivers. Section 3 compares the
performance of the proposed method with existing methods and Sect. 4 concludes
this paper.

2 Adaptive Block Handling considering sizes

When Linux kernel performs the read or write on DRAM-SSD, a request queue and a
block device driver are used as shown in Fig. 2. The block device driver processes
the requests by fetching them from the request queue in sequence. Requests consist
of a set of segments and each segment can specify maximum 4 KB transfer. The
number of segment is different depending between the requests.

Fig. 2 Procedure to handle Linux Block I/0 System
10 requests from Linux

kernel / Request

1

2
Block T - -4»
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The block device driver processes a request segment by segment. Read/write on
DRAM-SSD is also handled in this way. Given a request, the block device driver
configures a BCT only for a first segment and begins DMA transfer, and then
proceeds to a next segment after the completion interrupt. If it is successful, the
device driver releases DMA mapping information regarding the transfer. As a
result, each segment processing repeats the step 3, 4, and 5. It involves overheads
to wait for the interrupt and release the mapping information. Such overheads
increase linearly as the transfer size of a request increases because of the limitation
of the maximum 4 KB segment.

The overheads can be easily reduced by performing only one DMA transfer for
all of the segments, namely request-by-request. However, it requires hardware
support. The controllers that we used in this paper can support up to 1024 DMA
transfers in sequence at once. Also, it has another type of overheads to save DMA
mapping information separately for the segments because the mapping should be
freed after transfer completion. The segment-by-segment processing is free from
this overhead.

Another way to reduce the overheads is to perform only one DMA transfer for
multiple requests, but it is impractical because of the need to modify kernel.
Current kernel, in some cases, is not allowed to proceed to next requests until
previous requests complete. Another reason is that some requests cannot be
combined together, for example, a read and a write.

This paper proposes a method to alternate between the segment-by-segment
way and the request-by-request way depending on the number of contained seg-
ments. If the number of segments is less than a threshold N, the segment-by-
segment is preferable because the overhead of the request-by-request way is larger.
On the contrary, if the number is more than N, the request-by-request way is
adopted. The request-by-request way requires that the BCTs for each segment be
configured in advance which is different from the segment-by-segment. Note that
the DMA mapping information should be saved separately to be freed after
completion.

3 Performance Evaluation

The performance of the proposed method is evaluated and compared with the case
when only the segment-by-segment is used and also with the case of the request-
by-request. For the evaluation, we used the system running the Linux kernel
version of 2.6.31. A benchmark program IOMeter [8] is used to generate four types
of loads; sequential read/write, random read/write. Also the transfer size can vary
ranging from 512 byte up to 256 KB. As a performance metric, throughput (MB/s)
is measured.

We firstly perform a set of experiment to determine an optimal N. We measure
the throughput as we increase the request size step by step from 512 byte. When
N = 2, its throughput is superior to other cases. Particularly when the request size
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is 8 KB, the throughput gap between N = 2 and N = 3, 4, 5 is the largest. Since
8 KB is a multiple of the maximum segment size of 4 KB, it is one of the perfect
conditions for the request-by-request processing. The results of 16 KB can be
explained in the same way. However, the case of 32 KB shows similar throughput
for all N because it is large enough to use the request-by-request for any N. Not
only for random ready, but also for the other work loads, similar performance was
observed. Since N = 2 shows the best performance, the following experiments set
N =2

Figure 3 shows the throughput of the sequential read and the sequential write
when the request sizes are large such as 16 KB or larger. The throughput of the
segment-based processing is lower than the request-based and the proposed
method in all the cases. As the request sizes increases, the number of the included
segments in a request also increases. Therefore the segment-based processing
incurs more overheads than in the case of smaller sizes of requests. And the
increased overheads lower the throughput. On the other hand, the request-based
processing shows the similar performance as that of the proposed method. It is
because it operates in the same way as the proposed method when the request size
is bigger than 4 KB.

Figure 4 shows the throughput of the sequential read and the sequential write
when the request sizes are small such as less than 16 KB. Different from the results
of Fig. 3, the throughput of the segment-based processing increases as the request
sizes increases. It is because its overhead does not increase as the number of the
included segments in a request does not increase. However, the throughput when
the request size is 8 KB shows differences. It can be explained by the effect of the
overheads.

Generally hard disks show different performance between random access and
sequential access. However, DRAM-SSD is not affected by access pattern.
Therefore, the performance of random access is similar to Figs. 3 and 4. We do not
present the results in this paper because of the limitation of space.
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Fig. 3 Throughput of sequential read (leff) and sequential write (right) according to large request
sizes
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4 Conclusions

This paper proposed a method to improve the throughput of DRAM-SSD by
modifying the request handling procedure of Linux block device driver. It adap-
tively decides whether to use the request-by-request handling or the segment-by-
segment according to the number of the contained segments in a request size. The
number of the segments increases as the request sizes increases. If more than one
segment is included, the request-based handling is more advantageous than the
segment-based way. It is because of the overheads concerning the processing of
the segments in sequence. On the other hand, if the number of the segments is less
than two, the segment-based way is better. The request-based handling has its own
overhead. Depending on the number of the segments, our method chooses a proper
handling method. We evaluated the performance of our proposed method and
observed that it is effective in improving the throughput.
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Implementation of the Closed Plant
Factory System Based on Crop Growth
Model
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Abstract The paper proposed the Closed Plant Factory System (CPES) applied
the crop growth model. The CPFS monitors climate data in a closed building or
room and the actuator’s status for control devices, and provides optimized oper-
ations for controlling growth environments. The CPFS monitors environmental
data, plant growth data and the control devices’ status data. This system can
analyse the optimal growth environment and the correct control environment. We
implemented the system and applied it to a testbed, also confirmed that the CPFS
operated real-time monitoring service and controlling service correctly.
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1 Introduction

Recently, environmental pollution and climate change cause concern for many in
terms of a future food production system. Additionally, consumers’ change in
demand (easier access to cleaner and organic foods) raised the need for local
farms. CPFES is created to address such demands and needs [1].

A CPFS is a new farming format that maximizes the production by optimizing
light, temperature, humidity, nutrients and moisture, etc. in a controlled environ-
ment. It enables the highly optimized environmental control and more accurate
estimation of production through active monitoring than existing greenhouses. In
short, it is an agricultural IT technology combined with BT technology that seeks
to identify the most optimized growth points in areas such as light source tech-
nology such as LED, automated manufacturing process, USN and integrated
control, etc.

A CPES artificially controls the growth environment enabling planned faming
during anytime of the year, while eliminating external elements such as climate,
pollution or geographic limitation, etc. Therefore, a development of an optimized
crop growth model is an essential field of study to maximize the benefits of the
CPFS. The crop optical growth model will be a basis for the development of
research in the field of standardization of crop growth process and quality, and
automation control framework for the plant factory [2, 3].

Generally, plant factories can be categorized as plant production factories and
vertical plant production factories. The most important task of such facilities is
how to monitor and control the growth environment. In particular, to develop a
crop growth model requires a continuous monitoring service and accumulated data
crop growth cycle.

In this paper, we construct a testbed for the CPFS. Through this, we are able to
research a monitoring about a variety of environment elements in the CPFS.
Section 2 explains the actualization of the suggested system and results of its
performance in Sect. 3; and then draws conclusions and provides additional topics
for future studies in Sect. 4.

2 Design of Closed Plant Factory System
2.1 Structure of CPFS

A CPFS can be categorized into; a physical level that consists of controlling
devices that sense and adjust the factory environment accordingly and an appli-
cation that processes gathered data and makes necessary adjustments to the
system.

The physical level transmits all obtained data that sensors receive around the
facility to the server’s middleware which identifies any abnormalities in the data,
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CPFS (Closed Plant Factory System)

Physical Layer Application Layer

Fig. 1 System structure

then stores them in the database. The application server provides the factory
necessary monitoring services so users can have real-time monitoring capabilities
through PCs or smart terminals. Figure 1 describes the monitoring system of a
CPFES.

2.2 Components of a CPFS

Unlike a typical glasshouse, a CPFES is rarely influenced by external elements
therefore eliminating a concern for weather related issues. On the other hand, it
must satisfy all necessary conditions that crops require in a controlled environ-
ment; therefore a continuous monitoring of internal environment is critical. Such
monitoring must involve factory’s environment data, a crop’s growth data and
conditions of controlling devices [4-6]. Table 1 describes each of the elements.
Figure 2 identifies all elements that form the monitoring system. The physical
level consists of a climate sensor, an integrated sensor node, a manual controller

Table 1 Monitoring elements

Division Elements
Environment info Temperature., humidity, illumination, CO,
Growth info Leaf temp., nutrient solution EC, PH

Control device info Irrigation pumps, LED, heater, fan, humidifier, CO, generator
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Fig. 2 System integration

that can override equipment’s that are stationed within a factory (water pumps,
lighting, CO, generator, ventilator, humidifier, etc.).

The application level consists of an application server that monitors the factory
environment and monitoring software for users.

Figure 3 provides pictures of an integrated controller and sensor node that were
used at the physical level. Sensor nodes are equipped with a sensor board that is
equipped with a climate sensor and they are stationed around the factory to
measure different conditions, they then transmit the data wirelessly. The middle-
ware receives data from the sink node through USB communication and stores
them to the database. Then, the stored data become available to users through the
application server.
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Fig. 3 Sensor node and control panel
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Fig. 4 CPFS testbed
3 Realization of CPFS

3.1 Test Settings

In order to confirm the functionality of the suggested system, this study con-
structed a test bed as described in Fig. 4. A vertical plant production factory that is
installed at the Rural Development Administration served as a role model and we
modified to fit the purpose of this study. The study also chose leaf lettuce as a test
crop because it has a relatively short growth span and less impacted by its envi-
ronment [7].

The testbed has two parts that are laid side by side and each part consists of four
layers. The first part utilized florescent lighting and it was used to germinate seeds,
while the second part used red/blue LED light to grow the germinated seeds. Each
light source was to be exchanged to another if future tests required doing so. Any
data that were obtained from the test bed became available users through a
monitoring program, so users can easily analyze data to optimize the factory
environment for the crop.

3.2 Plant Factor’s Monitoring Program

The factory’s supporting software which was used to monitor its environment was
developed in three different types; a middleware, an application server and a
monitoring software. The middleware not only stores data that sensors gather but
also transmits each device’s control signals to the integrated controller.
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The application server transmits data that the middleware gathers and stores to
the client program, in addition to transmitting back to the middleware its decision
on appropriateness of control signals.

Data from the factory are sent to users through an application server and users
can monitor such data through their PCs or Smartphone applications. Figure 5
shows the monitoring software for PC and Android devices that was specifically
developed for this study.

Each type of software shows the real-time state of the factory environment and
controlling devices, and users can utilize such information to actively monitor and
adjust the environment accordingly to ensure an optimized condition for the crops.

4 Conclusion

This study designed a monitoring system of a CPFS, constructed a test environ-
ment while enabling a continuous monitoring and analyzing of the plant growth.
This study is to serve as a basis for future studies. Data that were retrieved in this
research shall be further reviewed and analyzed in order to identify the most
optimized conditions for crops, and to develop an automated controlling system
that utilizes the most efficient algorithm. Through this, we will define the optical
control set point. In addition, we will design an optimal control algorithm and
develop an optimal control system throughout the crop growth cycle.
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An Energy Efficient Layer for Event-
Based Communications in Web-of-Things
Frameworks

Gérome Bovet and Jean Hennebert

Abstract Leveraging on the Web-of-Things (WoT) allows standardizing the
access of things from an application level point of view. The protocols of the Web
and especially HTTP are offering new ways to build mashups of things consisting
of sensors and actuators. Two communication protocols are now emerging in the
WoT domain for event-based data exchang, namely WebSockets and RESTful
APIs. In this work, we motivate and demonstrate the use of a hybrid layer able to
choose dynamically the most energy efficient protocol.

Keywords Web-of-things - RESTful services - WebSockets

1 Introduction

In the last few years, a vision of inter-connected sensors and actuators attached to
physical objects has emerged, leading to the concept of Internet-of-Things (IoT)
[14]. This idiom includes the concept of Wireless Sensor Networks (WSN) and
goes beyond with all kind of physical objects able to communicate. The field of
building automation is a potential target for IoT approaches where numerous
communicating sensors and actuators are in use [2]. In such smart-buildings, new
communicating objects are also appearing, for example to provide the user with
feedback on the energy consumption [7]. The IoT has since then been extended
from the IP usage towards the inclusion of well-known Web patterns to ease the
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the integration and communication with things at the application level, leading to
the concept of Web-of-Things (WoT) [10]. One of the main problems of the 10T is
certainly in the management of the energy consumption of this multitude of
communicating nodes. Although new low-power standards like 6LoWPAN,
IEEE802.15.4 and RPL are being established at the network layer, the WoT
framework is actually not energy aware at the application level. We believe that
the protocol and data structure used for communicating with things at the highest
layers could contribute to a significant reduction of the energy consumption.

In this paper, we show the feasibility of using an additional layer at the
application level able to select the most suitable communication method in order to
reduce the energy consumption of things connected to the Internet through Wi-Fi.
We rely on the Web-of-Things paradigm proposing to use WebSockets or RESTful
APIs for event-based data exchange. Instead of forcing application developers
choosing a communication method, they can rely on an hybrid layer dynamically
selecting which method is less energy consuming depending on how much and
how frequently data should be sent. This represents a meaningful advantage letting
developers focus on other tasks than thinking about costs. Sections 2 and 3
summarize related work and the principles of event-based WoT communications.
In Sect. 4, we present our proposal for improving the event-based communication.
In Sect. 5, we present the experimental measurements and their analysis. Section 6
provides details on the implementation of our hybrid layer and energy consump-
tion measurements. Section 7 concludes our paper and provides insights on further
research.

2 Related Work

The Cooltown project [13] is one of the early projects considering people, places
and things as Web resources, using HTTP GET and POST requests for manipu-
lating things. The recent progresses in embedded devices are now enabling the
integration of Web servers on things. The tendency is clearly shown with, for
example, the WebPlug WoT framework where sensors and actuators used to build
so-called mashups [16]. An important step towards a standardization of the
communication at the application level for web services was the introduction of
the SOAP protocol. However, SOAP is not optimized in terms of energy con-
sumption due to the large overhead of XML and of the protocol itself [8]. Much
lighter, RESTful APIs provided a clear answer to this problem, with an increased
adoption for many IS, especially in the domain of IoT and WoT [1, 11]. Recently,
persistent TCP connections called WebSockets have been proposed for the com-
munication between things [17]. Preliminary comparisons between HTTP and
WebSockets in terms of energy consumption have been reported in [3]. This
previous research shown differences between these protocols in terms of energy
consumption, with complex variations as a function of the payload and frequency
of the communication. Motivated by this previous work, the research presented in
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this paper focuses on the analysis of the optimal choice between RESTful APIs
and persistent TCP connections targeting energy efficiency. More specifically, we
open the question if rules may be implemented on things for choosing automati-
cally the most efficient way of communicating.

3 WoT Event-Based Communications

Sensor and actuator data can vary in quantity and frequency according to the
context of use. For example a power outlet will continuously notify about the
electricity consumption when a device is plugged in, while on the other side a
presence sensor will only signal a change of state. This kind of behavior is leading
to so-called event-based communications. The WoT proposes two fundamentally
different approaches for managing event-based communication: HTTP callbacks
and persistent TCP connections [9]. Both approaches are detailed below.

Registration. The first step for event-based system is the registration of the
consumer at the producer. Using things with REST, we can simply expand the API
with a service dedicated to registration [9]. A thing interested in being notified by
change of states of another object will announce itself by providing the required
callback information. For example, a lamp actuator will register a door contact
sensor to be notified when someone enters or leaves the room. The lamp sends a
HTTP POST request to http://door.office.home/register. This request can be of two
types: (1) REST service—containing a JSON message indicating a REST service
as callback, (2) WebSocket—containing the HTTP upgrade header field for
switching to WebSocket, keeping open the connection.

HTTP requests. The WoT relies on REST for exposing things as resources to
the Web [5]. Unlike SOAP, REST uses HTTP as application protocol for inter-
acting with things and not only as transport protocol. The advantages of REST
over SOAP are in having less overhead, and being resource oriented, which fits
naturally with physical objects. With WoT, every object is embedding a built-in
Web server exposing an API for interacting with its sensing, actuating and con-
figuration capabilities. Self-descriptives URLs are used through common HTTP
requests, like GET, PUT, POST and DELETE. For example, reading a sensor
value is done using the GET verb and actuating using POST. For event-based
communications, POST is actually the only necessary operation. A “consumer”
object typically provides a REST service to be notified of changes in another
object. The service URL is provided as callback at the registration on the producer.
This is a significant aspect of our approach as we can link sensors with actuators.

Persistent TCP connections. The second way of managing event-based
communications proposed in the Web-of-Things framework is using persistent
TCP connections also known as WebSockets [4]. This kind of communication is
mostly used in push scenarios where data has to be sent from a server to a client
not running a Web server, as for example Web browsers. The channel is kept open
on both sides as long as possible.
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POST /fregister HTTP/1.1

Host: door

Content-Length: 88
Content-Type: application/json

"HTTPCallback":"http://lamp.office.home/switch",
"PersistentCallbackPort":7839

| )
HTTP/1.1 200 OK

<:| http://door.office.hnome/

Fig. 1 Example of the registration process

http://lamp.office.home/

4 Proposal for Energy Efficient Communications

The main idea of our proposal is to let the producer decide the most energy
efficient way to communicate, either through REST HTTP or through WeSockets.
As it will be shown later in Sect. 5, either mode become optimal as a function of
the frequency and payload of the messages exchanged. To enable dynamic
switching between modes, we explain here the modifications that are requested. It
concerns mainly the registration process and persistent TCP connections concept
explained above. In our vision, both modes are supported and therefore, the reg-
istration JSON message has to include the available callbacks for REST and
persistent TCP connection. The producer will further select automatically which
method is best suited for exchanging data from an energy efficiency point of view.
This is illustrated in Fig. 1 with an example involving a lamp and a door.

For persistent TCP connections, our proposal slightly differs from what is
currently done with WoT. Indeed, WoT approaches suppose that the consumer
initiates the persistent connection, keeping the channel open while the producer
sends its data. In our approach, the producer has to select between HTTP or TCP
and therefore initiates the connection. If the connection is lost due to network
faults, the producer will retry to open a connection on the same port, unless the
consumer registers with another one.

5 Experimental Measurements and Analysis

HTTP requests and persistent TCP connections have different impact on energy
consumption. This is especially true for objects connected to the Internet with a
Wi-Fi transceiver. We show here how each method can influence the energy
consumption of things.
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5.1 Test Environment

We used the openPICUS FLYPORT programmable Wi-Fi module. This tiny
module (35 x 48 x 11 mm), is Wi-Fi IEEE 802.11 certified and embeds a full
TCP/IP stack, able to connect to IEEE 802.11b/g/n networks. It supports 1 or 2
Mbit/s rates as well as security protocols such as WEP, WPA-PSK and WPA2-
PSK. The FLYPORT can be powered either at 5 V or at 3.3 V and drains 128 mA
current at 3.3 V when connected to Wi-Fi. An IDE is available for developing
application in C [15]. We set up an isolated test environment composed of a
FLYPORT module acting as the producer, an access point and a PC acting as the
consumer. The wireless network set up is 802.11 g, no encryption and long pre-
amble. We also used a Hameg HM8115-2 for measuring the energy consumption
of the FLYPORT [12]. Having a dedicated test bench ensures that no other device
will be disturbing the proper running of the experiment as it would be in a public
network.

5.2 Power Consumption Measurements

We describe here our measurement campaign for both TCP and HTTP. During
each test of 30 s, the producer sent packets with a fixed payload size at a specific
interval. For measuring precisely the consequence of each method on the power
consumption, the FLYPORT was only running a minimal program sending events.
The values of payload and interval are chosen to match the behavior of some
specific devices and therefore to perform more realistic measurements. We made
the payload size in bytes vary from 1 to 400 and the intervals between packets in
milliseconds from 50 to 800, which correspond to certain devices one can find in
smart buildings. The combination of the payload sizes and intervals gives us a
campaign of 30 measurements as illustrated in Fig. 2.

TCP average powerconsumption [m¥] HTTP average power consumption [m]
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Fig. 2 Results of the average power consumption measurements for TCP and HTTP
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From Fig. 2, we see that TCP is overall less energy consuming than HTTP.
TCP appears to be on average 4 % less consuming than HTTP with a maximal
gain of 9.5 %. The quantity of transmitted packets is indeed lower for TCP than
HTTP. With TCP, once the connection is established, only one packet is necessary
to send the JSON message. HTTP is more complex as a connection has to be
established every time a JSON message must be sent. An HTTP connection
includes the potential TCP window negotiation, the HTTP header, the HTTP
response, and finally the connection closing. All this overhead causes an increase
in consumption. The measurements also show that the amount of payload data
plays a less important role in the power consumption. This is especially true for
HTTP consumption. On the other hand, a factor influencing the consumption is
clearly the sending interval. The main observation is that both modes are over-
lapping in terms of efficiency, with TCP is becoming less optimal than HTTP in
some conditions.

5.3 Consumption Approximation for TCP and HTTP

HTTP. With TCP, the variable is the necessary time needed to send data,
including all underlying protocols. With Wi-Fi (802.11 g) frame composition is
taken from [19]. The energy consumption for one packet of data can be computed
with the following function: E(payload) = {PLCP preamble + (MAC head-
er + IP header 4+ TCP header + payload) * ByteRate} * TransmitPower with
IPheader, TCPheader and ByteRate known from [6, 18] and TransmitPower pre-
viously measured. When comparing the theoretical values of the approximation to
the measurements of the FLYPORT in Fig. 2, it comes out this function is accurate
enough with an average error of 0.86 %.

TCP. As explained earlier, the HTTP case is more complicated as for TCP.
Instead of using a theoretical model, we opted for a parametric model where the
parameters are fit to the observations. We converged to an exponential function,
approximated as in P(interval) = a*exp(b*interval) + c*exp(d*interval). Through
a numerical fitting algorithm, we computed the parameters a, b, ¢ and d for every
case of payload (1, 10, 50, 100, 200 and 400), ending up with 6 functions for the
different payload sizes. The computed parameters allow the functions to be quite
precise with an average error of 0.05 %.

6 Implementation and Evaluation of the Hybrid Layer

We had first to develop a REST server library in C for the FLYPORT. The
services are registered by indicating a URL scheme corresponding to the Web
service, and providing a pointer to a callback function that will be called when the
server receives a request for this particular service. We then implemented the
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hybrid layer in charge of dynamically choosing the appropriate method between
TCP and HTTP when sending events to registered consumers. We first imple-
mented a history structure for recording the past events sent to consumers. An
instance of this structure is created for every consumer registered. This allows
computing the energy consumed to send the previous events. According to this
result, the layer then switches to the most efficient method and this every time a
new event must be sent. For computing the TCP mode energy consumption, we
implemented the function described in Sect. 5.3. The implementation includes a
rule for intervals higher than 10 s to consider the keep-alive packets (specific to
the FLYPORT as it may differ on other modules). The final value is computed as
follows: energy of each packet sent in history + energy at idle between the
shipments + energy of keep-alive packets. For HTTP, we implemented the
function as in Sect. 5.4. Using the history, we know the interval and the average
payload. Those values are then used as parameters for our approximation function.
Linear interpolations are used in the case of payload different as our reference
values (1, 10, 50, 100, 200 or 400). The obtained power value is then converted in
energy by knowing the time duration of the history.

Table 1 shows the energy measurements of our hybrid layer where some rel-
evant saves were achieved. For comparison purposes, we had to rerun the cam-
paign for each TCP and HTTP modes as our REST server running on the module is
also consuming some energy. The column Gain shows the percentage of energy
saved relative to the highest value between TCP and HTTP. The column Loss
shows the percentage of energy lost relative to the lowest value between TCP and
HTTP. The negative values in the Gain can be explained by the consumption due
to the hybrid layer. Nevertheless, our hybrid layer clearly shows its usefulness

Table 1 Power consumption comparison between TCP, HTTP and the hybrid layer
Payload (bytes) Interval (ms) TCP (mW) HTTP (mW) Hybrid (mW) Gain (%) Loss (%)

1 50 406 429 407 5.41 0.25
1 100 404 420 406 3.45 0.49
1 200 402 409 403 1.49 0.25
10 50 405 430 405 6.17 0.00
10 100 405 422 405 4.20 0.00
10 200 403 411 404 1.73 0.25
50 50 408 432 409 5.62 0.24
50 100 404 422 404 4.46 0.00
50 200 402 409 403 1.49 0.25
100 50 407 430 408 5.39 0.25
100 100 403 422 404 4.46 0.25
100 200 402 411 402 2.24 0.00
200 50 411 431 414 4.11 0.72
200 100 406 423 406 4.19 0.00
400 50 415 429 418 2.63 0.72

400 100 410 423 412 2.67 0.49
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allowing saving 6.2 % of energy in the best case and 2.1 % on average. The hybrid
layer also chooses the best method for higher intervals above 10 s as it selects
HTTP, which is theoretically the best one for higher intervals.

7 Discussion and Conclusion

Our measurements showed that TCP and HTTP are not equivalent in terms of
energy, even if their purpose is the same. By offering a hybrid layer, we expect to
globally reduce the energy consumption and lengthen battery life of Web-
of-Things. Although our hybrid layer allows energy savings for sensors sending at
a fixed interval, the behavior remains open for varying intervals. The number of
records saved in the history will play a role on how the layer will respond to
changes of interval. Another unresolved issue concerns the rate of symbols sent
over Wi-Fi. The approximation function for TCP requires knowing at which rate
the module sends its data. Due to changes in the surrounding environment, traffic
congestions and other reasons, this rate may be changing. In our case, we forced a
rate of 2 Mb/s in our test infrastructure.

In this paper, we explored a new way on how to reduce the energy consumption
of things working inside the WoT framework. Instead of giving the responsibility
of choice between TCP and HTTP for event notifications to developers, we
introduce an hybrid layer doing the job for them. Our results show that energy
savings can be achieved by selecting the most appropriate transport protocol.
Further to this, we believe that our approach simplifies callbacks between things.
Future work includes addressing the varying interval of events and finding the best
history size to conciliate reaction time and filtering of outlier intervals. While the
measured energy savings are relatively limited, we believe our hybrid layer has
further potentials, for example if used as caching method of events by considering
time penalties to limit the radio’s use.
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A Secure Registration Scheme
for Femtocell Embedded Networks

Ikram Syed and Hoon Kim

Abstract Recently, femtocell received a signification interest to improve the
indoor coverage and provide better voice and data services. Lots of work has been
done to improve the femtocell security, but still there are some issues which need
to be addressed. Our contribution to the femtocell security is to protect secure zone
(femtocell coverage area within macrocell) from unauthorized (non-CSG) users. In
this paper, we propose a secure registration scheme for femtocell embedded net-
work. In this scheme, only Closed Subscriber Group (CSG) users are allowed to
access both the femtocell and macrocell services within the secure zone. By pri-
oritizing the femtocell over macrocell within the secure zone, every user will try to
camp on femtocell and invoke location registration to the femtocell as the user
enters to the femtocell coverage area. If the user is within the allowed users list, the
femtocell will allow the user otherwise femtocell will send a reject message to the
user and also send the user information to the core network.

Keywords Femtocell - Macrocell - Closed subscriber group - Location area
update - Secure zone

1 Introduction

Femtocell is small base station, connected with the service provider network
through broadband (DSL, cable modem), it typically designs for home use and
office use, they are short range, low cost and low power base stations that provides
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better coverage, better indoor voice and data services [1, 2]. Recent research shows
that more than 50 % of voice calls and more than 70 % of data traffic are generated
indoors [3]. Femtocell improves indoor coverage and capacity of the cellular
providers with very low cost compare to the traditional macrocell base station [4].
The femtocell operates in licensed spectrum and may use the same or different
frequency from the macrocell [5].

Recently, femtocells received a significant interest in the telecommunications
industry. According to the ABI Research, 5.3 million femtocells will be deployed
by end of 2012 [6]. Many of the major issues in femtocell have been studied,
especially in security, lots of work has been done on femtocell security [7-9], but
still there are some issues which needs to be addressed, especially on embedded
networks security. In this paper, we focus on the protection of specific coverage
area of femtocell within the macrocell coverage area, we called it secure zone. Our
contribution is to protect the secure zone from unauthorized (non-CSG) users.
Only authorized users are allowed to access both the femtocell and macrocell
services within the secure zone.

There are some restrictions in the femtocell network for unauthorized users,
when femtocell is working in CSG mode, but there is no restriction in macrocell
for unauthorized (non-CSG) users of accessing the macrocell services. When the
non-CSG users are in femtocell coverage area, they can access the macrocell
services if the macrocell service is available. Our main contribution is to protect
the femtocell coverage within the macrocell coverage area from non-CSG users.
The secure zone would be used for security purpose in security agencies and
military organizations.

The remainder of this paper is organized as follows. In Sect. 2 Access Control
methods in femtocell, Location Area Update and cell selection and reselection
criterion are discussed, Sect. 3 presented the proposed scheme for the secure zone
and conclusion are presented in Sect. 4.

2 Background
2.1 Access Control Methods in Femtocell

There are basically three types of access control in femtocell, namely Closed
Access, Open Access and Hybrid Access.

1. Closed Access: In closed access mode, the femtocell doesn’t want to share their
resources with other users due to limited resources or security reasons. Only
authorized users are allowed to access the CSG cell [10]. In 3GPP the closed
access is known as the CSG cell.

2. Open Access: In open Access, all users are allowed to access the femtocell.
There is no restriction on any user [10].
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3. Hybrid Access: In Hybrid access mode, both CSG users and non-CSG users are
allowed to camp on femtocell but there are some exceptions for non-CSG users.
In this mode CSG users are given more priority over non-CSG users [10].

2.2 Location Area Update

The Location Area Update (LAU) normally performs when a user turn on the
power or enter to a new location area different from the old location area of the
user. The access control need to be invoked, when a user move from one LAI to
another LAI In macrocell network, access control is normally invoked during the
LAU [10]. Each femtocell has assigned a femtocell specific LAI different from
Macrocell LAI [10]. Figure 1 shows the deployment of femtocells within the
macrocell coverage area. In this approach, each femtocell has assigned different
and unique LAI from the other femtocell and also from the macrocell, whenever a
user enters to the femtocell coverage area and try to camp on femtocell. If a user is
not allowed to a specific femtocell and try to camp on it, the user will received
negative response in location update procedures.

2.3 Cell Selection and Reselection

Cell selection and reselection are still more complex problem in femtocell net-
work, during the cell selection and reselection, the users need to carry out cell
measurement parameters for intra-frequency, inter-frequency and inter-RAT

Fig. 1 Femtocells
deployment
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Fig. 2 Prioritizing femtocell over the macrocell in cell reselection [10]

neighbor cells, and rank the cells base on the policy used for specific cell [10].
Searching criterion (S-criterion) invokes the users to do monitoring and mea-
surements for the intra-frequency, inter-frequency and inter-RAT, for the corre-
sponding cell [10]. A lower S-criterion with the macrocell can help the users to
start searching for the femtocell as soon it reached to the femtocell coverage area.

Further we also consider cell Ranking Criterion (R-Criterion) in which the
Hysteresis values for the serving cell (Q-hyst) and offset values for neighboring
cells (Q-offset) jointly affect the cell ranking. Figure 2 shows that by setting the
Qoffset values negative and low Q-hyst in the macrocell neighbor cell list (NCL),
the cell searching point d1 moves toward d2. It prioritizes the femtocell over the
macrocell within the macrocell NCL. The main advantage of these methods is that
all users in femtocell coverage area will prioritize the femtocell over the macrocell
and will try to camp on femtocell. The non-CSG users will receive a negative
response from the femtocell.

3 Proposed Scheme

Our proposed scheme focused on the secure zone protection from non-CSG users.
We proposed a secure registration scheme for femtocell embedded network. It is
assumed that the femtocell will operate in CSG mode in the secure zone. The
authorized user information is store in CSG list. The CSG members list is located in
the core network (CN) [11]. The CN entities such as Mobile Switching Centre
(MSC)/Visitor Location Registration (VLR), Serving GPRS Support Node (SGSN),
Mobility Management Entity (MME) and Home Subscriber Server (HSS) [10].

In normal case non-CSG users can access the macrocell service if the macrocell
coverage is available. Due to Security reasons, we want to block non-CSG users of
accessing both the femtocell and macrocell services within the secure zone.
Figure 3 shows the basic scenarios of the secure zone within the macrocell cov-
erage. Ul, U3 are CSG members while U2, U4 are non-CSG members. Ul and U3
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Fig. 3 Secure zone in
macrocell coverage area
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can access both the femtocell and macrocell services. U2 and U4 can access the
macrocell service out of secure zone, but within secure zone U2 and U4 can’t
access the femtocell and macrocell services. In the Cell selection and reselection,
femtocell will be prioritized over macrocell in Searching Criterion by setting the
lower S-criterion within the macrocell NCL. Every user will start searching
femtocell as soon as they reached to the femtocell coverage area. We also prior-
itized the femtocell over macrocell in Ranking Criterion by setting lower value of
Q-offset for femtocell within macrocell, by doing this, every user will try to camp
on femtocell as the user enter femtocell coverage area and initiates the initial Non
Access Stratum (NAS) procedure by establishing the RRC Connection with the
femtocell.

The user capabilities are reported to the Femtocell as a part of the RRC con-
nection establishment procedure [12]. The RRC connection message includes user
identity (IMSI or TMSI) and establishment cause etc. by sending the RRC con-
nection procedure to femtocell, the femtocell will check the user capabilities. If no
context ID exists for the user, the femtocell will initiate user registration request to
the Femtocell gateway (FGW). The FGW will check the user capabilities provided
in RRC Connection message. If the user is a CSG user, the FGW may accept the
user registration and allocate a context ID for the user [12]. If the user is non-CSG
user the FGW will send reject message to the femtocell and will also send the user
information to the CN to block the user within the specific femtocell coverage
area.

The user information includes IMSI or TMSI and the serving femtocell location
area identity. Figure 4 shows the flow chart of the proposed scheme, and the signal
flow diagram of the proposed scheme is shown in Fig. 5.
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Fig. 5 Signal flow chart of user registration process

After receiving a rejected response from the femtocell, the user will try to camp
on macrocell, but femtocell already sent the user information to the macrocell to
block this user within the serving femtocell coverage area. The femtocell sends
this information to the macrocell in the user information massager. When the user
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try to camp on macrocell, the macrocell will first check the user capabilities (the
user location area and user membership), If the user is CSG user then the mac-
rocell will allow the user to access his services, but if the user is not in the CSG
member list then check the LA of the user. If the user is in the secure zone, the
macrocell will block the user.

4 Conclusions

This paper focused on the protection of secure zone, to make the secure zone
secure from non-CSG users. We proposed a new user registration scheme for both
CSG and non-CSG users, by prioritizing the femtocell over macrocell within the
secure zone. By doing this, every user will try to camp on femtocell and invoke
location registration to the femtocell as soon it enter the secure zone. The fem-
tocell will reject the non-CSG users and send the user information to the CN.
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Unsupervised Keyphrase Extraction
Based Ranking Algorithm for Opinion
Articles

Heungmo Ryang and Unil Yun

Abstract Keyphrase extraction is to select the most representative phrases within
a given text. While supervised methods require a large amount of training data,
unsupervised methods can perform without prior knowledge such as language. In
this paper, we propose a ranking algorithm based on unsupervised keyphrase
extraction and develop a framework for retrieving opinion articles. Since the
proposed algorithm uses an unsupervised method, it can be employed to multi-
language systems. Moreover, our proposed ranking algorithm measures the
importance in three aspects, the amount of information within articles, represen-
tativeness of sentences, and frequency of words. Our framework shows better
performance than previous algorithms in terms of precision and NDCG.

Keywords Opinion article - Ranking algorithm - Unsupervised keyphrase
extraction

1 Introduction

With the expanse of the e-commerce, people are using the Internet to check
opinion article of products written by other people before buying them. The rapid
growth of online stores not only leads to explosive increasing of opinion infor-
mation but also presents new challenges to Information Retrieval (IR) field. As the
result of the expanding information, it becomes difficult to find helpful opinion
articles. Thus, appropriate ranking algorithms are required for searching and
retrieving meaningful opinion articles. Ranking algorithms used in the IR measure
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the importance of targets such as web pages and words in documents, and many
algorithms [1, 3, 5] have been proposed. Although these traditional ranking
algorithms have played an important role, it is hard to retrieve relevant opinion
articles since the algorithms do not consider characteristics of them. To address
this issue, opinion ranking algorithms [2, 6, 7] have been proposed, and they can
be divided into two approaches: (1) sentimental and semantic analyze opinions
using dictionaries which contain opinion words; (2) measure the importance of
opinion articles based on additional information. The former approaches [2, 7]
need the prior data such as dictionary, and thus these approaches can be called
supervised methods. Because they demand sentimental and semantic words list, it
is difficult for multi-language system to apply the methods. In view of this, the
latter approaches [6] can be easily employed to the multi-language system due to
ability of computing rankings without any prior knowledge. Thus, these approa-
ches can be called unsupervised methods. However, they do not consider the
importance of sentences. In this paper, therefore, motivated by the above, we
propose a ranking algorithm, called ROU (Ranking Opinion articles based on
Unsupervised keyphrase extraction), for reflecting the importance of sentences to
rankings. The proposed algorithm computes ranking scores in three aspects, the
amount of information within articles, representativeness of sentences, and fre-
quency of words. The remainder of this paper is organized as follows. In Sect. 2,
we introduce the related work. In Sect. 3, we describe the proposed algorithm and
framework for retrieving opinion articles in detail. In Sect. 4, we show and analyze
experimental results for performance evaluation. Finally, conclusions are given in
Sect. 5.

2 Related Work

Various ranking algorithms were proposed for IR. TF-IDF [1] is one of the most
popular and important algorithms. In this algorithm, terms are given more weights
when they appear frequently in a single document (Term Frequency) or they are
included smaller set of documents in the corpus (Inverse Document Frequency).
Although TF-IDF can measure the importance of words, it cannot know how
important sentences or documents are. Nevertheless, it still can be used as effective
measurement to words. Meanwhile, ranking algorithms [3, 5] for web pages were
also proposed, such as PageRank [5] adopted by Google (http://www.google.com),
and they have played significant role. Recently, with the rapid growth of the e-
commerce, the amount of opinion information is increasing explosively and
appropriate ranking algorithms are required since the general purpose algorithms
cannot reflect the characteristics of opinion articles. To address this issue, opinion
ranking algorithms [2, 6, 7] were proposed. There are two types of work, senti-
mental analysis based and additional information based ranking algorithms. The
former methods [3, 5] identify nouns, adjectives, and inversion words using dic-
tionary which contains positive, negative, and neutral words and calculate ranking
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based on the found words. It means that they need prior knowledge for certain
language, and thus they can be called supervised methods. Therefore, it is difficult
for multi-language systems to apply the algorithms. In contrast, the latter measures
the importance of opinion articles without any prior knowledge, and thus they can
be easily adopted by multi-language systems. RLRank [6] is one of the latter
algorithms and employs weight of words and the amount of information. However,
they do not reflect the importance of sentences. For these reasons, this study aims
to develop framework for opinion article retrieval and reflect importance of sen-
tences. On the other hand, TextRank [4] is one of algorithms for unsupervised
keyphrase extraction. It calculates ranking score of sentences using both similarity
and other graph based ranking algorithms such as PageRank and HITS [3]. Since
TextRank is an unsupervised method, it can be performed regardless of language.
Thus, our proposed ranking algorithm applies TextRank for measuring the
importance of sentences based on representativeness.

3 Unsupervised Keyphrase Extraction Based Algorithm

The proposed and developed framework in this study is a keyword based retrieval
system for opinion articles, and it searches important opinion articles. In addition,
the framework consists of three steps, data preprocessing, ranking, and indexing.
In the first step, data of the collected dataset is preprocessed for applying the
proposed ranking algorithm; at the same time, information for the algorithm such
as title is extracted. In the second step, ranking scores are computed using the
preprocessed data. Especially, the ranking algorithm measures the importance of
keywords in three aspects. Let key be a certain keyword. The first aspect is about
how useful an opinion article includes key, and the proposed algorithm uses the
amount of information as the measurement. The second aspect is how represen-
tative sentences containing key are. The last aspect is about how important key is in
both the opinion article and dataset.

Figure la is a diagram of the three aspects. In the last step, index is constructed
by creating inverted index files including index information such as ranking
scores. Figure 1b shows the system architecture of the framework. It consists of
not only the three modules described in the above but also searching module for
providing search results. The searching module first accepts queries and extracts
keywords from the queries. Then, it finds inverted index files containing each
extracted keyword, and calculates ranking score by employing the information in
the files. Finally, the module provides results by sorting in ranking score
descending order.
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Fig. 1 The proposed framework

3.1 Measuring the Amount of Information in Opinion
Articles

The proposed ranking algorithm, ROU first analyzes the usefulness of each
opinion article in the dataset by measuring the amount of information with two
assumptions. The first assumption is that if opinion articles include more contents,
they contain more information related to products. It can be measured using the
length of contents. The second assumption is that reply involves information about
not only products but also opinion articles. Thus, for this purpose, preprocessing
module extracts information of reply and the number of words. Ranking module
computes the importance of opinion articles using the extracted information
through following equation.

Importance(OA) = L(OA) + R(OA) x (1 + RO(OA)/R(OA)) (1)

In the equation, OA is a certain opinion article, L(OA) is the length of contents
in OA, R(OA) is the number of reply contained by OA, and RO(OA) is the number
of reply written by other users.

3.2 Measuring Representativeness of Sentences

After calculating of Importance(OA), ranking module measures the importance of
each sentence in OA based on representativeness, and TextRank [4] is used for this
purpose. Most of global online stores such as Amazon (http://www.amazon.com)
provide multi-language systems. Thus, ROU algorithm applies the unsupervised
method so as to be performed without prior knowledge of languages. In this stage,
ranking module first divides OA into sentences (i.e. keyphrases) and computes
similarity between the divided sentences. The similarity is measured by a function
which analyzes their content overlap [4]. Then, by using the computed similarity,
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TextRank score, that is representativeness of the sentences is obtained based on
PageRank [5]. In TextRank, the more representative sentences, the more scores are
assigned. The obtained scores are normalized as [0, 1] for calculating the
importance of keywords in OA, and the details are described in the following
section.

3.3 Ranking Technique Based on Unsupervised Keyphrase
Extraction

Once both Importance(OA) and the normalized TextRank score of sentences in OA
are computed, ranking module calculates final ranking scores of keywords based
on the results obtained through previous steps. First, TF-IDF [1] of each keyword
is computed to measure how the each keyword is important in both OA and
dataset. After that, the average importance of sentences containing the each key-
word is calculated for reflecting representativeness of the sentences to ranking.
Following equation is used for this purpose.

Representative(key) = tf - Idf x (1 + ZNTextRank(sentence,key) /S(key))
(2)

In the equation, #f-Idf is TF-IDF value of a certain keyword, key, sentence is a
sentence which has key, NTextRank(sentence, key) is a normalized TextRank score

Construct_Index(dataset, ratio)
For each opinion article 04 in daraset
Extract information of title, contents, and reply from 04
Analyze the extracted information and Save the analyzed data into files PF
For each preprocessed data POA in PF
L «— the length of contents
R +— the number of reply
RO «— the number of reply written by other users
Importance«~— L+ R % (1 +RO/R) /™ Eq. (1)*/
Divide contents of POA into sentences
10. Scores[][]+— ¢

PO ARNE

11. Foreachsentence S in the sentences

12. Calculate TextRank of S and Normalize TextRank as [0, 1]

13. TR «— the normalized TextRank score

14. Extract keywords from S

15. For each keyword key of the extracted keywords

16. Scores[key][score] +— Scores[key][score] + TR

17. Scores[key][count] «— Scores[key][count] + 1

18. For each Scores[key] in Scores

19. Calculate TF-IDF of key

20. tf-Idf «+— the calculated TF-IDF value

21. Representative «— tf-Idf % (1 + Scores[kev][score] | Scores[key][count])/* Eq. (2) */
22. Ranking ~— (Importance » ratio) + (Representative % (1 —ratio)) /* Eq. (3) */
23. Save information of Ranking and OA into inverted index file for key

Fig. 2 Algorithm for constructing index with the ranking algorithm
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of all sentence including key, and S(key) is the number of all sentence. Then, final
ranking score of keywords is calculated through following equation based on Eqgs.
(1) and (2).

Ranking(key) = (Importance(OA) X r) + (Representative(key) x (1—r)) (3)

In the equation, r is the adoption rate of two ranking factors. After this process
of ranking module, indexing module creates inverted index files with respect to
each keyword with information such as the ranking scores for construction of
index. The constructed index is used by searching module to provide service of
keyword based opinion article retrieval. Figure 2 shows our ranking algorithm for
constructing index with ROU algorithm of the framework.

4 Performance Evaluation

In performance evaluation, all experiments were performed on 3.3 GHz Intel
processor with 8 GB main memory, and run with Microsoft Windows 7 operating
system. Algorithms are implemented in C++ language. In addition, about 58,000
opinion articles have been collected from Amazon. To evaluate performance of
algorithms, we compare our ROU algorithm with RLRank [6] and TF-IDF [1].
Common settings for performance evaluation are as follows. First, top-50
searching results are extracted in respect to sampled keywords, which are related
to product names selected from categories in the Amazon. Second, the number of
relevance articles is counted from the searched results. In the experiments, rele-
vance article is an article containing contents closely related to a given keyword.
In addition, it is an article having no less than the average number of evaluations
such as helpful in regard to the all articles in the collected dataset, and the average
number is 5.414 in our collected dataset. Third, performances of algorithms are
measured according to precision and NDCG.

We first perform precision test of ROU with RLRank and TF-IDF. For given
retrieved results, precision is defined as the percentage of retrieved relevant articles
to the results. In the experiment, five sampled keywords are used. The left figure of
Fig. 3 shows the results of precision evaluation. From the figure, we can observe that
our ROU algorithm outperforms RLRank and TF-IDF in the sampled keywords.

Next, we evaluate performance of compared algorithms in terms of Normalized
Discounted Cumulate Gain (NDCG). NDCG is used to measure performance of IR
systems using graded relevance and ranking order since users usually refer to the
top results as important, not the bottom results. In the right figure of Fig. 3, the
proposed algorithm, ROU shows better NDCG results than the previous algorithms
in the sampled keywords. Although previous algorithms show better performance
with respect to a keyword “jewelry”, all performances of compared algorithms is
almost the same. It means that the more retrieved relevant articles appear in the top
of the results.
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Fig. 3 Precision and NDCG evaluations

5 Conclusions

In this paper, we proposed unsupervised keyphrase extraction based ranking
algorithm, ROU which measures the importance in three aspects, the amount of
information in articles, representativeness of sentences, and frequency of words.
To reflect the representativeness to ranking, ROU calculates TextRank scores of
sentences. Moreover, we conducted precision and NDCG experiments for per-
formance evaluation. The experimental results showed that our ranking algorithm,
ROU outperformed previous ranking algorithms. In addition, our framework can
provide service of keyword based opinion article retrieval.
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A Frequent Pattern Mining Technique
for Ranking Webpages Based on Topics

Gwangbum Pyun and Unil Yun

Abstract In this paper, we propose a frequent pattern mining technique for
ranking webpages based on topics. This technique shows search results according
to selected topics in order to give users exact and meaningful information, where
we use an indexer with the frequent pattern mining technique to comprehend
webpages’ topics. After mining frequent patterns related to topics (i.e. frequent
topics) in collected webpages, the indexer compares new webpages with the
generated patterns and calculates degree of topic proximity to rank the new ones,
where we also propose a special tree structure, named RP-tree, to compare the new
webpages to the frequent patterns. Since our technique reflects topic proximity
scores to ranking scores, it can preferentially show webpages which users want.

Keywords Frequent pattern mining - Ranking - RP-tree - Topic search

1 Introduction

Information retrieval algorithms find and show users webpages related to their
needs. Previous information retrieval algorithms generally use a method that finds
webpages through keywords inputted by users, and the found results contain a
number of webpages with unrelated topics. A topic search is a method which
provides webpages related to specific topics selected by users. To conduct the
topic search, topic analysis of webpages is needed. FIIR [1], one of topic analysis
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methods, uses a word dictionary associated with a specific topic and assigns
weights to webpages according to the number of food-related words. However, this
method has a limitation that does not consider word combinations since it analyzes
topics in terms of the number of related words. In this paper, we propose a frequent
pattern mining technique for precisely analyzing webpages’ topics and reasonably
assigned weights. The technique mines frequent word patterns from topic-related
webpages and calculates topic scores for new webpages through the mining
results. Then, the topic score is applied as a weight for ranking, and our algorithm
computes exact ranking scores by using the weight. As related works, DTM [2]
preferentially shows webpages for frequently accessed topics by considering
queries inputted by users so far. In LDA [3], a method for finding hidden topics
through webpage’s domain information was proposed. LDA can discover the
hidden information by calculating relations between users’ queries and webpages.
As a food information retrieval algorithm, FIIR [1] computes the number of words
matched with its food dictionary and sets weights to webpages. In contrast to FIIR
which only uses word quantity information derived from the food dictionary.
FP-growth [4], one of the frequent pattern mining methods, finds meaningful
patterns.

2 Frequent Pattern Mining Technique for Analyzing
Topics of Webpages

2.1 Extracting Patterns of Webpages Related to Topics

To analyze topics of webpages, appropriate analysis criteria are required, and we
use patterns of webpages associated with topics, where the patterns are composed
of special combinations of words in webpages. Therefore, patterns, which occur
frequently among patterns derived from a number of topic-related webpages,
become important data representing topics. We can determine whether new
webpages are associated with a current topic or not, according to the topic score.
To find frequent patterns for any topic, an indexer searches them through the
frequent pattern mining technique, and for this purpose, we propose a prepro-
cessing method regarding webpage’s words.

Definition 1 (Preprocessor ) A preprocessor generates unique IDs reflected to
words consisting of webpages.

Assuming that any webpage, P has n words, i, P is denoted as P = {i;,...i,,},
where IDs are uniquely assigned for each i. For k <n,r <n, k # r, any ID, Q is
expressed as Q = k, iff Q # r, and vice versa. After the preprocessor converts
words of any webpage as IDs, the webpage is denoted as a set of IDs, and the set
from one webpage is considered as one transaction. Our indexer extracts frequent
patterns by pattern mining approach after constructing a database from the web-
pages. However, general pattern mining approach generates too many frequent
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Fig. 1 RP-tree structure
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patterns. To solve the disadvantage, we propose an efficient comparison method
using a new tree structure, named RP-tree.

Definition 2 RP-tree (Result Pattern—tree) is a tree structure for storing frequent
patterns.

RP-tree’s basic structure is shown in Fig. 1, where the tree has a link table and a
tree, and the link table has an ID list composing RP-tree. Note that sorting order of
the list is the same as that of frequent pattern mining (i.e. support descending
order). Each ID in the link table has a pointer, and the pointer is connected to all of
the nodes with the same ID. RP-tree’s pattern storage procedure is as follows. We
first create a link table according to sort order of frequent patterns, and then insert
frequent patterns’ IDs into a tree, starting from a root. When IDs are inserted in the
tree, we assign O if a new node is generated, and we only change the support for
not middle nodes but the end node after any transaction is inserted. Thereby, the
node where the last ID of the frequent pattern is entered has support information
for the pattern. Thus, RP-tree represents the characteristics as shown in Lemma 1.

Lemma 1 Support of all nodes in RP-tree does not interfere in other supports of
frequent patterns.

Proof Given a frequent pattern, F' = {iy, i, ... iy} with a length, k, and its support,
S, the only node with i, has § in RP-tree. Let us assume that a sub-pattern of F,
F' = {iy, iy, ... ix.1} and a super pattern of F, F"' = {i|, iy, ... iz} are inserted
into the tree after F. Then, the nodes with i;_; and i;,; are set as their corre-
sponding supports. However, these two patterns do not have any effect in the
support of F. The reason is that RP-tree only updates the last node’s support when
any transaction is inserted. Thus, since F’ is a sub-pattern of F, there is no change
for F. In the case of F’, F” has an effect on the node with i, since F’ is a super
pattern of F and has all items in F. However, any problem is not caused as in the
cases of F’ since RP-tree only updates a support for the last node with i, not
changing the node with i;. Namely, the information for F is preserved. As a result,
RP-tree does not cause any interference among all of the patterns. U
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2.2 Analyzing Topics of Webpages by RP-Tree

If a web robot collects new webpages, our indexer compares the new webpages
with the frequent patterns in RP-tree and computes topic scores, where our
algorithm converts words of the new ones to ID forms to calculate topic scores.
Thereafter, the generated IDs are sorted according to RP-tree’s sort order. Then,
the algorithm selects IDs from the bottom one by one and finds nodes with the
current ID as using the link table containing ID and link information.

Definition 3 (Matching List) A matching list stores a set of paths matched with
new webpages as traversing RP-tree and supports corresponding to the paths.

When the algorithm visits nodes linked to the selected ID, IDs and supports for
the nodes are stored into the matching list. After that, a pointer moves to the parent
of the current node, and its ID is added in the matching list if the parent has ID of
the new webpage. These operations are iterated by the root. For all of the IDs from
the link table, the above steps are performed. Then, the finally generated matching
list has match information between the new webpages and RP-tree’s frequent
patterns. If any webpage is related to the current topic, the patterns in the matching
list have long lengths and high supports. The topic score, W is computed as

W = maximal length * (14 sum of maximal patterns’ supports)

where maximal length means a length value of the pattern with the longest length
in the matching list and sum of maximal patterns’ supports are to add all of the
patterns’ supports with maximal length. We add 1 to the sum to increase an effect
by maximal length. In the equation, sum of maximal patterns’ supports has a value
between 0 and 1, and we assign higher scores to frequent patterns with 2 or more
lengths rather than 1 length. Topic scores and words’ supports are saved into an
inverted file, and they are used as important factors when we consider ranking
scores. As an example, the left list in Fig. 2 represents that any new webpage is
converted to its IDs. Then, we first select the last item in the ID list, G, and search
the tree by using the link table as shown in the figure. After searching the tree from
each node with G to the root, {A, E, G} and {G} are included in the matching list,
where the corresponding maximal length and sum of maximal patterns’ supports
are 3 and 0.042 respectively. Thus, its topic score, W is calculated as
W = 3*(1 + 0.042) = 3.126. Figure 3 shows an algorithm for analyzing web-
pages’ topics and generating an inverted file. The algorithm mines frequent pat-
terns related to the current topic as using the FP-growth method [4], and then
RP-tree is generated though the mined patterns. If new webpages are collected, the
algorithm removes a few words unrelated to the topic in the webpages and con-
verts them as IDs. After comparing the ID list to the RP-tree, the score of cor-
responding topic is computed, and finally, an inverted file for P is generated.
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Fig. 2 A webpage pattern and its RP-tree

Algorithm : Analysis topic of webpage

Input : Topic dictionary DIC Compare patterns (ID list, PR- tree)

Database of topic webpages 11. sort ID list according to RP-tree’s ID order
Output : inverted file 12. for each ID list, in
1. pattern <— mining process(Database) ~ 13. find inin the RP-tree’s link table
2. RP-tree <— build RP-tree(pattern) 14. for each llﬂk
3. for each collected webpage, P 15. now « link
4. ID list « Preprocessor(P DIC) 16. while(now * root)
5. Topic score <~ Compare pat- |7, traverse RP-tree in bottom up manner
terns(ID list, PR-tree) 18. if(ID of now = one of the ID list’s IDs)
6. create inverted file 19. insert temporary list(ID)
End procedure 20. insert Matching list(temporary list)
Procedure Preprocessor(P, DIC) 21. for each Matching list
7. foreachi,« P 22.  find max length in Matching list
8. if(in= one of the DIC’s words) 23. max_score <—sum of max length patterns’ supports
9. insert ID list(in) 24. Topic score - max length * (1+max_score)
10. return ID list End procedure

End procedure

Fig. 3 Algorithm for topic analysis
2.3 Ranking Technique by Frequent Pattern Mining

In general information retrieval, a ranking score is computed by multiplying a
frequency by idf [5]. However, the above calculation is not suitable for the topic
search in this paper. Therefore, we calculate ranking scores as reflecting topic
scores computed through frequent patterns, and the proposed ranking score, RS is
as follows.

RS = tf = idf = In(W +e)

Here, tf, idf, and W are a relative frequency reflecting how many a searched
word is included in a webpage, an inverted document frequency related to a
searched word, and a topic score comparing frequent patterns for topics with the
current webpage respectively. W is utilized as a weight condition changing
ranking scores of webpages, and we need to adjust this value to obtain better
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scores. If W is too low, a role as a weight condition for topics is lost. In contrast, if
it is too high, webpages simply related to topics are presented regardless of
user-inputted keywords. To solve these problems, we use the natural logarithm,
where this is a logarithm which has a natural constant, e as a base and is used as a
normal distribution value in statistics. Accordingly, we adjust W by using the
natural logarithm to compute reasonable ranking scores which both contain as
many queries as possible and consider topics. However, the ranking score using
the adjusted W has a limitation, if 0 < W < e. Topic scores of webpages unrelated
to topics become 0 while those highly related to topics are more than 0. However,
if W < e, the ranking score is lower than the score when W is not included.
Therefore, our ranking technique computes the scores as tf * idf, if W = 0, while
it reflects W to RS after adding e, if W > 0.

3 Performance Evaluation

In this section, we compare our FPR (Frequent Pattern mining for Ranking
webpages by topics) with the other topic search algorithm, FIIR [1], in terms of
precision, recall, and NDCG. Webpages used in these experiments were gathered
from www.washingtonpost.com between 01/01/2011 and 12/31/2011, where the
number of webpages is 32,248. In addition, “A Dictionary of food [6]” was
utilized for the evaluation. FPR first performs frequent pattern mining process to
construct RP-tree, and then calculates ranking scores based on the food dictionary
and the comparison technique by RP-tree. Queries used in the experiments are
{Travel, Friday, Beach, Young, Water, Chief, Car, Train Apple, Meat, Food,
Corn}. X-axis in Figs. 4 and 5 denotes the above 12 queries in sequence. To
evaluate precision [7], we measure ratios of food-related webpages in the top-30
webpages gained from the two algorithms. In Fig. 4, FPR shows outstanding
precision compared to FIIR [1] in all of the cases except for the 9th query,
“Apple”. In the recall test [8], given webpages including both the current query
and food-related information, we calculate ratios for how many food-related
webpages exist in the top-30 webpages found by the algorithms. Figure 5
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represents recall results, where FPR guarantees higher recall ratios than those
of FIIR in most cases. NDCG [8] has a high value if any webpage with food
information is located in upper ranks while it has a low value if this is in lower
ranks. A food-related score, relk is set as O when there is no information related to
food, 1 when there is food-related information in the other topics, 2 when the topic
is only contained to food, or 3 when the topic belongs to food and there are many
food-related contents. Figure 6 shows average values of NDCG for the 12 queries,
where top-k is set as 10-30. In this result, FPR also guarantees outstanding NDCG
performance compared to FIIR in every case.

4 Conclusion

In this paper, we proposed a frequent pattern mining technique and the corre-
sponding algorithm which can rank webpages based on topics. To analyze topics
exactly, we conducted frequent pattern mining operations regarding topic-related
webpages, and thereafter we calculated topic scores by comparing webpages with
the mined frequent patterns and applied the topic scores to ranking scores. In the
various experiments, it was observed that our algorithm outperforms the previous
topic-based algorithm in terms of precision, recall, and NDCG. Through the
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proposed techniques and algorithm, we expect that they will contribute to
improving the level of both information retrieval and frequent pattern mining
fields.
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Trimming Prototypes of Handwritten
Digit Images with Subset Infinite
Relational Model

Tomonari Masada and Atsuhiro Takasu

Abstract We propose a new probabilistic model for constructing efficient
prototypes of handwritten digit images. We assume that all digit images are of the
same size and obtain one color histogram for each pixel by counting the number of
occurrences of each color over multiple images. For example, when we conduct
the counting over the images of digit “5”, we obtain a set of histograms as a
prototype of digit “5”. After normalizing each histogram to a probability distri-
bution, we can classify an unknown digit image by multiplying probabilities of the
colors appearing at each pixel of the unknown image. We regard this method as the
baseline and compare it with a method using our probabilistic model called
Multinomialized Subset Infinite Relational Model (MSIRM), which gives a pro-
totype, where color histograms are clustered column- and row-wise. The number
of clusters is adjusted flexibly with Chinese restaurant process. Further, MSIRM
can detect irrelevant columns and rows. An experiment, comparing our method
with the baseline and also with a method using Dirichlet process mixture, revealed
that MSIRM could neatly detect irrelevant columns and rows at peripheral part of
digit images. That is, MSIRM could “trim” irrelevant part. By utilizing this
trimming, we could speed up classification of unknown images.
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1 Introduction

This paper considers image classification. While there are a vast variety of
methods, we focus on prototype-based methods. We construct a prototype for each
image category and classify an unknown image to the category whose prototype is
the most similar. In this paper, we describe prototypes with probability distribu-
tions and classify an unknown image to the category whose prototype gives the
largest probability.

We assume that all images are of the same size, say N; by N, pixels, because we
consider handwritten digit images in this paper. We can obtain a set of color histo-
grams by counting the number of occurrences of each color at each pixel. Conse-
quently, we obtain NN, color histograms, each at a different pixel. When we conduct
this counting over the images of the same category, e.g. the images of handwritten
digit “5”, the resulting set of histograms gives a color configuration specific to the
category and can be regarded as a prototype of the category. Formally, we describe

each prototype with parameters { gg-w }, where gf;w is a probability that the w th color

appears at the 2D pixel location (i, j) forw = 1,.... W, i=1,...,Ny,j=1,...,N,,
where W is the number of different colors. The superscript % is a category index. By
using the parameters, we can calculate the log probability of an unknown image as
D i Mijw In ggw, where n;;,, is 1 if the image has the w th color at the pixel (i, j) and 0
otherwise. Based on the obtained probabilities, a category for the image can be
determined by argmax;, ) Jow Tlijw In gf’jw. We regard this method as the baseline
method and would like to improve it in terms of efficiency.

Any prototype the baseline gives has NjN, W parameters, whose number can be
reduced by clustering histograms. We propose a new probabilistic model called
Multinomialized Subset Infinite Relational Model (MSIRM) for clustering.
MSIRM clusters histograms column- and row-wise. Denote the numbers of col-
umn and row clusters as K; and K, respectively. In MSIRM, each pixel is
assigned to a pair of column and row clusters, and the colors of the pixels assigned
to the same pair of column and row clusters are assumed to be drawn from the
same distribution. Consequently, we can reduce the complexity of prototypes from
NiN,W to K; K, W. MSIRM determines K; and K, flexibly with Chinese restaurant
process (CRP) [4]. MSIRM has an important feature: it detects columns and rows
irrelevant for constructing prototypes. This feature can speed up classification,
because we can reduce execution time of classification by skipping irrelevant
columns and rows. The skipping technically means giving probability one to all
pixels in irrelevant columns and rows. We will show that the skipping lead to only
a small degradation in classification accuracy.

The rest of the paper is organized as follows. Section 2 gives preceding pro-
posals important for us. Section 3 provides details of MSIRM. Section 4 presents
the results of our comparison experiment. Section 5 concludes the paper with
discussions.
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2 IRM and SIRM

We propose MSIRM as an extension of Subset Infinite Relational Model (SIRM)
[1], which is, in turn, an improvement of Infinite Relational Model (IRM) [2].

Assume that we have N, entities of type T4 and N, entities of type T, and that a
binary relation R is defined over a domain 74 x Tp. The relation can be repre-
sented by an N; by N, binary matrix as the left most panel of Fig. 1 shows. IRM
discovers a column- and row-wise clustering of entities so that the matrix gives a
relatively clean block structure when sorted according to the clustering as the
center panel of Fig. 1 shows. IRM can determine the numbers of column and row
clusters flexibly with CPR. Further, IRM associates each block, enclosed by thick
lines in the center panel of Fig. 1, with a binomial distribution determining the
probability that the pairs of entities in the block fall under the relation R. While
IRM can be extended to the cases where there are more than two types of entity,
we do not consider such cases.

When constructing a prototype from the images of the same category, we can
consider a relation between pixel columns and rows by taking an IRM-like
approach, because contiguous pixels are likely to give similar color distributions.
However, IRM is vulnerable to noisy data. Therefore, a mechanism for detecting
irrelevant columns and rows is introduced by SIRM, where clustering is conducted
only on a subset of columns and rows, i.e., on columns and rows other than
irrelevant ones. In SIRM, we flip a coin at each column and row to determine
whether relevant or not. Irrelevant pixels are bundled into the same group, as the
right most panel of Fig. 1 depicts with red cells. However, both IRM and SIRM
can only handle binary data. Therefore, we “multinomialize” SIRM for handling
multiple colors and obtain our model, MSIRM.

3 MSIRM

We below describe how observed data are generated by MSIRM.

123456789 842163597 482163587

O~ B W=
ORAEN~NWU R

Fig. 1 Clustering of a binary relation (left) by IRM (center) and by SIRM (right). Each cluster is
enclosed by thick lines. Red cells in the right most panel correspond to irrelevant pixels
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1. Draw the parameter 4, of a binomial Bi(4;) from a Beta prior Be(a;, b;). Then,
for each column, draw a 0/1 value from Bi(4,). Let r;; denote the value for the
ith column, which is irrelevant if ri; = 0 and is relevant otherwise.

2. Draw the parameter A, of a binomial Bi(4,) from a Beta prior Be(a,, b;). Then,
for each row, draw a 0/1 value from Bi(4,). Let r»; denote the value for the jth
row, which is irrelevant if r,; = 0 and is relevant otherwise.

3. Draw the parameters ¢y, . . ., ¢y of a multinomial distribution Mul(¢,,;) from
a Dirichlet prior Dir(f). Mul(¢,,) is the multinomial for generating colors of
the pixels belonging to the kth column and, at the same time, to the /th row
clusters.

4. Draw the parameters ¥, ..., of a multinomial Mul(y) from a Dirichlet
prior Dir(y). Mul(y) is the multinomial for generating colors of the irrelevant
pixels.

5. For each relevant column, draw a cluster ID based on a Chinese restaurant
process CRP(a). We introduce a latent variable z;;, which is equal to & if the
ith column is relevant and belongs to the kth column cluster.

6. For each relevant row, draw a cluster ID based on a Chinese restaurant process
CRP(xy). We introduce a latent variable z,;, which is equal to [ if the jth row is
relevant and belongs to the /th column cluster.

7. For each pixel (i,j), draw a color from the multinomial Mul(y) if ri;rp; =0

(i.e., the pixel is irrelevant) and from the multinomial Mul (¢zl,z2,) otherwise.

We adopt Gibbs sampling technique for inferring posterior distribution of
MSIRM. For each column, we update the relevant/irrelevant coin flip r;; and the
cluster assignment z;; based on the following posterior probability:

P(Zm il X, 2\, RW) x p(X+1i|Zli7 i, X\, Z\“,R\“)P(Zm r1i|Z\”,R\U>7

where the details of the two terms on the right hand side are omitted due to space
limitation. The derivation is almost the same with that for SIRM [1]. We also
conduct a similar update for each row. Additionally, we update the hyperparam-
eters of the Dirichlet and the Beta priors by Minka’s method.'

4 Experiment

Our experiment compared MSIRM with the baseline and also with a method using
Dirichlet process mixture of multinomial (DP-multinomial) [3] for clustering
histograms. Our target was MNIST data set,” consisting of 60,000 training and

! http://research.microsoft.com/en-us/um/people/minka/papers/dirichlet/
2 http://yann.lecun.com/exdb/mnist/
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10,000 test images. All images are 28 x 28 pixels in size, i.e., Ny = N, = 28. We
quantized 8 bit gray-scaled colors into 4 bit colors uniformly, i.e., W = 16.

Let ”W be the number of times the wth color appears at the pixel (i,j) in the
training images of category h, where h ranges over ten digit categories. The

baseline method calculates a probability gg-wthat the wth color appears at the pixel
(i,j) in the images of category h as gk, = (nk, +n,)/ >, (nk, +1n,), where a
Dirichlet smoothing with the parameters #,, ..., 1y is applied. We determine the
category of an unknown image by argmaxy, ) _; ; ft;i In gf}w, where 715, is 1 if the
wth color appears at the pixel (i,j) in the unknown image and is O otherwise. For
the DP-multinomial method, we set gw to a posterior probability estimated by a
Gibbs sampling [3] and determine the category of an unknown image in the same
manner with the baseline method. For MSIRM, we determine the category of an
unknown image as follows:

N N,

+ B + 9
71122; qw )}w
argmax Rjjw < T1iT2j ln— (W =rir) =
; JZ { Z ( 21i22jW + ﬁ ) Ew(qw + Vw)

where n’,zlw is the number of times the wth color appears at the pixels belonging to
the kth column and the /th row clusters in the training images of category h. ¢ is
the number of times the wth color appears at the irrelevant pixels of the training
images of category h. ﬁi’v and yﬁ, are the hyperparameters for category h.

We give results of the experiment. Let K be the number of clusters given by
DP-multinomial. With respect to the complexity of prototypes, DP-multinomial
was superior to MSIRM. While K; ~ 20 and K, ~ 20 for MSIRM, K =~ 85 for
DP-multinomial with respect to all digits. That is, K < KK, for all digits.

Classification accuracies of the baseline, DP-multinomial, and MSIRM were
0.840, 0.839 and 0.837 respectively. While the accuracies were far from the best
reported at the Web site of the data set, they were good enough for a meaningful
comparison. MSIRM and DP-multinomial gave almost the same accuracies with
that of the baseline. Therefore, it can be said that we could reduce the complexity
of prototypes by clustering histograms without harming clustering accuracy.

While DP-multinomial and MSIRM showed no significant difference in terms
of accuracy, MSIRM could neatly detect irrelevant columns and rows at peripheral
part of images. Figure 2 visualizes the prototypes obtained by MSIRM. We mixed
grayscale colors linearly by multiplying their probabilities at each pixel and
obtained the visualization in Fig. 2. The red-colored area corresponds to irrelevant
columns and rows. Astonishingly, MSIRM precisely detected the area irrelevant
for digit identification.

By utilizing this “trimming” effect, we could speed up classification. We
skipped irrelevant columns and rows when we calculated the log probabilities of
unknown images. Technically, this means that we assigned probability one to all
irrelevant pixels. For the prototypes in Fig. 2, we could skip 32.2 % of the
282 x 10 = 7,840 pixels. This led to 32.2 % speeding up of classification.
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Fig. 2 Irrelevant portion (red-colored pixels) trimmed out by MSIRM from each prototype

The achieved accuracy was 0.819, which shows a small degradation from 0.837.
Therefore, it can be said that MSIRM could speed up classification with only a
small degradation in accuracy.

5 Conclusion

This paper proposes a prototype-based image classification using MSIRM. We
could neatly detect irrelevant pixels and could speed up classification by skipping
the irrelevant pixels. This led to only a small degradation in accuracy. While DP-
multinomial was comparable with MSIRM in accuracy and was superior to
MSIRM in reduction of the complexity of prototypes, it has no mechanism for
detecting irrelevant pixels.

We have a future plan to extend MSIRM for realizing a clustering of training
images by introducing an additional axis aside from the column and the row axes.
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Ranking Book Reviews Based on User
Influence

Unil Yun and Heungmo Ryang

Abstract As the number of people who buy books online increases, it is
becoming a way of life for people. Recently, algorithms to retrieve book reviews
have been proposed for searching meaningful information since ranking algo-
rithms for general purpose are not suitable. Although the previous algorithms
consider features of book review, they calculate ranking scores without reflecting
user influence. In this paper, thus, we propose a novel algorithm for ranking book
reviews based on user influence. To apply user influence, the proposed algorithm
uses recommendations by other users. For performance evaluation, we perform
precision and recall tests. The experimental results show that the proposed algo-
rithm outperforms previous algorithms for searching book reviews.

Keywords Book review - Information retrieval - User influence

1 Introduction

Since World Wide Web has emerged, the number of documents on the Internet has
been increasing exponentially. In face of the overwhelming information volumes,
people focus on solving information overload rather than its shortage, and it is a
difficult task to find meaningful information on the Internet. Thus, the importance
of searching relevant and useful documents has risen. IR (Information Retrieval)
systems look for the information by measuring its importance. If given a query of
user, general search engines evaluate the relation between the query and indexed
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documents on the Internet, and it lists results based on the relation in descending
order of ranking scores. This process is called ranking documents, and algorithms
used for such retrieval are called ranking algorithms. Various ranking algorithms
[1, 2, 4-7] have been proposed, and some of them are based on references or
quotations between documents through hyperlinks [1, 2, 5]. One of the most
famous algorithms is PageRank [5] adopted by Google (http://www.google.com)
and it becomes a fundamental algorithm of IR. Although PageRank has played an
important role in IR area, it is not suitable for the system finding meaningful book
reviews since there are few references or quotations between book reviews. To
address this issue, algorithms, LengthRank and ReplyRank [6], were proposed, and
the algorithms reflect features of book review. Nevertheless, ranking scores are
calculated without reflecting influence of users in the algorithms. That is, only the
features of book review are considered in the ranking scores. For this reason, we
propose a novel algorithm for ranking book reviews based on user influence. Major
contributions of this paper are summarized as follows: (1) a novel algorithm,
called IRRank (Influence based Review Rank), is proposed and (2) various
experiments are conducted for performance evaluation of the proposed algorithm.
The remainder of this paper is organized as follows. In Sect. 2, we introduce the
influential related work. The proposed ranking algorithm is described in Sect. 3. In
Sect. 4, we show performance of the proposed algorithm through various exper-
imental evaluations. Finally our contributions are summarized in Sect. 5.

2 Related Work

In the IR field, extensive studies [1-3, 7] have been proposed to search and retrieve
relevant information, and ranking algorithms are divided into content-based and
inbound link-based methods. Content-based ranking algorithms determine the
relevant degrees between user queries and documents through inside information
such as the frequency and distance. TF-IDF [9] is a popular weighting scheme and
a numerical statistics which is reflected how important words are to documents in
the collection, and it is calculated by multiplying #f by idf, where #f refers to the
frequency of words in documents and idf is a measure as general importance of the
words. In this paper, we employ TF-IDF for measuring the importance of words in
book reviews. On the other hand, inbound link-based ranking algorithms improve
the quality of search results based on external information. They measure the
importance of documents based on concept of casting votes such as inbound
hyperlinks, as votes from some documents are regarded as having a greater
ranking score. RageRank [5] estimates the ranking score of documents using
hyperlinks between the documents. Although PageRank has become the most
famous method after it was adopted by Google, it is not suitable for the systems
searching meaningful book reviews. The reason is that there are few references or
quotations between book reviews by hyperlinks. To address this issue, LengthRank
and ReplyRank [6] were proposed for evaluating the importance of book reviews,
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and the algorithms consider features of book review regarding the length of
contents and the number of reply, respectively. In the algorithms, book reviews
which have more length or contain a larger number of replies receive higher
ranking. However, they cannot consider user influence, and thus this study aims to
evaluate the relevance of book reviews by reflecting user influence.

3 Ranking Algorithm Based on User Influence

The framework of the proposed method consists of three steps. In the first step,
influence of each user is analyzed. In the second step, features of book review are
extracted, and then morphemic analysis is performed. In the last step, ranking
scores are calculated using information with the analyzed influence and extracted
features. In the following subsections, we first describe and define user influence.
Then, we illustrate the proposed ranking algorithm in detail.

3.1 User Influence

The proposed ranking algorithm computes ranking scores by reflecting user
influence as well as features of book review. The user influence of a certain review
used in the proposed algorithm indicates that the average number of recommen-
dations in reviews written by a user. On the other hand, reply means additional
information as well as more interesting in the reviews. That is, people can gain
more information about books from reviews having more reply. Especially, reply
written by users with high influence can be more useful. The user influence is
defined as follows.

Influence(user) Z Rec(rv)/Cnt(user) (1)

In the equation, user is a certain user, rv is a review written by user, Rec(rv) is the
number of recommendations of rv such as helpful evaluation in Amazon (http://
www.amazon.com) which is a well-known online book store, and Cnt(user) is the
total number of book reviews written by user. For example, if there is a certain user
who wrote n reviews and the total number of recommendations of the reviews is r,
influence of the user, Influence(user) = r/n.Figure 1 is an example of user influence.

3.2 Ranking Book Reviews

For calculating ranking score, it is needed to compute influence of each user. Thus,
in the first step of the framework, the influence is calculated with Eq. (1). First,
each user who wrote book review or reply is extracted from the collected dataset.
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H Imﬂm=(10+2+3)ls=5
N

Fig. 1 Example of user influence

Then, the number of reviews written by each user is counted; at the same time, the
total number of recommendations with respect to the reviews is computed. After
that, values of user influence are calculated. The importance of book reviews can
be represented by two aspects. The first is influence of users who wrote reviews or
reply. This aspect indicates how an influential user wrote the reviews and how
many influential other users participate in the reviews through reply. The other
aspect is how much information is contained in the reviews. This aspect can be
measured easily by checking the number of replies. On the other hand, keywords
involved in each review have to be analyzed and extracted for keyword-based
searching. To extract the keyword information, morphemic analysis is performed.
The analyzed information is saved to indexed files for employing in the stage of
calculating ranking scores and searching book reviews. In addition, each indexed
file is created with respect to each keyword except for stop words. In the last step,
ranking scores are obtained using the extracted and analyzed information in the
indexed files. In this stage, the importance of book reviews is first computed based
on user influence. Since the proposed framework is a keyword-based retrieval
system, the relevance of keywords is also calculated. Basically, TF-IDF [9] is used
for this purpose, and thus we also apply TF-IDF in the proposed ranking algorithm.
TF-IDF represents multiplication of the term frequency and the inverse document
frequency which is a measure of the general importance of the term as following
formula.

tf-Idf = logopN — —log,dy + 1 (2)

After that, the relevance of keywords is adjusted using the importance of book
reviews containing the keywords. To compute the importance of a review rv,
influence of users who are involved in the review and the number of replies are
used through the following equation.

Irv(rv) = Z[nﬂuence(u,ep) + Influence(u,,) + Reply(rv) (3)
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In the equation, Irv(rv) is the importance of a review rv, u,, and u,,, refer to a
writer of rv and each user who wrote reply in regard to rv except for u,,,
respectively, and Reply(rv) is the number of replies. Reply(rv) is used as the factor
for reflecting the amount of additional information in rv. Figure 2 shows an
algorithm for ranking book reviews based on user influence.

First, we calculate TF-IDF of each keyword in the indexed files (lines 3—10).
That is, the importance of keywords is calculated first. After that, the relevance of
each review is computed using Eq. (3) (lines 11-20), and then ranking scores of
each keyword is obtained by employing both TF-IDF and Irv(rv) as the following
Eq. (4) (line 21).

IRRank(keyword, rv) = tf-Idf (keyword) + (if -Idf (keyword) x Irv(rv)) (4)

4 Performance Evaluation

In this section, we provide performance evaluation of IRRank with LengthRank,
ReplyRank [6], and Google. Especially, we perform the test with Google by using
search operator to limit target dataset as book reviews in online bookstores. We
have collected about 114,409 reviews from GoodReads (http:/
www.goodreads.com) which is a collecting book review site and Amazon.
Algorithms are written in Microsoft Visual C++ 2010. In addition, they run with
the Windows 7 operating system on an Intel Pentium Quad-core 3.2 GHz CPU
with 8 Giga bytes main memory.

Function /RRank( dataset, indexedFiles )
1. IRL « ¢/* alist of the importance of each review in dataset */
2. N « the total number of reviews in dataset
3. For each indexed file idx in indexedFiles
4. Let kw be a keyword of idx and info be information stored in idx
5. Count the number of reviews contained kw using info
6. Set d; as the counted value
7 idf < log,N — log.di + 1 /* Equation (2) */
8 For each review rv in idx
. inf—0
10. Let f be the frequency of kw in rv
11. TF-IDF « tf x z?f
12. Check a value of the importance of rv is stored in the /RL
13. If Irv(rv) is not stored in the /IRL then

14. inf «— Inﬁuence(u,v) /* Equation (1) */

15. For each user u,,, in rv

16. If u,., is u,, then continue

17. Increase infby Influence(u,.p)

18. Add infto IRL

19. Irv(rv) < inf+ Reply(rv) /* Equation (3) */

20. Else Set Irv(rv) as the value stored in /RL
21. IRRank < TF-IDF + ( TF-IDF x Irv(rv) ) /* Equation (4) */

Fig. 2 IRRank algorithm
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Fig. 3 Precision evaluation

4.1 Precision Evaluation

We first compare performance of IRRank with LengthRank, ReplyRank, and
Google by evaluating precision. Precision refers to the rate of retrieved relevant
reviews by the searched K reviews. We used five keywords selected from cate-
gories in the Amazon and K is set to 50. Figure 3 is the precision results of IRRank
with LengthRank and ReplyRank which use the same dataset and Google,
respectively. In this paper, we define the important review as a review having no
less than the average value of evaluations such as helpful in the collected dataset.
From Fig. 3, we can observe that IRRank outperforms other algorithms in the
sampled keywords. Especially, the reason in regard to result compared with Go-
ogle is that ranking technique adopted by Google measures the importance based
on references or quotations by hyperlinks while there are little references or
quotations between book reviews.

4.2 Recall Evaluation

Second, we evaluate performance through recall which is the fraction of relevant
reviews to the retrieved reviews with the five queries which are used in the
previous experiment. Note that answer dataset is required for performing
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evaluation of recall. Thus, we only perform recall experiment with LengthRank
and ReplyRank so that they can use the same answer dataset. Figure 4 shows
results of recall evaluation, and we can know that IRRank shows better perfor-
mance than the previous algorithms in the sampled five keywords.

5 Conclusions

In this paper, we proposed a ranking algorithm, IRRank based on user influence for
evaluating the importance of book reviews. Moreover, we conducted precision and
recall experiments for performance evaluation. The experimental results showed
that the proposed ranking algorithm, IRRank outperformed previous ranking
algorithms in terms of both precision and recall. We expect that our research will
take effects to not only searching book reviews but also retrieving area based on
user influence.
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Speaker Verification System Using
LLR-Based Multiple Kernel Learning

Yi-Hsiang Chao

Abstract Support Vector Machine (SVM) has been shown powerful in pattern
recognition problems. SVM-based speaker verification has also been developed to
use the concept of sequence kernel that is able to deal with variable-length patterns
such as speech. In this paper, we propose a new kernel function, named the
Log-Likelihood Ratio (LLR)-based composite sequence kernel. This kernel not
only can be jointly optimized with the SVM training via the Multiple Kernel
Learning (MKL) algorithm, but also can calculate the speech utterances in the
kernel function intuitively by embedding an LLR in the sequence kernel. Our
experimental results show that the proposed method outperforms the conventional
speaker verification approaches.

Keywords Log-Likelihood ratio - Speaker verification « Support vector machine -
Multiple kernel learning - Sequence kernel

1 Introduction

The task of speaker verification problem is to determine whether or not an input
speech utterance U was spoken by the target speaker. In essence, speaker
verification is a hypothesis test problem that is generally formulated as a Log-
Likelihood Ratio (LLR) [1] measure. Various LLR measures have been designed
[1-4]. One popular LLR approach is the GMM-UBM system [1], which is
expressed as

Lupm(U) = logp(U[}) —logp(U|Q), (1)
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where / is a target speaker Gaussian Mixture Model (GMM) [1] trained using
speech from the claimed speaker, and Q is a Universal Background Model (UBM)
[1] trained using all the speech data from a large number of background speakers.
Instead of using a single model UBM, an alternative approach is to train a set of
background models {1;, 4,..., Ay} using speech from several representative
speakers, called a cohort [2], which simulates potential impostors. This leads to
several LLR measures [3], such as

Lyax (U) = log p(U[) — max logp(Ulhs), (2)
N
Laa(U) = logp(UIR) — log (3 p(UI%)/N), (3)
N
Laeo(U) = logp(UI1) = (37 logp(UIM) ) /N, )
and a well-known score normalization method called T-norm [4]:
LTnorm(U) = LGeo(U)/GUv (5)

where oy is the standard deviation of N scores, logp(U|\;),i =1,2,...,N.

In recent years, Support Vector Machine (SVM)-based speaker verification
methods [5-8] have been proposed and successfully found to outperform tradi-
tional LLR-based approaches. Such SVM methods use the concept of sequence
kernels [5-8] that can deal with variable-length input patterns such as speech.
Bengio [5] proposed an SVM-based decision function:

Lgengio(U) = a1 log p(U[1) — az log p(U|Q) + b, (6)

where a;, a,, and b are adjustable parameters estimated using SVM. An extended
version of Eq. (6) using the Fisher kernel and the LR score-space kernel for SVM
was investigated in [6]. The supervector kernel [7] is another kind of sequence
kernel for SVM that is formed by concatenating the parameters of a GMM or
Maximum Likelihood Linear Regression (MLLR) [8] matrices. Chao [3] proposed
using SVM to directly fuse multiple LLR measures into a unified classifier with an
LLR-based input vector. All the above-mentioned methods have the same point
that must convert a variable-length utterance into a fixed-dimension vector before
a kernel function is computed. Since the fixed-dimension vector is formed inde-
pendent of the kernel computation, this process is not optimal in terms of overall
design.

In this paper, we propose a new kernel function, named the LLR-based com-
posite sequence kernel, which attempts to compute the kernel function without
needing to represent utterances into fixed-dimension vectors in advance. This
kernel not only can be jointly optimized with the SVM training via the Multiple
Kernel Learning (MKL) [9] algorithm, but also can calculate the speech utterances
in the kernel function intuitively by embedding an LLR in the sequence kernel.
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2 Kernel-Based Discriminant Framework

In essence, there is no theoretical evidence to indicate what sort of LLR measures
defined in Eqgs. (1)—(5) is absolutely superior to the others. An intuitive way [3] to
improve the conventional LLR-based speaker verification methods would be to fuse
multiple LLR measures into a unified framework by virtue of the complementary
information that each LLR can contribute. Given M different LLR measures, L,,(U),
m=1,2,..., M, a fusion-based LLR measure [3] can be defined as

LFusion(U) - WT(I)(U) + b7 (7)

where b is a bias, W = [wy wy ... wy]" and ®(U) = [L1(U) Ly(U) ... Ly (U)]" are
the M x 1 weight vector and LLR-based vector, respectively. The implicit idea of
®(U) is that a variable-length input utterance U can be represented by a fixed-
dimension characteristic vector via a nonlinear mapping function ®(-). Equation (7)
forms a nonlinear discriminant classifier, which can be implemented by using the
kernel-based discriminant technique, namely the Support Vector Machine (SVM)
[10]. The goal of SVM is to find a separating hyperplane that maximizes the margin

between classes. Following [10], w in Eq. (7) can be expressed as w =

ZJ{: 1 jo,®@(U;), which yields an SVM-based measure:

J
Lsya(U) =) yjk(U;, U) + b, (8)

where each training utterance U;, j = 1, 2,..., J, is labeled by either y; = 1 (the
positive sample) or y; = —1 (the negative sample), and k(U;, U) = CI)(Uj)T o) is
the kernel function [10] represented by an inner product of two vectors ®(U;) and
®(U). The coefficients o; and b can be solved by using the quadratic programming
techniques [10].

2.1 LLR-Based Multiple Kernel Learning

The effectiveness of SVM depends crucially on how the kernel function k(-) is
designed. A kernel function must be symmetric, positive definite, and conform to
Mercer’s condition [10]. There are a number of kernel functions [10] used in
different applications. For example, the sequence kernel [6] can take variable-
length speech utterances as inputs. In this paper, we rewrite the kernel function in
Eq. (8) as

kU, U) = [Li(U)) - . Lu(U)]ILI(U) .. Lu(U)]" = Z::I k(U U). (9)

Complying with the closure property of Mercer kernels [10], Eq. (9) becomes a
composite kernel represented by the sum of M LLR-base sequence kernels [11]
defined by
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km(Ujvu) :Lm(Uj)'Lm(U)v (10)

where m = 1, 2,..., M. Since the design of Eq. (9) does not involve any optimi-
zation process with respect to the combination of M LLR-base sequence kernels,
we further redefine Eq. (9) as a new form, named the LLR-base composite
sequence kernel, in accordance with the closure property of Mercer kernels [10]:

kcom(Uj> U) = Zi:lzl ﬁmkm(Uja U)7 (11)

where f,, is the weight of the m-th kernel function k,,(-) subject to ZZ:I fn=1
and f,, >0, Vm. This combination scheme quantifies the unequal nature of
M LLR-base sequence kernel functions by a set of weights {f;, f,..., far}. To
obtain a reliable set of weights, we apply the MKL [9] algorithm. Since the
optimization process is related to the speaker verification accuracy, this new
composite kernel defined in Eq. (11) is expected to be more effective and robust
than the original composite kernel defined in Eq. (9).

The optimal weights f,, can be jointly trained with the coefficients o; of the
SVM in Eq. (8) via the MKL algorithm [9]. Optimization of the coefficients o; and
the weights f,, can be performed alternately. First we update the coefficients o;
while fixing the weights f,,, and then we update the weights f3,, while fixing the
coefficients o;. These two steps can be repeated until convergence. In this work, the
MKL algorithm is implemented via the SimpleMKL toolbox developed by
Rakotomamonjy et al. [9].

3 Experiments
3.1 Experimental Setup

Our speaker verification experiments were conducted on the speech data extracted
from the extended M2VTS database (XM2VTSDB) [12]. In accordance with
“Configuration II” described in Table 1 [12], the database was divided into three
subsets: “Training”, “Evaluation”, and “Test”. In our experiments, we used
“Training” to build each target speaker GMM and background models, and
“Evaluation” to estimate the coefficients «; in Eq. (8) and the weights f3,,in Eq. (11).
The performance of speaker verification was then evaluated on the “Test” subset.

As shown in Table 1, a total of 293 speakers in the database were divided into
199 clients (target speakers), 25 “evaluation impostors”, and 69 “test impostors”.
Each speaker participated in 4 recording sessions at approximately one-month
intervals, and each recording session consisted of 2 shots. In a shot, every speaker
was prompted to utter 3 sentences “0123456789”,“5069281374”,and
“Joe took father’s green shoe bench out”. Each utterance, sampled at 32 kHz, was
converted into a stream of 24-order feature vectors, each consisting of 12 mel-
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Table 1 Configuration of

Session ~ Shot 199 clients 25 impostors 69 impostors
the speech database

1 1 Training Evaluation Test
2
2 1
2
3 1 Evaluation
2
4 1 Test
2

frequency cepstral coefficients (MFCCs) [13] and their first time derivatives, by a
32-ms Hamming-windowed frame with 10-ms shifts.

We used 12 (2 x 2 x 3) utterances/client from sessions 1 and 2 to train the
client model, represented by a GMM with 64 mixture components. For each client,
the other 198 clients’ utterances from sessions 1 and 2 were used to generate the
UBM, represented by a GMM with 256 mixture components; 50 closest speakers
were chosen from these 198 clients as a cohort. Then, we used 6 utterances/client
from session 3, along with 24 (4 x 2 x 3) utterances/evaluation-impostor, which
yielded 1,194 (6 x 199) client examples and 119,400 (24 x 25 x 199) impostor
examples, to estimate o; and f3,,. However, recognizing the fact that the kernel
method can be intractable when a huge amount of training examples involves, we
downsized the number of impostor examples from 119,400 to 2,250 using a
uniform random selection method. In the performance evaluation, we tested
6 utterances/client in session 4 and 24 utterances/test-impostor, which produced
1,194 (6 x 199) client trials and 329,544 (24 x 69 x 199) impostor trials.

3.2 Experimental Results

We implemented two SVM systems, Lgysion(U) in Eq. (7) (“LLRfusion”) and
keom(U;U) in Eq. (11) (“MKL_LLRfusion”), both of which are fused by five LLR-
based sequence kernel functions defined in Eqgs. (1)—(5). For the purpose of
performance comparison, we used six baseline systems, Lygm(U) in Eq. (1)
(“GMM-UBM?”), Lgengio(U) in Eq. (6) (“GMM-UBM/SVM”), Lyux(U) in
Eq. (2) (“Lmax_50C”), La;(U) in Eq. (3) (“Lari_50C”), Lgeo(U) in Eq. (4)
(“Lgeo_50C”), and Lryorm(U) in Eq. (5) (“Tnorm_50C”), where 50C represents
50 closest cohort models were used. Figure 1 shows the results of speaker veri-
fication evaluated on the “Test” subset in terms of DET curves [14]. We can
observe that the curve “MKL_LLRfusion” not only outperforms six baseline
systems, but also performs better than the curve “LLRfusion”. Further analysis of
the results via the minimum Half Total Error Rate (HTER) [14] showed that a
5.76 % relative improvement was achieved by “MKL_LLRfusion” (the minimum
HTER = 3.93 %), compared to 4.17 % of “LLRfusion”.
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Fig. 1 DET curves for Speaker Verification Performance
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4 Conclusion

In this paper, we have presented a new kernel function, named the Log-Likelihood
Ratio (LLR)-based composite sequence kernel, for SVM-based speaker verifica-
tion. This kernel function not only can be jointly optimized with the SVM training
via the Multiple Kernel Learning (MKL) algorithm, but also can calculate the
speech utterances in the kernel function intuitively by embedding an LLR in the
sequence kernel. Our experimental results have shown that the proposed system
outperforms the conventional speaker verification approaches.

Acknowledgments This work was funded by the National Science Council, Taiwan, under
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Edit Distance Comparison Confidence
Measure for Speech Recognition

Dawid Skurzok and Bartosz Ziétko

Abstract A new possible confidence measure for automatic speech recognition is
presented along with results of tests where they were applied. A classical method
based on comparing the strongest hypotheses with an average of a few next
hypotheses was used as a ground truth. Details of our own method based on
comparison of edit distances are depicted with results of tests. It was found useful
for spoken dialogue system as a module asking to repeat a phrase or declaring that
it was not recognised. The method was designed for Polish language, which is
morphologically rich.

Keywords Speech recognition decisions - Polish

1 Introduction

Research on automatic speech recognition (ASR) started several decades ago.
Most of the progress in the field was done for English. It has resulted in many
successful designs, however, ASR systems are always below the level of human
speech recognition capability, even for English. In case of less popular languages,
like Polish (with around 60 million speakers), the situation is much worse. There is
no large vocabulary ASR (LVR) commercial software for continuous Polish.
Polish speech contains high frequency phones (fricatives and plosives) and the
language is highly inflected and non-positional.
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It is crucial in a spoken dialogue system to not only provide a hypothesis of
what was spoken but also to evaluate how likely it is. A simple probability is not
always a good measure because its value depends on too many conditions. In case
of dialogue systems, additional measure evaluating if the recognition is creditable
or not is very useful. A relation to other, non-first hypothesis can provide it. It
allows to repeat a question by a spoken dialogue system or choose a default answer
for an unknown utterance. The purpose of Confidence Measures (CMs) is to
estimate the quality of a result. In speech recognition, confidence measures are
applied in various manners.

Existing types and applications of CMs were well summarised [1-3]. CMs can
help to decide to keep or reject a hypothesis in keyword spotting applications.
They can be also useful in detecting out-of-vocabulary words to not confuse them
with some similar vocabulary words. Moreover, for acoustic adaptation, CM can
help to select the reliable phonemes, words or even sentences, namely those with a
high confidence score. They can be also used for the unsupervised training of
acoustic models or to lead a dialogue in an automatic call-centre or information
point in order to require a confirmation only for words with a low confidence
score. Recently, applying Bayes based CM for reinforced learning was also tested
[4]. A CM based on comparison of phonetic substrings was also described [5].
CMs were also applied in a new third-party error detection system [6]. CMs are
even more important in speaker recognition. A method based on expected log-
likelihood ratio was recently tested in speaker verification [7]. CMs can be clas-
sified [2] according to the criteria which they are based on: hypothesis density,
likelihood ratio, semantic, language syntax analysis, acoustic stability, duration,
lattice-based posterior probability.

2 Literature Review

Results and views on CMs for speech recognition found in the latest papers were
analysed while we worked on our method. In some scenarios it is very important to
compute CMs without waiting for the end of the audio stream [2]. The frame-
synchronous ones can be computed as soon as a frame is processed by the rec-
ognition system and are based on a likelihood ratio. They are based on the same
computation pattern: a likelihood ratio between the word for which we want to
evaluate the confidence and the competing words found within the word graph. A
relaxation rate to have a more flexible selection of competing words was
introduced.

Introducing a relaxation rate to select competing words implies managing
multiple occurrences of the same word with close beginning and ending times. The
situation can be solved in two ways. A summation method adds up the likelihood
of every occurence of the current word and adds up the likelihood of every
occurence of the competing words. A maximisation method keeps only the
occurence with the maximal acoustic score.
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The frame-synchronous measures were implemented in three ways regarding a
context: unigram, bigram and trigram. The trigram one gave the best results on a
test corpus.

The local measures estimate a local posterior probability in the vicinity of the
word to analyse. They can use data slightly posterior to the current word. How-
ever, this data is limited to the local neighbourhood of this word and the confi-
dence estimation does not need the recognition of the whole sentence. Local
measures gave better results on a test set.

Two n-gram CMs based evaluations were also recently tested [8] 7-gram based
on part-of-speech (POS) tags and 4-gram based on words. The latter was not
succesful in detecting wrong recognitions. Applying POS tags in a CM was effi-
cient, probably because it enables analysis on a larger time scale (7-gram instead
of 4-gram).

A new CM based on phonetic distance was described [9]. It uses distances
between subword units and density comparison (called anti-model by authors).
The method employs separate phonetic similarity knowledge for vowels and
consonants, resulting in more reliable performance. Phonetic similarities between
a particular subword model and the remaining models are identified using training
data

P(XW(20) > P(X120) > - > P(XT |2 0) (1)

where X is a collection of training data labeled as model 4; and 4; ,, indicates the
mth similar model among M subword models compared to the pivotal model 4;.

Applying of conditional random fields was recently tested [10] for confidence
estimation. They allow comparison of features from several sources, namely lattice
arc posterior ratio, lattice-based acoustic stability and Levenshtein alignment
feature.

3 1-to-3 Comparison

The most widely known CM is based on hypothesis density. It compares the
strongest hypothesis with an average of the following n weaker ones (Fig. 1). In
our experiments n = 3 was empirically found useful and it is a common value for
this parameter in other systems as well. Our evaluations were done for sentence
error rate. In the first evaluations it worked very well but later on, we found out,
that its usefulness is limited in real dialogue applications because it had similar
ratio for sentences allowed by a dictionary as for the ones which were not allowed.
It was confirmed in later statistical tests with larger dictionaries. This is why we
searched for a method based on edit distance comparison and earlier on phonetic
substrings [5].
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4 Edit Distance Comparison

Edit distance comparison CM was designed and implemented for scenarios where
there are several utterances very similar to each other. Such situation is especially
common in morphologically rich languages like Polish [11], Czech [12] or Finnish
[13]. In this type of scenarios classical CMs frequently fail to help detect wrong
recognitions. Our new approach operates by measuring Levenshtein distance [14]
in phonetic domain between the strongest hypothesis and the following ones. In
this method, the mean of edit distances between the first hypothesis and m fol-
lowing ones is taken as the confidence value. We found that m = 6 gives the best
results (Fig. 2).

Considering only the mean of distances as the confidence indicator, gives worse
results then simple 1-to-3 probability comparison, although both methods can be
connected to improve final results. Both methods returns numbers from different
range and with different variance. We suggest a following formula as a hybrid
approach

C = Ciy3 + oDV, (2)

where C is a final confidence, C;,3 is a confidence calculated using previous
method and D is a mean of edit distances between the strongest and m following
hypothesis. Coefficients azand  are used to scale distance confident and were
chosen through optimization. We found that o = 0.8 and f = —2 give the best
results.

As it can be concluded, the suggested edit distance comparison method is quite
a new approach, which does not fall directly into any of the CM types presented
above and listed in literature [2] (Table 1).
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anna (0,060624)

hanna (0,060312)

pana (0,059283)

chyba (0,055464) |
|

agata (0,054653)

Fig. 2 A screenshot of the developer version of our ASR SARMATA system presents an
example of how the described edit distance CM can be applied. The left part shows the ranking of
top 5 hypotheses and the right one, the time and frequency representation of the analysed audio
file. The first three hypothesis have small edit distance between them and the recognition is
actually correct

Table 1 Example of calculation of edit distance CM

Hypothesis Likelyhood Distance
1 lannal 0.120 0
2 Ixannal 0.095 1
3 Ipannal 0.080 1
4 Ipana/ 0.065 2

For this case, let us assume that m = 3. The 1-to-3 confidence is C; to 3 = 0.12/
((0.095 + 0.08 + 0.065)/3) = 0.12/0.08 = 1.5. The hybrid confidence (2) is C = 1.5 + 0.8
(14 142)/3)72 =154+ 08 - 13372 =15+ 045 = 1.95

5 Tests and Results

The standard 1-to-3 method was compared with the edit distance method in a
sequence of experiments on as test corpus based on CORPORA [15]. The
recordings consists of 4435 audio files, each with one word spoken by various
male speakers. The audio files have sampling rate 16 kHz and 16-bit rate. No
language model was used in the tests. Some of the words in test corpora were
recorded as isolated word, while others were extracted from longer sentences. All
tests were made using SARMATA ASR system [11]. The dictionary has 9177
words. 1492 of total 4435 words were recognised correctly (Table 2).

Table 2 Result for different methods ED is an abbreviation of edit distance confidence

1-to-3 ED 1-to-3 + ED
Precision 0.71 0.38 0.72
Recall 0.65 0.77 0.65
Accuracy 0.79 0.50 0.80

F-measure 0.68 0.51 0.70
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6 Conclusions

The suggested CM method based on edit distance enhanced the classical 1-to-3
method in an experiment motivated by real applications and end-user tests. The
method was designed for morphologically rich languages, like Polish, as it gives
better scores if the strongest hypotheses are phonetically similar. The presented
method gives 2 % improvement in F-measure and 1 % improvement in accuracy.

Acknowledgments The project was funded by the National Science Centre allocated on the
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Weighted Pooling of Image Code
with Saliency Map for Object Recognition

Dong-Hyun Kim, Kwanyong Lee and Hyeyoung Park

Abstract Recently, codebook-based object recognition methods have achieved the
state-of-the-art performances for many public object databases. Based on the
codebook-based object recognition method, we propose a novel method which uses
the saliency information in the stage of pooling code vectors. By controlling each
code response using the saliency value that represents the visual importance of each
local area in an image, the proposed method can effectively reduce the adverse
influence of low visual saliency regions, such as the background. On the basis of
experiments on the public Flower102 database and Caltech object database, we
confirm that the proposed method can improve the conventional codebook-based
methods.

Keywords Object recognition - Visual saliency map - Codebook-based recog-
nition - Code pooling

1 Introduction

Subsequent to the development of the bag-of-features (BoF) method [1] and spatial
pyramid matching (SPM) method [2] for object recognition, many studies have
been conducted on these types of codebook-based object recognition methods.
Some of the studies focused on finding good coding schemes [3], while others
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were devoted to pooling of code vectors [4]. However, most of the studies
commonly treat all the code vectors from the main object and from the background
image with the same importance, and therefore, the codes from the background
can have an adverse influence on the recognition performance. To resolve this
problem, we propose the use of saliency information, which is often calculated for
detecting the reason of interest (ROI), in order to alleviate the effect of the code
vectors of the background in the pooling stage. We also propose a generalized
pooling method with saliency weight based on the concept of a-mean [5], which is
a generalized version of mean operation.

2 Overall Structure of Proposed System

Figure 1 shows the overall process of the proposed object recognition method
involving the use of a saliency map; the method is based on a codebook and SPM.
We represent an input image I by using the set of scale invariant feature transform
(SIFT) descriptors {x,},,_, - and we then apply the locality-constrained linear
coding (LLC) method [3] to obtain a code vector ¢,, for each descriptor x,,. Once
the set of code vectors {c,},,_; , is obtained, we perform pooling with SPM to
get the histogram features of the sub-regions structured in three levels. In the
pooling stage, we also use the additional weight value w,, of each c¢,,, which is
obtained by using a saliency map S(x,y). Finally, all the histogram features from
the sub-regions are concatenated to obtain a single feature vector for the given
image. The feature vector is fed to a linear support vector machine (SVM) clas-
sifier to get the recognition result.

In the overall process, the novelty of the present work lies in two steps. First, we
calculate the weight value of each code vector by using a saliency map. Second, we
propose a generalized pooling method involving the use of the weight values, which
we call a-pooling. These two processes are explained in detail in the next section.

3 Pooling of Image Code with Saliency Weight

When we have a saliency map S(x,y) for a given image I(x,y), we first calculate the
weight value w,, for each code vector ¢, that has been obtained by the LLC
method. When a code vector is obtained for a feature descriptor x,, that has been
extracted from a local image patch i,, the corresponding weight value w,, is
calculated by simply taking the average of the saliencies in the local image patch,
which can be written as

1
= mz(x.,y)ei,,,s(xay), 0

where |i,,| denotes the number of pixels in i,.
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Once the weight values and code vectors are obtained, we conduct pooling to
obtain the histogram features for the given image. In the SPM method, we need to
calculate a histogram feature for each sub-region defined in the SPM structure. For
example, when we use three-level SPM with grids of dimensions 1 x 1, 2 x 2,
and 4 x 4, we can have a set of 21 sub-regions, {R}}',R{}%, .., R33%, RGY, ..,
R}5*}. When a sub-region R is composed of N code vectors and N weight values,

represented as {(c;j, w;)},_;_y, the corresponding histogram feature & is obtained

by a-pooling, which is defined as
_ N
=1 (3 ey, 2)

folu) = { T atl 3)

logu a=1"

This a-pooling is based on a stochastic integration method that is a generalization
of various types of mean operations, which is called a-mean [5]. When o = —1
and w; = 1(j = 1...N) are satisfied, the Eq. (2) becomes equivalent to the well-
known sum pooling. Further, when o = —oco and w; = 1(j = 1...N) are satisfied,
it gives the formula for the conventional max pooling. By taking arbitrary real
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values of o and w;, we can obtain various types of weighted pooling methods.
In the experiments, we will show the dependence of the recognition performance
on the value of o as well as the weight.

4 Experimental Comparisons

In order to confirm the effect of the saliency weight, we conducted computational
experiments with three benchmark datasets: Caltech101 [6], Caltech256 [6], and
Flower102 [7]. In each experiment, we extracted a dense set of multi-scale SIFT
(PHOW) descriptors with a grid size of 16 x 16, 24 x 24, and 32 x 32 at every
6-pixel steps. In applying LLC, we set its parameter K to be 5. To obtain the
saliency value, we adopted the saliency map proposed in [8] and [9].

Figure 2 shows the effect of the weight value and the dependence of the per-
formance of the proposed method on the value of o. From the figure, we can
confirm that the use of weights improves the performance for all the databases,
regardless of the value of o. We can also see a consistent tendency: a smaller value
of o gives better performance. This observation implies that max pooling is
superior to sum pooling.

In Table 1, we showed the best accuracies of the proposed method among the
results for different values of o shown in Fig. 2. We also showed the results of
state-of-the-art methods reported in the literatures. In the case of Flower102, we
listed two representative results reported in the original works [7] that has built the
database: one was obtained by using only SIFT descriptor and the other was
obtained by using the combination of four different descriptors. Though the pro-
posed method cannot achieve the best accuracy obtained by using four descriptors,
we can say that our results is promising in the sense that it is superior to the
original work under the same condition of single SIFT descriptor. In the case of
Caltech databases, we compared the proposed method with a number of recent
codebook-based methods. As shown in Table 1, the proposed method gives the
best result on Catech101, and the second best results on Catech256. Concerning

Table 1 Experimental results on three benchmark datasets

Method Flower 102 Caltech 101 Caltech 256

(20 train) (15 train) (30 train)
Weighted a-pooling 0.633( = —5) 0.691(c = —o0) 0.403( = —o0)
o-pooling 0.579(x = -5) 0.663( = —0) 0.392(¢ = —0)
Nilsback [7] (SIFT) 0.551 - -
Nilsback [7] (4 descriptors) 0.728 - -
Yang [2] (sparse code + SIFT) - 0.670 0.340
Wang [3] (LLC + HOG) - 0.654 0.412

McCann [10] (SPM variant) - 0.686 0.395
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Fig. 2 Dependence of the performance of the proposed method on the value of « and weights

the method suggested in [3], which uses LLC and max pooling, we need to note
that it is a special case of the proposed o-pooling method with o« = —co and
w; = 1(j = 1...N). Thus, the difference of accuracy between o-pooling and
Wang [3] shown in Table 1 is mainly due to the use of different local descriptors
(SIFT vs. HOG).

5 Conclusions

On the basis of the LLC and SPM methods, which are state-of-the-art methods
of object recognition, we propose a novel weighted a-pooling method in which
saliency information and the concept of a-mean are used. By using weighted
pooling, we can expect to achieve an efficient representation of a given object
image by excluding the background information. By using «-mean, we can have a
generalized pooling formula, which can cover sum pooling and max pooling.
Experiments with benchmark data show the positive effect of the weight value: it
leads to the proposed method showing performance comparable to state-of-the-art
methods. The proposed method may be improved further by using more sophis-
ticated local feature descriptors and saliency maps.
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Calibration of Urine Biomarkers
for Ovarian Cancer Diagnosis

Yu-Seop Kim, Eun-Suk Yang, Kyoung-Min Nam, Chan-Young Park,
Hye-Jung Song and Jong-Dae Kim

Abstract For the ovarian cancer diagnosis with biomarkers in urine samples,
various calibration functions are selected and investigated to compensate the
variability of their concentrations. The 15 biomarkers tested in this paper were
extracted and measured for the urine samples of 178 patients. Three types of
functions were employed to calibrate the biomarkers, including the existing one
that divides the biomarker concentration by that of the creatinine. The AUC of the
ROC of the calibrated biomarker with each function was chosen to evaluate the
performance. Experimental results show that the best performance could be
obtained by dividing the concentration of the biomarker by that of the creatinine
raised to the power of the optimal exponent that was determined for the maximum
AUC of the calibrated biomarker.

Keywords Biomarker - Ovarian cancer - Calibration - Logistic regression -
Exponential - AUC

1 Introduction

To prevent the ovarian cancer or increase the possibility of survival, which is one
of the most fatal malignant cancer, the development of early diagnosis method or
detection of risk factors are paramount [1].
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For the past several decades, considerable investment has been made in the early
detection of cancer. However, biopsy is necessary to confirm the cancer, which
opposes the goal of early diagnosis that should not be invasive. Biomarkers aim to
achieve the early diagnosis, and are defined as markers that can objectively measure
whether an organism is in a pathologically normal or abnormal state and the degree
of reaction to certain drugs. More specifically, biomarkers can express a patho-
logical state of illness, measure the degree of reaction that an organism shows when
treated with certain drugs, and predict a viable treatment to an illness. An ideal
tumor biomarker will be the protein fragments detected in the patient’s urine or
blood that cannot be found in a healthy people [2, 3]. Reference [4] reports the
possibility of early detection of ovarian cancer using biomarkers found in urine.

Although urine samples are not useful after 24 h of collection, blood samples
are disfavored over urine samples due to the invasiveness of collection and blood-
borne diseases [5]. The American Conference of Governmental Hygienists
(ACGIH) recommends random urine sampling on basis of the Biological Exposure
Indices (BEIs). However random urines have drawbacks due to the variability of
urinary output. When measuring the biomarkers in urine samples, the protein
quantity in urine can change due to the digested food or the amount of water, and
the concentration might also vary according to the time of collection or the
sampling method. Much of this variability can be compensated for by adjustment
of the concentration of the measured analyte based on the level of creatinine in the
urine [5]. Creatinine is the metabolite of the muscle tissue and normally exists in
urine. According to ACGIH, approximately 1.2 g of creatinine is produced per
day. If the average daily urine volume is 1.2 L (range: 600-2500 ml), the mean
creatinine concentration is approximately 1 g/L. Based on this assumption, the
creatinine correction will adjust the urine concentration to an average concentra-
tion of 1 g/L. Some urines during a day will be above 1 g/LL and others will be
below 1 g/L, but the analyte concentration will be corrected to a value which
would be theoretically equivalent to the value of a urine specimen which has a
concentration of 1 g/L [5].

In Ref. [4], the biomarker concentration was calibrated by simply dividing it
with the creatinine concentration. However the performance can be much more
improved when using another function for calibration as will be shown in this
paper. In order to find the best fit function for calibration, this paper uses the area
under the curve (AUC) of the receiver operating characteristic curve (ROC) for the
calibrated concentrations as the evaluation function to inquire the performance of
the several calibration functions. The results show that, for most markers, the best
performance could be achieved by dividing the biomarker concentration with the
creatinine concentration raised to the power of the exponent smaller than one.
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2 Experiments and Results

In this paper, the three functions, m/c", ¢"/e¢, and em/l 4 et are compared, where
m, ¢, and r are the marker, creatinine concentration, and an exponent to be
determined, respectively. When the exponent 7 in the first function equals to ‘1’,
the function will be the same as that used in Ref. [4]. Also note that the marker will
not be calibrated with the exponent of ‘0’. The second and third function utilizes
the exponential functions which were selected to increase the value at high con-
centrations, since the slope generally decreases significantly as the concentration
increases in most of the pathological and biological phenomenon. However, these
models showed lower performance than the first model for most biomarkers.

In the first model, the AUC of the ROC was calculated for each » from O to 15
with an incremental of 0.1, and the optimum exponent was determined when the
AUC was the maximum.

In the paper, the proposed method was used to measure the concentration of
fifteen biomarkers in 178 urine samples (57 patient samples and 121 healthy
samples). In Table 1, the comparison of the AUC when various calibration
functions were used for each biomarker is shown. The last two columns show the
maximum AUC and the corresponding exponent when the biomarkers were cal-
ibrated by dividing with the creatinine value raised to the power of an exponent.
The biomarkers in the table are sorted according to the values of this AUC, the
highest on the top and the lowest on the bottom. The greatest AUC for each marker
are bold-faced. The table is separated by the solid line between the 9 and 10th

Table 1 AUC values after various calibration functions were applied. The greatest AUCs for
each marker are bold-faced and the solid line is inserted between the 9 and 10th biomarker rows
to distinguish the biomarkers with the AUC < 0.6

Marker m mfc e /et "1+ e m/c"
AUC r
1 HE4 0.7791 0.8243 0.8407 0.7016 0.8249 0.9
2 CRP 0.7667 0.7809 0.7123 0.6149 0.7809 1.2
3 TTR 0.7705 0.7319 0.7283 0.6338 0.7705 0.0
4 VCAM 0.7379 0.7448 0.6910 0.6336 0.7522 0.6
5 NCAM 0.6654 0.6870 0.7177 0.6783 0.7134 0.6
6 Apoclll 0.6035 0.6745 0.6946 0.6910 0.6842 1.3
7 MPO 0.6414 0.6349 0.5939 0.5621 0.6445 0.2
8 PDGF-AA 0.6000 0.6117 0.5830 0.5782 0.6194 0.8
9 CA 15-3 0.5493 0.5982 0.5211 0.5205 0.6021 0.9
10 CA 125 0.5469 0.5866 0.5262 0.5447 0.5876 1.1
11 CA 1999 0.5419 0.5801 0.5817 0.5750 0.5813 1.2
12 Apo Al 0.5434 0.5598 0.5607 0.5450 0.5803 1.7
13 CEA 0.5249 0.5457 0.5556 0.5663 0.5543 1.8
14 OPN 0.4891 0.5346 0.5224 0.5320 0.5536 1.4
15 PAI-1 0.5151 0.5188 0.5341 0.5224 0.5240 0.4
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makers, to distinguish the biomarkers with the AUC < 0.6. Note that the bio-
markers with the AUC of 0.5 have no information on the disease.

As can be seen in the table, the calibration by the last function in the table
shows the best AUC performance for the 6 markers among the 9 top markers. That
is, 66 % of the valuable markers showed much better performance when they were
calibrated by dividing their concentration with the creatinine concentration raised
to the power of the optimal exponent. For 1st, 5th, and 6th markers, this calibration
showed only about 2 % less performance than the best calibration method. The
optimum exponent was <1 for the 7 markers among the top 9 markers, which
opposed the fact that the conventional function is corresponding to the exponent of
‘1.

Figure 1 illustrates the AUC variations according to the exponent when the last
function was employed for the calibration. All of them showed distinct peaks
except for the 3rd and the 15th markers, TTR and PAI-1. This implies that finding
the optimum exponent is significant.

3 Conclusion and Discussion

This paper aims to improve the AUC of the ROC for the ovarian cancer diagnosis.
The best fit calibration function was explored by comparing several functions that
can calibrate the biomarker concentration which was extracted from urine samples.
Among them, the calibration that divides the marker concentration with the cre-
atinine concentration raised to the power of the optimum exponent worked best.
According to the obtained exponent, this method covers no calibration as well as
the existing calibration method where the marker concentration is simply divided
by that of the creatinine. The AUC variation according to the exponent in this
method was investigated and the distinct peaks were observed, showing that the
search of the optimal exponent is more preferable.
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An Iterative Algorithm for Selecting
the Parameters in Kernel Methods

Tan Zhiying, She Kun and Song Xiaobo

Abstract Giving a certain training sample set, the learning efficiency almost
depends on the kernel function in kernel methods. This inspires us to learn the
kernel and the parameters. In the paper, a selecting parameter algorithm is pro-
posed to improve the calculation efficiency. The normalized inner product matrix
is the approximation target. And utilize the iterative method to calculate the
optimal bandwidth. The defect detection efficiency can be greatly improved
adopting the learned bandwidth. We applied the algorithm to detect the defects on
tickets’ surface. The experimental results indicate that our sampling algorithm not
only reduces the mistake rate but also shortens the detection time.

Keywords Kernel methods - Gaussian kernels - Iterative methods - Kernel PCA -
Pre-image

1 Introduction

In kernel methods, different kernels have been used to solve a variety of tasks, such
as the problems of classification, regression, image de-noising and dimensionality
reduction et al. [1]. In support vector machines (SVMs), the three basic kernels
polynomial kernels, radial basis functions and sigmoid kernels are successfully
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used [2]. Among the kernels, radial basis functions also named as Gaussian kernels
are most widely used for its’ stability.

To deal with more complex real problems, some new kernels are proposed.
A combination kernel function was obtained by optimizing over a family of data-
dependent kernels by Shao et al. [3]. Some regularization techniques are used for
learning linear combinations of basic Kernels [4]. Using the learning kernels, the
root mean squared error (RMSE) of some classification problems is lower than the
single basic kernel. Recently, the non-linear combinations of kernels are also
learning by solving the optimization problem. Learning kernels based on a poly-
nomial combination of base kernels has been studied [5]. Multiple kernel learning
(MKL) has been recently proposed, which aims at simultaneously learning a
kernel and the associated predictor in supervised learning settings [6]. For solving
the larger class of problems, the large scale MKL was proposed [7]. And more and
more learning methods are constantly being proposed for solving the complex
practical problems [8, 9].

Almost all the learning kernels methods are based on the basic kernels and
training samples. However, there is little studying on the selection of basic kernels
and the parameters. In the paper, we provide an algorithm for learning the
parameters of kernels.

2 Kernel Methods
2.1 Kernel PCA

Denote the training set X = {x;,xz,...,xy}, where the sample x; € R" (i =
1,2,...,N). The nonlinear mapping ¢ maps the samples x1, . . ., xy into the feature
space F by [2] ¢ :R" — F, xwY. Define the kernel matrix K € RVV by
Ky = ($(x1), $(x).

The samples can be centered in feature space by K. = (E — Iy)K(E — Iy),
where the unit matrix E € RV 1€ RVN(1(i,j) =1, i,j=1,2,...,N). The
detail calculation of data centering can be found in Scholkopf et al.’s paper [10].

2.2 Pre-Image

To solve the optimization problem of minimizing the reconstruction error, the
standard gradient ascent methods were used by the Mika et al [11]. And a mod-
ifying iteration method was also proposed to remove outliers from the data vectors
by Takahashi and Kurita [12]. In the paper, the local linear property is used to
calculate the pre-image by solving [13]



An Iterative Algorithm for Selecting the Parameters 171

minp(t17t27”'7 - Hd) Ztl Pdd) ||

itizl ;>0
i=1

The solution can be obtained by iterative formula
t = [X"]"X"] "' [[x"]"X]B ()

where wy = 2;121 SV adk(x,x)o), 6= 1,2, Ny = wik(3F 1 xp) , (£ =
1,2,.. '7N)7B = [[))1/ Z;,V:I ﬁ(’v ﬁ2/ ZIZV:I ﬁh . "[))N/ Z;,V:I ﬁﬁ]/' And the initial
value of vector ¢ can take 1 = [1/p, 1/p,...,1/p]".

The process of calculating the pre-images can be simply summarized three
steps. We firstly calculate the low coordinates y;(i = 1,2,...,N) in the feature
space using the kernel PCA. Secondly find the p nearest neighbors x'(i =
1,2,...,p) by the coordinates y;(i = 1,2,...,N). At last, obtain the pre-image by
the linear expression of the p nearest neighbors.

3 Theoretical Results and Algorithm
3.1 Theoretical Results

To calculate the optimal bandwidth of Gaussian kernel, establish the following
optimization problem

N
minF(o) = >° 3" (G(0.j) ~ K(i.j))? 2)

i=1 j=1

where

Mz

=2

i=1 j

(exp(~|lx; — x1[*/26%) — G(ij) (3)

1

The necessary conditions of unconstrained optimization problems can be written
as alg—(;) = R(g) = 0 in the extreme value. the cumulative sum can be seen as the
inner product between vector a and vector b, where the vector b is constituted by
the coefficients of the function k. The vector a is constituted by items
k(xi,x;), k*(x;,%;)(i,j = 1,2,...,N). Then the equation R(¢) = 0 can be written as
b'a = 0. In practice, vector b is known, and vector a changes with the variable o.
A plane can be determined by the linear equation »'x = 0. Solving the equation
R(0) = 0 is equivalent to solve equations »'x = 0 and x = a.
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The Fig. 1 shows the changing of two dimensional the vector a following the
parameter ¢. In Fig. 2 shows three different kinds of solutions’ distribution. In
Algorithm 1, we will calculate the solution of equation by iterative method [14].

3.2 Algorithm

To calculate the optimal bandwidth o, we should solve the equation R(g) = 0, where
N N
2 . 2 2
R(o) = 2 2 (exp(=lbxi — x| /20%) = G(i.J))-||xi = %[ - exp(=||xi — x]|"/20%).
i=1j=
Based on the above analysis, the equation has at most two roots. We can select
the optimal bandwidth ¢ by the iterative algorithm (Table 1).
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Table 1 Iterative algorithm
Algorithm 1

1. Input: X = [x1,x2,...,xn],3,(0),0,(0)

2. Calculate matrix G, G(i,j) = Wf;’ix&%

3. Calculate R;(0) = R(,(0)), R,(0) = R(0,(0))

4. nn=0

5. while(|R.(nn) — Ry(nn)| > 1 x 107°)

6. mn=nn+1, o, w,RC:R(Gc)

9. ifR(mn—1)-R. >0

10 Ri(nn) = R.,R,(nn) = R,(nn — 1), 0,(nn) = a.,0.(nn) = a,(nn — 1)
14.  end

15. ifR(mn—1)-R. >0

16. R, (nn) = R, R;(nn) = R;(nn — 1), 6,(nn) = a.,0;(nn) = a;(nn — 1)
20. end

21. end

22. Output: ¢ = gy(nn)

4 Experimental Results

To verify the learning kernel bandwidths’ effect, we do some numerical experi-
ments on two data set I and II. The two data sets are from some printed matters.
Part samples can be found in Fig. 6. We respectively select 200 samples as the
training samples from data sets I and II. We take the initial vaues o;(0) = 1 x 10?
and ¢,(0) = 1 x 10°. In Figs. 3, 4 show the iterative results of bandwidths. The
bandwidths can fast convergence to the optimal values 14494 and 18375 in the
iterative process.

Input new
sample |«
X
Y
Input data .Se.l ect Sele?t Extract
set D | training set | bandwidth > features
X (o}
Mark Y Calculate Calculate
defective binarized | pre-image
images image /4
N

Fig. 3 Solutions’ distribution with the parameter
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Based on the selected 200 training samples, some experiments have been com-
pleted on the two data sets. In the experiments, 1000 and 724 test samples
are used to verify the rationality of learning bandwidth. We choose 5 nearest
neighbors and 80 principal components and the number of iterations is 20 (Figs. 5, 6

and 7), Table 2.

In Fig. 6, shows partial results which include the images with noise, the pre-
images and the binary difference images. We can find that the defects can be easily
detected by the reconstructed samples using the selected training samples.
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Fig. 6 Solutions’ distribution with the parameter
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Fig. 7 Solutions’ distribution with the parameter
5 Conclusions

We present a method of learning kernel parameters, including an iterative algo-
rithm. The bandwidth of Gaussian kernel has a large influence in calculating the
pre-images using the kernel PCA. The method not only can be used to select the
parameters, but also can be used to learn the kernel. The sensible of selection
theory is also corroborated by some of our empirical results.
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A Fast Self-Organizing Map Algorithm
for Handwritten Digit Recognition

Yimu Wang, Alexander Peyls, Yun Pan, Luc Claesen
and Xiaolang Yan

Abstract This paper presents a fast version of the self-organizing map (SOM)
algorithm, which simplifies the weight distance calculation, the learning rate
function and the neighborhood function by removing complex computations.
Simplification accelerates the training process in software simulation and is
applied in the field of handwritten digit recognition. According to the evaluation
results of the software prototype, a 15-20 % speed-up in the runtime is obtained
compared with the conventional SOM. Furthermore, the fast SOM accelerator can
recognize over 81 % of handwritten digit test samples correctly, which is slightly
worse than the conventional SOM, but much better than other simplified SOM
methods.

Keywords Neural network - Self-organizing map - Handwritten digit recognition -
Simplification

1 Introduction

The self-organizing map (SOM) also called Kohonen neural network is a com-
petitive learning artificial neural network proposed by Kohonen in 1982 [1]. It is
an unsupervised learning method which has both visualization and clustering
properties by discovering the topological structure hidden in the data sets.
Essentially the goal of a self-organizing map is to map continuous high-dimen-
sional data onto a discrete low (typically one- or two-) dimensional feature map.
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As a clustering algorithm, the SOM has been applied widely in various fields
including pattern recognition, defect inspection and as a data-mining tool to per-
form classification of high-dimensional data [2, 3]. Research on improving the
performance of the SOM has been going on for decades. One of the key issues to
overcome is the low speed learning process while obtaining a well trained map.
A SOM is well trained if clustering is achieved in a short time and, at the same
time, it creates a projection of data into the map strongly related to the distribution
of data in the input space. One of the main reasons for this continued research
effort is that the amount of data which is to be analyzed can be huge, for instance
thousands of high-dimensional image vectors. The simulation of extensive net-
works with thousands of neurons, each with high-dimensional weights takes rel-
atively much time on state of the art general purpose computers. To solve this
problem, this paper presents a fast version of the SOM algorithm and software
simulation proves that the SOM has been accelerated to some extent.

The remainder of this paper is organized as follows: Sect. 2 gives a brief
overview of related works. Next, Sect. 3 presents the conventional self-organizing
map. Section 4 presents our proposed fast self-organizing map algorithm.
Section 5 discusses the experimental results on handwritten digit recognition and
finally in Sect. 6 the conclusions are drawn.

2 Related Work

To improve both the efficiency and effectiveness of the conventional SOM algo-
rithm, many approaches have been proposed. A first possibility to reduce the
runtime of the SOM is to compute initial values for the feature map instead of
choosing them randomly in such a way that the training will be accelerated. In [4]
the K-means clustering algorithm is used to select initial values for the weight
vectors of the neurons, which subsequently reduces the required amount of training
steps. Because the SOM offers multiple opportunities to exploit the parallel
computing [5], a second way of handling the computational complexity is to
transform the SOM algorithm into a distributed algorithm. Lobo et al. developed a
distributed SOM in order to speed up the training of the SOM [6]. In order to
shorten the processing time the batch version of the SOM has been used by Yu and
Alahakoon [7], this version of the SOM is also more suitable for parallel imple-
mentation. A third way of accelerating the neural computations is to design
simplified SOM algorithm. The weight update step is simplified by removing the
non-linear functions in the following papers [8, 9] and therefore results in a more
hardware-friendly version of the SOM algorithm. Nevertheless, these simplified
methods suffer from a low recognition accuracy and are hardly effective in
complex applications. In this context, a fast SOM algorithm is proposed in this
paper which not only speeds up the training process but also promises a similar
recognition accuracy with the conventional SOM.
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3 Self-Organizing Map Algorithm

1. Initialization step: At the start of the SOM algorithm, typically all the weights
w; of the neurons are initialized with random values.

2. Compute the distance between the training vector X = {xi,...,xy} and each
neuron N; with weight w;, using the Euclidean distance function:

> b —wi)?

i=1

3. Define the winning neuron as the neuron with the minimum distance.
4. Update each neuron according to the following update function:

wi(t + 1) = wi(t) + a(t) - Nigx) (1) - (X —w;(t)) (2)

wj(t + 1) is the updated weight vector, a() the learning rate and N;;x)(¢) the
topological neighbourhood value at training step . I(X) is the winning neuron.

5. Update the neighborhood function and the learning rate.
6. Repeat steps 2-5 for the next training vector.

4 Fast Self-Organizing Map Algorithm

Distance calculation The conventional self-organizing map uses the Euclidean
norm as the distance calculating function (see Eq. 1), however because it involves
the squaring of values and a square root, the Euclidean distance computation is
time-consuming for software prototype and also resource-intensive for hardware
implementation. Following [8, 10], we use the Manhattan distance which is
computationally simpler for calculating the distance between vectors.

Dy =7 |(xi — wy)l 3)
i=1

Learning Rate Function The learning rate is typically defined as the following
exponential function.

al(f) = ap - exp (;) @)

o
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Note that because of the multiplication, division and exponential function, this
function will cost too much learning time. To reduce the computational complexity
imposed by the exponential calculation of the conventional SOM, an alternative
formula is selected to substitute the conventional Eq. 4. Actually, this alternative is
the first term of the Taylor series expansion of Eq. 4.

oc:cxo(l —%) (5)

Neighborhood Function When using Kohonen’s self-organizing map, the dis-
tance in the feature map between the neurons influences the learning process. A
typical neighborhood function is shown in Eq. 6, which decreases not just over
time, but also depends on the topological distance of the two neurons in the net.

N.,(t) = exp _diy (6)
i (202(I)>

Here d,, is the distance between node x and node y, more specifically it is the
physical distance between the nodes in the feature map and o(¢) the time depen-
dent value responsible for decreasing the neighborhood size over time.

However our proposed neighborhood function ignores any influence of time
and only depends on the topological distance between two neurons, which is
computed by the Euclidean norm. For each neuron within the neighborhood size
ns, the neighborhood parameter is calculated as shown in Eq. 7. Neurons outside
this neighborhood area will not be updated.

N. . — e ifd(x,y)<ns 7)
i 0 if d(x,y) > ns

The weight update function depends on both the learning rate function and the
neighborhood function. In Fig. 1, respectively the results of the conventional
weight update function and our proposed weight update function are shown in the
condition of «y = 1,d,, = [0,4],7 = [0, 10000]. Note that the shapes of the 3D
charts based on these functions are similar, which motivates the similarity in
performance between both versions. The performance results will be given in the
last section.

5 Case Study: Handwritten Digit Recognition

The performance of the SOM was tested in the field of handwritten digit recog-
nition and the MNIST database was chosen to train and test the feature map [11].
We evaluated the proposed fast SOM by a software simulation on a PC with a
general purpose processor clocked at 2.1 GHz and 2 GB of SDRAM. In Fig. 2, the
runtime with varying amounts of iterations and varying amounts of neurons is
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Update Parameter Update Parameter
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Fig. 1 Comparison of weight update functions. a Proposed weight update function. b Conven-
tional weight update function
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Fig. 2 Runtime comparison between conventional and fast SOM. a Runtime with different
training steps. b Runtime with varying numbers of neurons

compared between the proposed fast SOM and the conventional SOM respec-
tively. By using the Manhattan distance metric, a simplified learning rate and
neighborhood function, no multiplications and exponential computations is
required, due to this a reduction in time ranging from 15 to 20 % can be achieved.

Furthermore, it is also important to note that the proposed fast SOM algorithm
is able to obtain this speed-up while maintaining an accuracy which is similar
compared to the conventional SOM. Our fast SOM algorithm outperforms other
simplified SOM algorithms such as [8, 9].

In Table 1 the recognition accuracy of the conventional, our fast version and
also Pena’s [10] SOMs are shown. These were obtained by various numbers of
iterations and each iteration equals training the feature map with 60,000 input
vectors. Afterwards, the SOM is tested with 10,000 test samples. Finally the
feature maps of the conventional and proposed SOMs are shown in Fig. 3. The
neurons of both maps clearly organized themselves and clusters can be
distinguished.
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Table 1 Recognition accuracy on MNIST database

Iterations Conventional SOM (%) Proposed fast SOM (%) Pena’s SOM (%)
1 82.34 81.83 64.96
10 84.93 83.24 66.03
100 85.01 83.79 66.81
200 85.74 84.13 67.24
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Fig. 3 Feature map after training with MNIST dataset. a Feature map of proposed SOM.
b Feature map of conventional SOM

6 Conclusion

This paper proposes a fast SOM algorithm for handwritten digit recognition which
simplifies the conventional SOM by removing complex computations in the
weight distance calculation, the learning rate function and the neighborhood
function. After evaluating the performance in software simulation, we conclude
that the proposed fast SOM algorithm can reach the goal of accelerating to some
extent, maintain similar recognition accuracy compared to the conventional SOM
and performs much better than other simplified SOM methods.
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Frequent Graph Pattern Mining
with Length-Decreasing Support
Constraints

Gangin Lee and Unil Yun

Abstract To process data which increasingly become larger and more
complicated, frequent graph mining was proposed, and numerous methods for this
has been suggested with various approaches and applications. However, these
methods do not consider characteristics of sub-graphs for each length in detail since
they generally use a constant minimum support threshold for mining frequent sub-
graphs. Small sub-graphs with a few vertices and edges tend to be interesting if their
supports are high, while large ones with lots of the elements can be interesting even
if their support are low. Motivated by this issue, we propose a novel frequent graph
mining algorithm, Frequent Graph Mining with Length-Decreasing Support
Constraints (FGM-LDSC). The algorithm applies various support constraints
depending on lengths of sub-graphs, and thereby we can obtain more useful results.

Keywords Frequent graph mining - Length-decreasing support constraint -
Sub-graph

1 Introduction

As data generated from the real world have been complicated and large increasingly,
previous frequent pattern mining methods, which find frequent patterns from simple
database composed of items, have been faced with limitations that cannot deal with
these large and complex data. Thereafter, to overcome this problem, frequent graph
mining has been proposed [2—5]. However, existing frequent graph mining methods
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extract frequent sub-graphs with only one minimum support constraint which is set
in the early mining procedure regardless of sub-graphs’ lengths. Therefore, they
have the following problem. Small sub-graphs having a few vertices and edges tend
to be interesting if they have high support values. In contrast, large sub-graphs
having many vertices and edges can be interesting even though they have low
supports. However, the previous methods cannot find interesting large sub-graph
patterns with lower supports than a given minimum support threshold since the
threshold is fixed regardless of patterns’ lengths. To solve the problems, we propose
a novel frequent graph mining algorithm, called Frequent Graph Mining with
Length-Decreasing Support Constraints (FGM-LDSC).

2 Related Work

Frequent graph mining began from Broad First Search (BFS)-based methods, and
thereafter, Depth First Search (DFS)-based mining methods have been studied
actively. In addition, graph mining can be applied in other data mining area such as
classification [7], and regression analysis [7], and so on. As fundamental graph
mining algorithms, there are famous algorithms such as FFSM, gSpan, Gaston
[4, 5], etc. Especially, Gaston is a state-of-the-art algorithm which has the fastest
runtime performance among them. In addition, there are numerous graph mining
algorithms such as applying weight conditions [1, 2], using abbreviated notations
called maximal and closed sub-graphs [6], finding frequent sub-graphs with a
strong correlation [3], and so on.

LPMiner/SLPMiner [8] is a fundamental frequent pattern mining algorithm
applying length-decreasing support constraints. Thereafter, WSLPMiner [9] was
proposed, which can mine weighted sequential frequent patterns in the same
environment, where the length means the number of items belonging to any pattern
(or a set of items). However, these algorithms deal with only itemset databases,
and therefore, they are not suitable for mining frequent sub-graphs from databases
consisting of graphs.

3 Frequent Graph Mining with Length-Decreasing
Support Constraints

3.1 Length-Decreasing Support Constraints on Frequent
Graph Mining

Previous frequent graph mining methods generally consider only one standard, a
single minimum support threshold when they extract frequent sub-graphs. How-
ever, this is unsuited for determining whether all of the sub-graphs are actually
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Fig. 1 An example of graph expansions

valid or not. Recall that certain sub-graphs with a small number of vertices and
edges tend to be interesting if they have high supports. In contrast, other sub-
graphs having lots of the elements can be interesting even though they have
relatively low supports.

Example 1 Figure 1 represents an example of graph expansions for mining fre-
quent sub-graphs, where we assume that sub-graphs within the red dotted rect-
angles are interesting patterns and have to be extracted. In general frequent graph
mining, a minimum support threshold has to be set as 3 to mine all of the inter-
esting sub-graph patterns. However, since the method extracts not only interesting
patterns but also all of the frequent but uninteresting ones with 3 or more supports
such as {G,, G,”, G}, it eventually repeats mining operations many times to
generate these meaningless sub-graphs.

To reduce these inefficient operations and find only interesting sub-graphs, we
propose length-decreasing support constraints suitable for graph structures.

Definition 1 A length of any sub-graph is determined by vertices and edges
composing the sub-graph. If a certain sub-graph, G has a path or free tree structure,
its length, length(G) is denoted as length(G) = # of vertices included in G. On the
other hand, consider that G has a cyclic graph form. Let Gy, be a graph such as a
path or a free tree just before G is expanded as a cyclic graph. Then, length(G) is
calculated by the equation, length(G) = # of vertices in G, + # of cyclic edges
added to G.

FGM-LDSC assigns minimum support thresholds with respect to each sub-
graph’s length depending on Definition 1, where these threshold values are
gradually decreased from high to low values.
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3.2 Pruning Strategy Retaining Anti-Monotone Property

As lengths of generated sub-graphs increase in FGM-LDSC, minimum support
thresholds corresponding to each length are inversely decreased. In this environ-
ment, if we conduct mining process as a general method, fatal pattern losses can be
caused since it does not satisfy Anti-monotone property (or downward closure
property). To consider and overcome this problem, we propose measures and
strategies for effectively removing unneeded sub-graphs as well as satisfying Anti-
monotone property.

Definition 2 Let GDB be a certain graph database and GL be a set of lengths for
sub-graphs generated from GDB, denoted as GL = {gl;, gl», gl3, ..., gl,,}. Then, a
set of minimum supports for GL, MS is denoted as MS = {ms,, ms,, mss, ..., ms,},
where subscripts means sub-graphs’ lengths and the relation, ms; > ms; is satisfied
for 1 <i <j < n depending on the length-decreasing support constraint tech-
nique. Let min(MS) be the lowest support among the values of MS, and then, we
use the min(MS) as a minimum support threshold since the value guarantee Anti-
monotone property.

min(MS) = min; <y <,(ms) (1)

Depending on the Definition 2, the minimum support for the sub-graph with the
longest length is assigned as min(MS). Thus, if any sub-graph, G has a support less
than min(MS), it means that G and all of the possible supper patterns of G also
have lower supports than min(MS) since their supports become smaller as G is
gradually expanded according to Definition 2, which satisfies Anti-monotone
property. Consequently, it is certain that pruning G and G’s super patterns does not
cause any problem.

Example 2 Consider Fig. 1 again, where MS is set as MS = {ms,, ms,, ms3,
mss} = {8, 5,5, 3} and we assume that G3, G|/, G5/, and G,"”’ are interesting sub-
graphs which FGM-LDSC has to extract. Then, min(MS) = 3 according to Eq. (1).
In the first graph expansion (ms; = 8), G5 is only a valid pattern since its support
is larger than 8, while the others, G| and G, become invalid ones. However, FGM-
LDSC does not prune them since their supports are higher than 3(= min(MS)). In
the next expansion (ms, = 5), G|’ and G, are interesting sub-graphs while G5’ is
meaningless graph and also pruned permanently since its support is lower than not
only 5(= ms,) but also 3(= min(MS)). Especially in here, we can show that G," and
G,', which are infrequent sub-graphs at the first expansion step, are changed as
frequent patterns in the current step due to the min(MS). In the third (ms; = 5),
G, is not pruned since its support is higher than 3 although it is lower than 5,
while G,” is permanently pruned since its support < min(MS). G3” is not even
considered due to pruning G3'. In the last expansion (ms4 = 5), G,"”, which grow
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input: agraph database, GDB, a set of supports for each length, MS

output: a set of frequent sub-graph patterns, §

Mining_graph_patterns(GDB, 4, i, &)

1. calculate min(MS5) // according to equation (1)

2. find all vertices and edges such that their support = min(MS) in GDB

3. for each vertex, v in a set of the found frequent vertices, do

a sub-graph, SG € v

a set of valid edge, E” € edges which can be attached to v among the found frequent edges, E
current graph state, GS € “path”

8§=5 U Expanding graph(SG, E’, GS)

S Sth

Expanding graph(a sub-graph SG, a set of edges E, current graph state GS)

1. for each edge, ein E do

2.  if GSis “path” or “free tree” do

3 generate an expanded path or free tree, SG’ of §G adding ¢ and a corresponding vertex, v
4 calculate length(SG’) // depending on Definition 1

5.  else generatean expanded cyclic graph, G’ of S§G adding only ¢

6 calculate length(SG”) // depending on Definition 1

7 select current minimum support for length(SG”), ms from MS

8 if support of SG* = min(MS) 4 do

9. if support of SG” = ms do
10. S=85USG’
11. else discard SG” // however, $G’ is not pruned

12. else e € the next edge in E and goto line 1 // $G” is pruned
13. E’ € asetofvalid edges that can be attached to SG”

14. GS € current graph state of §G’

15. §=8 U Expanding graph(SG’, E’, GS)

Fig. 2 FGM-LDSC algorithm

from the infrequent G,”, becomes a frequent and interesting sub-graph again since
it satisfies the min(MS) condition.

3.3 FGM-LDSC Algorithm

Figure 2 presents frequent graph mining procedure performed by FGM-DLSC. In
the function: Mining_graph_patterns, FGM-DLSC calculates min(MS) with
respect to the inputted MS. After that, it finds frequent vertices and edges satisfying
the min(MS) condition and extracts frequent sub-graph patterns by expanding
graphs regarding the found elements. After the mining_graph_patterns function
calls its sub-function, Expanding_graph, FGM-LDSC conducts the graph expan-
sion step and computes the length of the resulting graph for each edge, where it
performs appropriate operations depending on whether the current graph state is a
path, a free tree, or a cyclic graph. Thereafter, it finds the ms value corresponding
to the calculated length from MS, and determines whether the currently expanded
graph is frequent or has to be pruned. Then, it conducts a series of processes for
SG’ satisfying the condition of line 8, and continues the graph expansion steps with
respect to SG’ through recursive calls of this routine itself.



190 G. Lee and U. Yun

Fig. 3 Support constraints of DTP data = minsup=6%
DTP and PTE datasets 3 16 4544 8 minsup=7%
= e L\_ minsup=8%
fat ]
‘T 14 _.-\-—\ L a e minsup=9%
E 12 : minsup=10%
o
(=]
v+ 10 4
2
= 8
N
6 !
o 5 10 15 20 25 30 35
Length

4 Performance Analysis
4.1 Experimental Environment

In this section, performance evaluation results for the proposed algorithm, FGM-
FDSC are presented. A target algorithm compared to FGM-FDSC is Gaston [4, 5],
which is a state-of-the-art frequent graph mining algorithm. The two algorithms
were written as the C++ language and ran with 3.33 GHz CPU, 3 GB RAM, and
WINDOWS 7 OS environment. For these experiments, we used a real graph
dataset, named DTP. Details of the dataset are available at [4, 5]. Figure 3 rep-
resents a distribution of length-decreasing support constraints for the dataset, DTP.

4.2 Experimental Results

Figure 4 shows the results for the number of frequent sub-graph patterns and
runtime performance for the DTP dataset. As shown in the left figure, FGM-LDSC
dramatically reduces sub-graph patterns, which are unnecessarily generated in
mining process, by applying the proposed strategies and techniques. In contrast,
Gaston extracts the enormous number of sub-graphs since it mines all of the
patterns with higher supports than the single and fixed minimum support threshold.
Especially, pattern results generated by Gaston are sharply increased as the
threshold becomes low while the results by FGM-LDSC increase slightly and
consistently since our algorithm selectively extracts actually interesting sub-graphs
for each length. In the right part of Fig. 4, Gaston requires more time resources
compared to FGM-LDSC in all of the cases since the Gaston finds and extracts all
of the possible frequent sub-graphs not considering whether generated sub-graphs
are really interesting or not. Especially when the minimum support threshold is
lowered from 7 to 6 % in DTP, we can observe that corresponding runtimes of the
two algorithms are greatly increased. However, our FGM-LDSC has an increasing
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Fig. 4 The number of frequent sub-graphs and runtime results in DTP dataset

rate smaller than that of Gaston, and a gap between them becomes bigger when-
ever the threshold is lowered. This runtime interval occurs due to the meaningless
sub-graphs pruned by Definition 2.

5 Conclusion

In this paper, we proposed a frequent graph mining algorithm with length-
decreasing support constraints. Through the proposed algorithm, FGM-LDSC, we
could obtain interesting sub-graphs having not only high supports and a few
vertices and edges but also relatively low supports and a lot of the elements.
Moreover, through the suggested pruning strategies and techniques, we demon-
strated that our algorithm outperforms the previous method in terms of mining
efficiency, as shown in the experimental results in this paper. Our algorithm can be
applied to the other fields such as maximal/closed frequent graph mining, weighted
frequent graph mining, and so on, and we expect that the strategies and techniques
of our FGM-LDSC will contribute to advancing their mining performance in
common with this paper.
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An Improved Ranking Aggregation
Method for Meta-Search Engine

Junliang Feng, Junzhong Gu and Zili Zhou

Abstract A meta-search engine transmits the user’s query simultaneously to
several individual search engines and aggregate results into a single list. In this
paper we conduct comparisons on several existing rank aggregation methods. Then
based on those comparisons, an improved ranking aggregation method is proposed
for meta-search engine. This method combines merits of the Borda’s method and
scaled footrule method. Extensive experiments show that this improved method
outperforms the alternatives in most cases.

Keywords Search engine - Meta-search engines - Rank aggregation - Borda -
Scaled footrule

1 Introduction

With the explosive growth of internet information, an effective search engine
becomes more and more important for users to find their desired information from
billions of web pages. Although the ranking algorithms (such as PageRank [1]) in
search engines have been upgraded fast, but it’s still impossible for one single
search engine to cover all the web pages even for some famous general search
engines, like Google and Bing. For specific queries, different search engines may
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only search a subset of the internet. Meta-search engine [2] may help to improve
this problem. Constructing a meta-search engine is quite desirable, while the most
challenging problem for meta-search is the ranking aggregation method [3].

In this paper, a meta-search engine named ICASearch is implemented. Besides
this, we make comparison among several ranking aggregation methods [4], and
propose an improved ranking aggregation method. The proposed ranking method
is evaluated on our meta-search engine system. The experiment results show that
this optimal method has more precise results than the general methods.

2 Meta-Search Engine

A meta-search engine is a system, which fuses the search results from several
individual search engines into a single result list. So it enables users to provide
search criteria only once and access several search engines simultaneously [5].
When a query arrives, the meta-search engine forwards the query to several
constituent components. Then the constituent components process the query and
dispatch the query to several general search engines. Each engine responds to the
query with a ranked result lists. Finally, the meta-search engine merges all the
results lists, and returns the merged list to the user. Now meta-search systems have
drawn attentions from both academic and commercial areas.

For web search engines, we only focus on the results in first 1 or 2 pages, that’s
to say, we only need to consider the partial list, the top 20-50 results from each
engine, and merge these lists into a final result list for our user. This is different
from merging the full list of the results. It is a more challenging task for
aggregation.

Meta-search engine has some advantages over general search engines. Firstly, a
more improved precision by merging multiple results, particularly for the web
search engine. Secondly, it can provide a more consistent and reliable performance
than individual search engines [6]. Thirdly, the architecture [7] of meta-search
engine has a better modularity. It allows a single search engine system to be
divided into smaller, special components.

3 Architecture of ICASearch

ICASearch, is a meta-search engine aiming to provide better search results for its
users. The architecture of ICASearch is depicted in Fig. 1. There are three modules
in the system: (1) search engine module; (2) controller module; (3) third party
module. We will present the internal details in the following sections.
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Search Engine Module Controller Module
A Query Process Bl
Bing
ICANutch +
Rank Aggregation Browser
Third Party Module
Chinese Word ¢
Segmentation
I Extension -
Words Relationship
Mining

Ontology

Fig. 1 The Architecture of ICASearch

3.1 Search Engine Module

The search engine module contains several individual search engines. In this
system, we use three search engines: Google, Bing and ICANutch. ICANutch is a
local search engine. It crawls web pages mainly on internet and mobile applica-
tions news. Our experiments are also conducted on these topics.

3.2 Controller Module

This module contains three parts: (1) Query processing. It performs word seg-
mentation when user submits a query, and then dispatches it to the search engine
module. (2) Rank aggregation. When relevant results are returned from Search
Engine Module, it will merge the results into the final result. (3) Extension. After
rank aggregation, we will use the third party module to get relationships and
relevance words for the query. This information is shown on the web page to
facilitate our user in further search.

3.3 Third Party Module

Three-third party APIs are invoked in this system. (1) Chinese Word Segmentation
plugin. As our queries are mainly in Chinese currently, so it’s appropriate for us to
use Chinese word segmentation plugin to get a more precise understanding of
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user’s query. (2) Words Relationship Mining API. We use this API to extend our
search results. (3) Ontology library. There is an ontology system which provides us
with some ontologies to do query extensions on our search results.

4 Rank Aggregation Methods

There exist various methods for aggregate result from difference rank-ordered lists
[3, 4]. In most case the methods can be classified with the following rule: (1) based
on the score; (2) based on the rank; (3) required the training data or not [8]. In this
paper, we will mainly discuss the methods based on the rank.

4.1 Preliminaries

Let U presents the universe, a set of items. An ordered list T with respect to U is an
ordering of a subset S C U, i.e., T = [x; >xp >...> x|, with each x; € S, and >
is some ordering relation on S. If i € 7, let 7(i) denotes the position or rank of i
(a high ranked or preferred element has a low-numbered position in the list). For a
list 7, |t| denotes the number of elements. With w®(i) we will denote the nor-

malized weight of item i € 7 in ranked list 7 [5].

4.2 Borda’s Method

In Borda’s method, we use the Borda rank normalization [9] to calculate the w* (i),
for an item ¢ € U

| -2l feer
wle) = { w7 1)
1 =
5_2.|U‘7lfc¢r
For given ordered lists 1y, 12, . . ., Tt, then for each element ¢ € S and list 7;, we

assign the w'(c) to each ¢ in 1; as B;(c), so the total Borda score B(c) is defined as
S | Bi(c). After calculated all the Borda score, we could sort the result in
decreasing order by the total Borda score. The computation complexity of this
method is O(n?),n denotes the total size of the partial list results.
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4.3 Scaled Footrule Optimization Method

The scaled footrule method use the footrule distances to rank the various results. In
the full list scenario, the footrule optimal aggregation can be solve by construct a
bipartite graph from the lists and compute the minimum cost perfect matching [6].

For partial lists 71, 13, . . ., Tx, we defined a weighted bipartite graph (C, P, W).
C denotes the set of nodes to be ranked. P = {1,2,3,...,n} denotes the set of
available positions. The weight W(c, p) is the total footrule distance of ranking the
element c in position p, given by

Wiep) =S o)/ [ul —p/n| 2)

So this problem has been converted to calculate the minimum cost perfect
matching problem in a bipartite graph. In this paper, we use the Kuhn—Munkres
algorithm to solve this matching problem. The computation complexity of the
algorithm is O(n*),n denotes the total size of the partial list results.

4.4 B-F-Rank Method

The Borda method focus the position on the initial return lists, and the scaled
footrule optimization method will consider not only the original positions, but also
consider the final rank positions (as the bipartite graph defined in Sect. 4.3). After
research, we found that, in the first few results the Borda method are more
accurate, but the precision declined quickly while the result size increase
increasing. The precision change in scale footrule method is relatively stable. So
we propose a method named B-F-Rank, which combines the two methods to rank
the final result, and suppose it will get more accurate results. There are three steps
for the method.

1. Get two aggregated result list Lg and Lr. Lg is the result list ordered by Borda’s
method, while Lg is ordered by scaled footrule method. As we know, the
elements in the Lg and Ly is the same, the only difference is the ranking
position.

2. Use the Eq. 1, to normalize the Lg and Lp, so for each element c, we get two
weights, wg(c) and wg(c), that are been normalized by Lp and Ly respectively.

3. The new weight of element cis given by

We—F—rank(¢) = o= wg(c) + f - wr(c) 3)

o and f is real value and o + ff = 1.0. Then rank the element list by wg_p_gani in
decreasing order and we will get the final result ordered by B-F-Rank method.
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5 Experimental Evaluation and Results

In our system, three search engines, Google, Bing, and ICANutch are used. The
Borda’s method and scaled footrule method are taken as benchmark methods. We
prepared 10 queries, all those queries focus on the internet and mobile applications
news. This experiment setting decreases the impact of the diverse result set and
lets us focus on the rank aggregation method optimization. In each query round,
we select the top 50 results from each engine, and after rank aggregation use
specific method, our measurement is based on the precision of the top 50 of the
final results. The precision is assessed by human judges. Average precision and
precision in top-N results (P@N) are chosen as evaluation criteria. Figure 2 is the
precision for the methods run in each query round, it shows the B-F-Rank result is
more precise.

Figure 3 shows, at the rank N-th position, the average precision of 10 queries’
results that use specific method. The B-F-Rank method shows a more stable and
better precision curve than the other two methods.

Fig. 2 Precision of results 1
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Table 1 Average precision of the three methods
Methods Borda Scaled footrule B-F-Rank
Average precision 0.618 0.538 0.774

Table 1 presents the average precision of the three methods in top 50 results.
The result shows that the B-F-Rank method outperforms the alternatives in most
cases.

6 Conclusions and Future Work

In this paper, several rank aggregation methods are discussed and evaluated. An
improved ranking aggregation method named B-F-Rank is proposed. The evalu-
ation result shows that the proposed method outperforms classical methods,
Borda’s method and scale footrule optimization method, in most cases.

The future work involves, incorporating more search engines in our study and
adding semantic and ontology extension in the queries. Furthermore we could also
incorporate term similarities and correlation in our aggregation method.
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Identity-Based Privacy Preservation
Framework over u-Healthcare System

Kambombo Mtonga, Haomiao Yang, Eun-Jun Yoon
and Hyunsung Kim

Abstract The digitization of patient health information has brought many benefits
and challenges for both the patient and doctor. But security and privacy preser-
vation have remained important challenges for wireless health monitoring systems.
Such concerns may result in reluctance and skepticism towards health systems by
patients. The reason for this skepticism is mainly attributed to the lack of assur-
ances about the way patient health information is handled and the implications that
may result from it on patients’ privacy. This paper proposes an identity-based
privacy preservation framework over u-healthcare systems. Our framework is
based on the concepts of identity-based cryptography and non-interactive key
agreement scheme using bilinear pairing. The proposed framework achieves
authentication, patient anonymity, un-traceability, patient data privacy and session
key secrecy, and resistance against impersonation and replay attacks.
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1 Introduction

Advances in telecommunication technology have made possible data transmission
over the wireless system. This has enabled remote patient monitoring systems
which collects disease-specific metrics via wireless biomedical devices used by
patients. The collected health data is transmitted to a remote server for storage and
later examination by the healthcare professionals. However, the different usage
scenarios of remote monitoring systems e.g. in-hospital and home monitoring have
resulted in diverse security and privacy concerns [l, 2]. Ensuring privacy and
security of health information, including information in the electronic health
record (EHR), is the key component to build the trust required to realize the
potential benefits of electronic health information exchange [3]. Many protocols to
enhance privacy and security of remotely collected patient health information have
been put forward by researchers [4-7].

In this paper, we propose an identity-based privacy preserving framework over
u-healthcare systems. In our framework; (1) Identity-based cryptography (IBC) is
adopted to ensure the secure transmission, receiving, storing and access of patient
data. (2) The doctor can give feedback directly to the patient on his/her health
condition. (3) The patient and doctor can establish a secure channel directly by
establishing session key with non-interactive manner.

2 Preliminaries

In this section we briefly review our threat model and present notations used
throughout the paper. For details on Bilinear pairing, Bilinear Diffie-Hellman
problem and non-interactive identity-based key agreement please refer to [8].

2.1 Threat Model

There are many threats to patient privacy and security in remote health monitoring
system. Some of these threats include: data breach by insiders, insider curiosity,
accidental disclosure and unauthorized intrusion of network system by outsiders
[9]. In our framework, we aim to enhance patient data and identity privacy against
both insider and outsider attacks i.e. attacks being provoked by an entity that is
part of the network or by an outside entity who has, somehow, gained access to the
network. For outside attackers, authentication and IBC-based data encryption have
been adopted in order to prevent the attacker from gaining access to patient’s data.
In addition, a patient uses pseudo-ID when sending his/her health data and the data
is stored encrypted, hence even if an insider accesses the patient’s records, patient
identity remains protected. Figure 1 illustrates our threat model.
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Fig. 1 Threat model to patient privacy

2.2 Notations

Table 1 introduces the notations used throughout the remainder of this paper.

Table 1 Notations

Notation Meaning

TA Trusted authority

U; Patient i

D, Doctor /

S Private key for entity x

PRy; Set of private keys for patient i
[oN Public key for entity x

ID, Identity of entity x

SK,.y Shared key between entity x and y
pid; Jjth pseudo-ID for patient i

Hi() Hash function; H;: {0, 1}" - G,
H>() Hash function; Hy: {0, 1} — Z;
M Patient health information

M Medical advice from doctor

T, Time stamp generated by entity x
é Bilinear map

A Master secret key for health monitoring server

I Concatenation
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3 Privacy Preservation Framework

In this section, we propose an identity-based privacy preservation framework over
u-healthcare systems.

3.1 System Initialization

In our framework, health monitoring server performs the role of trusted authority.
To initialize the system, the health monitoring server first runs the set up for
bilinearity as mentioned in Sect. 2.1A. The health monitoring server then chooses
a random number an; as the master key and computes the corresponding public
key Q74 = aP. It also chooses two secure collision free hash functions H;(.) and
H,(.), where H;(.) : {0, 1} > G; and Hy() : {0, 1} > G,. The server then
publishes the public system parameters as {G,, Ga, q, P, Ora, H((.), Hx(.)} and
keeps the master key a, secret (Fig. 2).

3.2 Registration

Let U; be a patient seeking medical help from doctor D,. Since each doctor of the
hospital is registered with the health monitoring server and the server keeps a
profile of the doctor, U, registers directly with the health monitoring server and he/
she is assigned a doctor depending on her/his health problem. To register, U;

Message exchange between doctor and patient &}‘J

Doctor

Patient

EHR database
in Health monitoring server

Fig. 2 Privacy preserving framework configuration
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submits identity /D; e.g. an email address or social security number to server. The
server first validates ID,. If the validation is successful, the server then chooses a
family of n un-linkable pseudo-IDs given by

PIDy; = {pidy,pid,. . .,pid;_y,pid;, pid;.,. . ., pid,_1 } (1)

For each pseudo-ID pid; in PID.; the server computes the public key
QO; = H\(pid;) and the corresponding private key S; = aH,(pid;), such that the
families of public and private keys are

PByi = {Q0,01,0>...,0j-1,0:,Qjs1- .-, Ou-1} (2)
PRUi: {SO,Sl,Sz...,Sj_1,S,‘,Sj+]...,Sn_]} (3)

To allow revocation, the server adds an expiry date into pid; such that each of
the public keys Q; = H,(pid;) is valid only before the specified expiry time ;.
After the specified time, the corresponding private key S; = aH,(pid;) is revoked
automatically. We also assume that the patient can only use the pseudo-IDs pid;,
0 <j < n — 1 sequentially. Finally, the server sends the whole tuples {PID;,
aH,(pidy)} for 0 < j<n — 1 to U; via a secure channel. With these pseudo-IDs,
the patient can constantly change his/her pseudo-ID to achieve anonymity and un-
traceability during communication process in the u-healthcare environment.

Doctor D, registers with the health monitoring server by providing his/her true
identity ID;. The server then computes S; = aH;(ID;) the private key and
Q; = H((ID,) the public key for doctor. It also computes Sgyr = aH{(IDgyg) and
QEHR = HI(IDEHR)’ the key pair for EHR.

3.3 Patient Health Information Transfer to EHR

To send her health data, U; carries out the following steps:

e Pick a valid pseudo-ID pid; in the sequence and corresponding private key
Sj = aH\(pid;).

e Using this private key, the patient computes a session key shared with doctor D,
as SK;;, = é(aH,(pid)), H,(ID))) = é(Q;, Q)°, and another session key shared
with EHR as SK; pur = é(aH,(pid;), H\(IDgug)) = é(Q), Qrur)".

e Using SK;, patient applies IBC-based encryption on her health data M as
C = Egki (M).

e Use EHR’s public key Qgur to encrypt message Y = Egpyr(TIID|pidISK;.
werlC) and send Y to EHR.
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Table 2 Patient health Doctor ID Patient ID PHI
information table by EHR -
ID] pld

J

3.4 Patient Health Information Verification and Storing by EHR

When EHR receives patient health information, it carries out the following
authentication steps:

o Use Sgur to decrypt Y as {THID/Ipid ISK; pugllC} = Dsppr(Y).

e Check if time stamp T; is valid by verifying if T;-Trpyr < AT is satisfied, where
Teyr is time the message is received by EHR and AT is predefined transmission
delay. If the verification is not success, the message is rejected and HER gen-
erates a message asking patient to resend the message. This also helps to
overcome replay attacks. Otherwise, EHR proceeds to verify the identity of
doctor, ID,.

e Once the verification of doctor is successful, EHR proceeds to compute SKzxz.
; = é(aH (IDgyg), H,(pid))) using the received pid;.

e EHR then checks if SKggr.; = SKi.gur. Note that SKggg_; is equal to SK; ggr
since; SK;gur = é(aH(pid), H\(IDgur)) = é(Q;, Qrur)" = é(Qrur Qj)u =
SK; xR

If the above holds, U; is authenticated by EHR, and EHR stores {ID,, pid;, C} in
the database as shown in Table 2.

3.5 Patient Health Information Recovery by Doctor

To access patient’s health data M, the doctor first gets her/himself authenticated to
EHR by carrying out the following steps:

e Computes SK; gyr = é(aH(ID;), H\(IDgur)) = é(Qs, Qrnr)”.

o Sends V = Eppur(TillpidIIDMISK, yrg) encrypted with the public key of EHR,
Ornr, as arequest for the patient’s health information. Since the doctor is aware
that each of the pseudo-IDs has an expiry date and that they are used sequen-
tially, when pid; is chosen, the doctor chooses the one that is valid and current.
Hence D; can request for specific patient health information from EHR
depending on the specified pid;.

e When EHR receives the request V, it uses its private key Sgyg to decrypt the
request, i.e. Dggyr(V) = {TilipidjIID)ISK, gyr}, and then checks if the received
timestamp 7; satisfies the condition 7; — Tgyr < AT. If the verification is
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success, EHR proceeds to check if the received pseudo-ID pid; for U; and the
identity ID; for D, match the ones received from the patient.

e EHR then uses ID; to compute a session key shared with D, SKgyg.
; = é(aH (IDgyRr), Hi(ID;)) and check if SKppp; = SK;pur holds. If the
equation holds, EHR authenticates the doctor and sends {C, pid;} to the doctor.
Note that SKgyg, = é(aH,(IDgyg), H\(ID) = é(Qpur, O = é(Q1, Qrn-
R = SKi_gug.

When D, receives {C, pid;}, he/she verifies pid;. Since D, already has pid;, she/
he can pre-compute SK;; = é(aH,(ID;), H,(pid;)) in advance or could compute
after receiving the message from EHR. With this key, D, successfully decrypts C,
ie. M = DSKl—i(C)'

The doctor can now analyze the patient’s health information such that if there is
need for immediate medical advice for the patient, the doctor generates medical
advice M’ and encrypts it with the session key SK;,. This session key is used to
establish a secure channel for the subsequent communication sessions between the
doctor and the patient till #; the expiry date of pid;.

For mutual authentication, after computing SK,;, the doctor can compute an
authentication code, Auth = H>(SK, [lpid]lID;) and send it together with the
response M’ encrypted with SK;; as {Esg;.{(M’), Auth}. Upon receiving the doc-
tor’s response, U; also generates a verification code Veri = H,(SK, llpid;llID;) and
checks if Auth = Veri. If the equation holds, then U; believes that the medical
advice M’ came from legitimate doctor and that he/she has established a secure
channel using the key SK; ;. Otherwise the patient rejects the session. This protects
the patient from bogus health advices from adversaries which could result in drug
overdose or worse still unnecessary death.

4 Conclusion

In this article, we have presented a privacy preserving security framework over u-
healthcare system. In our framework, patients are only pseudonymously identified
hence protecting the patient from negative effects of identity theft such as fraud-
ulent insurance claims by adversaries. However, since health monitoring server
knows the patients’ real identity, in case of apparent abuse via judicial procedure,
this real identity can be revealed.
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A Webmail Reconstructing Method
from Windows XP Memory Dumps

Fei Kong, Ming Xu, Yizhi Ren, Jian Xu, Haiping Zhang
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Abstract Retrieving the content of webmail from physical memory is one key
issue for investigators because it may provide with useful information. This paper
proposes a webmail evidence reconstructing method from memory dumps on
Windows XP platform. The proposed method uses mail header format defined in
RFC2822 and HTML frame based on specific webmail server to locate header and
body respectively. Then webmail is reconstructed based on matching degree
between FROM, TO(CC/BCC), DATE and SUBJECT fields of header and cor-
responding content extracted from body. The experiment results show that this
method could reconstruct the webmail from memory dumps.
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1 Introduction

Traditional digital forensic is mainly on permanent storage devices, but it could
not work well to obtain volatile information. Webmail data in memory can provide
wealthy of information such as crime plan of suspect and relationship of crime
organization. And webmail reconstruction, for clues to solve the case and provide
evidence in court, will play an increasingly important role.

To the best of our knowledge, there is no work focusing on webmail recon-
structing from memory dumps. However, some past forensic research about web
browser and email client has been done and achieved positive results. Rachid
Hadjidj developed one e-mail forensic analysis software tool [1]. Pereira presented
a method to recover Firefox remnants [2]. Oh et al., proposed a method [3] to
collect information relevant to the case. But their methods cannot be directly used
in webmail forensic from memory.

Here we study the reconstruction of webmail resided in memory, using
matching degree between related mail fields. Our method scans memory dumps
and locates web mail header and body using string match method without knowing
process or kernel data structure.

2 Our Method
2.1 Basic Steps

The proposed method works in three steps: getting memory data, preprocessing
dump file and reconstructing webmail.

We dump memory data and save them as a file following the rules [4]. Webmail
accesses to mail server with HTTP, and there are three methods for HTTP data
compressing. Specifically, we write a program to decompress dumps. If the tra-
versed data is compressed data, it will be decompressed and then outputted,
otherwise, the data will be directly outputted. Program read 4 KB data every time.
If compressed data is separated in two blocks, program will read next block and
decompress. The basic idea of reconstructing webmail is to locate and recover all
headers and bodies of webmail, and then match them. According to RFC2822 [5],
a complete webmail header must have FROM, TO(CC/BCC) and DATE fields.
Every field has a field name, followed by a colon, a field body, and terminated by a
CRLF. Since webmail content is processed in HTML form, so content of webmail
are inserted with some HTML tags. Using these tags as fingerprint, we can find the
body content.
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2.2 Matching Degree Metrics

It is supposed that a full webmail includes a subject, which correlates with web-
mail body. Also, it contains a receiver’s name, a sender’s name and date at the
greeting part and end part of message. Based on this assumption, the possibility of
a header and body matched as one mail can be estimated based on the relation
between the text of webmail body and DATE, FROM, TO(CC/BCC), SUBJECT
field of the header.

Let Dy = {d| d is a normalized date string from the DATE field in header H};
Ey = {el eis an email address in FROM, TO(CC/BCC) field from header H};
Wy = {wl wis w is a word in SUBJECT field from header H};
Dp = {dl d is a normalized date string from text in mail body B};
Egp = {el e is an email address from text in mail body B};
Wg = {wl wis w is a word from text in mail body B}

Definition 1 Matching degree (MD) between a mail header H and a body B denotes
the probability of them belonged to a same webmail. It can be measured as:

MD(H. B) |Dy N Dg| + |Ex N Eg| + |Wy N Wp| < 100 %
’ |Du| + |En| + [Wh]

2.3 Related Algorithms

Idea of Go-Back-N in TCP protocol is taken to process length-fixed string in this
paper. When reading data in dump file, it is not reading from the end but from the
last N-1 bytes of last block. N is the length of longest string that would be located.
This strategy could locate strings that across 2 blocks.

(1) Webmail header recovering algorithms

MailHeaderRecovering is used to locate three required fields and recover
webmail header. HeaderCompleteness is called to judge whether these fields are
complete. If all three fields are complete, headers are saved to array mh[]. If one
field terminates with non-ascii symbol or “\0’, it is incomplete; otherwise it is
separated.
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Algorithm 1: MailHeaderRecovering (F)
Input: the decoded memory dump files F
Output: Mail Header Array mhl]
read one block data b from dump file F;
While (!EOF (F))
if (b~=“From:"&&b~="To{cc|bcc}: "&&b~="Date: "
&&HeaderCompleteness (b) ==CompleteHeader)
mh[i++]€mail header in b;
read next block ¢ from dump file F;

if ((b~=“From:” | |b~="To{cc|bcc}:”||b~="Date:")
&&HeaderCompleteness (b) ==SeparateHeader)
b€b, c;

else b€c;

Algorithm 2: HeaderCompleteness (b)
Input: a block data b from file F,
Output: according the status of required fields, it re-
turns CompleteHeader, SeparateHeader or IncompleteHeader.
Flag{Date,From, To} < SeperateField;
foreach field in {Date,From, To}{
if (b~=field)
if (field is terminated by CRLF)
Flag{field}€CompleteField;
else if(field is terminated by Non-ASCCII or ‘\0’)
Flag{field}€IncompleteField;
else Flag{field}<€SeperateField;
if (all of Flag{Date},Flag{From} and Flag{To} are Com-
pleteField)
return CompleteHeader;
else if (Flag{Date}, Flag{From} or Flag{To} 1is
IncompleteField)
return IncompleteHeader;
else return SeparateHeader;

(2) Webmail body recovering algorithms

There are some HTML tags before and after body message, and they will be
called starting tags and ending tags for short. Variables of startTagOffset and end-
TagOffset are used to record offset of starting and ending tag respectively. Complete
webmail body will be saved to array mb[]. Details are listed in algorithm 3.
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Algorithm 3: MailBodyRecovering (F)
Input: the decoded memory dump files F
Output: Mail Body Array mbl]
startTag, endTag€&starting tag,ending tag;
startTagOffset, endTagOffset, startTagFlag€<0;
read one block data b from dump file F;
while (! EOF (F)
if (b~=startTag)
startTagOffseté&offset of startTag;
startTagFlag€<l;
else if (b~=endTag)
endTagOffsetéoffset of endTag;
if (startTagFlag==1)
startTagFlag€0;
malj++] €Copy(startTagOffset, endTagOffset) ;
read next block c;
b&c;

(3) Matching algorithms
MatchHeaderAndBody is used to match the recovered webmail headers and
bodies. It saves results to ma[] according match degree.

Algorithm 4: MatchHeaderAndBody (mh[],mb[])
Input: the recovered mail header array mh[] and mail body
array mbl[];
Output: mail array mal];
foreach B in mbl[]
DB, EB, WB<GetNormalizedDateSet (B),
GetEmailAddressSet (B) ,GetWordSet (B) ;
MaxMD< 0 ;
foreach H in mhl]
D,, E,, W&GetNormalizedDateSet (H) ,
GetEmailAddressSet (H) ,GetWordSet (H) ;

MD <« (|D,, "Dy |+|E,, N Eg|+|W,, AW /(D,, |+ Eyp |+ W,y | i00%
if (MaxMD<MD) MatchingHeader=H; MaxMD&MD;
if (MaxMD>Threshold) mali++]€MatchingHeader, B;

3 Experiments
3.1 Experiment Preparations

VMWare is used in the experiment because its function of taking snapshot could
minimize related interferences when imaging the system. The operating system of
host is Windows XP, and version of VMWare is 7.1.5 build-491717 with 128
RAM. IE8 and chrome (ver. 20) are chosen according to StatCounter’s statistical
data of Oct 2012.
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The same recipient and sender do not affect results once the webmail server
is chosen. For simplicity, mem_exp@126.com is chosen as test account.
“mail.126.com” is a popular website of NTES in China, which provides free
webmail service.

One message called “angel” is chosen in experiments, which has 254 words.
Twenty copies of angel named angelO1, angel02, angel03 ... angel20 and every
word in the message will be added the same number as the title. Twenty messages
are chosen for there are only latest twenty mails listed in first page of inbox.

Then we power on the virtual machine, open the web browser, IE or chrome
only one is chosen in one snapshot, and IE image or chrome image is called for
short. We sign in, select the seed emails “Angel” series and take snapshot as the
ground truth image. Then we close web browser and take another snapshots
without other system activities except screensaver.

3.2 Analyses

During preprocess step open source library zlib is used (NTES data takes gzip
format) and KMP algorithm is used to locate gzip data header 0X1F8BO08. Then we
manually analyze the data and found that FROM field is like ‘from’:[‘xxx
<mem_exp@126.com>"]JCRLF. The strings of TO and DATE field are ‘to’:
[‘“some Chinese characters” <mem_exp@ 126.com>"]CRLF and ‘sentDate’:new
Date (yyyy, MM, dd, hh, mm, ss)CRLF respectively. In experiment, the starting tag
string is adjust to “<style>HTML{word-wrap:break-word;}” and the ending tag
string is “<script language="javascript”>try{parent.JS.modules[window.name].
content.setHeight();}”.

Memory data will expire within definite time period [6]. We take one extra
experiment to test time span and time limitation of this experiment gave was 5 min.

After preprocessing ground truth data, we manually analyze these data to find all
headers and bodies, number is listed in total line (Tables 1 and 2) with pair H-B,
which stand for number of copies of header’s and body’s respectively. Number of
headers and bodies found by program is listed in located line.

This table indicates (1) copies of header are more than body, and (2) copies in
memory vanished quickly at the first few minutes. The possible reasons are
(1) another body format without HTML tag can not be found by program; browser
has already requested the latest twenty mail headers’ information when users log
in. (2) Some data is from network packets and vanished when they were flushed.

Table 1 Copies of mail header and mail body located in chrome image over time

Result 0 min H-B 1 min H-B 3 min H-B 5 min H-B
Located 262-37 124-22 105-20 67-14
Total 268-37 126-23 106-21 70-15

Correctness 0.977-1 0.984-0.957 0.991-0.952 0.957-0.933
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Table 2 Copies of mail header and mail body located in IE image over time

Result 0 min H-B 1 min H-B 3 min H-B 5 min H-B
Located 248-34 111-22 87-20 49-13
Total 252-34 113-23 92-21 54-14
Correctness 0.984-1 0.982-0.957 0.946-0.952 0.907-0.929

In matching step, we extracted receiver’s name from body before the first
comma, sender’s name and date from the last two lines. We extract names from
three fields, which before symbol “@”. Year, month and day is extracted from
DATE field.

The highest matching degree in these twenty mails is 1/3, so threshold is set to
0.3. The matching result of twenty mails is complete matched. Given these twenty
mails have high matching degree between subject and bodies, another 96 common
English text mails are chosen to test the algorithm 4 and 78 mails are matched
correctly.

4 Conclusion and Future Work

This paper solve the problem of webmail reconstruction in Windows XP memory
dumps, there are still some future work and research needed to do. (1) Body
content of webmail that without HTML tags. (2) Designed webmail that has
irrelevant fields in header with body content. (3) Webmail with multi-media type
files or attachment.
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On Privacy Preserving Encrypted
Data Stores

Tracey Raybourn, Jong Kwan Lee and Ray Kresman

Abstract Bucketization techniques allow for effective organization of encrypted
data at untrusted servers and for querying by clients. This paper presents a new
metric for estimating the risk of data exposure over a set of bucketized data. The
metric accounts for the importance of bucket distinctness relative to bucket access.
Additionally, we review a method of controlled diffusion which improves bucket
security by maximizing entropy and variance. In conjunction with our metric we
use this method to show that the advantages of bucketization may be offset due to a
loss of bucket security.

Keywords Privacy - Trust - Bucketization - Encryption - Multimedia databases

1 Introduction

Data is a valuable asset in modern enterprise, and the need to facilitate a variety of
multimedia types such as voice, video, text, and images is ever more imperative.
The Database As a Service (DAS) model is one system promoted to minimize the
overall costs of asset ownership [7]. Private clouds have used DAS for very large,
non-relational and multimedia databases, such as search engines [13]. Medical
institutes have also used the service to store a variety of digitized patient images.
Despite its advantages, outsourcing raises concerns over data confidentiality when
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the service provider is untrusted [3]. Database encryption is a typical solution,
where the client downloads and decrypts records from the server for further pro-
cessing [4]. Most encryption ciphers, however, do not support SQL queries,
resulting in query methods that return unwanted records and perform unnecessary
decryption [3]. Balancing privacy and efficiency is the focus of much research on
querying encrypted databases [1, 2, 4, 8, 12, 14, 15].

Bucketization is one technique for executing range queries over encrypted data
on a DAS server [3, 4]. Encrypted records are divided into buckets, each of which
has an ID and a range defined by its minimum and maximum values. In a mul-
timedia environment, the DAS may maintain a grid of nodes, with each node
housing a particular type of multimedia data (voice, video, text, images, etc.)
[10, 13]. The client holds indexing information about the range of each bucket on
the server. Client queries are mapped to the set of buckets that contain any value
satisfying the query. The relevant buckets are then requested from the server.

To illustrate, suppose a film production company outsources its video clip
database to Amazon’s Relational Database Service (RDS), and Amazon uses two
buckets: bucket B1 holds a total of 500 clips for every year between 1990 and
2001; and B2 holds a total of 400 clips for 2002 through 2012 of which 100 are
made after 2007. A client query for clips shot after 2007 consults the local bucket
index, and sends a request for B2 to the server. All records from B2 are down-
loaded, decrypted, and processed as needed. A client query for clips shot before
2008, will return and decrypt both B1 and B2. In either case, the returned records
include clips beyond the desired range, known as false positives, which must be
filtered out at the client. False positives are especially problematic for multimedia
databases, where retrieval and decryption of non-text data (video, audio, images,
etc.) means high computational overhead for the client [13].

While false positives are considered an acceptable cost of bucketization, there
are strategies to minimize them [1, 4, 11, 15]. We briefly discuss three of these
bucketization methods: Query Optimal Bucketization, Controlled Diffusion, and
Deviation Bucketization. Some detail is given to facilitate the reader’s under-
standing of our experiments, for which these algorithms are implemented.

Hore et al. [4] presented a Query Optimal Bucketization (QOB) algorithm that
minimizes bucket cost, where cost is a function of the value range and value
frequencies in the bucket (Eq. 1). QOB generates an optimal solution to the
problem of bucketizing a set of values, V =v;,...,v,, using at most M buckets,
where each value, v{ <...<v,, occurs at least once in V. Each bucket covers the
values (v;,v;] and the bucket cost BC is given by,

BC(i,j) = (vj—vi+ 1) = >_ f, (1)

i<t<j

where f; is the frequency of each distinct bucket value. The algorithm computes the
summed cost of every two bucket combination over the data set, partitioning the
bucket pair that returns the minimum cost. QOB reduces false positives by min-
imizing the total cost of all buckets.
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Hore et al. [4] introduced a method of controlled diffusion, which allows a
bounded performance degradation (K) in order to improve optimal (QOB) bucket
privacy, as measured by entropy and the variance. Controlled diffusion creates a
new set of M approximately equi-depth buckets, called composite buckets (CB),
and redistributes (diffuses) elements from optimal buckets into the CBs. Diffusion
is controlled by restricting the number of CBs into which elements from a given

optimal bucket are diffused. Given a maximum performance degradation factor K,
Kx|Bi]
fes
ID|

composite buckets, where fcp is the size of data set D over bucket size M, i.e., ;.
The resulting set of M composite buckets is stored in encrypted form on the server,
with CB-specific bucket IDs.

Yao et al. [15] proposed a Deviation Bucketization (DB) scheme that extends
QOB by further reducing false positives at the cost of at most M? buckets. First,
DB generates a set of M QOB buckets. For each QOB bucket, DB computes an
array comprising the deviations of each distinct data point from the bucket mean.
QOB then bucketizes the deviation arrays, creating a set of second level buckets by
subdividing each QOB bucket according to its deviation values. Higher frequency
values are more likely to be queried, and DB buckets tighten the grouping of these
values, greatly reducing false hits over QOB.

On average, lowering bucket width (i.e., increasing the number of buckets)
reduces false positives by allowing queries more granular access to bucket
domains, but is not without risk. Bucketization is susceptible to estimation and
linking attacks [1, 3], as well as query access pattern attacks [5]. A tighter estimate
of the underlying data distribution does not ensure that an adversary can determine
precise plaintext values, but may be damaging to the extent an adversary does have
particular knowledge of data values [1, 3].

In the following section, we introduce a new metric for estimating the risk of an
adversary discovering information about the value distribution of a bucketized data
set. Later, we present experiments demonstrating (1) the efficacy of our metric and
(2) when controlled diffusion is applied to the set of DB buckets, the advantages
afforded by DB’s decreased bucket width are diminished. The authors in [4]
acknowledge that QOB buckets normally lack sufficient entropy and variance, so it
is reasonable to expect that subdividing them, as DB does, may cause additional
and possibly substantial loss of privacy.

for an optimal bucket B; of size IB; |, its elements diffuse into no more than

2 Metrics for Evaluation

We propose a new metric that considers the risk of exposure as a function both of
the distinctness of the data distribution within a bucket, and the frequency with
which queries access the bucket. For a set of M buckets over data set D with query
distribution Q, we express the risk R of an adversary reliably estimating the data
distribution as:
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S i\ ai 1
wwem-3 (i) g (w) @
where |DI is the size of D and d; is the number of distinct values in the ith bucket,
yielding the proportion of distinct bucket values I%"‘; IQl is the size of query dis-
tribution Q, and ¢; is the number of query values accessing the ith bucket, yielding
the proportion of query values ‘%‘ We add a normalization term, 1 — Ilw, which
imposes a penalty for increasing the number of buckets over D. The frequency of
bucket access is important as it reveals something about the preference for values a
bucket contains. As the number of buckets increases, the distinct values per bucket
must decrease on average, and some values are likely to be queried more often
than others. Thus, our metric conveys that fewer distinct values per bucket, relative
to a high rate of query access, may disclose not only intra-bucket distribution, but
data distribution across buckets. If an adversary has some knowledge of one or
more buckets, the access pattern across all buckets may help the adversary to
extrapolate infer-bucket probabilities.

To measure how well a bucketization method minimizes false hits, we use a
query precision metric [4]. Query precision is the number of values in the set of
buckets satisfying a range query (i.e., positives), over the total number (superset)
of values in those buckets. Returning to our previous video clip illustration, a
query for clips shot before 2008 yields a query precision, positives/super-
set = 800/900, of 0.89. An increase in query precision is equivalent to a decrease
in false positives.

We also consider a well-known measure of bucket privacy: entropy [9].
Entropy entails distributing a bucket’s values as widely and uniformly over a large
domain as possible, in order to decrease the probability (increase the uncertainty)
of estimating the true value distribution. Bucket entropy is given by:

H(X) = — 3 pl) *logs plx), 3)

i=1

where p(x;) gives the probability mass function of outcome x;. While entropy as a
measure of bucket security is relatively static (i.e., varies only as buckets change),
our metric, R, affords a dynamic query access component, which provides a
mechanism to account for bucket privacy in terms of access frequency.

3 Experiments

We created a data set comprising 10° integer values generated randomly from a
uniform distribution over the domain [1, 1000]. The query set comprised 10* range
queries corresponding with the range of the data set, where values were also drawn
from a uniform distribution.
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We conducted three experiments. For each, the data set was bucketized using
both QOB and DB algorithms at bucket sizes M = 2,..., 30 (M? for DB). In
experiment 1, we applied our exposure metric to respective bucket sets. For
experiments 2 and 3, both QOB and DB bucket sets were rebucketized using
controlled diffusion with degradation factors of K =2, 4, 6. Experiment 2
calculated the average query precision, for optimal (QOB), deviation (DB), and
composite buckets (controlled diffusion). Experiment 3 measured entropy for
optimal, deviation, and composite buckets.

All experiments were conducted in a simulated database environment, i.e., with
data structures representing the various database tables necessary for each algo-
rithm to operate. We ran our experiments on a 2 GHz i3-CPU PC, with 2 GB RAM.

3.1 Performance Evaluation

Figure la shows the risk of exposure R for optimal buckets (QOB) and second
level deviation buckets (DB). Bucket exposure increases proportionally with
bucket size M (i.e., with a decrease in bucket width). In terms of R, exposure risk is
notably higher for DB than QOB. Put in perspective, for M = 10 optimal buckets,
DB has generated at most 100 s level buckets. Recall that the data set contains a
maximum 1000 distinct values, meaning the deviation buckets contain approxi-
mately 1000/100 =~ 10 distinct values (1000/10 ~ 100, for optimal). This also
means that the query access pattern gives a more precise reading of which data are
requested. Put differently, R, shows that as buckets decrease in width, they have a
proportionally higher risk of losing one of the primary advantages that bucket-
ization affords, namely privacy. QOB also shows relatively high exposure; around
64 %, for example, at M = 5. This is consistent with [4] who pointed out that
optimal buckets may warrant privacy concerns due to low variance and entropy.
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Fig. 1 a Estimated exposure risk for optimal (QOB) and deviation buckets (DB) and
b comparison of R with entropy showing agreement of security assessment. a Size of M,
b Average entropy
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Fig. 2 Performance ratios for QOB, DB, and controlled diffusion bucket sets: a Average Query
Precision. b Average Entropy; K = degradation factor for composite buckets. a Size of M, b Size
of M

Figure 1b gives R as a function of average entropy for decreasing values of
M = 30,..., 2. Due to the nature of the comparison, data points for DB and QOB
do not align one-to—one over the x-axis, with DB originating at entropy ~ 2
(M? = 900), and QOB at entropy ~ 4.5 (M = 30). The figure highlights a general
agreement between R and entropy, i.e., exposure risk decreases as entropy
(uncertainty) increases. Thus, our exposure metric, R, confirms that additional
security mechanisms are necessary to increase bucket privacy.

In Fig. 2 we give results—query precision (a), entropy (b)—as ratios of QOB
performance over DB performance for optimal and deviation buckets (OPT), and
their corresponding composite buckets. QOB/DB composite bucket ratios are
indicated by their respective degradation factors (K = 2, 4, 6). Thus, results with a
value of 1.0 indicate no performance differences. We plot results for bucket sizes
M =2,5, 10, 15, 20, 25, 30.

Figure 2a shows average query precision for optimal, deviation, and corre-
sponding composite bucket sets. Consistent with previous findings [15], precision
increases much faster for DB than QOB, as the number of DB buckets is
increasing by a factor of M over QOB. This is indicated by ratio values less than
1.0. The increasing ratio (OPT) shows the advantages of DB decreasing as it
approaches a ceiling on additional buckets around M = 22. That is, precision
increases more slowly as bucket granularity rapidly approaches a maximum, while
QOB precision is relatively constant increasing over sizes of M. When controlled
diffusion is applied to each bucket set, however, advantages in query precision are
minimized across all sizes of M. For a degradation factor of 2 (K = 2), DB
composite buckets marginally outperform their QOB counterparts, while
increasing factors of K reveal little to no difference (i.e., ratio is always close to
1.0).

Figure 2b shows average entropy for optimal, deviation, and corresponding
composite bucket sets. Overall, QOB-based buckets have higher entropy than their
DB counterparts, indicated by ratios greater than 1.0. The figure shows a relatively
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consistent relationship between QOB and DB. Even as entropy increases with
controlled diffusion, QOB maintains its initial advantage in terms of bucket
security due primarily to the greater width of its buckets.

Our results show that decreasing bucket width, even with controlled diffusion,
may increase the risk of an adversary discovering information about the underlying
data distribution. The diffusion of values from second level deviation buckets to
composite buckets minimizes the advantages of DB; query precision substantially
decreases, while minimal to no benefits over QOB are found in terms of entropy.

4 Concluding Remarks

In modern enterprise, it is critical to manage and protect the variety of sensitive
multimedia data. In this paper, we introduced a new metric for estimating the risk
of data exposure over a bucketized database. Our metric differs from established
measures (e.g., entropy and variance) by accounting for the importance of bucket
distinctness relative to bucket access. While entropy as a measure of bucket
security is relatively static (i.e., varies only as buckets change), our metric, R,
provides a mechanism to account for bucket privacy in terms of access frequency.
Bucketized data that is never queried reveals only what can be discovered through
standard inference attacks [3], while queries introduce information about the
distribution of values across the data store. Our metric, then, may lend itself to
modeling different scenarios of query access to determine whether the risk of
exposure is acceptable for a given bucket set.

This paper also highlights the importance of bucket width in evaluating the
security of bucketization methods. Our metric demonstrates that the advantage of
decreasing bucket width, i.e., reducing false positives, can be offset due to a
proportional loss of bucket privacy. In their presentation of Deviation Bucket-
ization, Yao et al. [15] did not discuss the implications of bucket security. Thus,
we used DB to both test its robustness with respect to data privacy concerns, as
well as to highlight possible limitations of bucketization techniques that opt for a
narrow bucket strategy, as this arguably undermines the purpose of bucketization.

As follow up to this work, we plan to investigate how the distribution of queries
on a DAS server, relative to the bucketization method, impacts performance and
security. QOB, for example, assumes that query distribution is uniform, which may
be problematic. Our metric, R, shows that query access can enhance the likelihood
of estimating the true data distribution. If queries are uniformly distributed, there is
less risk of exposure. Optimal buckets may be less secure, however, if the query
distribution is non-uniform, which is the most likely scenario for real-world
databases. It may be that a more efficient bucketization strategy is one sensitive to
the access pattern. Thus, we will explore bucketization based on the properties of
query distributions more likely to reflect real-world access patterns, and their
implications for existing bucketization methods. This may also provide insight as to
the precise importance of the query distribution in modeling secure databases.
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Mobile User Authentication Scheme
Based on Minesweeper Game

Taejin Kim, Siwan Kim, Hyunyi Yi, Gunil Ma
and Jeong Hyun Yi

Abstract The latest boom in the prevalence of smartphones has been encouraging
various personal services to store and utilize important data such as photos and
banking information. Thus, the importance of user authentication has also been
growing rapidly. Nevertheless, many problems have arisen as a result of the
common method of using a four-digit personal identification number (PIN)
because of its potential for being breached by a brute force attack or shoulder-
surfing attack. Various authentication schemes have been developed to overcome
these problems. In this paper, we also propose a new password-based user
authentication scheme that utilizes the well-known Minesweeper game, providing
better usability as well as greater security. The proposed scheme provides its users
a simple method for memorizing their passwords and usable security by allowing
them to enter calculated values rather than the password itself.
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1 Introduction

The recent increase in the use of smartphones has been replacing PCs in handling
applications as their scope and area of application expands, providing their users
with greater comfort. However, there are still many concerns about personal
information leakage, viruses, and malware. Thus, there has been a gradual increase
in the importance of secure user authentication methods to protect the personal
data stored in smartphones. The current password-based authentication measures
are user-friendly, but highly vulnerable to shoulder-surfing attacks, brute force
attacks, and smudge attacks.

Much research has been conducted to resolve these concerns. However, the
most of the methods developed [1-4] have been unsuitable for mobile devices,
have compromised user-friendliness, or have continued to remain vulnerable to
shoulder-surfing attacks. In this paper, we propose a user-friendly security method
for mobile devices that provides defense against shoulder-surfing attacks. In
addition, we conduct a security analysis through a comparison with previous
techniques against brute force and shoulder-surfing attacks.

This paper is organized as follows. In Sect. 2, we discuss the suggested pass-
word authentication method, which is followed by a safety analysis in Sect. 3.
Section 4 concludes the paper.

2 Proposed Scheme

Current password authentication schemes do not satisfy both security and usability
requirements at the same time. For example, the PIN-Entry [1], DAS [2], and
Passfaces [4] methods are secure against shoulder-surfing attacks but are vulner-
able to recording attacks, while the Dementor-SGP scheme [3] has good security
but lacks usability. Thus, in this paper, we propose a new scheme [5] that satisfies
both the security and usability requirements by applying the idea of the Mine-
sweeper game.

The password in the proposed scheme involves the locations and number of
mines. First, the user will be prompted to set the mine locations at will. Then, the
set-up is completed by pressing the OK button. After this, every time authenti-
cation is required, the user will be prompted to fill randomly selected cells in the
entry interface with the number of mines in the 3 x 3 grid with the selected cell as
the center. Authentication is carried out by entering the correct number of mines
around each entry cell and then pressing the OK button. If each of the entries
matches the correct number of mines, the user is successfully authenticated. The
example shown in Fig. 1 depicts the mechanism with four entries in a 4 x 5 grid
interface. Let us assume that we arrange the mines in an H shape, as shown in
Fig. 1(left). Let us denote a coordinate in the grid as (x, y), where the grid consists
of columns from 1 to y and rows from 1 to x. First, in the user authentication
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Fig. 1 The proposed scheme: password set-up (leff) and user authentication (right)

process, the password is entered via randomly selected cells in the entry interface,
as shown in Fig. 1(right).

The user fills in the entry interface cell located at (1,1) with the number ‘2’
which is the total of the mines located at (1,1) and (1,2). For the entry at (2,3), the
user fills in the number ‘5’ because mines are planted at (1,2), (1,3), (1,4), (2,3),
and (3,3). For the entry at (4,3), the number ‘4’ is entered for the mines at (3,3),
(4,2), (4,3), and (4,4). Finally, for the last entry at (1,4), the number ‘2’ is entered
because there are two mines around it. Once all the requested entries are filled, the
user can confirm with the OK button for authentication. The authentication suc-
ceeds if all of the entered numbers are correct.

3 Security Analysis

This section describes a security analysis of the proposed password authentication
scheme.

3.1 Password Space

The password space indicates the number of possible combinations for a given
password length. Table 1 lists the password composition types and space values of
the proposed and previous schemes.

The password space of the proposed scheme is equal to 2X¥, which is greater
than those of the PIN-based password schemes. Similar to the Dementor-SGP and
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Table 1 Password composition, space, and probability of a successful brute force attack

Scheme Password composition Password space Probability of A successful
brute force attack
PIN N-digits 0¥ 107V
DAS N-digits 0 107V
Dementor-SGP N user images Py 1/(+Pn)
(incl. hole image)
Passfaces N facial images 7PN 9N
PIN-entry N-digits 10Y 107V
Proposed sceme N mine locations 2XY 1/(2%)

Note T number of elements in the password; N password length,

X X-axis units/length of grid; Y Y-axis units/length of grid,

M entry number; S number of entries exposed to attacker,

7Py permutation to obtain an ordered subset of k elements from a set of n elements

Passfaces schemes that are allowed to expand the password space by increasing 7,
the new scheme can also expand the space by increasing X and Y to increase
security against brute force attacks.

3.2 Brute Force Attack

A brute force attack attempts to hack a password by guessing every possible
combination of the password. Table 1 lists the probabilities of successfully car-
rying out a brute force attack on the proposed and existing schemes.

The probability of a successful brute force attack depends on the password
space. In a case where X = 4 and Y = 5, the probability of success is 1/(2%°). This
indicates that the proposed scheme is about 1.59 times more secure than
Dementor-SGP with T = 30 and N = 4; 104 times more secure than PIN, DAS, or
PIN-Entry with N = 4; and approximately 159 times more secure than Passfaces
with N = 4.

3.3 Shoulder-Surfing Attack

The user authentication method proposed in this paper can conceal the locations of
the mines because the user enters the number of adjacent mines instead of the
actual password. Thus, even if an attacker obtains the correct entry values, the
probability of success for an attacker is very low because the locations of the entry
interface cells randomly change at each authentication attempt. In order to cal-
culate the probability of success, the entry range of each grid coordinate must be
known. Figure 2 depicts the division of a 3 x 3 grid into A, B, and C cells. In this
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Fig. 2 Grid division
A B | A
B| C | B
A B | 4

figure, the four corners are marked as A. The other outer cells are B, and C is used
for the cells that are not marked as A or B. Counting itself and the adjacent cells,
the total number of cells associated with an A cell is 4, with 6 for B and 9 for C,
leading to digit ranges of 0—4, 0-6, and 0-9, respectively.

Thus, the probability of success of a brute force attack is 1/5 for A, 1/7 for B,
and 1/10 for C. Equation (1) depicts the relationship between X x Y and the
number of cells for each area:

A=4
B=2(X+Y)-8 (1)
C=XY-2(X+7Y)+4

Consequently, the probability of entering the correct value in one random entry
cell from an X x Y grid, based on Eq. (1), is as follows.

4 2(X+Y)—8 XY —-2(X+7Y)+4 )

sse Ty 10XY @)

Let us assume that the number of cells seen by the attacker is S, and M is the

number of random entries in the authentication when the attack occurs. In this

case, only a portion of M can be identical to the cells seen by the attacker. Let us

define the number of unidentified cells from M as n. The number of combinations

for n can be calculated by (xv—5)Cn> and for the identified cells within M, the

number can be calculated by sCy_,). Equation (3) shows the proportion of
selected combinations that include n among the possible combinations M:

sCm—n) (xv—-5)Chn 3)

xyCu

Only the correct combination for the randomly selected entry interface cells of

n would allow the attacker to succeed in their attack. Finally, the overall proba-

bility of a successful brute force attack can be obtained by combining all cases of
n. Equation (4) shows the attacker’s probability of success in authentication.

ra— xrCy sxvy T Xy 10XY
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As discussed earlier, if we assume that the parameters are X =4, Y =5,
M =4, and S = 4, then in a single attempt, the proposed scheme will allow a
probability of success of as little as approximately 6.51 x 1073, Thus, the pro-
posed scheme provides considerably more security against a shoulder-surfing
attack than previous methods.

3.4 Recording Attack

A recording attack is a type of shoulder-surfing attack where the entire authenti-
cation process may be recorded using an electronic device such as a camera. In the
case of the proposed scheme, the number of entries acquired by each recording
attack is M. However, because the locations of the entry interface cells are ran-
domly selected for each trial, the attacker may need the original mine locations or
the correct digits for all of the entry cells. For an attacker, the latter option seems
more feasible than the former. This is because the locations of the password mines
can be relocated by only a change of one digit for every entry value, and the
original mine locations can vary for the same digit entry combination [6].

In order to obtain the correct digits for all of the entries, the recording needs to
be performed at least XY /M times. However, if a recording attack is performed
twice or more, there will be considerable duplication in the obtained information.
Thus, the chance of obtaining every entry from XY/M recording attacks is
extremely low. Equation (5) shows the average of the numbers of newly obtained
entries from recording attacks when S is the number of exposed entries.

Joy=M

SCM n) (XY— S)C (5>
fiy = Z”

xrCu

Equation (6) shows the number of obtainable entries from multiple recording
attacks based on Eq. (5).
{8(0) = flo) ©)
8(a) = 81 T figun)

Thus, g(a) > XY has to be met for the number recording attacks to obtain the
correct digits for all of the entries. For example, with the proposed scheme, an
average of 17 recording attacks are required to obtain all of the entry values with
parameters X = 4, Y = 5, and M = 4. Because, in reality, a recording attack can
rarely be performed more than 10 times on the same user, the proposed scheme is
secure against recording attacks.
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4 Conclusion

This paper proposes a new password authentication method that adopts the
Minesweeper game and can satisfy both security and usability requirements. Its
suitability was proven using both a model test and user test with implementation in
actual Android phones. The results proved that the suggested scheme can ensure
user security against a shoulder-surfing attack, brute force attack, and especially, a
recording attack. Although not very remarkable, the user test results showed
improved usability over former schemes, which might be because it was inspired
by the well-known Minesweeper game. We conclude that the presented authen-
tication scheme ensures considerably better security than current mobile authen-
tication schemes while providing proper usability for its users.
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Design and Evaluation of a Diffusion
Tracing Function for Classified
Information Among Multiple Computers

Nobuto Otsubo, Shinichiro Uemura, Toshihiro Yamauchi
and Hideo Taniguchi

Abstract In recent years, the opportunity to deal with classified information in a
computer has increased, so the cases of classified information leakage have also
increased. We have developed a function called “diffusion tracing function for
classified information” (tracing function), which has the ability to trace the
diffusion of classified information in a computer and to manage which resources
might contain classified information. The classified information exchanged among
the processes in multiple computers should be traced. This paper proposes a
method which traces the diffusion for classified information among multiple
computers. Evaluation results show the effectiveness of the proposed methods.

Keywords Prevention of information leaks - Network security - Log management

1 Introduction

The improvement in computer performance and propagation in various services
has increased the opportunity to deal with classified information, such as customer
information. According to the analysis [1] of personal information leakage
incidents, it has been reported that leaks often happen by inadvertent handling and
mismanagement, which account for approximately 57 % of all known cases of
information leakage. In addition, several employees often share classified
information. To trace the status of classified information in a computer and to
manage the resources that contain classified information, we proposed a diffusion
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tracing function for classified information (tracing function), which manages any
process that has the potential to diffuse classified information [2].

In this paper, we propose a method that uses the tracing function to trace the
classified information being exchanged among multiple computers in internal
network and to prevent information leakage outside internal network.

2 Requirements of Diffusion Tracing Function
for Classified Information Among Multiple Computers

By tracing how classified information is diffusion, a computer can know which
resources contain classified information. However, the tracing function [2] only
traces the status of classified information in a computer. Thus, we propose a
method that uses tracing function to trace classified information being exchanged
among multiple computers in internal network and to prevent information leakage
outside internal network.

In order to prevent information leakage outside the internal network, function
needs to centrally manage the classified information that exists in the client
computers in network. Moreover, it is necessary to determine whether the client
computers are installed the tracing function or not, in order to prevent the diffusion
of classified information to not installed computers.

We split the computers in network into a managed network and a non-managed
network. Computers that need to handle classified information would be in the
managed network, and the tracing function would be installed on them. A diffusion
tracing function for classified information among multiple computers (tracing
function for networks) must meet the following requirements:

(1) Computers that are installed the tracing function can be distinguished from
computers that are not.

(2) The location and the flow of classified information in the managed network
can be managed.

(3) The diffusion of classified information in the managed network can be
instantly traced.

(4) Leakage of classified information out of the managed network can be detected.

(5) Leakage of classified information out of the managed network can be stopped
in advance.

The tracing function for networks must also meet the following requests:

(1) Accurately trace the diffusion of classified information in a managed network.
(2) The processing overhead of tracing function for networks should be small.
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3 Design

3.1 Overview of the Proposed Function

Figure 1 shows an overview of the function design to handle classified information
in a managed network. A managed network consists of a single management
server and multiple client computers installed the tracing function. The following
describes what is achieved by using the tracing function for networks.

ey

(@)

3

Before sending data to another client computer, a process managed by tracing
function (hereafter, managed process) in the client computer queries the
management server to determine whether the tracing function is installed on
the receiving computer. If the tracing function is installed, the transmission of
classified information is allowed. If the function is not installed, the trans-
mission is disallowed. This makes it possible to satisfy function requirements
(1), (4), and (5).

The tracing function writes a log in the client computer and transfers that log
to the management server. The collected logs in the management server are
used to manage the location and diffusion of classified information in the
managed network. This satisfies function requirement (2).

Before a managed process sends classified information, a managed process in
the sending computer notifies sending classified information to the receiving
computer. Then tracing function in the receiving computer mark a process
receiving the classified information as managed process. This satisfies function
requirement (3).
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Send to USB memory Send mail to outside
3 @ the managed network

1 Overview of diffusion tracing function for classified information among multiple computers
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In order to satisfy requirements (1) and (3), communication functions must
ensure that the receiving client computer is installed the tracing function before
transmitting classified information. In the following sections, we propose a design
of the function.

3.2 Communication Method to Pass the Information
to be Managed

In order to control the communication of classified information, an application
program, which monitors the communication of classified information (hereafter,
communication monitor), is developed. Before computers exchange classified
information, the communication monitor in the sending computer sends the
destination port number and IP address of the receiver socket to the receiving
computer. The receiving computer uses port number to mark a receiver socket as
managed socket. Then the receiving computer marks a process receiving classified
information from managed socket as managed process.

The management server maintains the list of IP address of client computers
installed the tracing function. The communication monitor in the sending com-
puter queries whether a receiving computer has been registered in the management
server list, and, if so, the transmission process is initiated.

Figure 2 shows the flow of process using the communication monitor to send
the classified information from the sending computer to the receiving computer as
described below:

(1) Send system call of managed process is invoked.

(2) The processing of the send system call is suspended, and the IP address and
port number of the receiver socket is sent to the communication monitor.

(3) The communication monitor queries the management server whether the
receiving computer has been installed tracing function.

— Management Server |

[ """t TTTTTTTTTTTTTA T & I
! AP @Approval Notice \ R EI AP !
H ®Send IP address and port number @ Receiving AP is marked 4 !
! of the receiving socket as managed process !
1®Send | G ' iu! |
| | Communication Monitor T Communication Monitor | !
| User f 1@Reply: N X
Kernel ! ! N !
i ) H H ® Socket is marked as *\ ®Receive'
! @Notify ®Restart system call H managed socket N '
1 1 I
: socket + > socket !

1
1 I

®Send classified information
1

Rl Sending Computer [ --------- l---mmm - Receiving Computer [~===-=--~ '

Fig. 2 Sending classified information to other computer AP
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(4) If the receiving computer has been installed, the management server notifies
the communication monitor that it has been allowed to send classified
information. If it is not installed, the management server notifies the com-
munication monitor that it is not allowed to send classified information.

(5) If transmission of classified information is allowed, the communication
monitor in the sending computer sends the port number of the receiver socket
to the receiving computer. If transmission of classified information is not
allowed, the function terminates the processing of the send system call.

(6) The communication monitor in the receiving computer marks a socket using
the receiving port number as managed socket.

(7) The communication monitor in the receiving computer replies to the com-
munication monitor in the sending computer that it is ready to receive the
classified information.

(8) After receiving the confirmation, the communication monitor in the sending
computer restarts the send system call that was suspended in step (2).

(9) Classified information is sent.

(10) The application program in the receiving computer initiates a receiving
system call and receives the classified information from the managed
socket.

(11) The receiving AP is marked as a managed process.

4 Evaluation

4.1 Overhead

In order to evaluate overhead of the diffusion tracing function for classified
information among multiple computers, we measured the time required to transfer
managed files to other computers. We measured the time it takes to upload a
managed file (1-10 MB) from an FTP client to an FTP server.

We used the following configuration as our measurement environment: the
computer of FTP client has a Celeron D 2.8 GHz CPU and 768 MB memory.
The computer of FTP server has a Pentium 4 3.0 GHz CPU and 512 MB memory.
The two computers are connected using Ethernet 100Base-TX. OS used on both
computers is Linux-2.6.0.

The measurement results are shown in Table 1. We found that the transfer time
using the managed kernel function is a maximum of about 2.8 times of the transfer
time using the original kernel function. This is because the communication
monitor communicates with the management server when the send system call is
called. Therefore, in order to reduce overhead, it is necessary to reduce the
exchange of information between the communication monitor and the manage-
ment server.
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Table 1 File transfer time by FTP (ms)

Data size of a transmitting file

1 MB 10 MB
Function before implementation 83 885
Function after implementation 233 2010
Overhead 150 (181 %) 1125 (127 %)

4.2 Evaluation of Diffusion Tracing of Classified
Information from Logs

The diffusion of classified information among multiple computers can be analyzed
by tracing the flow of classified information, using data in collected logs during
FTP file transfer of the classified information. Logs from two the computer of FTP
client and the computer of FTP server were evaluated after uploading files with
classified information from the client to the server. ProFTP was used for the FTP
server; LFTP was used for the FTP client.

Figure 3 shows the log output from the computer of FTP client. From the first
line of the log, we find that the process PID 2907 of the FTP client “Iftp” is a
managed process, because it read the classified information file secret.txt. From
lines 2 and 4-6 of the log, we see that the process PID 2907 has sent the data to the
computer with the IP address 192.168.8.201.

Figure 4 shows the log output from the computer of FTP server. From the first
line of the log, we find that a socket receiving classified information from the
computer with the IP address 192.168.8.166 is marked as managed socket. From the
second line of the log, the process PID 2796 of the FTP server “proftp” is marked to
be managed. Lines 2—4 and 6 indicate that the managed process PID 2796 will
exchange data with a computer with the IP address 192.168.8.166. Line 7 of the log
shows that the process PID 2796 writes data to a managed file called secret.txt; this
file is marked as a managed file.

1: Thu Feb 4 15:40:41 2010 PID: 2634 Socket Marked (by remote) DOMAIN:INET
SRC-IP:192.168.8.166 SRC-Port:32769, SRC-PID:2907

2: Thu Feb 4 15:40:41 2010 PID: 2796 Process Marked PID:2796
PNM:/ust/local/sbin/proftpd (socket)

3: Thu Feb 4 15:40:41 2010 PID: 2796 Send to remote machine. DOMAIN:INET
PID:2796 PNM:/ust/local/sbin/proftpd DST-1P:192.168.8.166 DST-Port:32769

4: Thu Feb 4 15:40:41 2010 PID: 2796 Send to remote machine. DOMAIN:INET
P1D:2796 PNM:/usr/local/sbin/proftpd DST-1P:192.168.8.166 DST-Port:32769

5: Thu Feb 4 15:40:41 2010 PID: 2634 Socket Marked (by remote) DOMAIN:INET
SRC-IP:192.168.8.166 SRC-Port:32771, SRC-PID:2907

6: Thu Feb 4 15:40:41 2010 PID: 2796 Send to remote machine. DOMAIN:INET
PID:2796 PNM:/ust/local/sbin/proftpd DST-1P:192.168.8.166 DST-Port:32769

7: Thu Feb 4 15:40:41 2010 PID: 2796 File Marked. FILE:/home/s-uemura/secret.txt
INODE:426211 PID:2796 PNM:/usr/local/sbin/proftod MODE:2 NO:3 DEV:300004

Fig. 3 Log output from the computer of FTP client
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1: Thu Feb 4 15:40:41 2010 PID: 2907 Process Marked P1D:2907 PNM:/usr/bin/lftp
FILE:secret.txt

2: Thu Feb 4 15:40:41 2010 PID: 2907 Send to remote machine. DOMAIN:INET
PID:2907 PNM:/usr/bin/lftp DST-1P:192.168.8.201 DST-Port:21

3: Thu Feb 4 15:40:41 2010 PID: 2871 Socket Marked (by remote) DOMAIN:INET
SRC-IP:192.168.8.201 SRC-Port:21, SRC-PID:2796

4: Thu Feb 4 15:40:41 2010 PID: 2907 Send to remote machine. DOMAIN:INET
PID:2907 PNM:/usr/bin/lftp DST-1P:192.168.8.201 DST-Port:21

5: Thu Feb 4 15:40:41 2010 PID: 2907 Send to remote machine. DOMAIN:INET
P1D:2907 PNM:/usr/bin/lftp DST-IP:192.168.8.201 DST-Port:21

6: Thu Feb 4 15:40:41 2010 PID: 2907 Send to remote machine. DOMAIN:INET
P1D:2907 PNM:/usr/bin/lftp DST-IP:192.168.8.201 DST-Port:32777

Fig. 4 Log output from the computer of FTP server

From these logs, the proposed methods can trace the flow of classified infor-
mation from the computer with the IP address 192.168.8.166 to the computer with
the IP address 192.168.8.201.

5 Related Work

By using another connection to send address range of the data when sending
tainted data, received data is to be tainted, to trace the diffusion of classified
information among multiple computers [3]. However, there is a problem that
unable to trace the diffusion of classified information by UDP. On the other hand,
by storing the address range of the data to improve the header of the packet, taint is
imparted to the header, to trace the diffusion of classified information among
multiple computers [4]. However, there is a problem that when send the packet to a
computer that does not eliminate the header of the packet, improved header is
treated as data. Multiple virtual machines can be processed on a trusted virtual
machine monitor, providing isolated virtual environments on a per-machine basis
to serve as mechanisms that prevent other users from accessing files [5]. To limit
access to files by isolating environmental in the program unit, the mechanism used
is to assign the domain name of the group to the files, and same domain user only
access the files [6].

6 Conclusion

We proposed a diffusion tracing function of classified information among multiple
computers to prevent information leakage outside internal networks. The classified
information exchanged among the processes in multiple computers should be
traced. Therefore, before computers exchange classified information, the proposed
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function sends IP address and the port number of the receiver socket. Then, the
diffusion tracing function for classified information in the receiving computer
traces the receiving classified information. An evaluation of logs shows that the
proposed function traces a diffusion of classified information among multiple
computers.

In future work, we will reduce the overhead of the proposed function.
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DroidTrack: Tracking Information
Diffusion and Preventing Information
Leakage on Android

Syunya Sakamoto, Kenji Okuda, Ryo Nakatsuka
and Toshihiro Yamauchi

Abstract An app in Android can collaborate with other apps and control personal
information by using the Intent or user’s allowing of permission. However, users
cannot detect when they communicate. Therefore, users might not be aware
information leakage if app is malware. This paper proposes DroidTrack, a method
for tracking the diffusion of personal information and preventing its leakage on an
Android device. DroidTrack alerts the user of the possibility of information
leakage when an app uses APIs to communicate with outside. These alerts are
triggered only if the app has already called APIs to collect personal information.
Users are given the option to refuse the execution of the API if it is not appro-
priate. Further, by illustrating how their personal data is diffused, users can have
the necessary information to help them decide whether the API use is appropriate.

Keywords Android - Malware - Preventing information leakage - API control

1 Introduction

In recent years, adoption of the smartphone has been rapidly spreading, and
Android [1] is one of the popular operating systems (OS) for smartphones. An app
developer can make the app available through a Web site, such as Google Play
Store [2]. However, an app [3] can hijack administrative privileges in order to
exploit vulnerability in the Android OS and send out illegally collected personal
information.
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Malware that target the Android OS are usually intended to illegally collect
personal information. A mobile device contains a large amount of personal
information, such as name, address, phone number, etc. and their information can
be easily obtained by apps using the Android APIL In addition, many users are
unaware that mobile phones are not secure and usually do not come with any anti-
malware software. For this reason, there is a possibility of information leakage
while user did not notice the infection of malware.

An Android app is executed in sandbox, and communication with other apps is
severely restricted, except using Intent [4]. Key features such as external com-
munications and the acquisition of personal information require permissions from
the user. However, the user cannot detect when the personal information is
obtained by the app and whether that personal information was leaked.

In this paper, we propose DroidTrack: a method for tracking information
leakage diffusion and preventing information leakage on Android, tracks infor-
mation diffusion after the app has obtained personal information. DroidTrack alerts
the user if there is a possibility of information leakage, and allows the user to limit
the use of the API. DroidTrack monitors any app that uses the information-gath-
ering API and displays a warning when the app also uses the API that sends
information outside of the device. Personal information can also be leaked when
one app obtains personal information and then sends it to another app, which sends
the information out of the device. For this reason, DroidTrack manages both apps
using the Intent. In addition, the user is allowed to decide whether to limit the use
of the API, which sends information out of the device, thereby preventing infor-
mation leakage.

2 Android Component and Security Issues
2.1 Android Component

In the Android OS, all apps operate on the Applications layer. If an app requires
resources, it must use the API provided by the Application Framework. Android
apps have individual user IDs (UID), and communication with an app with a
different UID is highly restricted, except when using the Intent.

Apps cannot use the Android API to access a protected resource or to gather
personal information without user’s permission. It is necessary to obtain the user’s
permission [5] for app to use these APIs. An app can request specific permissions,
e.g., permission to connect to the Internet INTERNET) or permission to read the
status of the unit (READ_PHONE_STATE). The safety of the resources is pre-
served by granting only minimum permissions required by the app.

Each Android app runs in sandbox. By default, apps cannot communicate with
another app because they are strictly separated from each other. However, it is
possible to enable communication between apps by using the Intent, which allows
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an app to communicate with another app and receive the results of process. In
addition, an app can pass data both as a string or as an object.

2.2 Security Issues in Android

The following are the problems associated with malware and malware infections in
the main security areas in the Android OS:

(1) Problems obtaining administrator authority.

(2) Problems with development tools (Android Debug Bridge (ADB) [6]).
(3) Permission abuse.

(4) Difficult detection of information leakage.

(5) WebKit abuse.

Problems (1), (2), and (3) are cause of the infection to malware. Problems (4)
and (5) are related to malware behavior. Problem (4) makes it very difficult to
inform the user when the app gathers information and what kind of personal
information it gathers. Therefore, if a user installs malware by mistake, user cannot
detect the leakage of personal information. In this work, we deal with problem (4)
by preventing the transmission of information out of a smartphone.

3 Design Principles of the Proposed Method
3.1 Requirements and Challenges

In order to deal with the problem, we propose the following requirements:

(1) Detect all APIs with the possibility of information leakage.
(2) User can judge the risk of information leakage.
(3) Information leakage can be prevented by disallowing the execution of API.

In order to satisfy these three requirements, we propose the following
challenges:

(A) Clarifying the condition of information leakage.

(B) Detecting all uses of APIs that have a possibility of information leakage.

(C) Controlling the operations of apps that have a possibility of information
leakage.

(D) Allowing the user to decide whether app can receive sensitive information.
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3.2 Solution

3.2.1 Solution for Challenge (A)

Information leakage can occur when an app uses the Android API to send infor-
mation to out of the device (diffuse information) after obtaining personal infor-
mation. The app can also obtain personal information without using the
information-gathering API by using the Intent instead. In another scenario of
information leakage, one app uses the information-gathering API and then com-
municates with another app that uses the information-diffusing APL

In this work, we address the following scenarios of information leakage:

(1) A single app uses the information-gathering API and the information-diffusing
API or the Intent.

(2) One app uses the information-gathering API and then communicates with
another app using either the Intent or the information-diffusing APL

3.2.2 Solution for Challenges (B) and (C)

As mentioned in Sect. 3.2.1, information leakage can occur when an app uses the
API that obtains personal information, the API that diffuses the information, or
the Intent. Therefore, to deal with challenges (B) and (C) (detecting all use of the
API and controlling the operations of apps), we propose a method to control the
behavior of the app as follows:

e by intercepting calls to the information-gathering API, information-diffusing
API, or Intent,

e by determining the user’s preference to control the use of API if either scenario
described in Solution for challenge (A) is true, and

e by controlling the use of the APIs or the Intent based on the user’s preference.

4 Method for Tracking Diffusion of Information
and Preventing Information Leakage on Android

4.1 Design Principle

To address challenges (B) and (C), we propose the following requirements:

(1) To inform the user if there is potential for information leakage.
(2) To limit the use of APIs and the Intent with accuracy based on user’s
preference.
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4.2 Basic Method

We change the framework of the Android as follows:

(1) “Hook” or intercept calls to the information-gathering API and the informa-
tion-diffusing API and inform the user of both the name of the app using the
API and the name of the API used.

(2) “Hook” or intercept calls to the Intent and inform the user of both the name of
the app that uses the Intent and the name of the app called by the Intent.

(3) Execute a process based on the user’s preference regarding the use of the APIs
or the Intent.

The API is used differently depending on the type of personal information that
is gathered by the app. Therefore, because of the change described in (2), the user
can be informed when and what kind of personal information which the app
obtains and attempts to transmit out of the device. Furthermore, the change
described in (3) can be used to prevent information leakage according to the user’s
preferences. In the following section, we describe a method to track and prevent
information diffusion by using the modified framework described above.

4.3 Control of API in the Framework

Figure 1 shows the flow of control of the API in the framework. DroidTrack
consists of two “Control Aps” at the Applications layer and one “Calling Control
AP Unit” at the Application Framework layer.

| User |

»

APPLICATIONS
(4) Display Info (5) Yes/No

CT‘ O A 4

'y Control AF']

(1) Call API i

[APPLICATION ~ ™ “TT118-AyRefurnResulf """ T T T T T T cTpTTToTTTTRTREETET

FRAMEWORK (3) Send Info| | (6) Return Yes/No
5.2 Hook AP v

ol
E@ |Ca|l|ng Control AP Unit |

(7) Return Result of Yes/No

(8-B) Call Library

LIBRARIES 3

| Library |

Fig. 1 Control of APIs
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In Fig. 1, “Control AP” is an app that provides information about the API to the
user and prompts the user to choose whether to limit the use of the API. The
“Calling Control AP Unit” informs the “Control AP” whenever an app calls the
information diffusing APIs and transmits back to the API engine the user’s pref-
erences regarding the use of the APIL

The following describes details of the flow of the process in the framework:

(1) The app “AP” calls the information-diffusing API.

(2) The “Hook” intercepts the call to the information-diffusing API in the
framework.

(3) The “Calling Control AP Unit” passes the information about the intercepted
call to the “Control AP.”

(4) The “Control AP” displays a warning dialog to the user if it suspects that an
information leak is possible.

(5) The user replies to the dialog to indicate whether user allows the use of the
APL

(6) The “Control AP” forwards the user’s preference to the “Calling Control AP
Unit.”

(7) The “Calling Control AP Unit” returns the result to the “Determine Unit.”

(8) The “Determine Unit” handles API based on the user’s preference, as follows:

(A) Error handling is carried out if the user disallows the API to be called by
the app.

(B) API process returns to normal mode if the user permits the API to be
called by the app.

Like the above-mentioned procedure, we satisfy the requirement 4.1-(2) by
requiring user’s preference before use of APIs and processing according to the
preference.

4.4 Control AP

4.4.1 Basic Mechanism

Figure 2 illustrates the mechanism of “Control AP.” The Search-Leakage function
triggers the Info Diffusion Manage Unit to check the possibility of information
leakage. If there is a possibility, it passes the process to the Control-Write-Out
function. If there is no possibility, it allows the API calls to be processed. The Info
Diffusion Manage Unit updates the Information Diffusion data structure, examines
the possibility of information leakage, and returns the result of the test to the
Search-Leakage function. The Control-Write-Out function displays a warning
dialog, and then accepts and returns the user’s preference regarding the use of the
APIs.
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Fig. 2 Basic mechanism of control AP
4.4.2 Information Leakage Determination Method

Control AP monitors apps that use the information-gathering API by wrapping the
app in a managed object. If the managed AP communicates with another app that
uses the Intent, the second app is added to the managed object. Control AP also
warns the user of the risk of information leakage if the managed app uses the
information-diffusing API, thereby satisfying the requirement described in Sect.
4.1-(1).

5 Experiment of the Operation of DroidTrack

Prevention of information leakage by apps was tested using the following
procedure:

(1) Obtain the phone number of the mobile device by using “getLinelNumber,”
which serves as the information-gathering API.

(2) Transmit the personal information out of the device by using “sendText-
Message,” which serves as the information-diffusing APIL.

Figure 3 shows the dialog displayed by DroidTrack when the example app runs.
The user can detect the use of the API by various information from the dialog. In
this case, the user presses “Yes” to allow the use of the API and “No” to disallow
the use of the API. DroidTrack could prevent information leakage by pressing
“No”.
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Fig. 3 Warning dialog

. Warning !

Detect a leakage of personal
information by SMS.
Continue ?

Uid: 10038

Name of AP: com.example.
sendmailfromapp

API to use: sendTextMessage

Date of WriteOut:
2012/11/14-13:22:12.438

List of information-gathering
APIs :getVoiceMailNumber,
getVoiceMailAlphaTag,
getSubsucriberld,getDeviceld,
getSimSerialNumber,
getLineTNumber,

6 Related Work

MockDroid [7] allows the user to provide fake or “mock” data to prevent a real
personal information leakage. This method needs user’s set up of permissions for
each apps. Therefore, DroidTrack needs no user’s set up, but needs user’s input
only when there is a possibility of information leakage. Furthermore, DroidTrack
tracks all transmitted information, including transmissions without leakage, in
order to check all API communications in and out of the device. AppFence [8] that
using TaintDroid [9] provides a similar approach, but it modifies framework and
Dalvik VM, and uses the policy which is made except on Android. On the other
hand, DroidTrack modifies only the framework of the Android. Therefore,
DroidTrack is easier to implement.

7 Conclusion

We have proposed DroidTrack, a method to warn of the risk of information
leakage by monitoring apps that obtain personal information and by keeping track
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of information diffusion. DroidTrack prevents personal information leakage by
controlling the behavior of the API, based on the user’s preference, which they
indicate when a warning is displayed. DroidTrack can also detect information
leakage in scenarios where the Intent is used and where the information-diffusing
API is used. In addition, DroidTrack can inform the user of the risk of information
leakage and display a list of information-gathering APIs that could have diffused
information to other apps.
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Three Factor Authentication Protocol
Based on Bilinear Pairing

Thokozani Felix Vallent and Hyunsung Kim

Abstract Secure authentication mechanism is a pre-requisite to remote access of
server’s resources particularly when done over the Internet. This paper presents a
three factor authentication protocol which is based on verification of user’s: bio-
metrics, knowledge proof of a password and possession of token to pass authen-
tication. The proposed protocol utilizes bilinear mapping for session key
establishment and elliptic curve discrete logarithm problem for security.

Keywords Authentication - Bilinear pairing - Three factor authentication

1 Introduction

Information security is concerned with the assurance of confidentiality, integrity
and availability of information in all forms. There are many tools and techniques
that can support the management of information security one of which is the use of
tokens that store client identifying information like smart card [1-5]. Smart card
authentication falls short of password sharing among colleagues, password
guessing and smart card breaching [3]. In applications with strict user identifica-
tion smart card flaws can be dealt with by employing the biometric authentication
besides the password. Biometrics is hard to forge hence outworks impersonation
attack resilience thus provides a reliable means of authentication [3-5].
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A biometric system is a pattern recognition system that extracts an individual’s
unique features set for authentication by comparing these features’ template pre-
stored in the database [2, 4, 6]. Three factor authentication involves knowledge
proof by checking user’s knowledge of correct password, token possession and
biometrics matching before authentication. Biometric authentication can be
applied for identification and non-repudiation and for preserving the integrity like
in passport, medical records access control among others [2, 3].

In 1981, Lamport first proposed a remote password authentication scheme for
insecure communication. The protocol uses verification table hence it’s at the edge
of a huge security risks once the system is compromised [7]. Hwang and Li (2000)
proposed a remote user authentication scheme using smart cards based on EIG-
amal’s public key cryptosystem the protocol suffers from man-in-the middle attack
[2]. In 2010 Li and Hwang proposed another remote user authentication based on
biometrics verification, smart card, one-way hash function but still bears a problem
of man-in-the-middle attack [2, 4].

2 Preliminaries

This section introduces mathematical background necessary for the proposed
protocol’s description.

2.1 Bilinear Pairing

Consider two groups G and G, both of order ¢, a cyclic additive group and cyclic
multiplicative group respectively. A map &: G; x G; — G, has following prop-
erties [6].

e Bilinearity; V P, Q € G, and Va, be Z*,
éaP, bQ) = &P, Q).
e Non-Degeneracy; é(P, P) # 1, where P # 0 to avoid everything totally
mapped to the identity element.
e Computability: é: G; x Gy — G, is efficiently computable.

Notice that é(aP, bQ) = é(bP, aQ) by the bilinear property.

2.2 Computational Discrete Logarithm Problem

Given Q = kP, where P, Q € Gy, it is relatively easy to compute Q given k and
P. However, it is relatively hard to determine k given Q and P [8-10].
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3 Three Factor Authentication Protocol

The major contributions of the proposed protocol are: (1) achieving mutual
authentication and session key agreement in an efficient way; (2) no need of
directory or password verification table (3) offline password guessing attack
resilience (4) insider attack resilience and replay attack resilience. The network
environment involves one registration server, many users subscribing to different
service servers under the same registration server. The users access services from
the service servers over an insecure channel by means of handy devices. Entities
mutual authentication is a pre-requisite before granting access to service server’s
resources. The protocol takes four phases: set up phase, registration phase, login
phase and password change phase as discussed below.

3.1 Set Up Phase

The registration server, RS selects two groups G, and G, a bilinear mapping é:
G, x Gy = G, and a cryptographic function H():{0, 1}* — G,. RS selects a
master secret key s and computes a corresponding public key as P, = sP, where
P is the generator of the group G,. Then RS publishes {G,, G,, g, P, P, é, H()}
while keeping the master key s secret.

3.2 Registration Phase

Any user registers with a registration server (RS) and the procedures is as follows.

R1. A user, U;, submits H(PW,lb), H(flID;) and ID;, to RS where PW; is a chosen
password, b is a random number, f; is hashed biometrics (B;) and ID; is
identity.

R2. RS computes U;’s public key Q,, = H(ID;) and U;’s private key P, = sQ,,.

R3. Further RS  computes Vi = P,®y; and t; = H(P,), where
v; = HPWIb)YDH(flID;).

R4. RS sends the smart card to U; securely stored with {ID;, H(), t;, V;}.

RS. Upon receipt of the smart card, U, inserts the random number b on the smart
card so the information stored in the card is {ID;, H(),Q,, t;, V;, b}.

In a similar manner, a service server, SS; registers with RS and is issued a pair of
a public key, Q,;; = H(ID,;) and a private key, P,,; = sH(ID,y;).
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3.3 Login and Verification Phase

To login to the service server SS; user inserts the smart card into a terminal and
inputs identity ID;, password PW; and his/her biometrics B; into a device and then:

Al. The smart card computes H(PW,Ib), f; = H(B;) and H(fIlID;) then cross-
checks the correctness of ID;, f; and H(PW;lIb) and if found valid the processes
continues as below otherwise terminates.

A2. The smart card computes P, =V® Vi

A3. Then the smart card checks if #; = H(PZ). If the result holds, it means U;
inputted correct password PW,, identity ID; and the biometrics B; hence is
authenticated.

A4. Now the smart card selects a random number r; and computes r;P.

A5. Smart card computes K, = H(r;,PIIP|IQ,||Qslé(sQ.P, riQss)), SK = H(K,lI
IDIDy;) and auth = H(rdlylIDIID,ISK) and sends { Ex,(rillauth||ID;), r;P,
yi} to SSJ

A6. In turn SS; computes K, = H(r;PIPJQ QO 1é(0,riP, sO,;)) and uses it to
decrypt Ex,(rillauth||ID;), the message from smart card {Ex,(rillauth||ID,),
riP, yi}.

A’l. Then SS; cross-checks if ID; and auth are valid then continues to compute the
session key as SK = H(KIDID;) and verifies auth = H(rllylID; IIDll
SK). When it computations hold SS;’s accepts U;’s request otherwise rejects.

3.4 Password Change Phase

At will U, has the right to change his/her password from PW; to PW;*" for security
reasons without involving RS. Below is the procedure for password change phase.

C1. U, submits identity, ID;, current password, PW; and his/her biometrics, B; into
a device before submitting the new password PW;".

C2. Smart card computes H(PW|b), f; = H(B;) and H(flID;) and checks the
validity of the results. The process continues if the calculations holds other-
wise terminates.

C3. Then smart card computes y; = H(PW|llb) & H(PW;*"IIb).

C4. Smart card replaces y; with y/*"" = H(PW;*"llb) & H(fIID,).

4 Security and Performance Analysis

This section points out the security properties and computational performance.
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4.1 Security Analysis

This section shows how the proposed protocol achieves notable security
requirements.

Proposition 1 The proposed protocol supports mutual Authentication.

Proof Mutual authentication is satisfied in the sense that each party verifies the
counterpart’s legitimacy. This property is implicitly embedded in the ability to
establish a session key SK between the two. When U; sends the message
{Exq(rilauth||ID;), r;P, y;} to SS;, h/she is assured that only the intended service
server will be able to compute the session key SK = H(r,»PIIPXIIQu||Qs@,»||é(sQuP,
rQysj)), because no one else could compute é(Q,r;P, sQyj) = é(Q, P, sQOy,;) but
SS; only by bilinear pairing property. While on the hand SS; knows only U; could
form a valid pair é(sQ,, :P, Q).

Proposition 2 The proposed protocol supports offline password guessing attack
resilience.

Proof Offline password guessing attack resilience is met by the fortification of the
smart card stored information, {ID;, H(),Q,, t;, V;, b}. Even if an adversary skims
the information the tough task of guessing PW; awaits. The attempt would mean
computing H(PWlb)aH(fIID;) = P,& V;, which would require knowledge of the
private key P,, the random umber b and the hashed biometrics f;. So guessing the
four parameters, PW;, P,, b and f; is extremely hard besides b is a high entropy
number.

Proposition 3 The proposed protocol supports replay attack resilience.

Proof Replay attack is resisted by usage of fresh random number r; in the message
{Ega(rilauth||ID;), r:P, y;}. Even if an adversary would try to replay an old
authenticated message {Ex,(rillauth||ID;), r:P, y;}", h/she will fail to get authen-
ticated obviously because auth # auth” as a result of the randomness of r; in each
session.

Proposition 4 The proposed protocol supports insider attack resilience.

Proof Insider attack is overcome by securing the message {H(PW,lb), H(fIID;)
and ID;} during registration phase. In order to fabricate a correct login message,

P, = V;k ® yf an adversary has to guess PW;, b, and f; simultaneously, which is
impossible within polynomial time. Thus the protocol copes up with insider attack.

4.2 Performance Analysis

This section gives computational cost of the protocol in comparison with related
protocols depicted in Table 1.
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Table 1 Comparison with related protocols on computational cost

Protocols Computational operations
No. of No. of No. of point  No. of scalar No. of symmetric
pairing hash addition in EC multiplication in  encryption or
function EC decryption
Ours 2 9 1 2 1
Juang et al’'s 2 10 0 3 2
Das et al’s 2 2 1 2 0

Table 1 is gives communication cost of the shown protocols with an exception of symmetric
encryption/decryption, the operations’ computational load in ascending order are: bilinear pairing
operation is heaviest followed by hash function then EC point addition operation and finally EC
scalar multiplication with reference to [6]

Compared with communication load of other smart card based authentication
protocols shown in Table 1 and presented in [6, 11] our protocol is moderately
heavier but achieves high security level. Therefore the proposed protocol is rel-
atively efficient and strong against smart card well known attacks.

5 Conclusion

A secure three factor smartcard biometric authentication protocol has been pro-
posed that is facilitated by the properties of bilinear pairing and computational
discrete logarithm problem. The proposed protocol does not require a directory or
password verification table and supports offline password change without
involving the server. Further the protocol resists lost or stolen password guessing
attack. Though has comparatively higher computation load the proposed protocol
achieves high security.

Acknowledgments This work was supported by the National Research Foundation of Korea
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A LBP-Based Method for Detecting
Copy-Move Forgery with Rotation

Ning Zheng, Yixing Wang and Ming Xu

Abstract Copy-move is the most common tampering manipulations, which copies
one part of the image and pastes into another part in the same image. Most existing
techniques for detecting tampering are sensitive to rotation and reflection. This paper
proposed an approach to detect Copy-Move forgery with rotation. Firstly the sus-
picious image is divided into overlapping blocks, and then LBP operator are used to
produce a descriptor invariant to the rotation for similar blocks matching. It is
effective to solve the mismatch problem caused by the geometric changes in dupli-
cated regions. In order to make the algorithm more effective, some parameters are
proposed to remove the wrong matching blocks. Experiment results show that the
proposed method is not only robust to rotation, but also to blurring or noise adding.

Keywords Copy-move - Image forgery - LBP - Rotation invariant

1 Introduction

With the wide application of powerful digital image processing software, such as
Photoshop, digital image tampering becomes increasingly easy. At the same time,
digital image forensic cause more and more attention. Copy-move is the most
common tampering manipulations, which copies one part of the image and pastes
into another part in the same image. The first method for detecting copy-move
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forgery was proposed by Fridrich [1]. They lexicographically sorted quantized
discrete cosine transforms (DCT) coefficients of small blocks and then checked
whether the adjacent blocks are similar or not. In [2] Farid proposed a new method
by adopting the PCA-based feature, which can endure additive noise, but the
detection accuracy is low. Nevertheless, these methods are sensitive to the geo-
metric changes in the copied part.

To solve the above problem, log-polar transform (LPT) may be performed on
image blocks followed by wavelet decomposition [3]. There are some approaches [4]
that extracted interest points on the whole image by scale-invariant feature transform
(SIFT). However, these schemes still have a limitation on detection performance
since it is only possible to extract the key points from particular points of the image.
This paper presents a comprehensive novel method to detect duplicated regions that
have undergone geometric changes, particularly reflection and rotation.

2 Rotation Invariant Feature
2.1 LBP Operator

LBP operator is an effective texture description operator. It has been successfully
applied in image processing areas these years. Next, introduce how to calculate the
LBP value. In 3 x 3 window, the gray value of the center point of the window as a
threshold value, other pixels in the window do binarized processing, generates an
8-bit binary string. Then, according to the different positions of the pixels, get the
LBP value of the window by weighted summing. It can be computed by

>
LBP = Z — 8.)2', where s(x) = {(1) );<8 (1)

Here g. is the center pixel of the window, g; represents surrounding pixels.
Generally the order of the neighboring pixels is started by the pixel to the right of
the center pixel, counterclockwise marked. The LBP value can reflect the texture
information for the region. LBP can be expanded to a circular neighborhood.
Using (P, R) to describe the neighborhood, where P represents the number of
sampling points, R is the radius of the neighborhood. The gray values of neighbors
which do not fall exactly in the center of pixels are estimated by interpolation.

2.2 Rotation Invariance

The LBPpy operator produces 2° different output values, corresponding to 27
different binary patterns that can be formed by the P pixels in the neighbor set.
When the image is rotated, the gray values g; will move along the perimeter of the
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circle. After rotation, a particular binary pattern results in a different LBPp  value.
This does not apply to patterns comprising of only O (or 1) which remain constant
at all rotation angles. To remove the effect of rotation, assign a unique identifier to
each rotation invariant local binary pattern, we define:

LBP} , = min{ROR(LBPpg.i), i=0,1,...P — 1} )

where ROR(x,i) performs a circular bit-wise right shift on the P-bit number
X i times, superscript 7i means rotation invariant. LBP}Z"R quantifies the occurrence
statistics of individual rotation invariant patterns corresponding to certain features
in the image, hence, the patterns can be considered as feature detectors. In the case
of P =8, LBP}, will generate 36 different values or 36 patterns. Let vector
V represents the occurrence number of individual patterns. When block is rotated,
V' is extracted. It is expected that V and V' are similar, the correlation coefficients
between them is close to 1. Compare the similarity between V and V/, it is easy to
identify the duplicated blocks.

oV = (£ -1 7)) / $ (X 0e-) (TX0m-7) O

m

3 The Proposed Method

The framework of the proposed method is given as follow: (1) Dividing the
suspicious image into blocks; (2) Extracting appropriate features from each block;
(3) Searching similar block pairs; (4) Finding correct blocks and output them. The
following is the implement details.

Stepl: An M x N color image is first split into overlapping blocks of
B x B pixels. Adjacent blocks have one different row or column. Thus (M —
B 4+ 1)(N — B + 1) blocks would be getting. Let A; denote the i-th block of
piXelS, i= 172-~~’Nblock,¥’ where Nblocks = (M — B+ l)(N — B+ 1)

Step2: Then feature vectors are extracted from each block A;. The mean of each
of three channels has been proved effective against JPEG compression and blur-

255
ring. The fourth feature is entropy. It can be calculated as, v=— Y p;log, p;
i=0

where p; is the proportion of the number of pixels which gray value is i to total
pixels numbers. In previous detection methods, uniform areas in the image may
lead to false matches. The entropy can be used to identify blocks with insufficient
textural information. Thus, blocks whose entropy is lower than a defined threshold
emin could be discarded. However, this could prevent the system from detecting
duplicates in areas with scarce textural information. Finally, a 1 x 4 eigenvectors
v can be gotten from each block.

Step3: The extracted eigenvectors are arranged a matrix L with the size of
(M — B+ 1)(N— B+ 1) x 4, then L is lexicographically sorted. To search for
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the similar block pairs, the corr2(V;, V;) is computed using (3), for every
k

li —i|<e¢, when the following conditions are satisfied: ‘vi - v]k‘ <@ k=
1,2,3,

next section and dj; is the Euclidean distance between two blocks. It can be

v — vj‘ < ¢, and dij < ¢ . Where @, ¢, ¢.., ¢4 are threshold discussed in

calculated as dj; = \/ (xi — xj)2+(y,- - yj)z, (x;,y;) is the top-left corner’s coordi-
nate of the i-th block.

Let c;, be the higher correlation coefficient computed for V;. If ¢;, is greater than
a user-defined similarity threshold ¢,, records the offsets between i-th block and p-
th block as well as their locations. Whenever we find a pair of matching blocks,
create a record. Finally, form a list QO with all the created records.

Step4: Initialize a black map image P with the size M x N. According to the Q,
mark the suspicious blocks in P. Morphologic operations are applied to P to fill the
holes in the marked regions and remove the isolated points, then output the final
result.

4 Experimental Results and Analysis

The experiments were carried out on the Matlab R2009a. All tampered images are
generated from three datasets. The first dataset are the Uncompressed Color Image
Database (UCID) [5]. The second is several uncompressed color PNG images of
size 768 x 512 pixels released by the Kodak Corporation [6]. The last is a tam-
pered image sets including original color images and their copy-move forged
versions [7]. Two standard metrics detection accuracy rate (DAR) and false positive
rate (FPR) will be adopted to quantify the accuracy and robustness. These two
parameters indicated how precisely our method could locate the duplicated regions.
The more DAR is close to 1 and FPR is close to 0, the more precise the method
would be. Unless otherwise noted, all the thresholds in the experiment are set as:
B=8,¢0,=35¢,=2,0,=03,0, =40,¢p, = 0.95,emin<4. The specific
thresholds would be given in case of the default parameters are not well working.

4.1 Effectiveness Testing

In order to test the effectiveness of the proposed method, for the first experiment,
we choose some images with the size of 200 x 200 pixels from the third dataset.
The detection results can be seen from Fig. 1. The first line is forgery images, the
second line is detection results. All the duplication regions are non-regular and the
detection algorithm can find the tampered regions precisely, though each image
has complex texture background.
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Fig. 1 The detecting results for non-regular copy-move forgery

The basic motivation of our scheme is to detect regions that have undergone
geometric changes, particularly reflection and rotation. Following experiments are
designed to detect the duplicative region when it is rotated with different degrees.
This kind of forgery can not be detected by the other existing methods. In Fig. 2
the duplicative regions have been horizontal reflection, vertical reflection and
rotated. Detecting result shows the method can effectively solve this situation.

Fig. 2 The detecting results when the regions are reflected and rotated
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4.2 Robustness and Accuracy Test

In real life, some evil people often handle the tampered images with post-pro-
cessing operation, such as noise adding, blurring or mixture operations. Experi-
ments on images that distorted by blur and additive white Gaussian noise were also
performed to test how precise our method was in these two cases. 100 images were
chosen from the datasets, for each image, copying a square region at a random
location and pasting onto a non-overlapping region. The square region’s size was
fixed as 48 x 48 in this part and the parameters were set as: B =16, ¢, =
30,0, =2,0.=03,0;, =40, p, = 098, epin <3 for AWGN distortion, while
default parameters were used for blurred images. Results of tampered images
distorted by AWGN with different power and blur were shown in Table 1. The
values indicated that the algorithm had the ability to locate tampering regions in
the case of processing distorted image. All tampering images had been detected
and the detecting precision was good.

4.3 Computational Complexity

The number of blocks and the dimension of the vector are two important aspects of
reducing computational complexity. Assuming a 256 x 256 image and the size of
block is 8 x 8. Table 2 displays the comparison results between the different
methods. Table 2 shows the time complexity of algorithm [1, 2, 8] has higher than
our method.

Table 1 The result of additive white Gaussian noise and Gaussian blurring

SNR 20 dB 30 dB 40 dB
DAR 0.924 0.961 0.982
FPR 0.085 0.092 0.087
w,o 5,05 5,1 5, 1.5
DAR 0.988 0.928 0.895
FPR 0.041 0.106 0.213

Table 2 Computation complexity comparisons

Methods Numbers of blocks Feature dimension Detection time (s)
Fridrich’s 58081 64 55.6
Farid’s 58081 32 50.8
Wang’s 58081 4 20.2

Our proposed 58081 4 43
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5 Conclusions

This paper present an automatic duplication image region detection algorithm
based on LBP. It works in the absence of digital watermarking and does not need
any prior information about the tested image. Compared with previous works, our
algorithm used less features to represent each blocks, and was more effective. The
experiment results prove that the proposed method have nice robustness to post-
processing and rotation. Thus, our method could be useful in some areas of
forensic science.
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Attack on Recent Homomorphic
Encryption Scheme over Integers

Haomiao Yang, Hyunsung Kim and Dianhua Tang

Abstract At CDCIEM 2012, Yang et al. proposed a new construction of some-
what homomorphic encryption scheme over integers, which is quite efficient in the
perspective of the key size. In this paper, we present an effective lattice reduction
attack on Yang et al.’s scheme, where it is easy to recover the plaintext by
applying LLL algorithm.

Keywords Homomorphic encryption -« LLL algorithm - Lattice - Cloud
computing

1 Introduction

Fully homomorphic encryption (FHE) can operate the arbitrary plaintext infor-
mation homomorphically, just by operating ciphertexts, without decryption.
However, how to construct an efficient FHE scheme has been still an open problem
for over 30 years. In 2009, the old open problem was solved by the breakthrough
work of Gentry [1]. At the same time, Gentry still gave a construction framework
that a fully homomorphic scheme could be transformed from a “somewhat”
homomorphic scheme.
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Gentry’s somewhat scheme originally worked with ideal lattices. At 2010, Dijk
et al. proposed a very simple somewhat homomorphic scheme only over the
integers, which had owned merit of conceptual simplicity [2]. However, this
simplicity came at the cost of public key size in 0("). Although at 2011, Coron
et al. reduced the public key size to O(.’), it was still too large for practical
applications [3]. At 2012, Yang et al. further reduce the public key size to O(1%) by
encrypting with a new form [4].

In this paper, based on LLL algorithm, we present an effective attack on Yang
et al.’s scheme. Our attack shows that it is easy to recover the plaintext by using
lattice reduction: it is a matter of applying LLL in a lattice of dimension 3.

2 Recent Somewhat Homomorphic Encryption Scheme

For convenience, the same notations are used as in [4]. The construction of Yang
et al.’s somewhat homomorphic encryption scheme is as follows.

e KG(/4): Choose randomly an odd #-bit integer p € [27~!, 2"). Choose randomly
four integers ly, I} € ZN (0,27 /p), ho,h1 € (—=2°,27). Compute x; = pl; + 2h;,
i =0, 1. Assume that |xo| > |xi|. Set public key pk = (xo,x;), and secret key
sk = p.

e Enc(pk,m): To encrypt a bit m € {0, 1}, choose randomly two integers r €
(—2”’,2”’),“ € (—2#,2°) and compute the ciphertext ¢ =m+ 2r + rix;
mod xg.

e Eval(pk, C, ¢): The function is the same as in [2].

o Dec(sk,c): Output m = (¢ mod p) mod 2, where (¢ mod p) is the integer in

To foil various attacks, a convenient parameter set is p = A,p' =24,
n=0(7*),y=0(2%), where / is a security parameter.

Remark 1 According to the parameter set in Yang et al.’s scheme, we have

r=0(2%),n = 0(2) and ¢ = 0(2").

Remark 2 In Yang et al.’s scheme, the message is encrypted with a new form.
However, the new form of encryption results in the lattice reduction attack by LLL
algorithm. Before describing the attack, we first give a brief introduction of LLL
algorithm.

3 Lattice and LLL Algorithm

Definition 1 (Lattice) Let B = (by, b, ...,b,)", where by,b,,...,b, € R" are
n linearly independent row vectors, the lattice generated by B is
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L(B) = {le] +X2b2 + .. ~xnbn|xi € Z}a

where, we refer to by,b,,...,b, € R" as a basis of the lattice and m as its
dimension [5].

One basic parameter of a lattice is the length of the shortest nonzero vector in
the lattice. This parameter is denoted by 4. By length of a vector v, the Euclidean
norm of v, or the ||v|| norm, defined as following

n 2
W= /> vl
i=1

Definition 2 (LLL Algorithm of Lattice) LLL algorithm can transform a basis to a
reduced basis [6].

INPUT: by, ....b, € Z"
OUTPUT: o-LLL reduced basis for £(B)

Start: Compute Gram-Schmidt orthonormal basis b , 132, ..., by

Reduction Step:

for i =2 to n do
forj=i—1to1do
b,’ — bi — C,’ij where Cij = [<b,,l~7]>/<l~7],Bj>J

Swap Step:
if 3i 5.0.8]|Bi||* > [|ti1 Bi + i1 | then
b; < biyy
goto start

Output: by,.... b,

One important property of LLL-reduced basis is that its first vector is relatively
short, as shown in the next claim. Our attack is based on the following claim.

Claim 1. Let by, by, ...,b, € R" be a §-LLL reduced basis. Then

n—1
b1 < (%) I(L).

4 Attack to Yang et al.’s Somewhat Scheme

This section provides an effective lattice reduction attack on Yang et al.’s scheme,
where it is easy to recover the plaintext by applying LLL algorithm.
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4.1 Basic Idea

A ciphertext in Yang et al.’s scheme is of the form: ¢ = m + 2r 4+ rjx; mod x,
where m is the message (0 or 1), xo and x; are known large integers, and r and r,
are random small integers. But it is very easy to recover the unknown integers and
hence m using lattice reduction: it is a matter of applying LLL algorithm in a
lattice of dimension 3.

4.2 Construction of Lattice
By using Enc algorithm, we have ¢ = m + 2r + rix; mod xo. Since |xo| > |x1],
we have that

c=m+2r+rx; + axo, |a|<r.

Let ky =m+2r, ky = ry, k3 = a and k = (ky, kz, k3), we have that

c 00
(1,/(2,/(3) —X] 1 0 = (k],k27k3),
—X0 0 1

where k; = O(2**1) k, = 0(2*) and k3 = O(2%). Let

C 0 0 b]
—X0 0 1 b3

Therefore, we have a lattice of dimension 3: £(B), and the lattice basis is
by = (¢,0,0),b, = (—x1,1,0) and b3 = (—x0,0, 1).

4.3 Attack by Using LLL Algorithm

On one hand, we would like to show how can find a short vector v in this lattice.
First of all, we compute

det(L(B)) = c.

Then by using the LLL algorithm, we find a short lattice vector v whose length
satisfies

Ivll < 00 (£(8))) < O((dex(£(B))'*) = 0(c') = 0(2/%),
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where the second inequality follows from Minkowski’s theorem [6] and the second
equality follows from Yang et al.’s parameter set.
On the other hand, we have k|| = O(2***!), which is much smaller than

o (23/ 3). So the vector k is just the shortest vector. We know that for a lattice of

dimension 3, there exists a probabilistic polynomial time algorithm [7] to find the
shortest vector k. Therefore, from k; = m + 2r, we have m = k; mod 2, and the
message m is recovered.

5 Experiment of Attack

We run it on a Thinkpad Notebook, featuring an Intel CPU P8400 (2.26 GHz),
with 3 GB of RAM. Our implementation uses Shoup’s NTL library [8] version
5.5.2 for high-level numeric algorithms.

The parameters p = 2, p' = 24,1 = O(7*),y = O(2’) is set, where 7 is secu-
rity parameter. For convenience, first let 2 = 10. The running result is as follows.

[The secret key]
p = 814105364630556351240736280183

[The public key]

Xp = 78346958740686353860440815564658914756426973101293533788204
213865118944356453715800823786425964931810026856009990255869548506
029792032338238257897021458714393582082905984639667197072688343270
317287337116407175580467867712338785238976504175547934667309204186
47299829548252839709977921008223739649015191

x1 = 49904705158886425782744562622451521600687523551167430388079
095620911235428047145543612591989134670946735716126048747386820180
748497914316405897990865092507125241729118662840060489456988543515
007765223327056952653894471517794934268922493112843996227517667057
68350604728270811758268128643502622618273548

[The random numbers for encrypting]
r=101223, r, = 17

[The ciphertext of O bit]

¢ = 134365584464806541581914066295721951090088037443825550729017
269608173856441893995676475868703248438157882419670641089890904936
032478123417205710225294732372002935169485627553108470307665362183
581519117205107362689405290332127550570591630126793454726009060705
8337844650177436919198944150916551628314339
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Table 1 Attack Yang’ et al. scheme with LLL algorithm (Intel CPU P8400 (2.26 GHz) with
3 GB of RAM)

Security parameter A Number of Number of Ratio of Average time
run success success (%) per run (s)

6 100 96 96 0.00078

10 100 95 95 0.02481

20 100 98 98 6.7111

30 100 92 92 210.962

As a result, the lattice basis: b; = (13436558446480654158191406629572
195109008803744382555072901726960817385644189399567647586870324843
815788241967064108989090493603247812341720571022529473237200293516
948562755310847030766536218358151911720510736268940529033212755057
059163012679345472600906070583378446501774369191989441509165516283
14339, 0, 0), b, = (—499047051588864257827445626224515216006875235511
674303880790956209112354280471455436125919891346709467357161260487
473868201807484979143164058979908650925071252417291186628400604894
569885435150077652233270569526538944715177949342689224931128439962
2751766705768350604728270811758268128643502622618273548, 1, 0), b3 =
(—783469587406863538604408155646589147564269731012935337882042138
651189443564537158008237864259649318100268560099902558695485060297
920323382382578970214587143935820829059846396671970726883432703172
873371164071755804678677123387852389765041755479346673092041864729
9829548252839709977921008223739649015191, 0, 1).

The first vector of LLL-reduced basis: b; = (202446, —17, 11). It is easy to
verify k = (ky, ko, k3) = (202446, —17, 11) = 2r + 0, ky, k3). So, the message 0
is recovered. Then we run experiments with different security parameters. The
result is shown in Table 1.

6 Conclusion

In this paper, we pointed out that the somewhat homomorphic encryption scheme
over integers presented by Yang et al. is vulnerable to lattice reduction attack. By
using LLL algorithm, we could recover the plaintext easily. As shown in experiments,
there was more than 90 % of recovering plain texts for different security parameters.
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A New Sensitive Data Aggregation
Scheme for Protecting Data Integrity
in Wireless Sensor Network

Min Yoon, Miyoung Jang, Hyoung-il Kim and Jae-woo Chang

Abstract Since wireless sensor networks (WSNs) are resources-constrained, it is
very essential to gather data efficiently from the WSNs so that their life can be
prolonged. Data aggregation can conserve a significant amount of energy by
minimizing transmission cost in terms of the number of data packets. Many
applications require privacy and integrity protection of the sampled data while
they travel from the source sensor nodes to a data collecting device, say a query
server. However, the existing schemes suffer from high communication cost, high
computation cost and data propagation delay. To resolve the problems, in this
paper, we propose a new and efficient integrity protecting sensitive data aggre-
gation scheme for WSNs. Our scheme makes use of the additive property of
complex numbers to achieve sensitive data aggregation with protecting data
integrity. With simulation results, we show that our scheme is much more efficient
in terms of both communication and computation overheads, integrity checking
and data propagation delay than the existing schemes for protecting integrity and
privacy preserving data aggregation in WSNs.
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1 Introduction

Recently, due to the advanced technologies of mobile devices and wireless
communication, wireless sensor networks (WSNs) have increasingly attracted
much interest from both industry and research. Since a sensor node has limited
resources (i.e., battery and memory capacity), data aggregation techniques have
been proposed for WSNs [1]. Another issue of WSNs is how to preserve sensitive
measurements of everyday life where data privacy becomes an important aspect.
In many scenarios, confidentiality of transported data can be considered critical,
for instance, data from sensors might measure patients’ health information such as
heartbeat and blood pressure details. So, maintaining data privacy of a sensor node
even from other trusted participating sensor nodes of the WSN is critical issue [2].
Although the existing data aggregation schemes have been proposed to preserve
data privacy, they have the following limitations. First, the communication cost for
network construction and data aggregation and data integrity is considerably
expensive. Secondly, the existing schemes do not support data integrity due to
communication loss. However, since the existing privacy-preserving schemes do
not support privacy preservation and integrity protection simultaneously, it is
required to carefully design a good data aggregation scheme for recent applica-
tions of WSNs, where both the privacy of sensed data and the integrity of the data
should be provided [3].

To reserve these problems, in this paper, we propose a new and resource
efficient scheme that can aggregate sensitive data protecting data integrity in
WSNs. Our scheme utilizes complex numbers, which is an algebraic expression
and can use arithmetic operations, such as addition (+), to aggregate and hide data
(for data privacy) from other sensor nodes and adversaries during transmissions to
the data sink. In our scheme, the real unit of a complex number is used for
concealing sampled data whereas the imaginary unit is used for providing data
integrity checking. Thus, our scheme not only prevents recovering sensitive
information even though private data are overheard and decrypted by adversaries
or other trusted participating sensor nodes but also provides data integrity
checking. For data security, our scheme can be built on the top of the existing
secure communication protocols like [4].

The rest of the paper is organized as follows. In Sect. 2, we present some related
work. Section 3 describes our integrity protecting sensitive (private) data aggre-
gation scheme in detail. Simulation results are shown in Sect. 4. Along with some
future research directions, we finally conclude our work in Sect. 5.

2 Related Work

In this section, we present the existing data aggregation schemes for supporting
data privacy and data integrity in WSNs. There are privacy preserving data
aggregation schemes, such as iPDA and iCPDA. He et al. proposed iPDA [3] and
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iCPDA [5] schemes for WSNs to support integrity. In the iPDA scheme, they
protect data integrity by designing node disjoint two aggregation trees rooted at the
query server where each node belongs to a single aggregation tree. In this tech-
nique, first, every sensor node slices its private data randomly into L pieces and
L—1 pieces are encrypted and sent to the randomly selected sensor nodes of the
aggregation tree keeping one piece at the same sensor node. The same process is
independently done for each sensor node using another aggregation tree. Then, all
the sensor nodes which received data slices from multiple sensor nodes decrypt the
slices using their shared keys and sum the received data slices including its own.
After that, each sensor node sends the sum value to its parent from the respective
aggregation tree. In the same way, the sum data from another set of sensor nodes
are transmitted to the query server through another aggregation tree. In the end, the
aggregated data from two node-disjoint aggregation trees reach to the base station
where the aggregated data from both aggregation trees are compared. If the dif-
ference of the aggregated data from the two aggregation trees doesn’t deviate from
the predefined threshold value the query server accepts the aggregation result,
otherwise, it rejects the aggregated result by considering 