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   Foreword   

 A world in change—hasn’t it always been in change? Or have we changed our 
perspective? Questions that challenge global change research efforts are highlighted 
in this book. I am not sure whether it is our guilty conscience or just new knowledge 
that drives humanity forward to consider the world is in change. Drastic changes are 
recognized easily such as population growth and increased lifespan, faster and 
cheaper transportation and globalization, the Internet and smartphones, but also 
the political changes and revolutions in various regions. Yes we have changed our 
lifestyle, our consumption patterns, and our expectations. But who is “we”? Still, 
millions of people worldwide have no or rare access to fresh water, to suffi cient 
nutrition, to education, and to many other attainments of a modern civilization. 
They suffer from sickness, war, and crime. It is quite certain they do not have the 
same perspective as European or American citizens. But even within the so-called 
industrially developed countries, there is a wide span between those who struggle to 
survive daily and others who fi ll biofuels in their big SUV’s. 1  

 A world in change also means changing societies. Poverty, hunger, or keeping a 
nation in bondage have always delivered reasonable motives for revolutions. A scarcity 
of resources such as water, land, ore, coal, and oil has always been a trigger for 
fi ghting and war. Understanding this cause–effect relationship therefore should 
become the strongest driver for another change: our change in mind, our common 
sense. But is it realistic to expect that the different stakeholders in a multitude of 
nations follow one global paradigm? A paradigm of sustainability, or even a paradigm 
of a joint global action policy for a sustainable energy supply or against climate 
change: can it really become our tour guide for this twenty-fi rst century? 

 Energy is one of the dominating factors of basic human needs: nutrition, housing, 
family settlement, health care, and welfare, all depend on a suffi cient, reliable, and 
achievable energy supply. We are used to transforming basic sources of energy such 
as coal, uranium, solar power, and hydropower into other forms of energy that 
are better suited for our daily life: electricity, chemical fuels, or heat. Our current 

1    Sport utility vehicle.  
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consumption of energy is unfair globally, is unfair within our societies, and is unfair 
between generations. On a long-term perspective fossil fuels are limited and if all 
coal, oil, and natural gas resources are consumed a huge amount of carbon will be 
released into the atmosphere. Do we now change our perspective? 

 It is logical to study various scenarios of future developments. A sustainable energy 
supply needs to be based on “unlimited” resources and has to minimize the impact 
on the environment. It has to be achievable for all citizens at an affordable price. 
We are in a transition phase from using limited fossil resources towards these 
new sources of energy. Not only wind and solar power but also fusion technology as 
well as geothermal sources, marine power, bioenergy, and some more exotic ways 
of energy “harvesting” are worth being investigated. 

 Researchers have to provide not only technological roadmaps but also socio-
economic scenarios. The tallest hurdles for new energy technologies are quite 
often public opinion, fear, and individual impairments. The well-known NIMBY 
syndrome—not in my backyard—can be observed very clearly in Germany where 
politics and public pressure in 2011 forced a sudden change of the whole energy 
system after the Fukushima nuclear accident. Everybody seem to like the renewable 
energies but if the rotor blades of big wind power facilities rotate near the village 
and the tall stands are placed in a beautiful landscape there will immediately be 
an opposing movement established. No one likes the expansion of the electrical 
grid if the power lines come to close to his or her house. All would like to have 
the carbon-free emissions of power plants but most people refuse to consider 
CCS 2  technology. 

 The largest challenges of designing and building a future sustainable energy 
system may be grouped in technology, political boundary conditions, economic 
incentives, management, and behavior. Changing our consumption pattern is 
certainly one of the most diffi cult tasks and the consumer’s willingness to pay 
higher prices as well as to accept impairments might be a Herculean effort. 
Compared to that I strongly believe in our creativity, the innovative power of 
mankind, and human intelligence is the only real unlimited resource on earth to be 
used for the further development of technical solutions. 

 The conference on energy and environment where I was invited in June 2010 to 
the small island of Porquerolles in the Mediterranean Sea has been a remarkable 
milestone on our common way to achieve these future energy solutions. The Entre- 
Sciences Program at Fondation Maison des Sciences de l’Homme and the European 
Science Foundation did a wonderful job in organizing such an event. I enjoyed the 
inspiring atmosphere, our discussions between researchers and industry people, 
among students, young scientists, and senior experts, in all energy-related fi elds. 
The most important was to learn about the different perspectives of participants 
from developing countries as well as from supersaturated societies. The conference 
gave me the freedom to focus some days on energy, environment, and societal 

2    Carbon capture and storage.  
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development. Only 2 years later the energy issue has become a priority of its own, 
at least in Europe, and at least in Germany. 

 This book summarizes the conference results of Porquerolles but thanks to the 
strong power of Jean Bernard Saulnier and his colleagues and coauthors it has been 
enriched by quite recent contributions and I am very convinced that this book will 
become a milestone too. I wish this publication will increase appropriate awareness 
for an energy perspective on global changes and I believe the energy community 
will be delighted about it. 

   Chief Science Offi cer  Karl-Friedrich Ziegahn
Karlsruhe Institute of Technology KIT, Germany 
 Chairman, KIC InnoEnergy SE, Europe  

Foreword
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    Abstract     This introductory chapter analyzes the deep interaction between the 
environmental crisis (climate change, urbanization/land use, exhaustion of resources, 
and degradation of ecosystems), energy production, conversion and use, and global 
regulation policies. It fi rst recalls the main conclusions of the June 2010 Global 
Change Research II, Porquerolles Conference (environmental degradation related to 
energy production, links between energy and human needs, energy and environment, 
interface among technologies, science, and society). It explains the architecture of the 
book, which fairly faithfully follows the conference plan, including new contributions 
that were not presented at the conference. It brings some particular comments about 
climate change and exhaustion of resources, the relationship between basic science 
and the development of sustainable energy technologies, between global and local 
environmental policies: technologies, economy, law. The conclusions emphasize fi ve 
technological keys (and their main issues) to the solution of the energy/environmental 
crisis: improvement of energy effi ciency and savings, green electricity production 
(if new storage technologies are available), nuclear energy (if its sustainability is 
increased), carbon management, energy vector use optimization (biofuels if the planet 
alimentation is not threatened, emergence of the hydrogen society, smartgrids). 
Finally, last but not least, a sixth key is to be found in the domain of humanities and 
social sciences, law, politics (negotiations at international level, fi nancial rules, etc.). 
It also emphasizes the need for basic science research for providing breakthroughs 
in the fi eld of energy.  

    Chapter 1   
 Global Change Research II: Some Keys 
to the Climate/Energy Crisis 

                Jean     Bernard     Saulnier      and     Marcelo     D.     Varella    

        J.  B.   Saulnier      (*)  
  Pprime/ENSMA ,   BP 40109 ,  86961   Chasseneuil ,  France   
 e-mail: Jean-bernard.saulnier@let.ensma.fr; jbsaulnier@wanadoo.fr   

    M.  D.   Varella      
  Programa de Mestrado e Doutorado em Direito ,  University Center of Brasilia , 
  SEPN 707/907, Campus do UniCEUB, Bloco III, Térreo ,  Brasília, DF   70790-075 ,  Brazil   
 e-mail: marcelodvarella@gmail.com  



2

  Keywords     CO 2  capture and storage   •   Renewable electricity and storage   • 
  Sustainable nuclear energy   •   Biofuels   •   Hydrogen   •   Financial rules  

  List of Acronyms 

   ADEME    Agence de l’environnement et de la maîtrise de l’énergie (France), 
French Environment and Energy Management Agency   

  ALPF    Australia Low Pollution Future   
  AR4    IPCC Fourth Assessment Report (2007)   
  BAU    Business As Usual   
  BES    Basic Energy Sciences   
  BESAC    Basic Energy Sciences Advisory Committee (US DOE)   
  CC    Climate Change   
  CCR    Carbon (CO 2 ) Capture and Recycling   
  CCS    Carbon (or CO 2 ) Capture and Storage   
  CDM    Clean Development Mechanism   
  CM/JI    CDM Joint Implementation   
  CNG    Compressed Natural Gas   
  CNRS    French National Center for Scientifi c Research   
  CSP    Concentrated Solar Power   
  DAFC    Direct Alcohol Fuel Cells   
  DC    Developing Countries   
  EC    Emerging Countries   
  EDF    Electricité de France   
  EERA    European Energy Research Alliance   
  EPO    European Patent Offi ce   
  ESF    European Science Fundation   
  FMSH    Fondation Maison des Sciences de l’Homme (House of the Sciences 

of Man Foundation)   
  GCR    Global Change Research   
  GDP    Gross Domestic Product   
  GdR    Group of Research (CNRS tool for creating a consortium of laboratories)   
  GHG    Greenhouse Gases   
  Gt    Gigaton (= 1 million ton)   
  GT3A    Groupe de Travail sur les 3A (CNRS), CNRS Working Group on 3A 

(Agriculture – Alimentation needs – Agrofuels)   
  GteqC    Gigaton of Carbon Equivalent   
  Gteq CO 2     Gigaton of CO 2  Equivalent   
  HEQ    High Environmental Quality   
  IC    Industrialised Countries   
  IEA    International Energy Agency   
  IPCC    Intergovernmental Panel on Climate Change   
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  LDC    Least Developed Countries   
  ITER    International Thermonuclear Experimental Reactor   
  LED    Light Emitting Diodes   
  LULUCF    Land Use, Land Use Change, and Forestry   
  Mtoe    Megaton of Oil Equivalent   
  NAMA    Nationally Appropriate Mitigation Action   
  NSSSEF    New Science for a Secure and Sustainable Energy Future   
  OECD    Organisation for Economic Co-operation and Development   
  OFCE    Observatoire français des conjonctures économiques—The French 

Economic Observatory   
  PACTE    CNRS GdR Piles à Combustible Tout Electrolyte (All Electrolyte Fuel 

Cell)   http://www.gdr-pacte.cnrs.fr/       
  PATSTAT    EPO/OECD World Patent Statistical Database   
  ppm    Part per Million   
  PCFC    Proton Ceramic Fuel Cells   
  PEMFC    Proton Exchange Membrane Fuel Cell   
  PV    Photovoltaics   
  RFC    Reasons For Concern   
  SAMFC    Solid Alkaline Membrane Fuel Cells   
  SD-PAM    Sustainable Development—Policies And Measures   
  SOFC    Solid Oxide Fuel Cell   
  TAR    IPCC Third Assessment Report (2001)   
  Three-ME    Multisector Macroeconomic Model for the Evaluation of Environmental 

and Energy policy   
  UNFCCC    United Nations Framework Convention on Climate Change   
  UPCAM    University Paul Cézanne Aix Marseille III   
  WHO    World Health Organization   

1.1           Introduction 

    Further to the fi rst 2008 conference (Global Change Research I  2008 ), focused on 
climate modeling and risk/impact assessment, the second conference of the series, 
“Global Change Research II” (GCR II), 1  tried to examine the deep interaction 
between the environmental crisis (climate change, urbanization/land use, exhaustion 

1    This GCR II 2010 Conference was organized by the ESF (European Science Foundation), the 
FMSH (Foundation Maison des Sciences de l’homme, Paris), the FMSH “Entre-Sciences 
Program,” the UPCAM (University Paul Cézanne Aix-Marseille III, now Aix-Marseille Université), 
and supported by ESF, FMSH, UPCAM, ADEME (French Environment and Energy Management 
Agency), EDF (Electricité de France), and CNRS (French National Center for Scientifi c Research).  

1 Global Change Research II: Some Keys to the Climate/Energy Crisis

http://www.gdr-pacte.cnrs.fr/


4

of resources, and degradation of ecosystems), energy production, conversion and 
use, and the global regulation policies. It took place on the Island of Porquerolles 
(French Riviera, near Toulon) from June 11th to 16th, 2010. 

 The conference was divided into three parts that are summarized as follows. 
 The relationship between the use of carbon-based energy and global warming 

which seems to be currently well recognized, was discussed and more general aspects 
of “environmental degradation related to energy production,” in particular impacts 
on the biosphere and health were also addressed in the fi rst part of this conference. 
For instance, because in the next 25 years almost two billion more people will move 
into cities, sustainability and vulnerability analysis of urban areas is an issue of 
increasing concern due to global change. Urban infrastructure is a vital component of a 
city including utility and transport networks, water and fl ood management structures, 
and underground networks, for which energy needs become now a challenge. 

 The second part of the conference analyzed the links between “energy and human 
needs” on the one hand, and “energy and environment.” It provided a panorama of 
research efforts and technological implementations in the fi eld of energy effi ciency 
and environmental performance, for today’s energies (nuclear, transport, and build-
ings, etc.), emerging technologies (biofuels, wind turbines, etc.), and longer-term 
opportunities (hydrogen and fuel cells, CO 2  capture, storage, recycling and its even-
tual conversion back to fuel or even to trees!). 

 The last part of the conference focused on the interface among technologies, 
science, and society. The implementation of good practices and the diffusion of 
new energy technologies worldwide strongly depend on global regulation poli-
cies, international agreements, and global/local governance. Emphasis was laid 
on the environmental aspects of international trading and the laws related to the 
production and transportation of energy (environmental damage liability, environ-
mental catastrophes, etc.). The choice of adapted robust technologies in the less-
developed countries (LDC) was illustrated by the presentation of new concepts of 
improved cooking stoves for poor villagers in Nepal, leading to an improvement 
in deforestation and to the reduction of lung diseases. Finally, the political, eco-
nomic, and social effects of energy policies both at the national and international 
levels were illustrated. 

 Before discussing the content of the book, we found it interesting fi rst to evoke 
the main conclusions of the conference (see Sect.  1.2 ), because, even though we 
provided a selection of the best contributions in the conference program, good ideas 
emerged in many presentations. In addition, we complemented these best lectures 
with new specifi c contributions that, unfortunately, due to time, it was impossible to 
include during the fi ve days spent at Porquerolles, and we summarize the fi nal con-
tent of the book (see Sect.  1.3 ). 

 A fi rst package of connected chapters fi rst deals with the essential analysis of the 
future of fossils, including a discussion of the many nonconventional resources, 
which refers to the necessity of developing operational processes dealing with CO 2  
mitigation as soon as possible: the capture and sequestration of carbon (CCS) or its 
capture and recycling (CCR). A general overview on greenhouse gases (GHG) and 
climatic change brings an up-to-date vision of the knowledge of the complex phenomena 
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involved. Finally, as an example of the social impact of climate change (CC), we have 
a demonstration of possible urban physical infrastructure adaptation to CC. 

 A second package presents some examples demonstrating the way science and 
technology can try to answer the crisis detailed above; two fi rst complementary 
aspects dealing with CO 2  mitigation, the three other ones with the emergence of 
uncarbonized production of energy (nuclear) and vectors (H 2  and biofuels), which 
translate into:

•    Two different paths that might contribute to CO 2  mitigation, by capture, and then 
sequestration (CCS) or recycling (CCR)  

•   The potential of biofuels and the emergence of advanced technologies based on 
molecular biology  

•   The motivation for a hydrogen civilization including fuel cell technologies, with 
a comparison of well-to-wheel CO 2  emissions between different transport 
technologies  

•   The vision of sustainable nuclear energy, and the implications of the Fukushima 
accident    

 Concerning nuclear, we have adopted a point of view that refers to a context of 
peaceful use of nuclear energy, which implies in particular that proliferation danger 
is under the control of recognized international and national authorities. 

 A third and last package focuses on the analysis of governance and policies at the 
international level.

•    Two chapters study the main results of the Copenhagen Conference, which, 
clearly, just as the Durban one, was in no way completely successful. They try to 
identify what can still be considered as a source of progress, with the evolution 
of the international climate arena, including geopolitical shifts, new issues on the 
agenda, and a new cartography of the main actors. The “adoption” of the 
   Copenhagen Accord (2009) did not stop the negotiation process, and the chapters 
conclude that the Cancun Conference (2010) revived a process that had almost 
come to a standstill.  

•   After the adaptation of urban infrastructures to climate change examined in the 
fi rst package, a second example involving the cities and climate change interac-
tion is presented here with the governance of urban infrastructures in developing 
cities and the role of carbon fi nance.  

•   Finally, an interesting complement to the scientifi c study of biofuels technologies 
given in the second package provides a more worldwide and geopolitical analysis 
of the fi rst-generation biofuels potential and risks (environmental impacts, 
energy effi ciency, hunger in the world, etc.), and attempts to answer the following 
challenge:   

  How relevant is it to build up agrofuel production in terms of a partial solution to energy 
self-suffi ciency, in terms of the reduction of greenhouse gas emissions, in terms of its 
impact on meeting humanity’s alimentation needs? 

   Then three discussions (Sects.  1.4 ,  1.5 , and  1.6 ) try to expand a bit more on the 
main issues of the book.  

1 Global Change Research II: Some Keys to the Climate/Energy Crisis
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1.2      The MAIN Conclusions of the 2010 Porquerolles 
Conference 

 Let us recall that the conference was organized in seven sessions based on the 
following classifi cation.

•    Climate change, energy and human needs versus energy and environment (two 
sessions)  

•   Basic science and the development of sustainable energy technology (two sessions)  
•   The interface among technology, science, and society (three sessions)    

 The introduction fi rst gave the basis for green growth (Matarasso  2010 ), a general 
overview of the European Energy Research Alliance (EERA) objectives and missions 
(Ayache  2010 ), and then offered a view of the necessary compromise between 
visionary ideas and realistic options to guide research for a sustainable energy future 
(Ziegahn  2010 ). 

 The fi rst two sessions provided a general frame for the introduction of the 
conference and started with the presentation (Philibert  2010 ) of the recent work 
performed by the International Energy Agency. The main fi gures of 450 Scenario 
(the objective of which is to try to maintain the CO 2  concentration in the atmosphere 
at roughly the present value of 450 ppm; see Sect.  1.4  and also Chap.       2    ) helped to 
identify the general trends that can be proposed for the next 20 years, concerning 
the production of electricity, the possible role of renewables, and the content of 
the energy mix, at the world level as well as at the regional level. The world 
abatement of energy- related CO 2  emissions and the main related roadmaps were 
also presented and discussed (Photovoltaic –PV-, Concentrated Solar Power-CSP-. . .). 
An important point should be kept in mind: these exercises use modeling and the 
level of confi dence of the results does, of course, decrease over prediction time: no 
one is able today to put reduced values on the uncertainty of these predictions 
which are all but prognosis. Complementary presentations (Bobylev  2010 , see also 
Chap.       4    ; Mocanu  2010 ) introduced some new concepts for the city of the future, 
demonstrating in particular how they could help urban infrastructures to adapt to 
climate change. 

 As regards the role of basic science in the advancement of sustainable energy 
development, a view of new energy sources using solar energy was fi rst presented 
(Perathoner  2010 ; see also Chap.       7    ). It included rather classical aspects (solar ther-
molysis, thermochemical cycles, solar cracking, solar reforming, solar gasifi cation, 
algae and cyanobacteria, etc.) associated with a new way of recycling CO 2  using 
electrophoto catalysis which might clearly lead to an interesting breakthrough: tak-
ing advantage of fuel cell developments, using both photocatalysis and electroca-
talysis on two separate electrodes, including a proton membrane. This new process 
is able to transform CO 2  (entering the cathode) and water (entering the anode, with 
light) into higher hydrocarbons and alcohols. 

 Other lectures of interest provided a very comprehensive overview of hydrogen 
and fuel cells, particularly adapted to the audience (Jones  2010 ; Skulimowska  2010 ; 

J.B. Saulnier and M.D. Varella
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see also Chap.       8    ). To discuss the problem of the intermittence of some renewable 
sources of energy (photovoltaic, wind turbines, etc.) and the necessity of energy 
storage, a practical hydrogen chain operating in Denmark was shown, including 
production of electricity by a wind turbine, conversion into hydrogen by electrolysis, 
and reconversion to electricity with a fuel cell. 

 A clear analysis of the contribution of nuclear power (essentially fi ssion) started 
from the observation that Europe is clearly a world leader (Abderahim  2010 ; 
Ayache  2010 ; see also Chap.       5    ), but competition is increasing (Russia, Japan, the 
United States, India, and China). With 152 reactors (450 at world level) nuclear 
power is, producing 31 % of electricity in Europe, providing the larger source of 
low carbon energy, with an excellent safety record. Because fossil and nuclear 
power plant generation are ageing, there is a need to invest in plant lifetime man-
agement and large investments are necessary to build new plants to satisfy the 
demand. This will be accomplished thanks to scenarios adapted to the transition 
between the present Generations II and III, and future Generation IV: its character-
istics essentially concern an increase in safety and a huge decrease in nuclear waste. 
From a scientifi c point of view, the main issues were identifi ed in the fi eld of material 
sciences and fuel research, simulation, modeling, and experiments for validation. 
Another important point was mentioned, concerning the need for well-trained and 
educated specialists in the various fi elds related to nuclear fi ssion. A long discus-
sion with the audience offered in particular the opportunity to explain clearly the 
difference between the basic physics mechanisms used in classical plants and in 
Generation IV. 

 As an example of detailed possible contribution of renewable energies, the 
case of wind turbines was analyzed (Therond  2010 ) and led to the following 
conclusions.

•    Onshore wind is the least expensive after hydro, but limited, as is hydro.  
•   Solar energy is the most abundant and best distributed in the world, but is still 

expensive.  
•   Biomass can be stored, but the resource is not really free.  
•   Marine energy including offshore wind can provide a massive production of 

green electricity, but still involves high industrial risk.    

 So, there is no “technological miracle;” to reach sustainability, the idea of a mix 
was still recognized, and all renewable energies should be associated with strong 
energy savings: in this view, wind appears as a necessary step, even if it is not the 
most effi cient way to decrease CO 2  content. In addition, fl uctuations in the wind 
(intermittent) must be managed at system level and seem to be an economic issue as 
well as a technical one (for instance, best remuneration of hydropower). The main 
advances still to be accomplished on the wind systems concern:

•    Better prediction for different timescales  
•   Tighter and real-time information exchange with grid operators (“smart grid” 

approach)  
•   Storage technologies in extreme cases, such as islanded systems    
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 Let us mention that interesting ideas were also expressed in a series of talks: on 
the role of the catalyst in physicochemical processes involved in the global warming 
control (Goswami  2010 ), or on the consequences of bad concepts of energy 
production and use on human health. A good example is the case of a project of 
compressed natural gas conversion of motor vehicles in Dhaka (Wadud  2010 ; see 
also Chap.       10    ). A last one (Rajaure  2010 ) dealt with a study on cooking stoves 
for poor villagers in Nepal leading both to an improvement in deforestation and to 
the reduction of lung diseases (new design of stoves, new concepts of briquettes). 
Two main ideas should be retained from this last work:

•    First, the size of the health problem, with nearly two million people dying 
prematurely every year from illnesses attributable to indoor pollution due to 
solid fuel use (WHO  2011  – World Health Organization);  

•   Second, the effi ciency of the research work in this fi eld which, with a quite moderate 
investment, could induce valuable social, economic, and health improvements. 
The cooking stove effi ciency has increased from 5–10 % to more than 20 %, the 
exposure to pollutants was reduced by 70 % and wood consumption was also 
reduced by 30 %.    

 Moving on to the sessions dealing with the interface among technology, science, 
and society, contributions covered socioeconomics, law, and politics, among others, 
of energy and the environment, focusing either at national levels or extending 
towards European and international standpoints. 

 An interesting association combined two lectures (Mercier  2010 ; Callonnec 
 2010 ), dealing with the implementation of the Grenelle II law in France (help and 
constraints for building renovation) and, on the other hand, modeling the effi ciency 
of economical measures enforced to reduce CO 2  emission in the residential sector. 
The model included 216 typical renovation work scenarios, and their energy perfor-
mance was assessed using the offi cial energy performance diagnosis method. The 
results provide the impact of energy effi ciency measures in the residential sector:

•    Energy effi ciency tax credit reform  
•   Thermal performance modifi cation  
•   Zero interest loan introduction  
•   Infl uence of carbon tax    

 Such an example appeared to be convincing, showing how modeling can help to 
prepare the law and to process its followthrough. 

 Two presentations particularly exemplifi ed the socioeconomic role of biofuel 
development, one dealing with the transition from oil-based to biofuels-based 
energy supply in Indonesia (Jupesta  2010 ) and the second with poverty reduction and 
sustainable development improvement through biofuels in Brazil (Varella  2010 ). 

 A new model of the French economy (Reynès et al.  2011 ) was especially 
designed to assess the medium and long-term impact of environmental and energy 
policies at the macroeconomic and sectorial levels (Yeddir-Tamsamami  2010 ). 

 At a wider level, the three targets of Europe’s energy policy (energy security, 
economic competitiveness, environmental protection) were evoked (Pradel  2010 ), 
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and its different tools defi ned to ensure the spreading of European norms and 
structures: political dialogue, law, and economic incentives. 

 The new use of private law instruments as a new trend for international environ-
mental law was illustrated through two examples: the fi rst with sustainable biofuels 
production and consumption (Pereira de Andrade  2010 ), and the second with the 
issue of damage liability (Costa de Oliveira  2010 ) in the context of environmental 
catastrophes linked to energy production (the case of the BP oil spill in the Gulf of 
Mexico: prevention and reparation of international environment damage). 

 An original contribution (Dechezleprêtre  2010 ) used the EPO/OECD (European 
Patent Offi ce/Organisation for Economic Co-operation and Development) world 
patent statistical database (PATSTAT) to provide a quantitative description of the 
geographic distribution of inventions in 13 climate mitigation technologies since 1978 
and their international diffusion on a global scale. Statistics suggested that innovation 
was mostly driven by energy prices until 1990 but since then, environmental policies, 
and climate policies more recently, have accelerated the pace of innovation. 

 The global environmental policies at world level were examined fi rst through the 
effectiveness of the Kyoto protocol on greenhouse gas production (Dahan  2010 ; see 
also Chap.       11    ). A second lecture dealt with the analysis of the Copenhagen process 
and the different ways to consider it as a failure or a success, particularly by revisiting 
both scientifi c and political frames of the climate change regime. 

 The lack of instruments to help the CDM (clean development means) process was 
clearly identifi ed (Lemoine  2010 ; Li  2010 ; see also Chaps.   12     and   13    ). In fact, because 
two thirds (7,900 Mtoe in 2006) of world energy are consumed in cities contributing 
roughly 80 % to global GHG emissions, and because most of the increased urban 
population and demand for energy in cities will come from developing countries over 
the next decades, it is important to examine the role of carbon fi nance in governing 
urban infrastructures in developing countries. Existing instruments need improvement; 
so far, there is no systematic and comprehensive approach with appropriate fi nancial 
and technological support, and the existing fi nancial tools, including carbon fi nance 
(CDM), do not allow cities in developing countries (DC) to change substantially the 
course of development to avoid long-term energy and carbon lock-in. 

 Just to give a foretaste of the results of intensive discussions and exchanges, we 
mention here some main and original comments that came with the conclusions of 
Professor Ziegahn, co-chair of the conference:

•    Acceptance of energy technologies by the public has to be prepared without 
ideology and with fact-based communication.  

•   Media and politics, researcher and developer, have to provide information without 
stereotypes.  

•   Permanent threat scenarios and “last-days-of-the-earth” prophecies will not provide 
break-through thinking.  

•   To awaken unrealistic expectations will lead to disappointment and less power 
for change.  

•   Creativity and invention capacity are Europe’s only unlimited resources. It should not 
be stopped by required mainstream thinking or banned because of unconventional 
ideas.     
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1.3      From the Conference to the Book 

 The architecture of the book fairly faithfully follows the way the conference was 
organized, with a plan in three parts, including new contributions that were not 
presented in the conference. (Those subjects not addressed at Porquerolles, are in 
italics.) 

1.3.1     Climate Change and Exhaustion of Resources 

 Chapter   2     presents the essential and up-to-date knowledge on greenhouse gases and 
climatic changes. 

 Chapter   3     has collected rich information about  nonconventional fossil resources.  
 Chapter   4     discusses the possibility of adaptation of urban physical infrastructure 

to climate change.  

1.3.2     Basic Science and the Development of Sustainable 
Energy Technologies 

 Chapter   5     focuses on sustainable nuclear energy and shows how it can help Europe 
to meet its energy challenges. 

 Chapter   6     deals with the problem of  CO   2    capture and storage  ( CCS ), which 
appears to be inescapable, with the use of fossil fuels for several decades to come, 
as the possibility seems to appear in Chap.       3    . 

 As a complementary point of view, Chap.       7     presents the research paths that could 
offer new possibilities for CO 2  mitigation: carbon capture and recycling (CCR). 

 Chapter   8     offers a very complete overview of hydrogen and fuel cells. 
 Chapter   9     gives the  main scientifi c issues in the fi eld of biofuels  and emphasizes 

the role of biology for third generation biofuels (see also the complementary 
approach in Chap.   14        , more oriented towards socio- and geopolitical aspects). 

 Chapter   10     explains the co-benefi ts valuation from CNG (compressed natural 
gas) conversion of motor vehicles for meeting environmental energy and health 
challenges, with an example in southern countries.  

1.3.3     Global and Local Environmental Policies: Technologies, 
Economy, and Law 

 Chapter   11     discusses the political results of the Copenhagen Conference and con-
cludes by observing a shift of the focus from the links between science and politics 
towards the relationships between science and societies. 
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 Chapter   12     also considers the same domain, and tries to identify the drafting of 
the future international climate regime, through developments from the Copenhagen 
to the Cancun accords. 

 Chapter   13     places the institutional implications of using carbon fi nance to facili-
tate the development of climate-resilient urban infrastructure in fast-growing cities 
in developing countries. 

 Chapter   14     performs the analysis of the  triple A issue  ( Agriculture, Alimentary 
needs, Agrofuels ) and tries to explicate, quantify, and rationalize the assessment of 
the stakes concerning human alimentation over the next four decades on a world 
scale. It also reviews the environmental impact of large-scale farming and its capacity 
to produce energy quantitatively on a world scale.   

1.4        Comments About the Climate Change and Exhaustion 
of Resources Section 

 We have no particular comment about the three chapters composing this section, but 
we emphasize the value of 2 °C which is usually considered a fatal threshold for 
global warming. This value is also considered in Chaps.   11    ,   12    , and   13    . 

1.4.1     Why Is the +2 °C Global Warming Considered 
as a Standard Reference? 

 This value has become a reference threshold, used in a large number of reports and 
papers. Many scientists and many governments agree that the world needs to keep 
an average global temperature rise of 2 °C (by reference to preindustrial times, 
which means 1.4 °C from now on). We fi rst evoke here the main reasons for the 
concern of global warming of at least 2 °C. Then we identify the relationship 
between this value of 2 °C and CO 2  emissions, both in terms of the total mass emit-
ted per year, and of the concentration in the atmosphere. 

1.4.2     What May Be the Consequences of a +2 °C Global 
Warming? 

 Let us fi rst consider the consequences of a 2 °C global warming. A recent update 
(IPCC AR4  2007 ) of previous IPCC studies (IPCC TAR  2001 ) concludes serious 
“reasons for concern (RFC)” if global warming exceeds this value of 2 °C, which 
has now become a kind of reference. This is in fact an average, which means that 
this does not exclude examples of locally higher increases—between 3 and 5 °C in 
the Arctic for instance—the effects of which are better known now. A good repre-
sentation of the different risks we are now examining is given through the so-called 
“burning embers diagram” (Smith et al.  2008 ). 
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1.4.2.1    Risk to Unique and Threatened Systems 

 It addresses the potential for increased damage to or irreversible loss of unique and 
threatened systems such as coral reefs (sustained bleaching and widespread demise, 
if global temperature increases by 1 °C from recent levels), tropical glaciers [Andean 
Quelacaya: the lives and livelihoods, which are even now diffi cult under the best 
conditions, are endangered by the loss of water resources under CC conditions 
(Thompson et al.  2011 ), etc.], biodiversity hotspots (polar bears, migrating birds, 
etc.), small island states, and indigenous communities, among others.  

1.4.2.2    Risk of Extreme Weather Events 

 The second type of RFC includes increases in the frequency, intensity, or conse-
quences (for societies and natural systems) of heat waves, fl oods, droughts, wild-
fi res (starting at less than 1 °C additional warming), or tropical cyclones and adverse 
health effects (slightly above 1 °C). We comment, for instance, on the infl uence of 
global warming on droughts and precipitation (Trenberth  2011 ). Increased heating 
leads to greater evaporation and surface drying, increasing the intensity and dura-
tion of drought. However, the water-holding capacity of air increases by about 7 % 
per 1 °C warming, which induces increased water vapor in the atmosphere. Hence 
storms, extra tropical rain or snowstorms, or tropical cyclones, supplied with 
increased moisture produce more intense precipitation events.  

1.4.2.3    Impacts Distribution 

 There is still high confi dence that impacts distribution will be uneven and that low- 
latitude, less-developed areas are generally at the greatest risk due to both higher 
sensitivity and lower adaptive capacity. However, recent work has shown that vul-
nerability to climate change is also highly variable within individual countries: there 
is increasing evidence of greater vulnerability of specifi c populations, such as the 
poor and the elderly, to climate variability, and not only in developing countries, but 
also in developed countries. New studies confi rm that Africa is one of the most 
vulnerable continents, because of the range of the projected impacts, multiple 
stresses, and low adaptability capacity; really dangerous situations appear between 
1 and 2 °C (Costello et al.  2009 ). We fi nally mention, as another particular example 
of uneven impacts, the growing number of coastal dwellers, particularly in areas 
subject to tropical cyclones, who are facing increasing risks.  

1.4.2.4    Aggregate Damages 

 Impacts distributed across the world can be collected in aggregates, such as mone-
tary damages, lives affected, or lives lost. Some studies reinforce the fi nding of 
potential benefi ts at a very few degrees of warming, followed by damages with more 
warming (IPCC AR4  2007 ) but fi nally impacts fi nd net damages beyond 2 °C. More 
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precisely (Smith et al.  2008 ), hundreds of millions of people might be affected 
through increased coastal fl ooding after a 2 °C warming and 0.4–1.7  billions  of 
people could be affected by the infl uence of 1 °C warming on the water supply. 
Another aggregate concerns the health impact (see Fig.  1.1 ).

1.4.2.5       Large-Scale Singularities 

 These risks include the deglaciation (partial or complete) of the West Antarctic or of 
Greenland ice sheets or a substantial reduction, or even collapse, of the North Atlantic 
Meridional Overturning Circulation. Complete deglaciation of the Greenland ice 
sheet would raise the sea level by 7 m, and would occur on a century timescale 
(Smith et al.  2008 ). A midpoint of 2.5 °C is considered as a possible trigger for 
commitment at a large scale of global impacts over a multiple-century timescale.   

1.4.3     Relationships Between the +2 °C Increase and CO 2  
Emissions 

 Determining the GHG emissions corresponding to a specifi ed maximum warming 
is anything but an easy task. This is in fact a kind of inverse problem, for which the 
effect (global warming) is a target function of time, the cause (CO 2  emissions) a 
time function to be determined, and the system (the carbon cycle and climate) 
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  Fig. 1.1    Infl uence of global warming on people at risk (Parry et al.  2001 )       

 

1 Global Change Research II: Some Keys to the Climate/Energy Crisis



14

represented by quite a complex model, which brings uncertainties into the inverse 
problem, at both the model structural level and parameter value level (carbon cycle, 
radiative forcing, infl uence of sun activity, etc.). A time-consuming, but probably 
easier way consists in performing sensitivity studies, for instance, to the amount of 
CO 2  emitted per year, and in observing the responses in terms of CO 2  concentration 
and CO 2 -induced warming. This type of study was performed by introducing a 
probabilistic approach combining the emissions budget (total mass of CO 2  emitted 
from a given date) and their implication on the climate (Meinshausen et al.  2009 ; 
Allen et al.  2009 ). As an interesting conclusion, these authors could show, for 
instance, that the probability of exceeding 2 °C can be limited below 25 % (50 %), 
by keeping 2000–2049 cumulative CO 2  emissions from fossil sources and land use 
below 1,000 (1,440) Gt CO 2 . Let us observe that we have already emitted 264 Gt 
CO 2  between 2000 and 2006! 

 A similar exercise had been performed, to identify the CO 2  concentration stabi-
lized value (which is not the excitation function itself, but another part of the inter-
nal response of the system) corresponding to a global warming of 2 °C and similar 
kinds of answers have been provided as presented in Fig.  1.2  (Meinshausen  2006 ).

   Figure  1.2  shows the results, in terms of the probability of exceeding the 2 °C 
target (at equilibrium), as a function of CO 2  concentration stabilization level, as 
predicted by a series of 11 models. It can be described as follows. 

 There is a 50 % probability for global warming exceeding 2 °C, if the CO 2  
stabilized value is 450 ppm in the model of Gregory et al., but, according to the 
other models, this probability can be situated in fact between 25 and 80 %. 
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  Fig. 1.2    Example of probability for global warming exceeding 2 °C ( Source : Fig. 28.5, p. 271, 
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 Similarly, the Gregory model predicts that for a 400 ppm value there is a 35 % 
probability for global warming exceeding 2 °C (or a 65 % probability of stabiliza-
tion of global warming below +2 °C). But, here, it is better to consider the range of 
probability between 8 and 57 %. 

 As a conclusion, we emphasize that because of the different uncertainties 
attached to the models, there is a necessity not to accept without any restriction a 
proposal such as “450 ppm is the CO 2  concentration above which the global warm-
ing will be over the 2 °C and become uncontrollable.” First, these values should be 
attached to a probabilistic content, and also the transition and all the effects do not 
start to be amplifi ed suddenly when warming increases above the 2 °C “threshold.” 
Some events might even bring serious concern before reaching this value. This is to 
be remembered particularly when reading Chaps.   11    ,   12     and   13    .    

1.5      Comments About the Basic Science and the Development 
of Sustainable Energy Technologies Section 

 We begin by summarizing the analysis of the environmental and energy crisis and 
include the conclusions of the Stern report (Stern  2006 ). Then we go on to identify 
a few broad aspects of the avenues of research to be carried out in an attempt to 
maintain the main line of CO 2  emissions on the IEA’s 450 scenario objective. 
Finally, we give an example of the implementation of an energy research program, 
inside which the main chapters of the book may be specifi ed. 

1.5.1     From Observing the Crisis to Stern Report 
Recommendations 

 Along with water, energy is one of the two most crucial “raw materials” for any 
human community that wishes to pursue its development. Thanks specifi cally to the 
existence of abundant, extremely cheap energy, dramatic economic globalization 
was able to take place across the planet in the last decades of the twentieth century. 

 This prosperous period initially enabled industrialized countries (IC) to attain a 
high standard of living and, secondly, the most important emerging countries (EC) 
to really get off the ground, from the 1980s onwards. Notwithstanding, this result 
was obtained at the price of daunting challenges for the years to come: globalization 
drew indiscriminately from fossil energy resources and showed very little regard as 
to the environmental impact of their uses. 

 The consequential perspectives for the planet are:

•    First, severe energy shortages even though EC imperatively need increasing 
quantities of energy to pursue their development and to move closer to Western 
standards of living. Even if fossil resources are actually more important than they 
seem (see Chap.       3    ), they will continue to be more and more expensive, thus in 
practice, rare.  
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•   Second, dramatic global warming due to the high level of greenhouse gas emissions 
related to the excessive use of fossil energy.    

 The current situation is, therefore, characterized by emergency and by constraints. 
The emergency is to divide the global GHG 2  emissions by a factor of 2 by 2050 (450 
Scenario IEA  2009 , p. 200) and to divide these emissions by 4 for industrial nations. 
The constraint is to reorganize our societies with regard to the end of cheap fossil 
energy and the necessity to seek alternative resources. The extreme emergency aspect 
of the situation was analyzed in the Stern report, 3  which highlights two major 
observations:

•    The effects, on future climate changes, of actions that we undertake today will be 
felt after a certain time delay (an action that is started now will have a limited 
effect on the climate in 50 years’ time whereas an action started in 10 or 20 years’ 
time will have a profound effect on the climate in the second half of the century 
and in the next century).  

•   The benefi ts of an intense and fast action on climate change substantially exceed 
the costs: the costs of climate change could represent 5–20 % of the world gross 
domestic product (GDP) in 2050 whereas controlling greenhouse gas emissions 
and stabilizing atmospheric concentrations to 500 or 550 ppmv would only cost 
1 % of the world GDP (standing currently around 63,000 billion euros).     

1.5.2      What Leads Can We Act On? 

 Figure  1.3  illustrates the perspectives of change for annual CO 2  emissions (IEA  2009 ).
   Among the large number of scenarios studied, we fi rst recall here that what is 

called the  reference scenario  does not imply any constraint on the present development 
of energy use (red color). It should lead (IEA  2009  p.199; ALPF  2008 ) to an annual 
rate of emission of 84 Gt CO 2  4 /102 Gteq CO 2  5  in 2050, to 500 ppm CO 2 /620 ppm 
eqCO 2  in 2050 (not stabilized) and to a global warming far above +2 °C. 

2    Energy-related CO 2  (29 Gt) emissions represent, in 2009, 67 % of all GHG (43 Gteq CO 2 , including 
N 2 O, CH 4 , F-gases (with Fluor) and land use, land use change, and forestry, LULUCF) and 
contribute to 365 ppm for a total of 430 ppm equivalent CO 2  (all GHG being converted into 
equivalent CO 2 ).  
3     Key points of the Stern Report : All countries will be affected by climate change, but the poorest 
countries will suffer earliest and most. Warming of 2 °C could leave 15–40 % species facing 
extinction. Warming of 3 or 4 °C will result in many millions more people being fl ooded. By the 
middle of the century 200 million may be permanently displaced due to rising sea levels, heavier 
fl oods, and drought. Warming of 4 °C or more is likely to seriously affect global food production. 
Average temperatures could rise by 5 °C from preindustrial levels if climate change goes 
unchecked. Before the industrial revolution the level of greenhouse gases in the atmosphere was 
280 parts per million (ppm) CO 2  equivalent; the current level is 430 ppm equivalent CO 2 . The level 
should be limited to 450–550 ppm equivalent CO 2 .  
4    Energy-related CO 2 .  
5    All GHG gases are concerned and the effects of non-CO 2  ones are converted in equivalent 
quantities of CO 2 .  
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 The  450 Scenario  (green color), aims at maintaining the CO 2  stabilized equivalent 
concentration at 450 ppm eqCO 2  (Cf. Sect.  1.4 ), which is slightly above its present 
value (430 ppm). It should lead in 2050 (IEA  2009 , p. 199–200) to 14.5 Gt CO 2  / 21 
Gt eqCO 2  emissions and to 410 ppm CO 2 /500 ppm eqCO 2 , slightly overshooting the 
stabilized value (projected in 2100). 

 The actions to be developed concern for instance:

•    The increase of the effi ciency of energy use (about 50 % of possible mitigation)  
•   The development of renewables, of biofuels, and of nuclear energy, implying low 

carbon energy production  
•   The start of CCS in 2020     

1.5.3      An Example of the Energy Research Program 
at the French CNRS 

 According to the previous analysis, the main keys for the environment/energy crisis 
can be found in reinforcing energy effi ciency, and producing decarbonized energy. 
This should be complemented by works on the energy vectors of management opti-
mization (storage, transport, conversion of electricity, heat, cold, etc.) and, of 
course, by transversal research pertaining to the humanities and social sciences 
fi elds (sociology, economy, law, politics, fi nance, geography, etc.). We also empha-
size here that basic sciences are inescapable in order to generate important break-
throughs (NSSSEF  2008 ; BES  2011 ), and that research must combine studies both 
at the phenomena and systems levels. The French CNRS (National Center for 
Scientifi c Research) Energy Program has focused its efforts on these major priorities, 
as described below. 

42

Abatement
(Mt CO2)

Efficiency

End-use 2 284

233 735 66 35

7 145 1 933 5 551

Power plants

Renewables

Biofuels

Nuclear

CCS

2 517

680

57

493

102 1 410 56 646

1 380 125 491

429 27 378

2 741 527 2 260

7 880 1 999 5 586

2020 2030 2010-
2020

2021-
2030

Investment
($2008 billion)

G
t

40

38

36

34

32

30

28

26
2007 2010 2015 2020

450 Scenario

Reference Scenario

2025 2030

  Fig. 1.3    World energy related CO 2  emissions abatement ( Source : International Energy Agency 
 2009 , fi g. 9.2, page 323, with permission)       
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1.5.3.1     Energy Effi ciency and Savings 

 Saving energy largely means improving the effi ciency of the energy components 
and systems, whether this energy stems from classical or renewable resources. 

   Optimizing Energy Systems 

 Improving the effi ciency of production, transport, storage, and conversion systems 
means optimizing the components and the way they are integrated into the systems: 
modeling has a crucial role to play here. The design of heat exchangers (fouling, 
compactness, multifunctionality, etc.), which are decisive in the energy cascade of 
machines and of thermal transformers (low thermal-level energy recovery), is to be 
enhanced as is their optimal performance when they are integrated into the systems. 
In the fi eld of electrical engineering, 30 % of energy can be spared by introducing 
control of motor velocity, using power electronic systems, and improving heat 
losses (new materials with less magnetic or dielectric losses). The lighting sector 
(10 % of France’s electrical consumption, but 20 % at world level) is about to save 
between 30 and 50 % thanks to the new light emitting diodes (LED) under develop-
ment (improvement to be achieved in reproducibility, environmental impact, etc.).  

   Buildings (as an Example) 

 Limiting consumption in the buildings sector (near 50 % of the energy budget in 
France) means, in particular, reducing needs and, as such, optimizing energy effi -
ciency (new insulating materials, active glazing, etc.) and integrating renewable 
sources (PV, geothermal, heat pumps, solar heaters, etc.) so that a zero energy con-
sumption building may be created. Four major areas of research have been identi-
fi ed: atmospheres, the energy effi ciency of the envelopes, building environment, and 
systems and networks adapted to HEQ buildings (high environmental quality stan-
dard). This research also takes into account the indispensable socioeconomic analy-
ses (cultural acceptability, behaviors, etc.).   

1.5.3.2     Aiming for Energy Production with Reduced CO 2  Emissions 

   CO 2  Emission-Free Combustion 

 The combustion of fossil fuels continues to be the main process for producing 
energy through chemical conversion. The challenge is in developing processes for 
increasing the effi ciency of the overall process and for reducing pollutant emission 
(nitrogen oxides and sulphur). Working with new combustion regimes and making 
installations adaptable to changes in fuels today requires better knowledge of basic 
phenomena (dynamics and stabilization of fl ames to reduce pollutants, studying 
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chemical kinetics and thermal-acoustic phenomena). Studies are performed to prepare 
CO 2  capture with good technological and economic conditions (precombustion, 
chemical looping, etc.; see Chap.       6    ).  

   CO 2  Capture and Storage 

 The program deals with upstream issues (combustion, biomass, process engineering, 
chemistry, geology, and material sciences) that are capable of leading to a real 
technological rupture, by assessing new processes that are not yet retained by current 
technological options (CO 2  capture with adsorption processes, membranes, etc.). 
In addition, basic studies are performed to help applied research institutions that are 
more involved in evaluating the storage process at full scale (geosciences, chemical 
processes, material sciences, chemistry, etc.).  

   Biomass for Biofuel 

 The program deals with the fundamental research required for optimizing biomass 
transformation processes, by taking into account a resource-integrated system 
approach from the plant, to its thermochemical or biological transformations (spe-
cifi c reactor innovation), according to the application concerned (producing syngas 
for biofuels or for combustion, oils, tars, charcoal, etc.). The program focuses on 
second and third generations (specifi c lignocellulose issues, production using algae, 
biomimetics).  

   Clean Electricity Production 

 Solar energy electrical conversion research deals with PV systems or high- 
temperature thermodynamic pathways (concentrated solar system, CSP). 

 In photovoltaics, teams are working, both:

•    At the material level, to get new production processes of solar-quality silicon, 
to improve the effi ciency of thin fi lms (silicon, chalcogenides), of organic photo-
voltaics, or of more advanced (nanostructuration, multiphotons processes, etc.) 
materials,  

•   At the system level (reduction of losses, integration of converters).    

 The basic research in CSP concerns high-temperature materials, themophysical 
properties (absorption improvement), and heat transfer, both for the collector and 
the molten salt (heat storage) systems. 

 Inasmuch as renewable energy production is frequently of an intermittent nature, 
the issue of storing is important, more for the electricity produced than for heat (see 
vector management). The highly promising thermoelectricity fi eld is also explored 
(materials, systems) for energy recovery.  
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   Nuclear 

 The development of new pathways, fi ssion and fusion, requires highly fundamental 
research that meets specifi c scientifi c challenges (reactor simulation, plasma phys-
ics, molten salt chemistry): the CNRS Energy Program works on joint fi ssion/fusion 
pathway issues that cover the behavior of the materials when irradiated, modeling, 
physical-chemical issues related to the use of liquid metal and molten salt, fl uid 
fl ow, and heat transfer. In connection with the Energy Program, the CNRS also 
works downstream of the electronuclear cycle, as well as on the vast issue of fusion 
(work carried out within the ITER 6  Program framework).   

1.5.3.3     Promoting Energy Vectors 

   Hydrogen Vector 

 With regard to H 2  production the CNRS is currently working on two types of 
bottlenecks:

•    In the short term, innovating from existing technologies (reforming hydrocar-
bons), to meet the demand for embedded, decentralized applications, compact, 
low-fl ow reformers, offering high-performance kinetics at a low price  

•   In the medium to long term, developing new solutions for producing clean hydro-
gen in large quantities that is low-emission with regard to greenhouse gases (e.g., 
thermochemical cycles based on concentrated solar resources).    

 Other more specifi c research is also being performed:

•    Electrolysis (high or low temperature) processes.  
•   As a more prospective fi eld, bio photo production by algae is also being investigated. 

Some microalgae, such as  C. reinhardtii , harbor a hydrogenase interacting with 
the photosynthetic electron transfer chain and this property allows these organisms 
to produce hydrogen using light as the sole energy source. (See Chap.       9    ).    

 Research in the fi eld of hydrogen storage aims to increase energy density (reser-
voir compactness) as well as specifi c energy (reduction in the weight of the reser-
voir in relation to the mass of hydrogen stored there). Work on solid storage in the 
form of moderate temperature, low-pressure hydrides is being actively pursued 
(reversible complex hydrides such as alanates and metallic hydrides, nanoporous 
matrices, intermetallic compounds, etc.).  

6    ITER is an international nuclear fusion research and engineering project currently building the 
world’s largest and most advanced experimental tokamak (a device using a magnetic fi eld to con-
fi ne a plasma in the shape of a torus) nuclear fusion reactor at Cadarache in the south of France. 
The ITER project aims to make the long-awaited transition from experimental studies of plasma 
physics to full-scale electricity-producing fusion power plants.  
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   Fuel Cell 

 The fuel cell fi eld is extremely well covered by teams integrated into the Group of 
Research (GdR) PACTE. Basic subjects cover the major technological series, proton 
membrane cells (PEMFC), and oxide cells (SOFC) dealing with problems of material 
science, chemistry, electrochemistry, heat transfer, and fl uid fl ow. Complementary 
approaches are being achieved, both at the core level and the system level. The 
CNRS’ expertise has also been mobilized for specifi c innovations relative to DAFC 
(direct alcohol fuel cells) and to SAMFC (solid alkaline membrane fuel cells). 
In addition, a consensus was recently reached for developing new designs for the 
PCFC (proton ceramic fuel cells).  

   Electricity Vector 

 Research concerning the electricity vector aims at making distributed electricity 
production, from primary renewable energy sources, highly effective and accessible, 
at substituting electricity for other energy vectors anywhere the energy or environmental 
gain may be justifi ed, and at globally consuming less energy. Among the major 
issues to be solved, we can mention, for example, conversion interfaces (electronic 
and electromechanical converters, power electronics), architecture optimization, 
optimal energy management and control, involving lifecycle analysis and operating 
safety. An important objective is the defi nition and optimization of functional entities 
(network-connected energy production and storage units, wind farms, virtual energy 
plants, etc.), and the notion of smart grids, or even network splitting, which is subject 
to joint work for different vectors.  

   Heating and Cooling Vectors 

 With regard to production, particular attention is given to exploiting solar energy for 
cooling (buildings, refrigeration, etc.). Transporting heating and cooling vectors is part 
of the research for long-distance transportation: the threshold at around 10 km and 
beyond has been identifi ed for new processes based on sorption/desorption systems.  

   Storage 

 This research is indispensable in particular as concerns intermittent sources. 
Electrochemical storage challenges include optimizing existing materials, and fi nd-
ing new materials (anodes, cathodes, electrolytes, connectors, etc.), and authorizing 
increased energy densities and fl ows. Let us also mention some quite specifi c 
research on the chain PV/electrolysis/gaseous H2 storage and electricity regenera-
tion with a fuel cell (see Chap.       8    ). 

 Storing heat means obtaining new materials (latent heat, structural changes, etc.) 
at various temperatures, improving the stored and drawn-off power, and developing 
smart sensors that can convey data on storage status.   
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1.5.3.4     Transversal Research Themes 

 This research deals in particular with socioeconomic themes and humanities, 
environmental impact and sustainable development, physics, and materials. 

   Socioeconomic Themes 

 Although well-known research subjects exist (prospective scenarios, social accept-
ability, etc.), new themes are emerging and need to be consolidated, such as the 
study of institutional, organizational, and social obstacles hindering the transition to 
a low-profi le energy economy, technological, institutional, regulatory, and behavioral 
innovations, and their diffusion. Energy in human and social development is also a 
point of interest for this research.  

   Sustainable Development 

 The idea of sustainable development includes assessing the environmental impacts 
of energy choices, at different time and space scales. The program deals here with 
the example of biomass production, which implies maintaining intensive agricul-
tural practices and needs research on air and water pollution, on the homogenization 
of the countryside and ground cover, on the decrease in soil fertility, erosion, and 
biodiversity. In this context, and in order to best clarify the matter, the Program has 
assigned to a dedicated working group (GT3A, see also Chap.       14    ) the task of 
answering the following question:

  How pertinent is it to build up agrofuel production in terms of a partial solution to energy 
self-suffi ciency, in terms of the reduction of GHG emissions, in terms of its impact on meeting 
humanity’s alimentation needs? 

      Materials 

 Materials for energy can be basically distinguished by their functional properties: 
optic, electromagnetic, thermal, and the like, and often have in common the need for 
environmental resistance properties or adequate mechanical capacities. The issues 
that involve performance properties under operating conditions, under instantaneous 
and durable stress give rise to more highly transversal actions. 

 Another problem concerns the availability of material for energy, involving the 
necessity:

•    Of improving the processes to reduce the quantity used (CNRS teams have 
reduced by a factor of 40 in 10 years the mass of platinum used by a PEMFC)  

•   Of developing ad hoc processes for recycling  
•   Of fi nding possible substitutions by a less expensive and more easily available 

material (case of zinc instead of indium for PV)     
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   Physics 

 Finally, the contribution to energy of teams working in physics can specifi cally be 
illustrated with the study of phenomena for identifi ed micro-/nanoscales, in sectors 
such as heat transfer, thermoelectricity, and photovoltaics (enhancement of the 
effi ciencies). Let us also mention here the breakthrough in the domain of refrigeration, 
thanks to giant magneto caloric effect materials, leading to new cooling systems, 
with improved effi ciency when compared with classic thermodynamic ones, with 
less noise and environmental impact.     

1.6      Comments About the Section Global and Local 
Environmental Policies: Technologies, Economy, 
and Law 

 The legal and economic aspects are built around two central axes:

•    Elements related to the economic, legal, and political diffi culties to achieve an 
effective multilateral system on climate change  

•   Aspects of urban and agricultural planning related to climate change    

 This section is therefore within the logic of multilevel governance, which empha-
sizes some of the international role in negotiations, but also the multiplicity of pub-
lic and private stakeholders. The challenge is to build a system with suffi cient 
driving forces to establish commitments strong enough to promote changes in the 
logic of sustainable world development. 

1.6.1     International Issues 

 In fact, the climate change regime, post-2012, asks for an ambitious objective, to 
meet scientists recommendations, which involves important economic resources 
and rethinking national and international measures. In the mid-term (2020), it 
involves commitment to make sharp reductions of GHG emissions to keep emissions 
trajectory in the long term (2050). 

 Regarding the diffi culties of multilateral negotiations, new problems have presented 
themselves. 

 First, there are political and economic diffi culties in reaching the +2 °C global 
warming target. The maintenance of this 2 °C signifi es a massive reduction of emissions: 
to achieve this objective, developed countries should reduce their emissions by 
25–45 % below 1990 levels by 2020, and developing countries “need to deviate below 
their projected baseline emissions” compared with “business as usual” scenarios. 

 Second, how is differentiation of obligations among different groups of countries 
to be included? 
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 Third, how can support mechanisms, such as funding or assistance to poorer 
countries be created? 

 Binding reduction targets for developing countries makes it is necessary to dif-
ferentiate between medium–high income developing countries and other poorer 
countries. China, India, and Brazil are among the main emitters of greenhouse 
gases. Their commitment to a global regime with reduction targets is essential for 
the maintenance of the 2 °C objective. In addition, the United States conditioned 
their entry into a new regime upon the participation of developing countries. In the 
latest negotiations, Brazil and China have come to accept to assume some obliga-
tions, but without setting goals. The question would be what mechanisms would be 
appropriate and if a new post-Kyoto regime could be built on strengthening the role 
of nationally appropriate mitigation actions (NAMAs), on what some important 
developing countries are founding their proposals. 

 Finally, the African countries are prompting an expansion of the assistance by 
developed countries up to 5 % of their GDP. It has been a longstanding demand 
since the fi rst multilateral environmental conventions, which has rarely been imple-
mented. In Copenhagen, developing countries, and in particular African countries, 
called for a very signifi cant increase in fi nancial assistance. The “fast-start” budget 
aimed at preparing developing countries for their total participation to further the 
international climate regime amounts up to USD 30 billion for the 2010–2012 
period, expenses being equitably shared between mitigation and adaptation 
(Copenhagen Accord, Para. 5). However, developed countries have not been able to 
provide fi nancial resources.  

1.6.2     National Issues 

 At the national level, we highlight the importance of work on the development of 
urban infrastructure facing the issue of climate change. In this case, the contribu-
tions of Li (Chap.   13        ) and Bobylev (Chap.   4        ) show that 80 % of global greenhouse 
gases are emitted in cities. Urban infrastructure could be conceptualized as “a com-
plex set of systems and networks that provide vital services to a city.” The urbaniza-
tion is expected to remain in expansion throughout the world, particularly in 
developing countries, and global population will grow to nine billion in 2050, of 
which more than 70 % will be located in urban areas (UN Habitat  2008 ). In fact, 
cities are at the forefront of combatting global warming, simply because 80 % of 
greenhouse gases are emitted in cities. It is projected that cities would account for 
73 % of world energy consumption in 2030 in the reference scenario of the 
International Energy Agency (IEA  2009 ). Because there is fast and recent urbaniza-
tion in many developing countries, as in China, it is necessary to rethink ways of 
development in urban areas and urban construction. But any solution must consider 
effi ciencies, vulnerabilities, interconnectivities, instruments of sustainability, and 
elements of interdependence and convergence typical of each urban area. Cultural 
aspects will certainly contribute to increasing this complex scenario. 

J.B. Saulnier and M.D. Varella

http://dx.doi.org/10.1007/978-94-007-6661-7_13
http://dx.doi.org/10.1007/978-94-007-6661-7_4


25

 Many other problems could be identifi ed. One of the most important is the inadequate 
support for climate-friendly infrastructure in developing cities. It is important to 
fi nd alternatives and mechanisms to induce conformity with international climate 
change goals. First, urban projects could become eligible for carbon fi nance players. 
However, the fi nancial resources existing today under the UNFCCC (United Nations 
Framework Convention on Climate Change) are highly ineffective to induce changes. 

 There is a major waste of resources to build and maintain models of cities, not 
concerned with the phenomenon of climate warming. Although some countries, 
including France and Germany, have so far been directing signifi cant resources to 
improving the energy effi ciency of urban centers, we are still far from being able to 
reverse the main common scenario. Despite some developing countries having specifi c 
projects related to climate change concerns in urban areas for building or insulation, 
most of them still use the same building techniques practiced hundreds of years ago. 
One example of change is the Brazilian program  Minha Casa, Minha Vida  (my house, 
my life), one of the major housing programs in the world, which only provides credits 
to private companies if projects preview the installation of solar heating panels. 

 Regarding the sectoral policies, it has not taken into account the requirements 
necessary for the calculation of changes in urban development options. In this case, 
it is necessary to create mechanisms for economic incentives for reducing emissions 
in urban areas, either through NAMAs, or by other mechanisms deemed appropri-
ate. Mechanisms could be created according to national priorities. States could 
accept that urban development projects are eligible in the context of national appro-
priate mitigation actions (NAMA mechanism) and create specifi c incentives for sec-
torial approachs or targets for urban administrators. 

 Among the new mechanisms that can be stimulated, the authors identifi ed sec-
toral targets and Non Lose in SD-PAM or Integrating Cities into NAMAs. 7  These 
common mechanisms could have a very important role to play in shaping sustain-
able urban development and low carbon trajectory, However, the schemes and insti-
tutional aspects must be designed carefully to ensure environmental integrity and 
economic performance in cities.   

7     Nationally appropriate mitigation action  (NAMA) refers to a set of policies and actions that 
countries undertake as part of a commitment to reduce greenhouse gas emissions (see Chap.       13    ). 
The term recognizes that different countries may take different nationally appropriate actions on 
the basis of equity and in accordance with common but differentiated responsibilities and respective 
capabilities. It also emphasizes fi nancial assistance from developed countries to developing countries 
to reduce emissions. 

  Project-based carbon fi nance . This is the “conventional” carbon fi nance window, where the 
facility will target LDC project opportunities. These projects are taken through the CDM/JI mech-
anisms and will have a particular focus on programmatic approaches. 

  Sectoral crediting and trading mechanisms . This is an “emerging” carbon fi nance modality, in 
which fi nancing can be applied across an entire industrial sector (e.g., steel, or cement production, 
or aviation).The aim of sustainable development policies and measures (SD-PAMs) is to encourage 
the development of policies that contribute to developing countries’ economic and social objectives, 
with the possibility of lowering GHG emissions at the same time. As indicated in the name Non 
Lose in SD-PAM, no penalties are incurred in case of failing to meet a target, but emissions reductions 
achieved beyond the target level earn emissions reduction credit.  
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1.7     Conclusions 

 The present status of our knowledge on greenhouse gases and climatic changes 
(Chap.       2     of this book) can indicate that the +2 °C increase of global warming—with 
all its probabilistic characteristics—might be a possible trigger for commitment at a 
large scale of global impacts over a multiple-century timescale (irreversible loss of 
reefs, of tropical glaciers, and of water resources, risk of extreme weather events, 
coastal fl ooding, various heath impacts, etc.). 

 Because of the climate change threats on the big cities of the future (particularly 
the intense precipitation events) people have to conceive systems to help urban 
physical infrastructure adaptation to climate change. Huge underground infrastruc-
tures for prevention of such fl ooding during rain and typhoon seasons have already 
been built, for instance, in Japan and in Malaysia (G-Cans  2006 ; SMART Project 
 2006 ; Chap.       4    ). 

 But, to defi ne more general objectives, on what leads can we act? 
 According to IEA analysis (see Sect.  1.5.2 ), the most effective key to moving the 

trajectory from a business as usual (BAU) scenario to the 450 Scenario is clearly the 
improvement of energy effi ciency and savings (key K1). It involves many mecha-
nisms, among which we can mention the improvement of components, both thermal 
and electrical (heat exchangers, electrical machines, lighting, etc.) and of systems, 
including buildings, transport, and industrial processes (see Sect.  1.5.3 ), or new 
technologies such as thermoelectricity or improved power electronics. 

 Key K2 relies on all the Renewables pathways (PV, CSP, wind turbines, etc.) that 
can contribute to green electricity production, but their frequent intermittent character 
has to be bypassed, which depends on the technological and economical resolution 
of the crucial problem of electricity storage on a large scale. 

 The next one, key K3, may be nuclear energy, (Chap.       5    ), as far as it able to 
reinforce its sustainable features (waste, security, availability of fuel and new 
 generations, etc.). 

 Key K4 deals with carbon management and is probably as crucial as K1. Recall 
that on a world-scale basis, fossil fuels (Chap.       3    ) are likely to remain the main sources 
for electricity generation in the twenty-fi rst century, and many industrial processes 
that are also large CO 2  emitters, will still be active for many decades. Therefore, car-
bon capture and storage (CCS, Chap.       6    ) is generally considered a necessary option for 
reducing CO 2  emissions to the atmosphere. Because 14 large- scale, integrated CCS 
projects are in operation or under construction today, with a rough total storage capac-
ity of 33 million tons a year, this option is clearly on the way. As a research perspec-
tive for future works carbon capture and recycling (CCR, Chap.       7    ) should also be kept 
in mind and the corresponding results carefully observed, with experts claiming that 
its potential is similar to that of CCS (250–350 Mt/y in the short to medium term, 
compared to the 1,500–2,000 Mt/y required in 2030 by the 450 Scenario). But, 
because the industrial deployment of CCS is scheduled no earlier than one decade, 
preliminary measures should be taken in between, such as the interesting example of 
conversion of petroleum vehicles to run on compressed natural gas (contribution to 
CC, premature deaths avoided, savings, and GDP increase; Chap.       10    ). 
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 Key K5 concerns the energy vectors, and at fi rst, development of biofuels (Chap.       9    ) 
in such conditions that with their emergence (fi rst generation essentially today) at a 
signifi cative scale, a competition between alimentation and agrofuel production will 
not be threatening. The conclusion of Chap.       14     on this point is clear: there is no reason 
to dramatize and excessive alarm could well serve only to amplify the instabilities and 
thus encourage speculation. The use of other vectors is to be carefully optimized: 
hydrogen and the possible evolution toward an H 2  society (Chap.   8        ), electricity (storage, 
smart grids), and the couple heat/cold (storage and long distance transport). 

 Furthermore, a last key K6 involves transversal research pertaining to the human-
ities and social sciences fi elds, with a series of domains covering economics, social 
issues, law (both at national and international negotiations level), politics, and fi nan-
cial rules (Chaps.   11    ,   12    , and   13    ). The challenge with K6 is to build a system with 
driving forces suffi cient to establish commitments strong enough to promote 
changes in the logic of a sustainable world development, based on the breaks made 
by science and technology. 

 As a last comment, we would also emphasize the role of basic sciences (nanosci-
ences, molecular biology, catalyst, time-reversed acoustics in geosciences, new 
X-ray light sources for in situ testing, etc.) without which no effective breakthrough 
will help for the resolution of this energy/environment crisis.     
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    Abstract     Earth climate is determined by the equilibrium between the amount and 
distribution of incoming radiation absorbed from the sun and the outgoing longwave 
radiation emitted at the top of the atmosphere. Several atmospheric trace gases, includ-
ing water vapor, carbon dioxide, methane, and nitrous oxide, absorb far more effi -
ciently the longwave radiation than solar radiation. These so-called greenhouse gases 
increase the amount of energy available to the earth and keep it much warmer than it 
would be otherwise. Although water vapor (and clouds that contribute both to the 
greenhouse effect and cooling through the back refl ection of the incoming solar radia-
tion) does not stay in the atmosphere more than ~2 weeks, most of the other green-
house gases stay far more than 10 years. Anthropogenic use of fossil fuels, cement 
production, and deforestation already increased the atmospheric concentration of 
greenhouse gases and human activities also created new synthetic and powerful ones 
such as chlorofl uorocarbon. The corresponding positive radiative already contributed 
to the ~0.8 °C increase of the global surface temperature since 1850 and will act as the 
main climate driver for at least the next century. This chapter outlines the bases of the 
greenhouse effect and its impact on the earth climate from ~1850 to 2100.  
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  List of Acronyms 

   AOGCM    Atmosphere–Ocean General Circulation Model   
  CDIAC    Carbon Dioxide Information Analysis Center   
  CEREGE    Centre Européen de Recherche et d’Enseignement des Géosciences de 

l’Environnement   
  CFC    Chlorofl uorocarbon   
  CO 2     Carbon dioxide molecule   
  CH 4     Methane molecule   
  CRU    Climatic Research Unit   
  ESRL    Earth System Research Laboratory   
  GCM    Global Climate Model   
  GISS    Goddard Institute for Space Studies   
  GHG    Greenhouse gas   
  Gt    Gigaton (1 Gt = 10 9  t)   
  GtC    Gigaton of equivalent carbon   
  HCFC    Hydro-carbo-fl uoro-carbone molecule   
  HFC    Hydro-fl uoro-carbone molecule   
  H 2 O    Water molecule   
  IPCC    Intergovernmental panel on climate change   
  IR    Infrared radiation   
  m a.s.l    Meter above sea level   
  N 2 O    Nitrous oxide molecule   
  O 3     Ozone molecule   
  ppm    Parts per million (in volume)   
  ppt    Parts per trillion (in volume)   
  SRES    Special Report on Emissions Scenarios   
  UNEP    United Nations Environment Programme   

2.1           Introduction 

 In  1975 , W.S. Broecker wrote, “ If man-made dust is unimportant as a major cause of 
climatic change, then a strong case can be made that the present cooling trend will, 
within a decade or so, give way to a pronounced warming induced by carbon dioxide. 
By analogy with similar events in the past, the natural climatic cooling which, since 
1940, has more than compensated for the carbon dioxide effect, will soon bottom out. 
Once this happens, the exponential rise in the atmospheric carbon dioxide content 
will tend to become a signifi cant factor and by early in the next century will have 
driven the mean planetary temperature beyond the limits experienced during the last 
1,000 years. ” This visionary prediction follows some earlier calculations (Fourier 
 1827 ; Arrhenius  1896 ) establishing the physical relationship between certain atmo-
spheric traces (i.e., the greenhouse gases, GHG hereafter) and the earth temperature 
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variations. There is an increase in GHG atmospheric concentration 1  because human 
activities (fossil fuel burning, land clearing, deforestation, etc.) release it at a rate 2  
surpassing the natural capacity of the earth’s system to remove it from the atmo-
sphere. Some of the current knowledge about the earth’s radiative balance and GHG 
atmospheric concentration as well as its link with temperature variations from 1850 
to 2100 and the basic mechanisms of the climatic response to current and near-future 
GHG atmospheric concentrations are reviewed here.  

2.2     The Radiative Balance and the Greenhouse Gases 

 The climate system is a thermodynamical engine fueled by solar radiation (Trenberth 
et al.  2009 ). The energy gained from inner earth through volcanism and geothermal 
sources is considered to be negligible at global scale. At equilibrium, the total 
absorbed solar radiation at the outer limit of the climate system is counterbalanced 
by the same amount of emitted radiation. 3  All objects above 0 K emit electromagnetic 
radiation. Planck’s, Stefan–Boltzmann’s and Wien’s laws defi ne the relationship 
between the amount and spectrum of emitted radiation and the surface temperature 
of the emitter. 4  The radiative equilibrium between absorbed solar radiation and out-
going emitted infrared radiation defi nes a radiative equilibrium temperature, which 
is approximately 255 K with the assumption that emissivity of the climate system 
is close to 1. 5  A mean temperature of 255 K is not observed at the earth surface 
(the mean observed temperature at the earth surface is actually close to 288 K) 
but rather close to an altitude of 5 km in mean. The fact that observed surface 

1    See, for example,   http://www.esrl.noaa.gov/gmd/ccgg/trends/    .  
2    Recent estimates show that global fossil and cement emissions equal 9.5 +/− 0.5 GtC/year (that is 
+54 % from 1990) while global land-use change emissions equal 0.9 +/− 0.5 GtC/year in 2011 
(Le Quéré et al.  2012 ).  
3    This quantity equals the solar “constant” (1,366 W/m 2  = solar energy intercepted by the earth disk) 
divided by 4, for geometry constraint, multiplied by 1 minus albedo (= 0.3), the albedo being the 
fraction of radiation refl ected by the earth’s system, that is, 1366/4 × 0.7~239 W/m 2 . The earth’s 
surface absorbs 50 % of total solar radiation and the atmosphere absorbs 20 % of it.  
4    The amount of emitted radiant energy is proportional to the emissivity and fourth power of the 
surface temperature of the emitter and its spectral peak is inversely proportional to its surface 
temperature. The emissivity is the ability of a material to emit energy by radiation. This ability is 
relative to an idealized physical body at the same temperature, called a  black body , that absorbs all 
incident electromagnetic radiation and is also the best possible emitter of thermal radiation. The 
solar surface, roughly near 5,750 K, emits roughly 160,000 times more radiation than the earth 
surface per unit of surface, mostly in the ultraviolet (spectral power < 0.4 μm), “visible” (i.e., light 
a human eye could see, within 0.4 and 0.7 μm) and infrared bands (IR, spectral band > 0.7 μm), 
whereas earth surface and atmosphere (roughly between 180 and 340 K) emit IR only.  
5    The emissivity of land, ocean surface and thicker clouds than cirrus is close to 1, that is, the one 
of a black body. The clear-sky atmosphere has an emissivity of 0.4–0.8, and cirrus clouds have a 
typical emissivity of 0.2.  
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temperature is higher than radiative mean temperature is explained by the greenhouse 
effect. 6  

 Atmosphere is composed of a mixture of various gases. The most abundant 
gases are di-atomic nitrogen and oxygen accounting for ~98 % in volume of dry 
air. The GHGs, accounting for less than 1 % of the atmospheric volume, have the 
property to absorb infrared radiation effi ciently, whereas the atmosphere overall 
absorbs only 20 % of solar radiation (Fig.  2.1 ). The most important “natural” GHG 
is water vapor (H 2 O), then carbon dioxide (CO 2 ), methane (CH 4 ), nitrous oxide 
(N 2 O), and ozone (O 3 ). Human activities (burning of fossil fuels in industry and 
agriculture, heat production and transport, deforestation, cement production) add 
some of these GHGs, but also create synthetic GHGs, as chlorofl uorocarbons 
(CFCs). These “natural” and “synthetic” GHGs (except H 2 O and O 3 ) remain at least 
12 years in the atmosphere and thus affect the planetary radiative balance indepen-
dently on the location of their emission into the atmosphere because the time to 
mix the whole troposphere is faster than 1 year. Any increase of the energetic con-
tent, for example, related to increased GHG atmospheric concentration, leads to a 
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  Fig. 2.1    Global annual mean Earth’s energy budget (W/m 2 ) for the period of March 2000 to May 
2004 (from Trenberth et al.  2009 ). The  broad arrows  indicate the schematic fl ows of energy in 
proportion to their importance (Reprinted with permission of the American Meteorological Society)       

6    See   http://www.realclimate.org/index.php/archives/2010/07/a-simple-recipe-for-ghe/     for a simple 
explanation of how the greenhouse effect works. For a more comprehensive review, see, for example, 
Danny Harvey ( 2000 ).  
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temperature increase until a new equilibrium is eventually reached, so that the 
climatic system emits IR as much as absorbed net radiation at its outer limit (i.e., 
the top of the atmosphere for the earth).

   It should be noted that although gaseous H 2 O is the most effi cient 7  GHG, it 
could not be considered as a major driver of temperature variations because, as 
liquid and solid water, it is unable to remain in the atmosphere for a long time 
(typically less than 2 weeks). But increased atmospheric temperature could increase 
the atmospheric concentration of gaseous H 2 O leading to a positive feedback, 
because warmer air could contain more gaseous H 2 O and an higher atmospheric 
concentration of H 2 O increases the greenhouse effect. In other words, despite its 
largest contribution to the current greenhouse effect, H 2 O is more a passive actor 
of temperature variations whereas other GHGs are active drivers (i.e., they are able 
to physically drive temperature variations) of temperature variations in current 
conditions 8  due to their capacity to accumulate in the atmosphere coupled with 
their physical properties.  

2.3     Temporal Variations of the Greenhouse Gases 

 Many human activities release carbon into the atmosphere. Figure  2.2  displays the 
monthly mean mole fraction of CO 2  (in parts-per-million—ppm—of volume) mea-
sured at three distant stations: Mauna Loa (Hawaii), Barrow (Alaska), and South 
Pole. These three locations are far away from any large industrial local source of 
anthropogenic carbon. The long-term positive trend due to global anthropogenic 
carbon consumption is superimposed to an annual cycle with maximum/minimum 
recorded at the end of the boreal winter and summer periods at Barrow and Mauna 
Loa. This annual cycle is due to the vegetation cycle in the northern hemisphere 
inasmuch as photosynthesis exceeds respiration in spring and summer whereas the 
opposite, that is, a net CO 2  release by the vegetation, occurs in autumn and winter. 

7    One of the last estimates of the relative contribution of atmospheric long-wave absorbers to the 
current-day greenhouse effect is: 50 % for water vapor, 25 % for clouds, and 20 % for CO 2 . 
(Schmidt et al.  2010 ; available at   http://pubs.giss.nasa.gov/docs/2010/2010_Schmidt_etal_1.pdf    ).  
8    At glacial–interglacial scale (i.e., between 10,000 and 100,000 years), CO 2  variations tend to fol-
low temperature variations in Antarctica by ~200–1,000 years at the glacial termination. At this 
scale, temperature variations are mostly driven by orbital changes (Milankovitch theory). The time 
lag between CO 2  and temperature seems at least partly due to the adjustment of the ocean deep 
circulation that releases some CO 2  into the atmosphere when the earth warms. This relationship 
does not invalidate the current one because the increased concentration of atmospheric CO 2  
released by human activities drives the current warming whereas glacial termination was initiated 
by orbital changes 20,000 years ago. Moreover, it is assumed that GHG variations at glacial–inter-
glacial scale had exerted a positive feedback on temperature variations with other processes as the 
ice–albedo–temperature feedback, that is, the fact that deglaced areas decrease the mean earth 
albedo, increasing the amount of absorbed solar radiation (Lorius et al.  1990 ). Lastly, recent analy-
ses (Shakun et al.  2012 ) demonstrate that global temperatures mostly lag CO 2  variations in 
Antarctica during the last deglaciation.  
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The annual cycle is large at Barrow, which is closer to large Eurasiatic and North 
America continental masses and almost fl at at South Pole.

   The long-term increase is very consistent among the three records (Fig.  2.2 ) and 
not perfectly linear with some steps. On a longer time scale, CO 2  concentration ranges 
between 270 and 290 ppm in interglacial periods to 190–200 ppm during glacial peri-
ods, although concentrations could have been far larger before the quaternary. The 
atmospheric concentration of other GHG increases due to their use in various human 
activities already drives the contemporaneous warming of the global surface tempera-
ture. Table  2.1  gives the atmospheric concentrations of the most important GHG in 
October 2008–September 2009 compared to the preindustrial period.

   Each GHG has a different lifetime and each molecule has a different radiative 
forcing. The relative impact of each GHG could also be compared with the inte-
grated radiative forcing from the preindustrial period (IPCC  2007 ). With that frame, 
CO 2  is the largest forcing, due to its absolute concentration and its long lifetime 

  Fig. 2.2    Atmospheric concentration of CO 2  measured at Barrow (Alaska, 71°19′N, 156°36′W, 
11 m a.s.l. in  red ), South Pole (89°59′S, 24°48′W, 2810 m a.s.l. in  blue ), and Mauna Loa (19°32′N, 
155°35′W, 3397 m a.s.l. in  black ) observatories from September 1957 to July 2010: ( a ) monthly 
means, ( b ) mean annual cycle, and ( c ) 12-month running mean. The mole fraction of CO 2 , 
expressed as parts per million (ppm), is the number of molecules of CO 2  in every one million mol-
ecules of dried air (water vapor removed) (Mauna Loa data come from ESRL, and Barrow and 
South Pole data are extracted from CDIAC)       
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even if each CO 2  molecule is not the more effi cient heat trapper, and synthetic 
GHGs (CFCs, HCFCs, HFCs, etc.) have a signifi cant impact despite their very 
small concentrations. The increase of atmospheric GHG increases the energy con-
tent of the climate system. 9  The uncertainty on the net anthropogenic forcing is low 
(IPCC  2007 ) and as stated before, its extent is global.  

2.4     Observed Temperature Variations 

 Temperature has been recorded for more than 400 years. The longest continuous 
temperature record is the “Central England Temperature,” available since 1659 
(Plaut et al.  1995 ). The temperatures are recorded worldwide in normalized envi-
ronments so that they can be compared and spatial averages can be computed. 10  

    Table 2.1    GHG concentration (in parts-per-million, ppm, and parts-per-trillion, ppt) in 1750 and 
in 2008/2009 with their lifetime and radiative forcing from preindustrial to current conditions   

 GHGs 
 Preindustrial 
(~1750; ppm) 

 Current 
concentrations 
(2008/2009) 

 Lifetime 
(in years) 

 Radiative forcing 
(in W/m 2 ) 

 CO 2   280  385 ppm  ~100  +1.66 
 CH 4   0.7  1.8 ppm  12  +0.48 
 N 2 O  0.27  0.32 ppm  114  +0.16 
 Tropospheric O 3   0.025  0.034 ppm  <Few days  +0.35 
 Synthetic GHG 

(CFC, HCFC, 
HFC, SF 6 , etc.) 

 0  Few ppt 
to 536 ppt 

 From few years 
to thousands 
of years 

 ~+0.30 (most 
from CFC-11 
and CFC-12 a ) 

  Data come from   http://cdiac.ornl.gov/pns/current_ghg.html     
  a Some of these synthetic GHGs including CFC-11 and CFC-12 have been banned after the 
Montreal conference (1987) and its amendments under the UN convention on the stratospheric 
ozone hole. CFCs are replaced by other components that are not harmful to stratospheric ozone but 

usually have a huge global warming potential  

9    Since 1750 the total radiative forcing related to the increase of atmospheric GHG concentrations 
due to human activities equals +2.9 W/m 2 . The net anthropogenic effect including cooling effect 
mostly due to sulfur emissions equals +1.6 W/m 2 . The direct cooling effect of anthropogenic sulfur 
associated with the aerosol veil, that increase albedo at a regional scale is complicated by its indi-
rect effect through the modifi cation of the optical properties of clouds. The cooling effect is less 
certain than the one associated with GHG increase (IPCC  2007 ).  
10    There is a debate about the sense of a “global” (in the sense of planetary) mean of surface tem-
perature. Everybody could experience very large temperature variations on small time and spatial 
scales, for example, simply moving from shade to sunlight in a summer day. It seems then unrea-
sonable to compute a spatial mean from a few samples. But, the range of temperature variations 
strongly decreases when time means (instantaneous record to annual mean) are considered, espe-
cially when raw temperatures are scaled to the local mean annual cycle (theoretically estimated 
with at least 30 years of data). It is because the drivers of temperature variations at this timescale 
are from regional (e.g., atmospheric Rossby waves, which are giant meanders in the atmosphere. 
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Sea surface temperature recordings have been generalized since the Brussels maritime 
workshop in 1853. Several research centers across the world (such as GISS and 
CRU) have established gridded datasets of surface temperatures freely available on 
the web. There is considerable work to remove known biases related to urbanization 
and changes of thermometers. The uncertainty is less than one order of magnitude 
relatively to long-term increases in these gridded datasets. 

 Figure  2.3  shows the annual mean of planetary-scale surface temperature computed 
by the Climatic Research Unit (Brohan et al.  2006 ) from 1850 to 2009. A nonlin-
ear increasing trend is already visible concentrated in two periods, from 1910s to 
1940s and then after 1975 (Fig.  2.3 ). Other datasets lead to the same  conclusions 
(IPCC  2007 ).

   Beyond GHG variations   , there are two major “external” forcings operating at 
timescales between 1 and ~100 years: (i) the solar “constant” varies and we are now 
in cycle 24 of an 11-year cycle (the last minimum occurred in 2007–2009; cf.   http://
www.climate4you.com/Sun.htm#Recent solar irradiance    ); (ii) explosive volcanism 
able to disseminate large amounts of sulfur dioxide in the stratosphere cools down 
the earth’s surface by as much as 0.3 °C for 2–3 years, such as after the eruption at 
Pinatubo in June, 1991. Both forcings are estimated to be minor relative to the GHG 
variations (Fig.  2.3 ). Internal climate system interactions also superimpose some 
variations at these timescales. For example, the warm phase of the El Niño Southern 
Oscillation (as in 1997–1998, Fig.  2.3 ) transfers a large amount of heat from the 
upper levels of the tropical Pacifi c to the large-scale atmosphere, and thus adds a 
transient (lasting a few years at maximum) warming signal of a few tenths of degrees 
Celsius in global surface temperature (Klein et al.  1999 ). All these factors are com-
bined with GHG increase and drive the temperature variations. Looking at a perfect 
match between mean temperature variations, that integrate all these causes, with the 
time evolution of a single forcing is physically wrong, and the natural climate vari-
ability is able to generate nonlinear variations even from a monotonic forcing, as the 
GHG increase. In that respect, numerical simulation is a decisive tool inasmuch as 
it allows multiple scenarios where the relative impact of each possible forcing could 
be compared and scaled, beyond basic estimate of their radiative forcing as shown 
in Table  2.1 . 

 The increase of mean surface temperature during the twentieth century is not 
disputable. Moreover, it is also corroborated by other planetary-scale climatic varia-
tions that could hardly be explained by any alternative plausible factors. Two of 

There are typically 4–6 such Rossby waves around the globe between subtropical and subpolar 
latitudes, that are the main factor determining the spatial scale of monthly or seasonal temperature 
anomalies at the extratropical latitudes) to zonal/near-global (as El Niño Southern Oscillation 
phenomenon) or even planetary scales (e.g., variations of the solar constant or GHG concentra-
tions, large volcanic eruptions, etc.). The anomalies of temperatures relative to the annual cycle at 
monthly and moreover annual timescales have thus a far larger spatial coherence and less ampli-
tude than localized records. In that way, it is possible, and physically plausible, because of the link 
between temperature variations and the change in radiative balance, to compute the spatial mean 
of surface temperature at continental or even planetary scales.  
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these interrelated variations are (i) sea level rise and (ii) the melting of most of 
mountain glaciers. The mean sea level rose by ~20 cm since 1870 (+1.7 mm/year 
during the twentieth century) and the rate of rises has recently increased (Church 
and White  2006 ). The recent rate of global mean sea level rise measured by satellite 
(since 1993) equals +3.3 mm/year with ~30 % due to thermal expansion and ~55 % 
from mass loss in mountain glaciers and ice sheets (Cazenave and Llovel  2010 ). 
Worldwide glaciers have been shrinking signifi cantly with strong retreats in the 
1940s, followed by stable or growing conditions around the 1970s and again increas-
ing rates of ice loss from 1985 onward (UNEP  2008 ). The reaction of a single 
glacier is not only linked to local temperature variations but also changes in solar 

  Fig. 2.3    Annual mean surface temperature from 1850 to 2009 expressed as anomalies in °C 
relatively to the 1961–1990 mean (from the Climatic Research Unit, Norwich, UK). Note that 
other estimates (such as the one provided by the Goddard Institute Space Studies, New York, USA) 
are very consistent. The  red  and  blue squares  on the  top  indicate, respectively, the maximum and 
minimum of the 11-year solar cycle (i.e., sunspot cycle). The solar constant variation is close to 
~1 W/m 2  from minimum to maximum of the 11-year cycle, that is, equivalent to a radiative forcing 
of ~0.17 W/m 2 . A slower variation is superimposed on the 11-year solar cycle, but its amplitude is 
still uncertain with a maximum of ~2 W/m 2  (equivalent to a radiative forcing of ~0.34 W/m 2 ) 
between a minimum in the late nineteenth century and a maximum in the second half of the twen-
tieth century. The  blue triangles  at the  bottom  indicate a major volcanic eruption able to inject a 
massive amount of sulfur into the stratosphere. These volcanic eruptions could have a radiative 
forcing close to −0.5 to −3.3 W/m 2  in three years from the eruption at maximum. Note that such 
volcanic eruptions are absent from 1913 to 1962, then from 1992 onwards. For example, the erup-
tion of Eyjallajökull in April 2010 was not explosive enough to inject sulfur into the stratosphere 
and its planetary-scale forcing is thus negligible       
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radiation as well as cloudiness, amount and annual cycle of precipitation, and so on. 
But the fact that almost all mountain glaciers retreat at the same time should be 
considered as a fi ngerprint of current global warming.  

2.5     Numerical Simulation of the Climate System 

 Global climate models (GCM) are mathematical artifacts of the climate system based 
on physical laws translated into mathematical equations. The climate system is dis-
cretized in 3D gridboxes. Some physical principles are explicitly described whereas 
some processes (such as convection) should be parameterized with ad hoc equations 
because of unresolved scales (Trenberth  1993 ). GCMs differ mostly by their hori-
zontal and vertical resolutions, parameterizations, integration of different submodels 
(the current minimal set includes ocean, atmosphere, and a land–surface–vegetation 
scheme), and the way to compute numerical estimates on the grid. GCMs allow the 
running of numerical experiments with a single or a combination of plausible radiative 
forcings. It allows separating the cause of variations and the climate system response. 
This advantage is decisive when there are no known historic or paleoclimatic ana-
logues (as in the case of the current GHG increase). GCMs are in fact not perfect and 
they remain considerably “simple” compared to the true climate. Nevertheless, the 
comparison between the fi rst IPCC crude predictions of sea level rise and temperature 
increase made in 1990 and the observations until 2008 is very encouraging about 
the ability of current GCMs to simulate a realistic response to well-calibrated radia-
tive forcing as the current GHG increase (Rahmstorf et al.  2007 ). 

 Basically, there are three types of uncertainty regarding the near-future numeri-
cal simulations of the climate: (i) the uncertainty linked to the simulation of the 
response to large and regional-scale forcing; (ii) the uncertainty linked to the 
amount of the future GHG emissions; and (iii) the uncertainty linked to the relative 
and/or absolute impact of other forcings. These uncertainties are considered in 
different ways. 

 The fi rst uncertainty is inherent to any modeling because (i) the climate system 
integrates a continuum of time and spatial scales that could not be explicitly and fully 
considered (i.e., we cannot explicitly simulate all air molecules and our knowledge 
of the whole climate system is far from comprehensive) and (ii) the climate system 
is chaotic, that is, very sensitive to initial conditions. This means that a single numer-
ical experiment contains one part related to the forcing (i.e., “forced” response) but 
also another part coming from the initial conditions and which is “free,” that is, not 
reproducible (i.e., another experiment with exactly the same forcing but different 
initial condition leads to a different output). We need to have a probabilistic approach 
by running multiple experiments with the same or, better, different GCMs to estimate 
the intensity and shape of the forced response relative to the free one. The fact that 
the climate system is chaotic does not forbid probabilistic long-term prediction as 
soon as the forced response surpasses the free one for a given time and spatial scale. 
For example, the exact temperature on July 14th or January 1st, 2100 in Paris will be 
unknown until 10–15 days before, but we can predict that July 2100 will be warmer 
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in mean than January 2100 in Paris because (i) a month is considered instead of a 
single day, (ii) the thermal difference between January and July 2100 in Paris (and all 
northern extratropical and subtropical zones) is primarily forced by the annual cycle 
of solar radiation between these 2 months, and (iii) the prediction of the polarity and 
the amplitude of this forcing is almost certain. On the contrary, this does not say 
anything about the temperature variation between January 1st, 2100 and the next day 
because this variation relies partly on the precise atmospheric state, which is unpre-
dictable before December 15th to 20th, 2099 at best. Prediction of the climate 
response to atmospheric GHG increase is a climatic prediction of the same type as 
the temperature response to the annual cycle of the solar radiation. 

 The second uncertainty is explicitly taken into account through a whole range of 
scenarios considering mostly demographic growth, socioeconomic variations and 
technological efforts. The fi rst scenarios, called IS92, were defi ned in 1992. The 
scenarios developed in 1996 for the IPCC third assessment report are broader. They 
include improved emissions baselines and allow the examination of different rates 
and trends of socioeconomic and demographic changes throughout the world. They are 
detailed in a special report of the IPCC. 11  There are a total of 40 scenarios and 6 scenario 
groups within 4 families (A1, A2, B1, and B2; Fig.  2.4 ) summarized here: A1FI 

  Fig. 2.4    Total global annual CO 2  emissions from all sources from 1990 to 2100 in gigatonnes of 
carbon per year (GtC/year) for the six scenario groups (panel  a : A1Fl in orange, A1B in red and 
A1T in light orange; panel  b : A2 in brown; panel  c : B1 in green; panel  d : B2 in blue). The 40 SRES 
scenarios are presented by the 5 scenario groups with each colored emission band showing the 
scenario range within each group. The equivalent radiative forcing (in 2100 relatively to 1990) 
ranges from around +3 W/m 2  (B1) to +7 W/m 2  (A1FI and A2) (IPCC  2007 ) ( Climate Change 
2007: Synthesis Report.  Contribution of Working Groups I, II and III to the Fourth Assessment 
Report of the Intergovernmental Panel on Climate Change, Figure   3.2    . IPCC, Geneva, Switzerland)       

11    See   http://www.ipcc.ch/pdf/special-reports/spm/sres-en.pdf      
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(Fossil fuel Intensive), A1B (Balanced), and A1T (predominantly nonfossil fuel) are 
embedded in the A1 storyline, that is, a future world of very rapid economic growth, 
global population that peaks in the mid-twenty-fi rst century and declines thereafter, 
and the rapid introduction of new and more effi cient technologies. There is an expec-
tation of global convergence among the countries. The three scenarios differ by their 
technological emphasis and the proportion of use of fossil fuel. The A2 storyline 
combines a continuously increasing global population and a less converging world 
(i.e., the economic growth is more regionally oriented) than in the A1 family. The B1 
storyline describes the same population scenario as A1, but with a rapid transition of 
the economy toward service and information, including the introduction of clean and 
resource-effi cient technologies. The B2 storyline describes a world with a moderate 
increase of global population coupled with emphasis on local solutions to economic, 
social, and environmental sustainability at local and regional levels. These scenarios 
include GHG but also sulfur emissions and are translated into equivalent total global 
annual CO 2  emissions from all sources (Fig.  2.4 ). The colored band shows the range 
of all scenarios for each group. The only group leading to a net reduction of global 
CO 2  emissions in 2100 relative to 1990 (~7 GtC/year) is the B1 and A1T group 
although the increase is moderate in B2 and A1B (roughly 13–15 GtC/year in 2100) 
and strong for A1FI and A2 (close to 30 GtC/year in 2100). The equivalent radiative 
forcing ranges from +2 W/m 2  (B1) to +7 W/m 2  (A1FI). Within each group, the sce-
nario explores the differences and uncertainties in the driving forces. These emis-
sions are then converted into GHG atmospheric concentrations. In summary, the 40 
scenarios describe different pathways and cover a wide range of possible “futures.” 
Note that the last estimate of the current growth rate of fossil-fuel emission (+3.5 %/
year between 2000 and 2007) is above the largest predicted growth rate, that is, 
+2.7 %/year (AIFI) on 2000–2010.

   The last uncertainty is related to the relative impact of GHG increase with other 
independent forcings operating at similar time scales (i.e., between 10 and 
1,000 years). Many studies analyze the possible external forcings of the radiative 
balance of the earth. If we exclude major changes related to massive meteorites and/
or comets falling on earth as the major impact occurring at Chixulub (Yucatan, 
Mexico) 65 × 10 6  years ago, there are two other possible forcing on the 10–1,000 years 
scale. The fi rst one is the solar “constant” which exhibits an almost continuous scale 
of variation from seconds to billions of years. The 11-year cycle has a net radiative 
impact of 0.17 W/m 2  although longer (and less regular) 80–200 year cycles could 
have a net radiative impact of 0.3–0.7 W/m 2 . The second natural forcing is related 
to major volcanic eruptions that could decrease the net radiation by 0.5–3.5 W/m 2  
for 2–3 years. We do not know about the future evolution of the solar constant and 
even more, volcanic activity. But, we can hypothesize at least that variations of the 
solar constant similar to those experienced during the twentieth century are unable 
to add a signifi cant signal to the GHG increase postulated by IPCC scenarios. In the 
same way, if volcanic eruptions keep the same variation as in the twentieth century 
(few signifi cant eruptions before 1912, then after 1963 with the last one in 1991), its 
impact would be negligible.  
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2.6     Climate Projections for the Near Future 

 Figure  2.5  shows the evolution of mean annual temperatures for a set of scenarios. 
Each curve is the mean of multiple experiments (23 GCMs) and obviously fi lters 
the interannual–decadal variability. Even if the forcing is monotonic, the climatic 
response should be irregular with near-stationary periods interrupted by more or less 
abrupt increases. The superposition of additional factors reviewed just above will 
also add a degree of complexity to the planetary signal. Anyway, the global mean 
temperature in 2100 is expected to increase from +1.8 °C (B1) to +4 °C (A1FI) with 
the full range between +1.1 °C and +6.4 °C. 12  This signal is weak at the beginning of 
the twenty-fi rst century and progressively increases in power as time goes by.

   Even if the GHG increase is spatially uniform, the thermal response is heteroge-
neous with a larger increase over the continents, especially over the subpolar conti-
nents of the northern hemisphere, rather than over oceans (especially in the northern 

  Fig. 2.5     Left panel :  Solid lines  are multimodel (23 models) global averages of surface warming 
for scenarios A2, A1B, and B1, shown as continuations of the twentieth-century simulations. 
These projections also take into account emissions of short-lived GHGs and aerosols. The  pink line  
is not a scenario, but is for Atmosphere–Ocean General Circulation Model (AOGCM) simulations 
where atmospheric concentrations are held constant at year 2000 values. The  bars  at the  right  of 
the fi gure indicate the best estimate ( solid line within each bar ) and the likely range assessed for 
the six SRES marker scenarios at 2090–2099. All temperatures are anomalies in °C relative to the 
period 1980–1999.  Right panel : Projected surface temperature change for the early (2020–2029) 
and late twenty-fi rst century (2080–2099). The map shows the multi-AOCGM average projection 
for the A2, A1B, and B1 SRES scenario. Temperatures are anomalies in °C relative to the period 
1980–1999 (IPCC  2007 ) ( IPCC 2000: Special Report on Emissions Scenarios . Prepared by 
Working Group III of the Intergovernmental Panel on Climate Change, Figure SPM-3. Cambridge 
University Press)       

12    Note that the thermal difference between glacial and interglacial periods during the quaternary 
equals 6–10 °C in Antarctica and Greenland.  
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Atlantic and around Antarctica; Fig.  2.5 ). This emphasizes the role of positive and 
negative feedback that, respectively, amplify and weaken the temperature increase. 
For example, the response is weaker across the ocean partly because of the thermal 
vertical structure of the ocean with an effi cient vertical mixing of the heat and also 
the infi nite source of water, thus limiting the surface temperature increase through 
evaporation. On the contrary, the response will be stronger for the continents having 
a current seasonal snow cover and where its duration will decrease as the tempera-
ture increases (Fig.  2.5 ). In that case, the replacement of the snow cover/sea ice by 
open water, vegetation, or soils during a certain amount of time will greatly increase 
the amount of absorbed solar radiation (because snow refl ects 80–95 % of incident 
solar radiation whereas water or vegetation absorbs 85–99 % of incident solar radia-
tion) and thus amplify the response. The amplifi cation could also be due to the verti-
cal structure of the atmosphere (i.e., vertical thermal inversion in the lower 
troposphere as above subpolar continents in winter and permanent icy surfaces). 
The response will also be stronger over the continents where soils become drier 
in consequence of higher temperature, especially in spring and summer (Fig.  2.5 ). 
In that case, latent heat will decrease and sensible heat and IR emission will increase, 
thus amplifying the temperature increase. These examples above illustrate the 
negative and positive feedback that modulate the local-scale response to a planetary- 
scale forcing as the GHGs increase. Note that all climatic variables more or less 
controlled by temperature, such as sea level, will follow it with a similar degree of 
certainty. The uncertainty is far larger for climatic variables mostly controlled by 
atmospheric circulation, especially extreme events (extratropical storms or tropical 
cyclones). For example, the net effect of GHG atmospheric concentration increase 
is unclear on annual precipitation even if some tendency begins to emerge such as 
more precipitation in subpolar latitudes and less rainfall for subtropics (including 
the Mediterranean basin, e.g.) (IPCC  2007 ).  

2.7     Conclusion 

 The climate system is a thermodynamical engine fueled by solar radiation. The 
radiative equilibrium between the absorbed incoming solar radiation and outgoing 
emitted earth radiation determines its mean temperature. Some atmospheric traces 
(gaseous H 2 O, CO 2 , CH 4 , N 2 O, etc.) accounting for less than 1 % of air absorbs a lot 
of infrared radiation although they are almost transparent to visible light, thus 
increasing the amount of absorbed energy by the atmosphere and earth surface. The 
GHG atmospheric concentration increases due to various human activities increases 
monotonically, with an increased rate from the 1950s and thus forces a warming of 
the global surface temperature. In fact, the global surface temperature has increased 
mostly from 1910 to 1940 and from 1975. This increase is fully consistent with 
global-scale variations as sea-level rise and the melting of most of the mountain 
glaciers during the twentieth century. Even if the global surface temperature varia-
tions are not only controlled by GHG atmospheric concentration, there is a large 
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consensus about the signifi cant role of its current increase, especially during the 
second half of the twentieth century. 

 For the next centuries, if large explosive volcanic eruptions injecting a large amount 
of sulfur above 12–18 km do not occur every 2–3 years, if solar constant variations are 
similar to those experienced in the last centuries at least, and lastly if we exclude 
extremely rare events as the collision with a massive meteorite, then the main forcing 
to temperature variations will be the GHG atmospheric concentration increase due to 
human activities. 13  Despite the Kyoto Protocol 14  ratifi ed in 1997 and ending in 2012 
(currently extended till 2020), the current increase of fossil-fuel emission from 2000 
is slightly above the “worst” IPCC scenario (i.e., A1FI). Global warming is thus virtu-
ally certain, in response to the increase of heat trapped by the climatic system and the 
continuous restoration of the radiative balance, but its rate and amplitude depend 
either on human choices or natural processes such as the oceanic ability to remove 
some of excess carbon from the atmosphere. 15  The whole scope of the IPCC scenario 
helps us to consider a wide range of possible future pathways. In that context, the 
increase of global surface temperature is also virtually certain during the twenty- fi rst 
century (and beyond) and should be between +1.8 °C and +4 °C in 2100 (+6.4 °C if 
we follow the A1FI scenario until 2100). Beyond the fact that human choices could 
slow and delay this increase, it will be modulated in space and in time, even if other 
forcings are kept constant, due to the intrinsic nature of the climate system and the 
interplay of physical processes able to amplify/weaken the response at regional and 
zonal scales. The consequences of GHG increase on variables more or less controlled 
by temperature are also virtually certain such as the sea-level rise or the decrease of 
extent and/or of duration of snow cover or sea ice. The consequences are less clear for 
the hydrological cycle but higher temperatures will increase potential evaporation and 
will dry soils even if rainfalls are constant.     

  Acknowledgments   I thank B. Hamelin and J. Guiot (CEREGE) for their careful reading.  
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Abstract Due to the current concern regarding the remaining reserve of oil and 
gas, there is a strong incentive for the innovative exploitation of fossil fuels occurring 
in unconventional situations. The latter include a wide variety of resources, some of 
them known for a long time, but set aside in deference to the profit of the more 
conventional oil and gas; others rely on more recent identification or on new produc-
tion technologies; and some are already in the operational stage, with others in the 
pilot stage or even only prospective.

In this respect this chapter first briefly reviews the concept of the petroleum 
system and then tentatively extends this concept to the definition of the different 
hydrocarbon occurrences associated with “nonconventional” settings. These settings 
include: coal, oil shale, heavy oils and bitumens, primary and secondary biogenic 
gas, methane hydrate, shale gas, coal bed methane, tight oil/oil producing shale, 
tight gas, aquifer gas, and so on.

It does not pretend to address exhaustively all aspects of nonconventional 
hydrocarbons, but to provide a synthetic overview of the geological meaning of 
these new players in the energy domain.

Keywords Nonconventional hydrocarbons • Coal • Biogenic gas • Petroleum 
system • Continuous-type reservoir • Heavy crude oil
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BTU British Thermal Unit, English unit of energy (1 BTU = 1,055 J)
CBM Coalbed methane
cP Centipoise unit of dynamic viscosity (1 cP = 1 mPa s)
CCS Carbon capture and sequestration
CTL Coal to liquid
EOR Enhanced oil recovery
GTL Gas to liquid
IEA International Energy Agency
IFPEN IFP Energies Nouvelles
MBTU Mega BTU (= 106 BTU)
SAGD Steam-assisted gravity drainage
tcf Trillion cubic feet (= 1012 ft3)
tcm Trillion cubic metres (= 1012 m3) 1 tcm = 35.31 trillion cubic feet
Tm3 Tera m3 (= 1012 m3 = 1 tcm)
UCG Underground coal gasification
US LLNL US Lawrence Livermore National Laboratory
USGS US Geological Survey

3.1  Introduction

According to the International Energy Agency (IEA 2010) in 2008 fossil fuels met 
more than 80 % of the world demand for total primary energy. Although it is mandatory 
that fossil fuel use should be replaced by more sustainable and more environmentally 
friendly sources of energy, the growing global population and fast economic 
development of countries such as China, India, and Brazil imply a progressive 
transitional period during which fossil fuels will continue to be instrumental in the 
energy supply. Due to the current concern regarding the remaining reserve of oil and 
gas, there is a definitive need for intensive exploration and improved operational 
practices in order to increase the recovery of conventional hydrocarbons from the in 
situ accumulations, and to reduce the environmental impact of the production and 
transport of these products. In addition there is a strong incentive for the innovative 
exploitation of fossil fuels occurring in unconventional situations. The latter include a 
wide variety of resources, some of them known for a long time, but set aside in 
deference to the profit of the more convenient conventional oil and gas; others rely on 
more recent identification or on new production technologies; and some are already in 
the operational stage, with others in the pilot stage or even only prospective.

Whatever the considered nonconventional resource, it belongs to the same carbon 
cycle that underlies the concept of petroleum system.

In this respect this chapter first briefly reviews the concept of the petroleum 
system and then tentatively extends this concept to the definition of the different 
hydrocarbon occurrences associated with nonconventional settings. It does not 
pretend to address exhaustively all the aspects of nonconventional hydrocarbons, 
but to provide a synthetic overview of the geological meaning of these new players 
in the energy domain.
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3.2  The Petroleum System Concept

Sedimentary basins are formed within depressions of the earth’s upper crust, usually 
filled in by seas, lakes, or oceanic bodies. They are the result of geodynamic processes 
associated with tectonic plates. The earth’s upper crust is made of crystalline rocks 
such as granite for the continental crust and basalt for the oceanic crust.1 Together 
with metamorphisized sediments2 they form the base of sedimentary basins. During 
geological time, the basins are progressively filled with sedimentary rocks, such as 
shale, sandstone, carbonates, or evaporites.3

This filling generally lasts tens to hundreds of millions years, with a sedimen-
tation rate averaging a few millimeters per year. The weight of the deposited 
sediments associated with tectonic-driven processes may result in the downward 
deformation of the underlying crust increasing the thickness of the pile of sediments 
which can reach in extreme situations up to 20 km. This deepening of the basin is 
called subsidence. The Paris basin is an example of such a sedimentary basin 
lying on a crystalline basement currently outcropping in the Armorican massif, the 
Vosges, and the Central massif. The sedimentary filling amounts around 3,000 m of 
Mesozoic- Tertiary sediments in its deepest parts, underlain by an Upper Paleozoic 
succession. It is within such sedimentary basins that hydrocarbons are generated 
and trapped.

Time  
(millions
of years)0 -540 -250 -65 -2.6 

Primary Secondary Tertiary Quaternary

Paleozoic Mesozoic Cenozoic Precambrian 

-4550 

Era:

In this context a petroleum system is a sedimentary basin or part of a sedimentary 
basin including elements (source rock, carrier system, seal, and trap) and on the 
other hand processes (generation, migration, trapping, and eventual alteration of 
the fluids). The elements are as follows (Fig. 3.1):

• Source rock is a sedimentary unit containing fossilized organic matter, the kero-
gen, whose alteration (thermal cracking4 associated with the temperature increase 
resulting from the progressive burial of the source rock, the local heat flow his-
tory, and the thermal conductivity of the sediment pile) generates hydrocarbon 

1 Crust is the outermost solid shell of the earth. Together with the upper mantle they form the 
lithosphere.
2 Metamorphisized sediments are sediments that have been transformed into crystalline rocks by 
high temperature and high pressure.
3 Evaporites are sediments made of salts deposited following the evaporation of saltwater bodies 
(i.e., sea water); examples are halite (NaCl) and calcium sulfate (Ca SO4).
4 Thermal cracking is the cleavage of chemical bonds as a result of thermal energy action.
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fluids, oil and gas, leaving behind an organic residue. In the process of thermal 
cracking the released fluids are relatively enriched in hydrogen, and the residual 
kerogen becomes impoverished in hydrogen and subsequently richer in carbon 
and more and more aromatic.

All source rocks are not equivalent; they differ by their organic content, their 
thickness, extension, and the nature of the fossilized organic matter.

Schematically the kerogen (fossilized sedimentary organic matter) is classified 
into three main types.

Type I is mainly derived from the remains of bacteria and primitive algae 
populating in great amounts closed aquatic bodies such as lakes or isolated lagoon 
complexes. This type is not widespread but is prone to generate oil and gas inas-
much as 70–80 % of the kerogen mass can be transformed into hydrocarbons 
under an adequate thermal history. Source rocks of Type I occur, for instance, in 
the lacustrine sediments within the rifts associated with the Early Cretaceous of 
the South Atlantic margins, in several Tertiary basins in SouthEast Asia or in 
intracontinental basins in China.

Type II is by far more common and is associated with marine environments. 
It derives mainly from the remains of phytoplankton material. The main source 
rocks of the Arab-Persian Gulf, North Sea, Venezuela, or western Siberia are 
representative examples. Forty to sixty percent of the mass of this type of kero-
gen can be transformed into hydrocarbons.

Type III derives from the remains of land plants. This type is often associated 
with marine or lacustrine deltaic settings. A distinctive state of this type of kerogen 
is its occurrence as massive organic matter containing a limited amount of mineral 
sediment and known as “humic coal”. The hydrocarbon potential of this organic 

Fig. 3.1 Conventional petroleum system including source rock, carrier system, cap rock (seal), 
reservoir, oil: 1 and gas: 2 (Source: IFPEN, with permission)
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matter is relatively low with 10–30 % of the mass of the kerogen which can be 
transformed into oil and gas. However because the involved sediment piles are 
often very thick, the quantity of generated hydrocarbons can be important. 
Source rocks of type III are instrumental in the petroleum potential of the Niger 
delta or of the Mahakam delta in Indonesia

It should be noted that the sedimentary processes leading to the formation of 
source rocks imply a depositional environment exhibiting very low energy water5 
and consequently the source rocks are not only characterized by a high sedimentary 
organic content, but also by being fine-grain sediments.

• Carrier system/reservoir rock: as a consequence of the fine-grain nature of the 
source rocks; the displacement of the generated fluids at the basin scale requires 
first that the petroleum fluids are expulsed from the source rock (primary migration) 
then that the migration from source to trap (secondary migration) relies on the 
occurrence of a carrier system involving geological features displaying a perme-
ability which allows a sufficient capacity for fluid flow. This system of drains 
includes porous and pervious sedimentary rocks, tectonic-induced fractured 
rocks, faults, and boundary layers surrounding salt diapirs.6 The latter two have 
complex behaviors because, depending on the geological circumstances, they 
can act as a conduit or barrier for the displacement of the hydrocarbons. Moreover, 
part of the carrier system, porous and permeable sedimentary rocks and fractured 
massifs, can act as reservoir rocks hosting accumulated fluids.

• Seal/cap rock: in order to keep the hydrocarbons confined within the carrier 
system an impervious sedimentary bed is needed overlying the drains. To be 
efficient at the basin scale, this seal should correspond to a widespread feature 
such as regional transgressive shales or massive evaporites intervals. In the 
absence of such a geological object the fate of the hydrocarbons would be to be 
dispersed towards the surface where biological and chemical processes can 
actively proceed to destroy them. At the field scale this seal is identified as the 
cap rock whose petrophysic properties should be able to overcome the injection 
pressure generated by the low-density oil and gas column and mechanical 
properties able to avoid breaching.

• Structural or stratigraphic traps occur when, according to the rules of physics, 
the secondary migration, controlled by the buoyancy, the ultimate fate of the 
moving fluids is to reach the surface of the basin where they will seep as 
“hydrocarbon shows” and be oxidized by biological and chemical processes, 
unless they meet a trapping situation when traveling along the carrier system. 
The traps can be structural, resulting from geometrical features induced by tectonic 

5 Low energy water is the water energy controlled by water agitation and movement induced by 
currents, waves, storms.
6 Salt diapirs are the salt structures formed as a consequence of the high buoyancy of salt when 
compared to other sediments. As a result, when buried the salt flows upward intruding on sediments 
and forming bodies of different shapes such as domes, pillars, and sheets, called diapirs.
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activity (anticline, fault, deformation due to salt tectonics, etc.) or stratigraphic, 
resulting from the lateral change in petrophysic properties of the carrier 
system (isolated sedimentary bodies, change of depositional environments, 
local diagenesis, unconformities, etc.). It should be noted that at the geological 
timescale and according to their respective efficiencies and geological histories 
the trapped accumulations undergo different fates and should be considered as 
transitional, but with a wide range of possibilities in terms of life span.

In addition to the previously listed elements, which are all mandatory, the petroleum 
system concept includes the occurrence and timing of processes that control the 
scenario leading to the possible emplacement of oil and gas accumulation in 
sedimentary basins:

• The generation of hydrocarbons is the result of the thermal alteration of the 
kerogen as previously described. According to a progressive increasing thermal 
history a given source rock goes from:

 – An immature state (also termed organic diagenesis step) when the provided 
thermal energy is not high enough to generate hydrocarbons by cracking of 
chemical bonds within the kerogen

 – To an oil and gas generation stage (catagenesis), starting generally with the 
formation of a viscous and heavy “immature” oil and followed by the genera-
tion of increasingly lighter oil and of a growing relative quantity of gas (oil 
window then wet gas window)

 – And finally to an only gas generation stage (metagenesis, dry gas window)

The process of oil and gas generation is usually mathematically formalized as a 
set of first-order kinetic reactions which is used as a basis for the algorithms 
developed in basin models designed to simulate the thermal transformation of the 
sedimentary organic matter.

• The expulsion out of the source rock of a part of the generated hydrocarbons is a  
phenomenon that needs to overcome the very low permeability of the source 
rock (in the order of nanoDarcys) which implies the in situ generation of a 
natural injection pressure on the order of megaPascals. It is largely controlled 
by the huge difference of the pore pressure that is built up between the source 
rock and the carrier system due to:

 – A difference in the “compressibility” (difference in the effective strength) of 
the two geological objects

 – The increase of the internal pressure within the source rock itself as a result of 
the thermal cracking of the kerogen promoting a substantial rise of the “molar 
volume” of the contained organics

However, it should be noted that a fraction of the hydrocarbons (oil and gas, 
ultimately only gas) remains trapped within the source rock (this is reflected by 
the observed occurrence of the measured residual hydrocarbons that routinely 
allows analytical assessment of the “expulsion efficiency” of a given source rock). 
The driving mechanism for the primary migration being the difference of pressure 
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between the source rock and a drainage system, the direction of expulsion is 
independent of gravity (buoyancy is not implied) and can proceed upward or 
downward, feeding carriers located above and/or below the source rock.

• The secondary migration conveys the hydrocarbons along the carrier system. 
Thanks to a sufficient porosity and permeability of the drains the driving force 
needed for the displacement of the oil and gas is the buoyancy,7 eventually 
modulated, when active, by “positive” or “negative” hydrodynamics flow.8

Subsequently the secondary migration proceeds only towards the surface. 
Depending on the geological characteristics of the basin this migration can be vertical 
(usually along faults and diapir bodies) or lateral (usually following pervious 
sedimentary features), with the possibility to transport the hydrocarbons very long 
distances (eventually up to hundreds of km). Because the hydrocarbons are mainly 
migrating as separate phases within sediments initially saturated with water, the 
rate of displacement is described according to Darcy’s law extended to polyphasic 
flow, involving the concept of relative permeability controlled by the hydrocarbon 
saturation. The ultimate reach of the secondary migration, if not hindered by the 
occurrence of traps in the followed pathways, is the soil surface displaying oil 
and gas seeps.

• The alteration of hydrocarbons in the reservoir is a rather common situation. 
Biological, chemical, or physical processes are instrumental in these alteration 
phenomena. They can result in a change in the composition of the hydrocarbons, 
and even in their partial or total destruction. For instance, these alteration 
processes can be illustrated by

 – The biodegradation of oil which is mediated by microbes belonging to the 
“deep biosphere” and can lead to the transformation of conventional oil into a 
viscous heavy crude oil.

 – The thermal sulfate reduction occurring when the hydrocarbons are in contact 
with sulfate rocks such as anhydrite (Ca SO4) at high temperature. This is an 
oxido–reduction reaction involving the reduction of sulfates and the oxidation 
of the hydrocarbons resulting in the formation of H2S and CO2 (the latter 
being eventually mineralized into secondary calcite: Ca CO3).

 – Gas washing involves the sweeping of a light fraction of oil from an accu-
mulation by a circulating hydrocarbon gas, leaving behind heavier oil. The 
striped light fraction can eventually condensate at a shallower depth when 
the loaded gas meets lower temperature and pressure conditions.

7 Buoyancy is the upward force that a fluid exerts on a body (here a stringer of hydrocarbon) with a 
lower volumetric mass than itself.
8 Hydrodynamics is the flow of the formation water that can be “positive” when moving in the 
direction of the hydrocarbon movement and consequently facilitating the migration, for instance, 
water derived from the compaction of sediments, or negative when moving in the opposite direction 
and consequently interfering with the migration, for instance, meteoric water.
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3.3  The Unconventional Fossils Fuels in an “Extended 
Petroleum System” Perspective

Herein the purpose is to provide a “petroleum system” rationale to the sources of 
energy appearing in the arena of fossil fuels and referred to as “unconventional 
hydrocarbons,” coal-derived fluid fuels, oil shale, heavy oil and bitumen, primary 
and secondary biogenic gas, methane hydrate, shale gas, coal bed methane, tight oil/
oil producing shale, tight gas, aquifer gas, and the like.

As a point of fact all these fossil fuels do not depart from the petroleum system 
concept but correspond rather to an extension of our vision of the latter, or at least 
to specific niches within the system that were previously (or are still) disregarded 
assuming a lack of technical or economical productivity (Fig. 3.2).

3.3.1  Coal

In the framework of the petroleum system concept, humic coal9 corresponds to a 
massive expression of the sedimentary organic matter (kerogen) derived from land 
plants and belonging to Type III (Fig. 3.2). The different types of humic coals (peat, 

Fig. 3.2 Extended petroleum system: 1 conventional oil, 2 thermogenic gas, 3 oil shale (immature 
organic-rich source rock, type I or II), 4 coal seams (type III organic matter) and coalbed methane, 
5 primary biogenic gas, 6 heavy/extra heavy oils, bitumen, 7 secondary biogenic gas, 8 tight gas in 
a basin-centered situation, 9 tight oil/oil from mature source rock, 10 shale gas (Source: IFPEN, 
with permission)

9 Humic coal: Coal refers to sediment made almost entirely of organic matter; humic means that 
this organic matter derives from land plants. Other coal exists, less abundant, composed of, for 
example, algal remains: algal coal.
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lignite, brown coal, bituminous coal, anthracite, etc.) only reflect the incremental 
increase in the thermal maturity of this organic matter.

Burned in power plants and steam-powered vehicles, humic coal which was 
the main driver of the nineteenth-century industrial revolution, today is again a 
major focus for energy seekers thanks to its near 10 trillion metric tons of proved 
reserves.

Technologies are being developed that aim to reduce the environmental impact 
of coal energy generation (“clean coal”). They include improved processing tech-
niques to be applied ex situ, after mining and associated with Carbon Capture and 
Sequestration (CCS), but also underground operations such as in situ gasification.

Underground coal gasification (UCG) relies on the in situ partial combustion 
of coal seams thanks to the controlled injection of air; the major recovered gases 
include CO and H2,

 
3 32 2 2C Coal O H O CO H( ) + + → +

 

associated with CO2, CH4 and H2O (Fig. 3.3). The mixture (syngas) can be burned 
directly and used as a fuel source for power plant facilities.

However, in the case of an economy system requiring a high supply of hydrogen, 
additional hydrogen can be generated from CO by adding steam in order to carry 
out the “water gas shift” reaction:

 CO H O CO H+ → +2 2 2  

Fig. 3.3 Underground coal gasification (Source: Modified from http://groundtruthtrekking.org/
Graphics/UndergroundCoalGasification.html)
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In a context of a hydrocarbon liquid-oriented demand the hydrogen and carbon 
monoxide produced by the coal gasification can alternatively be transformed into 
liquid hydrocarbons by the Fischer–Tropsch reaction. This latter reaction requires 
the use of catalysts such as Iron (Fe) or Cobalt (Co):

 
2 1 2 2 2 2n n nn n+( ) + → ++( )H CO C H H O

 
The UCG technology can potentially give access to otherwise unmineable 

coals (deep or thin seams) and might substantially increase the exploitable reserves. 
In this respect the US Lawrence Livermore National Laboratory (US LLNL) 
estimates that theoretically the deployment of the UGC would increase by more 
than three times the reserves in the United States and by more than two the reserves 
of India.

Moreover this technique, which leaves gasification ash residuals underground, 
additionally offers the possibility to be coupled with CO2 sequestration within the 
previously exploited coal seams themselves.

However, engineering and environmental issues still need to be addressed, for 
instance:

 – Difficulty in controlling the underground gasification process from the surface
 – Reliable prediction of the architecture of the coal seams and of their internal het-

erogeneities, including lateral and sequential variability of the organics properties
 – Protection of the surrounding aquifers from contamination by gasification products
 – Managing the possibility of terrain subsidence

3.3.2  Oil Shales

In a petroleum system framework, oil shales correspond to immature source rocks 
that can be retorted (pyrolyzed)10 in order to recover the oil resulting from the indus-
trial cracking of the contained kerogen (Fig. 3.2).

As a consequence of the kinetics aspect of hydrocarbon generation, the tempera-
ture required on an industrial timescale, for ex situ retorting of an oil shale, is very 
high (~350 °C).

In this respect, and in order to be economical, the process can be applied only to 
source rocks with a very high petroleum potential (usually organic-rich Type I or II 
source rocks), and located at very shallow depths (Fig. 3.2). Actually the qualifica-
tion as oil shale is related to the economical payoff of the industrial operations, 
including production and processing. In any case, the thermodynamic definition of 
an oil shale is that the retorting process provides at least as much energy (in the form 
of shale oil, recently tentatively renamed kerogen oil) than is used for the retorting 

10 Retorting or pyrolyzing oil shale consists in heating the rock in the absence of oxygen (this is not 
combustion). Heat is the only driver of the reaction.
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operation. In this respect the energy equilibrium is roughly reached for a production 
of around 25 l/t of rock. However, in order to be competitive with conventional oil, 
an indicative figure for the required production of shale oil is ~40 l/t (Dyni 2005).

If above-ground retorting operations are still in progress, mainly as in Estonia 
(Ordovician Kukersite) and in Brazil (Permian Irati Shale) or in the development 
phase in Australia (Eocene Stuart oil shale), such ex situ exploitation generates 
important environmental impacts that need to be carefully managed. This situation 
led, in spite of very large potential reserves, to a dramatic decrease in the production 
of fuels from oil shales by the end of the twentieth century. New technologies, which 
are at the pilot stage and involve different approaches to perform an in situ retorting 
are currently being developed. They usually imply the coupling of down hole pyroly-
sis, horizontal drilling, and engineered fracturing. These projects, which mainly tar-
get the Eocene Green River Shale in the United States, a formation which is by far 
the most important resource in the world, rely on a wide range of techniques includ-
ing the use of electric heaters, hot gas injection inducing fracturing and retorting 
(eventually associated with horizontal drilling), hydraulic fracturing with electrically 
conductive material, radio frequency and microwaves (Fig. 3.4). Taking advantage of 
the kinetic nature of the kerogen alteration the operators try to optimize the provided 
energy and the timespan of treatment (lasting up to several years).

As with all underground exploitation operations, environmental risks need to be 
assessed, monitored, and mastered. The environmental footprint is limited when 
compared with ex situ processing. However, depending on the geological situation 
and depth these might involve prevention of ground subsidence, protection of 
aquifers, and control on emitted effluents.

Fig. 3.4 Example of in situ process for oil shale retorting (Source: Modified from: www.Amso.net 
http://www.amso.net/Our-Concept/Our-Process.aspx, with permisssion)

3 New Perspectives for Fossil Fuels: Hydrocarbons in “Unconventional” Settings

http://www.amso.net/
http://www.amso.net/Our-Concept/Our-Process.aspx


58

3.3.3  Heavy Crude Oils

Heavy oil, extra heavy oil, and bitumen represent half of the petroleum world resource. 
As far as definition is concerned the classification is based on two properties: the 
specific gravity and the viscosity at reservoir conditions. The specific gravity is 
routinely expressed by the API gravity.

API gravity = (141.5/specific gravity) − 131.5

Conventional oils are characterized by API gravity higher than 20° accord-
ing to the World Petroleum Congress (1980) and the UNITAR (1982), or 
higher than 22.3° according to the Canadian Centre for Energy.

Heavy oils are defined as oils having an API gravity ranging from 20°/22.3° 
to 10°. Note that 10° corresponds to oil having the same specific gravity as 
pure water, which is given as 1.

Extra heavy oils and natural bitumens display an API gravity lower than 10.
The difference between extra heavy oils and bitumen is based on the vis-

cosity at reservoir conditions: lower than 10,000 mPa · s (cP) for extra heavy 
oils and higher than 10,000 mPa · s (cP) for natural bitumens.

Their high viscosity and detrimental composition (rich in heteroatomic heavy 
“molecular” weight moieties (entities) such as asphaltenes and resins, depleted in 
hydrogen, rich in sulphur, rich in metals, often acidic) are a great challenge in terms 
of production, transport, and upgrading.

Some of these oils are the result of an early generation from specific kerogens; 
however, the vast majority is the remaining part of previously conventional oil that 
has been altered by the action of microorganisms (biodegradation). In term of the 
petroleum system, they correspond to the ultimate fate of oil on its travel following 
the carrier system towards the surface where it meets thermal conditions allowing 
the activity of microorganisms using the oil as a source of carbon and energy 
(Figs. 3.2 and 3.5). As shown in the following, a by-product of the biodegradation 
activity is the formation of gases such as methane and carbon dioxide.

These gases, when still present within the oil and upon depressurization generate 
the formation of lower viscosity foam which can allow  “cold production” of the 
heavy crude oils.

Other technologies mainly rely on the use of heat, which strongly affects the 
state of aggregation of asphaltenes and resins, and substantially reduces the oil 
viscosity. The processes involve the injection of steam into the reservoir. A recently 
developed concept is steam-assisted gravity drainage (SAGD), which combines the 
use of steam with horizontal well technology. In the case of bitumen, such as the oil 
sand deposits in Alberta (Canada), production relies on mining techniques followed 
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by an ex situ process designed to separate the bituminous material from the mineral. 
Basically this is performed by subjecting a slurry (mixture of oil, sand, and water) 
to air bubbling under specific temperature conditions to promote the formation of 
a froth (foam made of air and bitumen) separated from the settling sand. The 
exploitation of these resources implies complying with rules and procedures 
designed to mitigate environmental concerns, such as land reclamation, water and 
tailing management, and CO2 emission (Huc 2011).

3.3.4  Geological Biogas

3.3.4.1  Primary Biogenic Gas

The role of microbiology in geological processes has been largely underestimated 
up to the turn of the twenty-first century. The discovery of the deep biosphere, a 
huge microbial biomass living underground (with a low metabolitic rate) down to a 
few hundred (or even thousand) meters drastically changed the perspective (Parkes 
et al. 2000).

During the early stage of burial (early diagenesis) the sedimentary organic matter 
undergoing fossilization is subjected to the action of microorganisms involving 
complex processes leading at depth to the generation of methane.

Fig. 3.5 Schematic distribution of conventional oil, heavy oil, extra heavy oil, and tar sands in a 
foreland basin situation (Eschard and Huc 2008) (Source: IFPEN, with permission)
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Fig. 3.6 Carbon isotope signature of primary biogenic gas, secondary biogenic gas, and thermogenic 
gases in a modified Bernard’s diagram (Data: Battani et al. 2011; Milkov 2010b; Prinzhofer and 
Battani 2002). The y-axis displays the ratio between the methane (C1) and the sum ethane + propane 
(C2 + C3). The x-axis displays the isotope signature of the carbon of the methane. It is expressed in 
the difference per mil between the ratio 12C/13C of the sample and the same ratio of an international 
standard (Source: IFPEN, with permission)

The Biochemical Process

Microbial communities rely on electron acceptors. The latter are consumed in 
a sequential manner: schematically, first they use oxygen, then when oxygen 
is exhausted, they use sulfates.

In organic-rich sediments, due to the high demand for oxygen, the pore 
environment rapidly becomes anoxic. In marine systems the occurrence of sul-
fates allows sulfate-reducing bacteria to oxidize the organic matter with the 
generation of H2S. Sulfate reducers keep the partial pressure of H2 too low for 
methanogens to be active. But if the sedimentation rate is sufficient to prevent 
the renewal of sulfates by diffusion from sea water, microbial activity will rap-
idly be driven by fermentatives and methanogens. Methanogenesis in a fresh-
water environment is dominated by acetate fermentation whereas in marine 
systems (after sulfate exhaustion) the main pathway is CO2 reduction.

In any instance this biologic activity leads to the generation of a very dry gas that 
consists almost entirely of methane, exhibiting a very light carbon isotope signature 
(Fig. 3.6).
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The accumulation of this biologic gas, coined primary biogenic gas, in commercial 
quantities requires relatively unusual geologic conditions (Fig. 3.2). Actually it can 
only migrate as a separate phase if the quantity formed is enough to overcome its 
saturation in water in order to be available for trapping if the geological conditions 
allow, for example, the occurrence of adequate trap and seal in a shallow context 
(Lin et al. 2004). The importance of this primary biogenic gas occurring in conven-
tional traps is then a matter of debate (Rice and Claypool 1981; Clayton 1991, Katz 
1995). A figure of 20 % of the global gas reserves has been proposed by Katz (1995) 
and references herein, and this is without mentioning its occurrence associated with 
unconventional situations.

3.3.4.2  Secondary Biogenic Gas

Biodegradation of oil is mainly taken as responsible for the formation of heavy 
crude oils (see Sect. 3.3.3). However this process, which is mediated by anaerobic 
microorganisms, results in the generation of gas products: H2S if sulfate is present, 
but mainly CH4 and CO2.

The Biochemical Process

The metabolitic processes are not fully deciphered but they apparently involve 
the fermentation of hydrocarbons to acetate and hydrogen, syntrophic oxi-
dation of acetate to carbon dioxide and hydrogen, and finally reduction of 
CO2 mediated by methanogens. In terms of the petroleum system concept 
and similarly to the previously mentioned heavy crude oil, the secondary bio-
genic gas corresponds to a facet of the ultimate fate of the oil on its travels 
following the carrier system towards the surface where it meets thermal con-
ditions allowing the activity of microorganisms using the oil as a source of 
carbon and energy (Fig. 3.2).

When considering the worldwide volume of biodegraded oil, this corresponds 
potentially to a huge amount of produced gas. More specifically, this secondary 
biogenic gas might account for a large part of the gas fields and gas dissolved within 
oil, in petroleum provinces where biodegradation is an active and significant process.

A tentative figure of around 2,350 tcm has been proposed (Milkov 2010a). A situ-
ation of secondary biogenic gas generation has been proposed for the Devonian 
Antrim Shale on the northern margin of the Michigan basin where reservoir rocks are 
actually fractured organic-rich black shale that also serve as source rocks (Shurr and 
Ridgey 2002). A recent regional study would assign a secondary biogenic origin to 
the extensive gas reserves of the northern part of the Western Siberia basin (Milkov 
2010b). Thanks to the different pathways leading to the generation of methane, their 
respective impact on the chemical composition of the resulting gases and on the 
isotope fractionation provides discriminating signatures (Figs. 3.6 and 3.7).
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These signatures can be exploited in order to identify the processes at the origin 
of the gases (thermogenic, primary, and secondary biogenic gas), assuming that there 
is no bias associated with complex mixing or contamination from external gas input. 
For instance, diagnostic methods are proposed by combining the gas wetness 
(methane vs. higher molecular weight homologues) and the isotope signature of the 
methane, or the carbon isotope signature of the methane and carbon dioxide (Bernard 
et al. 1977; Prinzhofer and Battani 2003; Milkov 2010a) (Figs. 3.6 and 3.7).

3.3.5  Continuous-Type Reservoirs

Several fossil fuel accumulations do not respond to the strict definition of the 
classical trapping processes including a reservoir rock, cap-rock, and trap (structural 
or stratigraphic).

They actually correspond to a physical trapping within a sedimentary layer (or a 
set of sedimentary layers). The trapping process can occur in the source rock system 
itself (coal bed methane, shale gas, tight oil/oil producing shale) or in a carrier rock 
exhibiting a reduced pervasive capability (tight gas in basin-centered gas systems) 
(Fig. 3.2).

In continuous type reservoirs the production procedure relies on overcoming the 
physical trapping (i.e., desorption, hydraulic fracturing, etc.) and by expanding the 
volume of exploitation (i.e., horizontal drilling, hydraulic fracturing, etc.; Fig. 3.8).

Similarly to other underground exploitation operations, environmental risks need 
to be assessed, monitored, and mastered. According to the geological context, depth 
and engineering technology, risk management might involve, for example, prevention 

Fig. 3.7 Carbon isotope signature of primary and secondary biogenic gases and thermogenic 
gases; diagram inspired by Milkov (2010a) (Data: Battani et al. 2011; Milkov 2010b; Prinzhofer 
and Battani 2002). The y-axis is the isotope signature of the CO2 carbon and the x-axis is the 
isotope signature of the methane carbon (Source: IFPEN, with permission)
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Fig. 3.8 Schematic view of the coupling of horizontal drilling and engineered hydraulic fracturing 
(Source: IFPEN, with permission)

of ground subsidence, protection of aquifers, control of injected chemicals, processing 
of emitted effluents, and water management.

3.3.5.1  Coalbed Methane (CBM)

Coal can be schematically described as made of a matrix with low permeability and 
a network of cracks (the cleats) affecting the whole volume of a coal seam (Fig. 3.9).

Methane is mainly trapped by adsorption within the organic matrix. In order to 
be produced, the methane needs to be desorbed by depressurization, and subse-
quently driven from the matrix into the cleats. This requires first pumping out the 
water filling the cleats and water occurring within the matrix, in order to obtain a 
sufficient relative permeability for the gas. If, in term of the petroleum system, the 
coalbed methane is clearly associated with a source rock (the coal seam; Fig. 3.2), 
according to each specific geological setting the recovered gas can be the result of 
early diagenesis (primary biogenic gas), of the generation of gas by thermal cracking 
(catagenesis and metagenesis), or by the latter alteration of the coal by microbial 
alteration (equivalent to secondary biogenic gas). The adsorption capacity of the 
coal is related to intrinsic properties such as maceral composition, coal maturity, gas 
composition, and ash content, as well as moisture content and is strongly dependent 
on external conditions such as temperature and pressure.

For a given coal composition, increasing pressure promotes adsorption of gas 
until the amount of stored gas approaches the maximum capacity of the coal; on 
the other hand, increasing temperature progressively hinders adsorption of gas on 
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organic matter and tends to reduce the adsorption capacity of coal. Because, in 
geological conditions, temperature and pressure increase in parallel as a function of 
depth, the two factors are competing. In practice at shallow depth the adsorption 
capacity is mainly controlled by pressure and increases rapidly with depth, but at 
greater depth temperature becomes the dominant factor implying a decrease in 
the adsorption capacity (Juch et al. 2004). A tentative CBM resource assessment 
by the IEA, is provided in Fig. 2.14.

3.3.5.2  Shale Gas

During the primary migration process, corresponding to the expulsion of the 
hydrocarbons from the source rock, a part of the generated hydrocarbons reaches 
the carrier system and is available for secondary migration. Another part remains 
trapped within the source rock, according to a phenomenon tentatively explained by 
retention/adsorption and by the concept of saturation needed for expulsion (Darcy’s 
law extended to polyphasic systems). These remaining hydrocarbons are subjected 
to further cracking, allowing additional expulsion but never exhausting the internal 
system. In this respect the highly mature source rocks still contain gas. The gas 
occurring in shale gas can be stored as free gas within the pore spaces and the 
fractures, as adsorbed gas on organic matter and clays or as dissolved gas in forma-
tion water. The factors controlling the quantity of gas are complex and numerous. 
Among them, thanks to their high specific surface, the clay content and nature play 

Fig. 3.9 (a) Montana (United States) cretaceous coal core showing cleats (Source: http://mt.water.
usgs.gov/pub/cbm3.jpg, modified 30-Mar-2004 17:47). (b) Schematic coal structure displaying 
matrix and cleats system (Modified from Schurger et al. 2006)
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a role. However, the organic matter itself appears to be instrumental in the storage 
capacity which increases with the organic content and its maturity in relation to the 
nanoporosity created within the kerogen as a result of the thermal generation of 
hydrocarbons (Fig. 3.10). Temperature and pressure act the same way as in the case 
of coalbed methane (Loucks et al. 2009; Bustin et al. 2009).

This gas can be produced using technologies such as horizontal drilling and engi-
neered fracturing. In this respect the clay content that can be, to a limited instance, a 
favoring factor for the adsorption of gas, becomes detrimental for the petrophysic 
properties amenable to fracturing which is more efficient for not swelling and brittle 
material such as biogenic silica. It should be noted that the biogenic silica is also often 
positively correlated with the organic content, inasmuch as both can be inherited from 
the same source, namely the organic and inorganic bioproduction of phytoplankton. 
A tentative shale gas resource assessment by the IEA is provided in Fig. 3.14.

3.3.5.3  Tight Oil (Oil from Mature Source Rock)

Tight oil is also referred as “shaly oil,” as in Fig. 3.13, “oil in shale,” “oil producing 
shale,” “light tight oil,” “oil from source rock,” or confusingly, but commonly, as 
“shale oil”.

In the event that a source rock is isolated from a regional carrier system, hindering 
a proper expulsion and secondary migration, the generated oil will stay trapped 
within the source rock itself or within more brittle low permeability adjacent rocks 
(Fig. 3.2). The progressive pressure increase might eventually lead to moderate lateral 
migration along internal or external sedimentary beds with poor petrophysical quality, 
as described locally in the Lias of the Paris basin (Espitaliè et al. 1988). In any 
instance the result is an overpressured system that can be produced by taking 

Fig. 3.10 Role of organic matter in the retention of gas in shale gas (a) nanoporosity associated 
with organic material in Mississippian Barnett shale, Texas, United States (Loucks et al. 2009), 
(b) relationship between organic content (TOC%), maturity and sorbed gas capacity in Devonian 
and Jurassic shale gas from British Columbia, Canada (Modified from Bustin et al. 2009)
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advantage of the overpressure within the source rock environment and using 
technologies such as directional drilling and fracturing of the source rock itself or 
of adjacent beds. The most relevant example of such a situation is located in parts of 
the Devonian Bakken source rock formation in the Williston Basin in the United 
States, where a low-porosity dolomite is sandwiched by two organic-rich mem-
bers and has been producing for 30 years (Sonnenberg and Pramudito 2009). A 
tentative tight oil resource assessment by the IEA is provided in Fig. 3.13, where it 
is referred to as “shaly oil.”

3.3.5.4  Tight Gas in Basin-Centered Gas Systems

Tight gas occurs in sandstone or limestone reservoir rocks with unfavorable petro-
physical properties. It should be noted that tight gas can occur in conventional gas 
accumulations as well as in continuous gas accumulations, the latter being usually 
referred to as “basin-centered gas accumulation.” In continuous-type reservoirs, 
they are typically characterized by regional reservoirs that are gas saturated, abnor-
mally (high or low) pressured, commonly lacking a downdip water contact (in a 
dipping, not flat-lying, hydrocarbon reservoir that contains gas, oil, and water, the 
gas is updip, the gas–oil contact is downdip from the gas, and the oil–water contact 
is still farther downdip), and exhibiting restricted permeability. A generally accepted 
industry definition is that they correspond to reservoirs that do not produce economic 
volumes of natural gas without assistance from massive stimulation treatments or 
special recovery processes and technologies, such as horizontal wells and fracturing 
(Holditch 2006). Low permeability is primarily due to the fine-grained nature of the 
sediments, compaction, or infilling of pore spaces by carbonate or silicate cements. 
There is still much that is not currently understood about the origin and develop-
ment of these accumulations. In petroleum system terms they have been proposed 
to be considered as a system involved in a dynamical evolution, where gas loss 
due to secondary migration was compensated for by contemporary gas generation. 
In other words, what was previously a carrier rock corresponds today to a reservoir 
altered by diagenetic processes. As a consequence the declining secondary migra-
tion that has been affected by cementation, dramatically lowering the permeability, 
reduces the gas loss with time, so that significant gas trapping can be obtained in the 
present-day situation (Fig. 3.2). Overall, the accumulations can be described in 
terms of an “impedance trap” (in the sense of flow resistance) where the presence of 
gas is a transient phenomenon in terms of geologic time. The free flow of gas from 
the source rock to surface escape is impeded by the tight formation, to the point 
where a commercial volume of gas can be trapped in monoclinal dip on the basin 
flanks or even in the basin syncline. Tight gas was first developed in the western US 
San Juan basin; large exploitable reserves are assessed and produced in the United 
States: the Greater Green River basin of southwest Wyoming, and Canada: west 
central Alberta and British Columbia. Enormous resources are expected all over the 
world where geological conditions are met, including geodynamic settings such as 
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axial parts of rift basins, foredeep of foreland basins, synclinal of orogenic belts; 
where they are associated with highly mature source rock. A tentative tight gas 
resource assessment by the IEA is provided in Fig. 3.14.

3.3.6  Methane Hydrate11

Whatever its origin (primary biogenic gas, secondary biogenic gas, thermal gas) the 
methane following a secondary migration pathway or dismigration and reaching shal-
low depth can escape to the sea water or the atmosphere (gas seepages) or can meet 
adequate thermodynamic conditions leading to the formation of gas hydrates (Fig. 3.11).

These conditions include low temperature in the permafrost of polar regions and 
high pressure in the upper layer of marine sediment in water depth greater than 
about 500 m (Fig. 3.11).

Fig. 3.11 (a) Phases diagram for methane hydrates, (b) Gas hydrate stability zone in permafrost 
and deepwater situations (depth assuming hydrostatic pressure) (Modified from Collett 2008; 
Kvenvolden 1988)

11 Methane hydrate is a solid in which a large amount of methane is trapped within a crystal structure 
of water (up to 180 m3 of methane for 1 m3 of hydrate), forming a solid similar to ice.
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The carbon sequestered in these “thermodynamic traps” represents the largest 
carbon reservoir in the upper envelopes of our planet and twice the resource of 
coal, oil, and natural gas together! Currently, and in comparison with thermo-
genic gas, on a global scale the contribution of the biogenic gas to these hydrates 
is estimated to be 80 % (Kvenvolden 1988, 1995). Locally the relative contribu-
tion of the sources is highly variable. Usually primary biogenic gas largely 
dominates in widespread low-content gas hydrate deposits, but can be highly 
concentrated in specific areas such as the Japan Nankai trough where biogenic 
CH4-bearing fluid flows are active throughout thrust features in the accretionary 
prism system (Waseda and Uchida 2003; Namikawa et al. 2004; Collett 2008). 
Hydrates deriving from secondary biogas are likely to be regionally associated 
with underlying biodegraded oil fields as documented in the eastern margin of 
Russia’s West Siberia basin, as exemplified by the hydrate-related Messoyakha 
field (Milkov 2010a, b), and those derived from thermogenic gas are usually 
related to the outlets of gas migration pathways from deep within sedimentary 
basins as recognized, for instance, in the North Slope, Alaska, and Mackenzie 
Delta (Waseda and Uchida 2003); see Fig. 3.12.

Unfortunately present-day technologies have not yet proven to be effective in 
recovering such a gigantic fuel accumulation. In this respect we mention the Malik 
project in the permafrost of northern Canada which achieved in 2002 a 51 h produc-
tion of methane (3,000 m3) before the degradation of the productivity parameters of 
the surrounding hydrate reservoir induced sand mobilization and prevented further 
operation. After a modification of the pumping system, the Malik experiment in 
2008 resulted in an improved production of 13,000 m3 for a six-day test; no degra-
dation of the reservoir was observed, but the quantity of produced methane did not 
meet a profitable level. However, in spite of the difficulties, R&D is still undergoing 
and pilot drilling projects are in progress in Mt Elbert (North Slope, Alaska), Ignik 
Sikumi (Alaska) and, on a larger scale, in the Nankai Trough offshore southeast 
Japan, where a huge resource of gas hydrates has been assessed (Moridis et al. 
2009) and positively tested in March 2013. When gas hydrate becomes technically 
and economically producible, environmental aspects would need to be addressed. 
Methane is a hydrocarbon gas, still producing CO2, however, the consequences of 
the extraction, such as possible ground subsidence, have to be assessed and remedi-
ated. In addition, because of the uncertainty on the use of hydrates as a source of 
energy and according to the very limited pilot experiments, field feedback does not 
allow proper study of the environmental issues.

3.3.7  Aquifer Gas

As previously quoted, in the subsurface the source of the hydrocarbon gases is 
multiple: thermogenic or biogenic, including methanogenesis associated with the 
early diagenesis of sedimentary organic matter and biodegradation of hydrocarbons. 
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The porous system of the sediments is generally filled with water and these gases 
can migrate as a separate phase as soon as they reach saturation level. However, 
a part of them (mainly methane) stays in solution in the aquifers. The solubility of 
the methane in water is limited but is a function of temperature, pressure, and salinity. 
For instance at 5,000 m the solubility of methane in the groundwater ranges from 
2 to 12 m3/m3 (Bonham 1978). Even considering this relatively low solubility and 
according to the estimate proposed by the BGR (Bundesanstalt für Geowissenschaften 

Fig. 3.12 (a) Permafrost-associated gas hydrate (After Collett and Dallimore 2000) and (b) distribution 
of deepwater gas hydrate in the Nankai Trough, Japan as inferred from indirect indicators involving 
the interpretation of seismic reflection data method: occurrence of a bottom simulating reflector: 
BSR (After Namikawa et al. 2004)
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und Rohstoffe, Germany) the world’s aquifer gas resources would reach a huge 
amount ranging from 24 to 1,500 tcm (Gerling 2005). However, it is clear that most 
of it is far away from available technology and beyond economic interest. Only a 
very marginal part of this resource might be expected to be produced in specific 
geological and economical conditions.

3.4  The Production and Economic Approaches

In previous sections the prospects for unconventional fossil fuels have been 
addressed according to a geological perspective by reviewing the niches of the 
“petroleum system” that are potential hosts of substantial resources in place and do 
not correspond to the conventional exploration guidelines. However, in a more prag-
matic approach the nonconventional hydrocarbons need to be considered in terms of 
potential supply associated with the evolution of recovery techniques and with 
economic payback. In this respect this last part proposes a tentative view of the 
predictable future of the oil and gas supply accounting for the more secured part of 
the nonconventional hydrocarbons.

3.4.1  The Economic Importance of Unconventional 
Hydrocarbons

There is no universally agreed definition of unconventional hydrocarbons. Roughly 
speaking, any source of hydrocarbon is described as unconventional if it requires 
production technologies significantly different from those used in the mainstream 
reservoirs exploited today. However, this is clearly an imprecise and time- dependent 
definition. In the long-term future, in fact, unconventional hydrocarbons may well 
become the norm rather than the exception.

Whatever the definition, these unconventional hydrocarbons present a particularly 
interesting economic potential.

Different reporting systems and standards in use around the world give rise to large 
variations in definitions and estimates of oil and gas resources and reserves. In the 
following figures, we present an estimation of the ultimate recoverable resources.

The ultimate recoverable resources refer to the total volume of a resource that is both 
technically and economically recoverable. They include proven, probable, and possible 
reserves in discovered fields, as well as hydrocarbons that have yet to be found.

Most works on quantifying resources of natural oil and gas have focused on con-
ventional sources. Although the amount of recoverable unconventional resources 
worldwide is thought to be very large, they are currently poorly quantified and 
mapped. This is true even in the United States where, despite significant effort, large 
uncertainties remain.
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Assessments of conventional resources typically include volumetric calculations 
and the measuring and modeling of pressure changes within the reservoir. This 
method is harder to apply to unconventional gas resources, as assessments are 
complicated by the heterogeneity of the rock formations, their extremely low 
permeability, and uncertainty as to the volume of the reservoir that can be connected 
to a production well. Accurate unconventional resource quantification requires 
geological modeling and study of the production behavior of several wells or assess-
ment by analogy to other, known, resources. As unconventional gas begins to play 
an increasingly important role in worldwide supply, more accurate assessments of 
recoverable resources become more important.

3.4.2  Oil Supply

In the future the fossil oil supply will rely on a large diversification of the sources 
(Fig. 3.13).

3.4.2.1  Conventional Resources

More than half the conventional resources are in the Middle East and North Africa, 
and amount to about 2.1 trillion barrels (based on the latest USGS assessments). 
The cost of exploiting these resources is expected to be much lower on average than 
the cost of all other costs of supply. The cost of exploiting conventional resources 
typically ranges from less than $10 to $40 per barrel. In term of proven reserves the 
conventional resources represent 1.4 trillion barrels (Fig. 3.13). By comparison with 
the 1.2 trillion barrels already produced, the era of cheap oil is on the ending edge.

Fig. 3.13 Long-term oil supply cost curve (Source: IEA 2009, slightly modified). Oil includes 
conventional production and nonconventional sources. Note: “Shaly oil” refers to “tigh oil”/“shale oil” 
(oil from mature source rock), as opposed to oil shale corresponding to immature source rock
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Additional resources include:

 – Enhanced oil recovery (EOR) is estimated at between 400 and 500 billion barrels 
assuming the introduction of new EOR technologies is accelerated, lowering 
unit cost.

 – Deepwater and ultra and ultradeepwater resources could deliver over 160 billion 
barrels and Arctic resources could amount to 90 billion barrels

3.4.2.2  Unconventional Resources

 – Extra-heavy oil and oil sand resources total more than a trillion barrels and could 
be produced at a cost $40–$80 per barrel.

 – Because of the lack of major commercial projects, the prospects for improving 
production of oil retorted from immature oil shale remains very uncertain. The 
IEA does not expect oil shale to make any significant contribution to world oil 
before 2030.

 – In recent years, the Williston Basin (Canada/United States) has produced natural 
oil from mature shale (referred as “tight oil” in Sect. 3.3.5.3 and Fig. 3.2, and 
shaly oil in Fig. 3.13). This production, very similar to that of shale gas, could 
grow significantly in other basins and has a reasonable cost.

 – Coal-to-liquid and (CTL) and gas-to-liquid (GTL) have large potential but will 
be in competition for their feedstock with other potential applications (Fig. 3.13).

3.4.3  Gas Supply

Over the long term fossil gas will be produced from a large variety of sources 
(Fig. 3.14).

Fig. 3.14 Long-term gas supply cost curve (Source: IEA 2009, slightly modified). Gas will come 
from conventional production and increasing nonconventional sources
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Although unconventional gas currently accounts for only 4 % of the world total 
of proven gas reserves, it made up nearly 12 % of global production in 2008. The 
United States accounted for three quarters of global unconventional output, having 
expanded production nearly fourfold since 1990 to reach just less than 300 billion 
cubic meters (bcm), more than half of total US gas production. Canada was the next 
biggest producer with nearly 60 bcm, around one third of its total gas output. 
Exploitation of unconventional resources is gathering momentum elsewhere as 
the experience gained is transmitted to other regions. Tight gas, CBM, and shale 
gas resources have followed different routes from initial discovery to commercial 
exploitation, but the common factor has been the successful development and 
deployment of technologies that enable unconventional resources to be produced at 
costs similar to those of conventional gas.

The total long-term potential gas resource base from these sources (conventional 
and unconventional) is estimated at approximately 850 trillion cubic meters (tcm). 
Of this total, some 66 tcm have already been produced (or unfortunately flared and 
vented) at costs of up to $5/MBtu. The most easily accessible part of the remaining 
conventional resources amounts to about 155 tcm, with typical production costs 
between $0.50/MBtu and $6/MBtu. Resources in the Arctic Circle could amount 
to 50 tcm and deepwater resources of 80 tcm could be produced at costs ranging 
from $5/MBtu to $11/MBtu.

Unconventional resources totalling 380 tcm (including 110 tcm tight gas, 180 tcm 
shale gas, and 90 tcm CBM) could be produced at costs between $2.70/MBtu and 
$9/MBtu. Sour gas resources, with high concentrations of hydrogen sulphide (H2S) 
or carbon dioxide (CO2), total some 220 tcm and could be produced at costs between 
$3.10/MBtu and $10/MBtu.

Gas is currently produced from all of these resource categories. Factors determining 
the order and intensity of future resource exploitation include regional availability 
and accessibility, emerging technologies (which could alter their relative costs of 
production), and market dynamics. In some of North America’s more mature basins, 
exploitation of more than one type of resource is now occurring simultaneously 
through wells specifically designed for this purpose.

3.5  Conclusion

The petroleum system paradigm is sufficiently robust to describe the rationale of the 
occurrence of conventional petroleum and gas in sedimentary basins, and by extension 
to accommodate the geological settings of hydrocarbons referred to as “unconventional”. 
The latter include coal, oil shale/“kerogen oil”, heavy oils and bitumen, primary and 
secondary biogenic gas, gas hydrate, shale gas, coalbed methane, oil from source 
rock (tight oil/oil producing shale/shale oil), tight gas, aquifer gas, and so on.

Within this framework, expertise in geology, chemistry, physics, and mechanics, but 
also in microbiology and biochemistry are still mandatory to identify, quantify, and 
model the mechanisms explaining the occurrences of these unconventional resources 
and to devise technologies to produce them using environmentally friendly methods.
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The challenge at stake is the size of the resources to unlock. These “new” hydro-
carbons can greatly contribute to help in managing the energy transitional period.

However, environmental issues attached to the production and use of these 
resources should be faced and managed in a proper manner. Social acceptance is 
dependent on best practice deployment.

Political, environmental, regulatory, and fiscal factors will strongly influence the 
extent to which the potential of unconventional hydrocarbon is exploited. Production 
of unconventional resources leaves a greater environmental footprint than con-
ventional ones and generates additional production of CO2. In this respect CO2 
management programs (including capture and sequestration, CCS) need to be sup-
ported with tenacity. Emission-reduction incentives would have a major impact on 
the cost curve especially for unconventional oil. Technology developments will also 
continue to change the size and the timing of these productions.
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    Abstract     The chapter discusses urban physical infrastructure (UPI) which is a 
complex set of systems and networks that provide vital services to a city. UPI is 
vulnerable to climate change (CC) impacts, and on the other hand can help cities 
to adapt to CC. The analysis focuses on CC adaptation options of physical com-
ponents of infrastructure: sewer conduits, bridges, fl ood barriers, electricity 
poles, and the like. UPI characteristics and development trends (interconnectiv-
ity, interdependence, convergence, sustainability, effi ciency, vulnerability, resil-
ience, critical elements, evolution, and fl exibility) have been considered in the 
CC adaptation context. The chapter concludes that extreme weather events rep-
resent a major threat to UPI worldwide in the short and long term. Key recom-
mendations for UPI CC adaptation were identifi ed as: (1) early consideration of 
UPI adaptation in spatial development plans; (2) allowing UPI fl exibility and 
considering the infrastructure development trends during planning and design 
processes; (3) mainstreaming CC adaptation into relevant legislation, giving par-
ticular attention to revision of reliability coeffi cient values in building codes and 
norms; and (4) developing managerial measures in a wider context of UPI 
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 operational safety and reliability. Analysis of projections for world expenditure 
on infrastructure development and the global growth of built-up areas revealed a 
huge gap between needs and actual provision of UPI, which should be bridged 
for successful UPI adaptation to CC.  

  Keywords     Adaptation   •   City planning   •   Climate change   •   Critical infrastructure   • 
  Urban physical infrastructure  

  List of Acronyms 

   AR4    IPCC Assesment Report N° 4 (2007)   
  AVHRR    Advanced Very High Resolution Radiometer   
  CC    Climate change   
  G-cans    The G-Cans project (Shutoken Gaikaku Housui Ro or the Metropolitan 

Area Outer Underground Discharge Channel) is a massive under-
ground waterway and water storage area built by the Japanese gov-
ernment to protect Tokyo from fl ooding during the monsoon 
seasons.   

  GDP    Gross domestic product   
  IPCC    Intergovernmental Panel on Climate Change   
  OECD    Organisation for Economic Cooperation and Development   
  SLR    Sea-level rise   
  SMART    Stormwater Management and Road Tunnel   
  UNISDR    United Nations International Strategy for Disaster Reduction   
  UK    United Kingdom   
  UNFCCC    United Nations Framework Convention on Climate Change   
  UPI    Urban physical infrastructure   
  WG II    IPCC AR4 Working Group (Impacts Adaptation and Vulnerability)   
  SPOT    Satellite Pour l’Observation de la Terre (Satellite for Earth Observation)   

4.1           Introduction 

 The chapter discusses urban physical infrastructure (UPI), a complex set of systems 
and networks that provide vital services to a city. UPI is vulnerable to climate change 
(CC) impacts, and on the other hand can help cities to adapt to CC. The chapter aims 
to give readers an overview of UPI, giving particular attention to discussing its char-
acteristics and development trends. A review of observed and projected impacts of 
CC on UPI follows. 

 Key research fi ndings are presented as analysis of infrastructure development 
trends in the context of CC and recommendations for UPI adaptation. In conclusion 
an analysis of factual data on global infrastructure perspectives is given.  

N. Bobylev



79

4.2     Urban Physical Infrastructure 

4.2.1     Defi nition and Description 

 The notion of infrastructure can be explained as a collection of physical objects 
and operational arrangements that allow these objects to function as a system or 
network to provide services. Urban infrastructure is a broad notion and can be 
associated with provisioning such diverse services as healthcare, fl ood protection, 
and telecommunication among others. Infrastructure includes physical and institu-
tional components. For example, fl ood protection infrastructure would include 
water barriers, drainage conduits, retainer walls, embankments, and other structures 
as  physical infrastructure ; and monitoring, emergency response, public informa-
tion, and contingent plans as  institutional infrastructure  components. Institutional 
fl ood protection infrastructure can also be presented by laws, norms, and regulations 
that are implemented by designated departments at different tiers of government. 
Such institutional infrastructure can be presented at a federal or national level 
(emergency response, environmental regulation), regional (contingent plans), city 
(water supply/sewerage and transport planning), or municipal (shelter, drainage). 
The concept of  infrastructure  is led by associated function; that is, the same physi-
cal objects can pertain to different infrastructures. For instance, pumping stations 
can be a part of the sewerage, fl ood management, or electricity infrastructure. 

 Urban infrastructure is a vital component of a city; it provides a variety of human, 
environmental, and economic services. In this chapter we focus on urban physical 
infrastructure (UPI), which can include bridges, roads, conduits, pipelines, hydraulic 
structures, electricity, and telecommunication lines and equipment, as well as other 
engineered structures that provide services to the city. 

 Different types of infrastructure can be described by several common character-
istics, which are explained in the next section.  

4.2.2     Characteristics 

 To study UPI in the changing environment and its adaptation to climate change it is 
useful to look at how UPI can be characterized in relation to urban development and 
the interaction between different infrastructure types. We explain several UPI char-
acteristics below and analyze CC impact on them in later sections. 

4.2.2.1     Interconnectivity 

 In urban areas of high population and built stock densities different infrastructure sys-
tems are physically close to each other and have the potential to interact and affect each 
other. This interaction can be positive, as well as negative. Some examples of potential 
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positive interaction (Kirshen et al.  2008 ) may concern economical use of reclaimed 
wastewater for industrial cooling; the use of waste heat from power plants for district 
heating; installation of dual quality water supply systems; and reducing storm runoff by 
using temporary water storage tanks and recharging sewer systems during low fl ow 
periods. The negative side of interconnectivity is associated with structural failures of 
infrastructure elements that can physically affect operations of other infrastructure 
(e.g., water pipe leaks can damage electric power cable collectors).  

4.2.2.2     Interdependence 

 Interdependence means that the service provided by one infrastructure is used by 
another infrastructure, rather than by its end users. For example, an electricity line 
provides power for telecommunication equipment as well as to households, who 
are end users of electricity but not the electricity for a telecommunication line. 
The above example illustrates functional interdependence. Physical interdepen-
dence means physical connections of structural elements of different infrastruc-
ture: as an example, storm water sewers can be connected or adjacent to motor/rail 
transport tunnels. This physical interdependence increases vulnerability of both 
infrastructures to, for example, fl oods, accidents with chemical leakages, or geo-
technical failures.  

4.2.2.3     Convergence 

 Convergence means that several originally independent infrastructures or services 
converge into one physical infrastructure. Examples: (1) “triple play” offers, where 
the operator simultaneously provides via one cable telephone, internet, and access 
to broadcast services (OECD  2006 ); (2) urban underground collectors, that include 
sewer, electricity lines, and water pipes; (3) a storm water management and road 
tunnel in Kuala Lumpur, Malaysia that normally functions as a double-deck motor-
way, however, during fl ash fl oods the tunnel is closed to traffi c and functions as a 
storm water collector (SMART Project  2006 ).  

4.2.2.4     Sustainability 

 Sustainable UPI means UPI that aspires to impose minimal adverse impacts on the 
urban environment, including the social sphere, landscape aesthetics, and human 
health in particular.  

4.2.2.5     Effi ciency 

 Effi cient UPI would deliver required services with minimal use of resources, including 
energy and occupation of physical space.  
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4.2.2.6     Vulnerability 

 Vulnerability is the condition determined by physical, social, economic, and environ-
mental factors or processes, which increase the susceptibility of UPI to the impact of 
hazards (modifi ed after UNISDR  2004 ). Considering climate change, it is pertinent to 
refer to the defi nition of vulnerability given by the Intergovernmental Panel on Climate 
Change (IPCC): vulnerability is the degree to which a system is susceptible to, and 
unable to cope with, adverse effects of CC, including climate variability and extremes. 
Vulnerability is a function of the character, magnitude, and rate of CC and the variation 
to which a system is exposed, its sensitivity, and its adaptive capacity (IPCC  2007 ).  

4.2.2.7     Resilience 

 Resilience is the ability of infrastructure to withstand unusual impacts, that is, 
impacts that were not calculated (or calculated of a smaller magnitude) during the 
design process. Resilience of UPI can be increased by implementing technical and 
operations management measures.  

4.2.2.8     Critical Elements 

 Many of the urban infrastructure elements can be considered as critical, meaning that 
a city, as a system, depends on uninterrupted provision of their services. For instance, 
artifi cial coastal defenses play a critical role in the cities of Tokyo, Shanghai, 
Hamburg, Rotterdam, New Orleans, and London (Nicholls et al.  2007 ). A signifi cant 
fl ood defense barrier project is under development in the city of Venice. 

 Most recently construction of a fl ood protection scheme in Saint Petersburg 
(Russia) has been completed. This sizable project, with a dam length of more than 
25 km, started back in 1979, was delayed for a variety of reasons, then resumed in 
2002, and fi nally has been fully completed and put into operation in 2011. The 
scheme has undergone a successful test on December 26–27, 2011, when the fl ood 
gates were closed to separate the river Neva from the upstream wave coming from 
the Gulf of Finland, preventing an estimated 281-cm fl ood (the water level of 
160 cm above the norm is considered to be a fl ood event in Saint Petersburg). 

 The G-Cans project (G-Cans  2006 ) in Tokyo is a remarkable example of critical 
infrastructure. The G-Cans is an underground infrastructure for prevention of fl ood-
ing during rain and typhoon seasons. Extreme weather events that cause fl ooding 
are becoming more frequent in many regions; and we may see more development of 
projects similar to G-Cans of storm water infrastructure.  

4.2.2.9     Evolution 

 UPI evolution means technological progress and increase in diversity and 
 complexity of infrastructure as a whole. Interdependence and convergence 
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characteristics are going to increase during continuing UPI evolution (DTI 
Foresight  2006 ).    

4.3     Climate Change Observed Impacts and Projections 

4.3.1     Global Climate Change Impacts 

 The IPCC names the following effects caused by climate change: greater frequency 
of heat waves; increased intensity of storms, fl oods, and droughts; rising sea levels; 
a more rapid spread of disease; and loss of biodiversity (IPCC  2007 ). In the context 
of impacts on UPI, extreme weather events and sea-level rise (SLR) pose the major 
threats. 

 Anthropogenic greenhouse gas and aerosol emissions are already affecting aver-
age climate conditions and climate extremes (Hegerl and Zwiers  2007 ). For example, 
11 of the 12 warmest years globally occurred between 1995 and 2006 (Trenberth 
and Jones  2007 ). 

 Recent data show that SLR should be considered as gaining several meters in the 
next 100 years. The World Bank suggests that for precautionary planning purposes, 
SLR in the range of 1–3 m should be regarded as realistic (Dasgupta et al.  2007 ). As 
an example, Fig.  4.1  illustrates the relative vulnerability of coastal deltas as shown 
by the indicative population potentially displaced by current sea-level trends to 
2050 (IPCC  2007 ).

   Nicholls estimates (Nicholls  2004 ) that by 2080 up to 561 million people (under 
IPCC A2 scenario, involving a 0.28 m SLR) could be living in coastal fl ood plains 
(area below the 1 in 1,000-year fl ood level). Mc Granahan estimated (Mc Granahan 
et al.  2007 ) that over 600 million people (360 million of whom are urban dwellers) are 

  Fig. 4.1    Relative vulnerability of coastal deltas as shown by the indicative population potentially 
displaced by current sea-level trends to 2050 (Extreme ≥ 1 million; High = 1 million to 50,000; 
Medium = 50,000–5,000; following Ericson et al.  2006 ; Nicholls et al.  2007 , p. 327, IPCC 
AR4-WG II)       
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living in the less than 10 m elevated above the sea-level coastal zone. Comparison of 
these two fi ndings suggests that a number of populations in coastal areas affected dur-
ing extreme weather events such as fl ooding could be much higher than 600 million. 

 Currently almost two thirds of the world’s cities with more than fi ve million 
inhabitants fall in the 10 m elevated zone, at least partly (Mc Granahan et al.  2007 ). 
The directly affected SLR urban land areas constitute 4.68 % of the total world 
urban area in the case of the 5-m SLR scenario (Dasgupta et al.  2007 ). However, it 
is likely that over the years this fi gure will increase due to strong population growth 
in coastal zones, which is driven by urban sprawl, growing demand for waterfront 
properties, and coastal resorts development (IPCC  2007 ). 

 Coastal areas have quite high density of physical infrastructure. Gross domestic 
product (GDP) can be used as a proxy that refl ects density of infrastructure: coastal 
areas generate about 6 % of the world’s GDP on about 1 % of the area. 

 Satterthwaite distinguishes three ways in which climate change has the potential 
to increase fl ooding risks in cities: SLR and storm surges, heavier rainfall or rainfall 
that is more prolonged than in the past, and changes that increase river fl ows, includ-
ing increased glacial melt (Satterthwaite  2008 ). 

 The rate of global warming in the next few decades is projected to be substantially 
faster than in the last few decades, due to the accumulation of greenhouse gases emit-
ted in the past and the inertia of the climate system (Meehl and Stocker  2007 ).  

4.3.2     Observed Impacts on Urban Physical Infrastructure 

 Observed impacts of CC on UPI can be considered in two categories: (1) extreme 
weather events that resulted in physical damage, and (2) prolonged unusual weather 
conditions that affected operations and/or resulted in physical damage. 

 The majority of damage to UPI has been done so far by impacts that fall into the 
fi rst category. Presently it is impossible to establish a direct link between a concrete 
extreme weather event and the anthropogenic impact on the environment. Therefore 
we refrain here from further discussing examples in the fi rst category of impacts. 

 Climate change impacts on UPI that fall into the second category can be directly 
associated with human activity with more certainty. This at least as concerns local 
climate and urban heat waves. Three examples of prolonged unusual weather condi-
tions that affected UPI are given below. 

4.3.2.1     Example 1 

 Impacts of the 2003 heat wave in Europe: In France, the cold storage systems of 
25–30 % of all food-related establishments were found to be inadequate (Létard 
et al.  2004 ). Electricity demand increased with the high heat levels, but electricity 
production was undermined by the facts that the temperature of rivers rose, reducing 
the cooling effi ciency of power plants (also nuclear) and that fl ows of rivers were 
diminished; six power plants were shut down completely (Létard et al.  2004 ). 
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The crisis illustrated how infrastructure can be unable to deal with complex, 
 relatively sudden environmental challenges (Lagadec  2004 ).  

4.3.2.2    Example 2 

 Impacts of an urban heat wave in London, United Kingdom: During prolonged heat 
waves, the difference in temperature between central London and the green and 
rural areas surrounding the city can be as much as 9 °C (Prasad et al.  2009 ). The 
reasons for a heat wave are (1) absorption of solar energy by buildings during the 
day and their radiation at night, and (2) creation of heat in the city (minor factor). 
An urban heat wave deteriorates air quality and increases the amount of electricity 
used for cooling in the summer months.  

4.3.2.3    Example 3 

 Impacts on Russian Arctic towns: Structural failures in transportation and industrial 
infrastructure are becoming more common as a result of permafrost melting in 
northern Russia, the effects being more serious in the discontinuous permafrost 
zone (Arctic Climate Impact Assessment  2004 )   

4.3.3     Projected Impacts on Urban Physical Infrastructure 

 Industrial sectors, including infrastructure, are generally thought to be less vulner-
able to the impacts of CC than other sectors, such as agriculture (IPCC  2007 ). 

4.3.3.1    Case Studies 

 Published case studies of projected impacts of climate change on UPI include the 
New York Metropolitan Area (Bloomfi eld et al.  1999 ; Rosenzweig et al.  2000 ), the 
Boston Metropolitan Area (Kirshen et al.  2008 ), Los Angeles (Koteen et al.  2001 ), 
and a number of cities in the United Kingdom (Holman et al.  2005 ). 

 A case study of the Boston Metropolitan Area (Kirshen  2002 ; Kirshen et al.  2008 ) 
concluded that compared to conditions of just population growth, CC impacts are sig-
nifi cant on many infrastructure systems. The systems analyzed included energy use, 
SLR, river fl ooding, surface vehicle transportation, water supply, and public health 
(heat–stress mortality). Localized case studies were carried out for water quality, tall 
buildings, and bridge scour. The authors of this study used dynamic modeling of the 
period 2000–2100 to analyze the performance of UPI in the Boston area (Kirshen et al. 
 2008 ). The authors concluded that many components of UPI are critical infrastruc-
tures; the impacts on each infrastructure system give rise to secondary impacts on other 
systems. These secondary impacts tend to be mutually reinforcing (negative impacts on 
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one system create negative impacts on other systems): impacts measured for a single 
system in isolation will tend to be underestimated (Kirshen et al.  2008 ).  

4.3.3.2    Floods 

 Impacts of fl oods on UPI structural elements are very dependent upon their physical 
strength, that is, whether they were designed to withstand increased surface water 
fl ow. Groundwater or near ground fl ows result in erosion (on the surface) and suffu-
sion (in the ground) processes that lead to washing away small particles of soil and 
the rest of the soil body loses its strength which can result in uneven settlements and 
cracks in structures. These processes affect roads, bridge scour, sewers, and con-
duits. Concrete UPI elements are most susceptible; metal pipelines can better with-
stand erosion and suffusion processes.  

4.3.3.3    Water Supply 

 Increased temperatures and changes in precipitation can contribute to increases in 
water demand, for drinking, for cooling systems, and for garden watering (Kirshen 
 2002 ).  

4.3.3.4    Sewerage 

 In spite of the estimations that the effect of climate change on sanitation is likely to 
be less than on the water supply (Wilbanks et al.  2007 ), cities’ sewerage systems are 
a great concern as CC advances. Sewage treatment works are exposed to damage 
during fl oods; SLR will affect the functioning of sea outfalls (Wilbanks et al.  2007 ). 

 Sewerage conduits operate best in the range of intake for which they were 
designed. Droughts and reduced intake lead to decreased waste and rainwater fl ows 
in servers, which lead to increased sedimentation in the servers and reduces their 
capacity. A high concentration of sediment can also lead to premature wear and tear 
of pumps. The process of reducing sewerage capacity due to less water intake has 
been observed in “shrinking” towns (e.g., in Germany), where the population moves 
out of the town for socioeconomic reasons. Less use of sewerage has led to the 
necessity to arrange more frequent sewer cleaning, to keep its normal operation. 

 Sewerage systems can be combined or separated. A separated sewerage system 
divides household sewers and rainwater ones. Rainwater sewers can be damaged by 
too high water velocities during fl ood. Household sewerage is not supposed to trans-
port rainwater, thus it can remain unaffected. Cities with a combined sewerage sys-
tem face higher fl ood vulnerability due to high functional damage if sewerage 
becomes temporarily unoperational. The worst case CC scenario for sewerage is a 
change towards more extreme seasonal precipitation, whereas long periods of 
drought would be followed by heavy rainfall. In this case, clogged by sediment, 
sewers will not be able to accommodate an overcapacity rainwater intake.  
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4.3.3.5    Structural Damages 

 Extreme weather events represent the major threat to UPI in the short term. SLR of 
some meters represents the major threat to UPI in coastal areas in the long term. 
Major structural failures of infrastructural elements exposed to rising surface and 
groundwater levels due to SLR are unlikely, except for inundation. However, UPI 
that would not be inundated, such as conduits, collectors, and sewers, can get minor 
damage. This damage will be caused by exposure of previously “dry” parts of 
underground structures to groundwater, and increased hydraulic pressure to lower 
parts of the structures; both of these phenomena will result in leakages. Leakages 
need to be eliminated in a timely manner to avoid serious damage. Thus, SLR will 
require increased spending on UPI underground structure maintenance.  

4.3.3.6    Wind 

 High wind velocities are associated with a variety of extreme weather events that are 
likely to occur as climate change advances. A case study of a typical tall building in 
Boston found that if designed wind velocities increased by 30 % over those pres-
ently specifi ed in the relevant building codes, large wind-induced sways potentially 
could cause human discomfort and costly architectural damage (Sanayei et al.  2003 ). 
Sways could also cause cracking and spilling of fi re protection materials from the 
surface of steel structural elements leading to higher vulnerability to fi res.  

4.3.3.7    Rare Weather Events 

 There is a specifi c group of rare extreme weather events, the frequency of which 
might increase due to climate change. Details of projected frequencies, or indeed 
solid connection with CC has not been suffi ciently explored yet, however, we think 
that at least two examples of these events are worth mentioning: wildfi res and freez-
ing rain.  

4.3.3.8    Freezing Rain 

 Freezing rain is a weather phenomenon when a warm cyclone brings rain to cold 
and frosty lands. Freezing rain is rain that falls in liquid form but freezes upon 
impact to form a coating of glaze upon the ground and on exposed objects (Glossary 
of Meteorology  2000 ). The temperature of the high clouds in this case is higher than 
on the surface, which is unusual. If the surface temperature is below the freezing 
point, rainwater freezes immediately as it reaches objects on the ground. This phe-
nomenon is particularly damaging to electric power lines. Metal wires and poles 
are most seriously affected: ice accretion occurs; icicles are formed and can cover 
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air- exposed metal parts completely (Fig.  4.2 ). Due to the accumulation of ice, wires 
and poles themselves become very heavy, and can break down eventually. This 
accumulation of ice sometimes completely destroys electric power lines for long 
distances, leaving cities and regions without an electricity supply. Railways, city 
trolleybus, and tramway lines can suffer as well (Fig.  4.3 ).

    There have been recent reports of freezing rain phenomena occurring in Canada 
(Lafl amme and Périard  1998 ; Roberts and Stewart  2008 ) and Russia. It has been 
reported that due to freezing rain on December 26, 2010 and subsequent days about 
400,000 households were cut off from the electricity supply in the Moscow region 
of Russia. Freezing rain that occurred in the Ontario, Quebec, and New Brunswick 
provinces of Canada on January 5, 1998 resulted in the destruction of 130 power 
transmission towers and the fall of about 30,000 utility poles affecting the electricity 
supply to over four million people (Environment Canada  2010 ).  

4.3.3.9    Wildfi res 

 Wildfi re is a natural phenomenon and can be prompted by human negligence. For 
example, in Siberia wildfi res cover an area of at least one million hectares annu-
ally (United Nations Economic Commission for Europe   2002 ). Climate change 
creates favorable conditions for wildfi res (Zhanga et al.  2003 ; Sukhinin et al.  2004 ; 
IPCC  2007 ). 

  Fig. 4.2    Ice accretion on electric power line ( Source : Ministry of Civil Defence, Emergencies and 
Disaster Relief of Russian Federation. Copyright:   http://www.mchs.gov.ru/    . Copyright «МЧС 
России», 2010. Все права на материалы, находящиеся на сайте, охраняются в соответствии 
с законодательством РФ. При полном или частичном использовании материалов ссылка на 
mchs.gov.ru обязательна [Copyright “Ministry of Civil Defence, Emergencies and Disaster Relief 
of Russian Federation”, 2010. The rights to all the materials on this web site are protected in 
accordance with the Russian legislation. If using the materials, the reference to the mchs.gov.ru 
is required])       
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 Most recently, intensive and unusual wildfi res occurred in the central areas of the 
Russian Federation and covered a total area of about six million hectares in the period 
of July 22–August 30, 2010 (Sukachev Institute of Forest  2010 ). Exceptionally hot 
and dry weather instigated wildfi res in regions that have been traditionally consid-
ered as having a low wildfi re risk (Bobylev  2010b ). According to the Russian Federal 
Service for Hydrometeorology and Environmental Monitoring, in  2010  Russia has 
seen the longest unprecedented heat wave for at least 1,000 years. The city of 
Moscow reached the highest-ever recorded temperature of 38.2 °C on July 29, and 
there were 19 absolute day temperature maximums recorded during summer 2010. 
Wildfi res directly damaged 199 human settlements (   Ministry of Civil Defence  2012 ). 

 Moscow suffered from smog coming from wildfi res. Continuous smog condi-
tions resulted in increased demand for air-conditioning and electricity supply. Public 
facilities with large ventilation systems, including the Metro (underground public 
rail system), were unable to purify the air and remove smoke, which created an 
uncomfortable and potentially dangerous situation for human health. The Metro 
ventilation infrastructure serves large numbers of people confi ned in a limited space, 
and is designed with an assumption that intake air is clean. This case of a prolonged 
smog condition has raised some important questions: (1) is smog accumulating in 
underground volumes and what are the particularities (depth   , difference in pressure, 
smog chemical composition)   ? (2) Should ventilation systems serving underground 
have fi lters to remove smog, and particles of what size/which components ought to 
be removed? 

  Fig. 4.3    Ice accretion on electric contact wire of a railway line ( Source : Ministry of Civil Defence, 
Emergencies and Disaster Relief of Russian Federation.   http://www.mchs.gov.ru/    . Copyright: 
  http://www.mchs.gov.ru/    . Copyright «МЧС России», 2010. Все права на материалы, находящиеся 
на сайте, охраняются в соответствии с законодательством РФ. При полном или частичном 
использовании материалов ссылка на mchs.gov.ru обязательна [Copyright “Ministry of Civil 
Defence, Emergencies and Disaster Relief of Russian Federation”, 2010. The rights to all the 
materials on this web site are protected in accordance with the Russian legislation. If using the 
materials, the reference to the mchs.gov.ru is required])       
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 The Moscow 2010 wildfi re smog case raises clear concerns about the preparedness 
of UPI ventilation systems. It is worth noting that actual fi res took place hundreds 
of kilometers away from the city.  

4.3.3.10    Summary Climate Change Impacts 

 Table  4.1  summarizes observed and projected impacts on UPI reported in the case 
studies and IPCC assessments; these impacts are explained and analyzed in the 
following paragraphs.

4.3.4         Favorable Impacts on Urban Physical Infrastructure 

 Climate change will bring not only adverse impacts on UPI, but benefi cial ones as 
well. Among them might be more frugal energy consumption in regions with a cold 
climate where warming is projected. Less energy consumption, fewer operating 
costs, and less wear and tear can be among the benefi cial impacts. SLR may provide 
new opportunities for innovative hydropower production solutions. However, the 

   Table 4.1    Climate change impacts on UPI   

 Climate-related impacts  Impacts on UPI (projected and possible, not an exhaustive list) 

 Freshwater fl ooding  Inundation of structures; road erosion; bridge scour erosion; 
electric equipment damage; hydraulic structure damage 
due to increased water fl ow (surface parts) and erosion 
(foundations); structural damage of concrete parts due 
to changing stress–strain conditions (foundations) 

 SLR and associated fl ooding 
 Groundwater level and mode 

changing due to changes 
in surface water and 
precipitation 

 Extreme temperatures (air)  Overuse of ventilation systems; damage to facades and roofs; 
damage to suspended bridges (possibly in combination 
with extreme wind) 

 Extreme temperatures (water)  Damage of intake pumps 
 Extreme winds  Variety of structural damages 
 Rare weather events 

(e.g., ice rain, forest fi res) 
 Damage of surface electric power lines, ventilation systems 

 Saltwater intrusion into 
freshwater areas 

 Disabling water supply intakes; corrosion of structures 

 Change in fl ora and fauna 
(invasive species) 

 Reducing capacity of water supply intakes 

 Changing average 
temperatures 

 Structural damage of pipelines in permafrost regions; 
changing of energy providing UPI operation modes 
(average and peak demands) 

 Change in precipitation  Extensive change in surface and groundwater modes, may 
cause droughts or fl ooding (see impacts for those) 

 Droughts  Soil erosion, damage to structures’ foundations, uneven 
settlements of structures 
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key issue in this discussion about benefi ts and disadvantages is the local specifi cs of 
CC. For instance, stronger winds associated with more extreme climate can provide 
additional opportunities for renewable wind energy production, however, sporadic 
strong winds can damage or destroy windmill equipment.   

4.4     Urban Physical Infrastructure Adaptation 

4.4.1     Adaptation Typology, Research, and Governance 

4.4.1.1    Adaptation Typology 

 Numerous approaches to conceptualizing, defi ning, and classifying adaptation have 
been developed in recent decades. These approaches are summarized in Table  4.2  
and discussed below. Disaster risk reduction and climate change adaptation com-
munities are the two most notable research groups that have been developing adap-
tation studies. Extensive discussions highlight different approaches of these research 
communities to defi ning and conceptualizing vulnerability, risk, and adaptation 
(Renaud and Perez  2010 ). A widely used defi nition of adaptation (IPCC  2007 ; 
UNISDR  2009 ) explains the adjustment in natural or human systems in response to 
actual or expected climatic stimuli or their effects, which moderates harm or exploits 
benefi cial opportunities.

    Table 4.2    Summary of adaptation types in the context of climate change and examples for UPI   

 Adaptation typology 
suggestions with 
references  Adaptation types  Explanations 

 Adaptation 
(IPCC  2007 ) 

 Anticipatory  Takes place before signifi cant impacts of 
climate change are observed 

 Autonomous 
(spontaneous) 

 Does not constitute a conscious response 
to climatic stimuli, but rather is triggered 
by ecological changes in natural systems 
and by market or welfare changes in 
human systems 

 Planned  Uses information about present and future CC 
to review the suitability of current practices 

 Adaptation 
(IPCC  2007 ; 
UNISDR  2009 ) 

 Reactive  Occurs as a response to CC effects, such as 
natural disasters 

 Proactive  Measures that are taken before actual effects 
of CC are observed, magnitude of effects 
is based on predictions 

 Adaptation 
assessment 
approaches 
(Burton et al.  2005 ) 

 Hazards-based  Considers the incremental impacts of climate 
change 

 Vulnerability-based  Assesses future climate change in the context 
of current climate risks 
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   UPI can be considered vulnerable to the CC system (as described in the previous 
section), hence it has to be targeted in adaptation activities ( adaptation  means 
actions targeted at the vulnerable system (McCarthy et al.  2001 )). Adaptation also 
implies expanding the range of variability with which the system can cope (Wilbanks 
et al.  2007 ). Planning adaptation to CC mean actions undertaken to reduce the risks and 
capitalize on the opportunities associated with global climate change (Füssel  2007 ).  

4.4.1.2    Research Needs 

 Key adaptation research needs (Yohe and Schlesinger  2002 ) include reviewing 
options, considering local conditions and uncertainty, and calculating the costs of 
adaptation. These needs can be further detailed as methodological studies, monitor-
ing and indicator studies, empirical research, fi eld and experimental research, pre-
dictive modeling, scenario development, economic costing, integrated assessment, 
quantifi cation of the impacts of extreme weather events, modifi cation of existing 
coping strategies, testing and evaluation of adaptation measures, and stakeholder 
participation (Carter  2007 ). A suggested graphical interpretation (Füssel  2007 ) of 
the contemporary CC research agenda is shown by Fig.  4.4 .

4.4.1.3       Adaptation Governance 

 Institutions concerned with climate change adaptation include intergovernmental 
organizations, national governments, and local authorities. Currently the CC mitigation 

  Fig. 4.4    Evolution of approaches for determining adaptation needs: ( a ) linear hazards-based 
approach; ( b ) complex integrative approach (Füssel  2007 , Figure 3, p. 272; with kind permission 
of Springer Science)       
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and adaptation debate is dominated by intergovernmental organizations, such as 
UNFCC, IPCC, and the World Bank. However, the main policy and practical steps 
towards CC adaptation are to be developed and implemented at a local (e.g., city) 
level, taking into account specifi c geography and local climate. These steps can be 
broadly described as well-established practices from disaster risk management 
(e.g., early-warning systems), coastal management (e.g., structural protection), 
resource management (e.g., water rights allocation), spatial planning (e.g., fl ood 
zone protection), urban planning (e.g., building codes), public health (e.g., disease 
surveillance), and agricultural outreach (e.g., seasonal forecasts) (Füssel  2007 ). 
Adaptation planning can use established methods and tools from risk management 
(Willows and Connell  2003 ; Burton et al.  2005 ). 

 UPI adaptation to CC needs to be locality specifi c, however, developing common 
standards (e.g., updating building codes) is equally important as city planning prac-
tice. Thus in the case of UPI the important role of institutions at all levels is accu-
mulating specifi c technical studies and using them to mainstream CC adaptation 
into relevant legislation (e.g., codes and norms).   

4.4.2     Urban Physical Infrastructure Development Trends 

 Characteristics of UPI that were defi ned and explained in the previous sections are 
worth considering in the adaptation context. Table  4.3  lists UPI characteristics and 
analyzes them taking into account climate change and adaptation types. Here we 
analyze what UPI development trends (based on the characteristics) may be pursued 
under different external factors (climate change, need to adapt to climate change).

   As Table  4.3  specifi es, there are clear confl icts in numerous UPI development 
trends with and without CC. It is suggested that this analysis be taken into account 
while planning UPI, and planning adaptation of urban areas to CC. Concrete recom-
mendations for UPI adaptation to CC would depend on the location (main factors to 
be considered are geography and local climate) and industrial sector (i.e., specifi c 
UPI type). For instance, urban underground infrastructure adaptation to CC needs 
specifi c analysis (Bobylev  2009 ).  

4.4.3     Recommendations for Urban Physical 
Infrastructure Adaptation 

 Here we try to avoid giving specifi c adaptation solutions, inasmuch as any recom-
mendation of this type would require locality-specifi c extensive study. On the other 
hand, some general ideas are given regarding UPI CC adaptation options. Recom-
mendations for UPI adaptation to climate change were systematized according 
to the UPI lifecycle stage (Table  4.4 ) and break down to technical and managerial 
measures (Table  4.5 ).
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        Table 4.3    UPI development trends under climate change adaptation   

 UPI characteristic 

 Hypothetical global development scenarios/options to assess UPI 

 No climate change (based 
on current trends) 

 Climate change without 
adaptation: “Do Nothing” 

 Adaptation 
to climate change 

 Interconnectivity  Increase  Decrease due 
to risks decoupling 

 Increase to lesser 
extent to allow 
technological 
progress 
and effi ciency, 
but taking into 
account risks 
and vulnerabilities 

 Interdependence  Increase  Decrease greatly 
to withstand CC 
adverse impacts 
and continue 
to provide reliable 
services 

 Decrease to allow 
reliable perfor-
mance and risk 
diversifi cation 

 Convergence  Increase  Increase/decrease 
depending 
on particular sectors, 
governed by service 
delivery under CC 
effects 

 Increase to allow 
technological 
progress 
and energy 
effi ciency 

 Sustainability  Increase due 
to technological 
progress 
and resource pressures 

 Greatly decrease due 
to a need to overcome 
adverse CC impacts 
and spend more 
resources on reliable 
performance 

 Increase/decrease 
depending on 
success and 
innovation in 
adaptation 
strategies 

 Effi ciency  Increase due 
to technological 
progress 
and resource pressures 

 Decrease due to CC 
adverse impacts 

 Decrease due to need 
to spend resources 
on adaptation, 
however, can 
increase due to 
technological 
progress and 
mitigation 
aspirations 

 Vulnerability  Increase due 
to complexity, 
interconnectivity, 
and interdependence 
of networks/systems 

 Increase greatly due 
to multiple adverse 
synergetic factors, 
including CC 

 Increase slightly 
if adaptation 
measures 
successful 

 Resilience  Increase due 
to technological 
progress 

 No change  Increase slightly if 
adaptation 
measures 
successful 

 Critical elements  No change  Increase, because more 
elements become of 
critical importance due 
to CC stress 

 Depends on the 
adaptation 
measures 

 Evolution 
(technological 
progress, 
complexity) 

 Ongoing  Ongoing driven by 
emergency response 

 Ongoing driven by 
anticipatory 
adaptation 



94

    Tables  4.4  and  4.5  contain several important cross-cutting issues, which are 
discussed below. 

4.4.3.1    Spatial Planning 

 Spatial planning is an important component of planned adaptation (for a defi nition 
see Table  4.2 , adaptation types). Adaptation by means of spatial planning brings 
many benefi ts in terms that potentially adverse climate change impacts are avoided 
in the fi rst place, thus specifi c technical and disaster prevention measures would not 

    Table 4.4    Recommendations for UPI adaptation to CC: measures depending on life-cycle stage   

 UPI life-cycle stages  Issues to consider regarding adaptation to CC 

 City/regional planning  Spatial vulnerability to extreme weather events and SLR 
 Infrastructure systems/networks 

planning 
 Flexibility: there is a substantial uncertainty as to what 

concrete local effects CC would have, thus some 
room should be left for UPI alteration 

 UPI development trends under CC adaptation 
(see Table  4.3 ) 

 Design solutions  Reliability coeffi cient enhancing 
 Construction  Safety standards in construction process 
 Operation  Disaster risk management 

 Anticipatory assessment of vulnerability 
 Upgrading/modernization  UPI development trends (see Table  4.3 ) 

 Technical measures to increase reliability 
 Utilization/demolition  Disaster risk management 

    Table 4.5    Recommendations for UPI adaptation to CC: technical and managerial measures   

 Adaptation 
measures type  Type of UPI  Explanations and examples 

 Technical 
(or structural) 

 Existing structures  Enhancing load-bearing capacity by structural 
elements, for example, stronger joints in 
waterproof gates 

 New development  Construction of specifi c civil defense 
(disaster prevention) structures, for example, 
fl ood barriers 

 Managerial 
(Nonstructural) 

 Existing structures  Development and review of infrastructure operation 
practices, taking into account UPI development 
trends under CC adaptation (see Table  4.3 ) 

 Disaster risk management plans 
 New development  Review of design and construction norms and 

standards, including review of reliability 
coeffi cients 

 City planning, disaster management preparedness, 
sustainable policies in a broad sense, for 
example, “green” fl oodplain management 

N. Bobylev



95

be needed. Some case studies showed that it would also be the most “green” and 
cost-effective option (Kirshen et al.  2008 ). However, CC adaptation by spatial plan-
ning strategy can be implemented only for long-term adaptation, and requires strong 
policies in built environment regulation and land property rights, which could 
require change in, for example, national legislation. Examples of such extensive 
policy initiatives could be prohibition of development on fl ood plains or creating 
buffer (any development exclusion) zones around vulnerable critical infrastructures 
(e.g., rainwater discharge open canals). Spatial planning strategy could be diffi cult 
to realize because it requires signifi cant policy shifts and legislative alterations, 
which would require bold commitments from institutional actors from various sectors 
of governance.  

4.4.3.2    Flexibility and UPI Development Trends 

 There is substantial uncertainty as to what CC effects would be in specifi c locations, 
thus UPI fl exibility is an important issue. By fl exibility we mean the possibility of 
altering UPI design and operation modes in realistic time and cost frames to adjust 
to CC impacts. Considering UPI development trends specifi ed in Table  4.3  could be 
helpful in planning and designing adaptable UPI.  

4.4.3.3    Reliability Coeffi cients 

 Review of reliability coeffi cients specifi ed in construction codes and norms is an 
important task of enhancing anticipatory adaptation. This activity is closely linked 
to adaptation research needs. Research on modeling and prediction of CC would 
inform a sectoral regulatory base (e.g., building codes) on CC-related uncertainties 
and projected variability of environmental conditions (e.g., SLR, temperatures) 
which would allow adjusting the reliability coeffi cients accordingly.  

4.4.3.4    Managerial Measures 

 Managerial (nonstructural) measures are equally important in UPI climate change 
adaptation as physical upgrading of infrastructures. By managerial measures we 
mean actions that do not require any physical changes (e.g., strengthening a dam by 
geotechnical ground improvement), but rather relate to policies, operation guide-
lines, and community engagement. One example of such measures can be river 
fl ood management (Bobylev  2010a ; Cörvers  2009 ). Services to human welfare can 
be provided by ecosystems as well as by artifi cial infrastructure (Bobylev  2010a ). 
River fl ood regulation can be achieved using physical infrastructure. This infra-
structure includes a variety of artifi cial structures: dams, dikes, canals, locks, pumping 
stations, and fl ood barriers. Alternatively, natural river retention areas can be 
expanded and used to accommodate fl oodwaters. 
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 The Netherlands has an advanced physical infrastructure system for water resource 
management, however, the recent increase in fl ood occurrence and projected effects 
of CC prompted the Dutch government to develop a number of policies that would 
involve ecosystem restoration and nature development in an attempt to use ecosys-
tem services to substitute failures or ineffi ciency of physical infrastructure (Bobylev 
 2010a ). A Room for the River concept, introduced by the Dutch government in 2000 
(Dutch Ministry of Transport Public Works and Water Management  2006 ) can illus-
trate approaches to managerial measures development to adapt UPI to climate 
change. A Room for the River concept combines technical (or structural) and mana-
gerial measures: it calls for more space for the rivers by excavating the river fore-
lands, widening riverbeds, removing obstacles, creating retention areas, returning 
previously reclaimed land to the river system, creating side-channels, and reposition-
ing dikes farther inland. Explicitly managerial measures include working with local 
communities to move their activities back from the fl oodplain (e.g., agriculture), as 
well as policies limiting construction and reconstruction in the fl oodplains. 

 Managerial measures also include disaster risk management, preparedness (iden-
tifying weak components of UPI), analysis of UPI vulnerabilities and interdepen-
dences, and development of emergency response plans.   

4.4.4     Urban Physical Infrastructure 
as a Tool for Urban Adaptation 

 Being vulnerable to climate change, UPI in its turn can help cities to adapt to 
CC. Actually, UPI includes many civil defense and emergency response facilities. 

 Certain types of infrastructure can provide opportunities to mitigate specifi c hazards; 
for example, underground facilities can provide a variety of opportunities for CC mitiga-
tion and adaptation (Bobylev  2009 ; Sterling et al.  2012 ). The G-Cans project (see 
description in the section “Critical Elements” and G-Cans  2006 ) can be one example; 
another is fl ood control using underground rivers in the western part of Tokyo (   Prasad 
et al.  2009 ). This UPI will be constructed based on a comprehensive fl ood control mea-
sure plan that includes measures for each river basin. In addition, the installation of 
adjustment reservoirs (water storage tanks) along rivers is planned (Prasad et al.  2009 ). 

 One can fi nd opportunities for CC mitigation and adaptation by using a variety of 
compact urban structures, including tree screens, buildings, and artifi cial  landscapes 
(Wende et al.  2010 ).   

4.5     Outlook for Urban Physical Infrastructure Development 

 Previous sections of the chapter detailed how important UPI is, and the challenges 
that UPI faces to successfully adapt to climate change. This section discusses pro-
jections for UPI development, and explores how these projections correlate with the 
need for CC adaptation. 
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 Estimates about the UPI future face uncertainties associated with local effects of 
CC and technological progress. Indeed, past experiences suggest that technological 
change is highly unpredictable and can have far-reaching impacts on infrastructure 
(e.g., the impact of mobile telephony on fi xed line infrastructure) (OECD  2006 ). 
Table  4.6  and Fig.  4.5  present data estimates on average annual world infrastructure 
expenditure which shows modest growth or even decline in some sectors. This con-
tradicts global urban area and population projections presented in Fig.  4.6 .

     The estimated global increase in built-up areas in industrialized countries (from 
300,000 km 2  in year 2000 to 700,000 by 2030), and in developing ones (from 
250,000 km 2  in year 2000 to 820,000 by 2030) (Angel et al.  2005 ) show that urban-
ization in terms of global physical city area expansion (276 % by year 2030) will 
happen much quicker than cities’ population growth (66 % by 2030) (United 
Nations Department of Economic and Social Affairs Population Division  2007 ). 
Both growth in built-up areas and population growth imply signifi cant expansion 

     Table 4.6    Estimated average annual world infrastructure expenditure (additions and renewal) for 
selected sectors, 2000–2030, as a percentage of world GDP   

 Type of infrastructure 

 World GDP 
(approximate %) 

 World GDP 
(approximate %) 

 Difference in average 
annual infrastructure 
expenditure (as % of GDP)  Years 2000–2010  Years 2020–2030 

 Road  0.38  0.29  −23 
 Rail  0.09  0.06  −33 
 Electricity  0.22  0.24  +9 
 Water (only OECD 

countries, Russia, 
China, India, and Brazil) 

 1.01  1.03  +2 

   Data source : OECD ( 2006 )  

  Fig. 4.5    Graphical interpretation of the differences in average annual infrastructure expenditures 
as percentage of GDP (Table  4.6 ) ( Data source : OECD  2006 )       
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of UPI, which is not predicted according to the OECD. Thus, there is a clear 
discrepancy between future demand for UPI and its actual provision (as presented 
in Table  4.6  and Figs.  4.5  and  4.6 ). Furthermore, UPI adaptation to climate change 
is likely to require increased spending on existing UPI and its new development.  

4.6     Conclusion 

 UPI is a complex set of systems and networks upon which cities depend in order to 
function, and UPI defi nitely requires serious attention in the face of climate change. 

 UPI characteristics, interconnectivity, interdependence, convergence, sustain-
ability, effi ciency, vulnerability, resilience, critical elements, evolution, and fl exibil-
ity are helpful in the analysis of current and future UPI development trends, as well 
as in the analysis of how these trends may or should change to allow successful UPI 
adaptation to climate change. 

 There has already been strong evidence of climate change and its impacts on 
UPI, and more diverse impacts are projected. Among the adverse impacts are fresh-
water fl oods, SLR, wildfi res, groundwater disturbance, extreme air and water tem-
peratures, winds, ice rains, saltwater intrusions into freshwater areas, invasive 
species, and droughts. Extreme weather events represent a major threat to UPI 
worldwide in the short and long term, and SLR threatens UPI on up to 5 % of the 
world urban area in the long term. Climate change may have a positive impact on 
UPI associated with energy consumption, operational costs, and innovative hydro-
power solutions. 

  Fig. 4.6    Estimated (1) urban population, (2) city area, and (3) infrastructure global growth by year 
2030, as percentage of 2000 year level ( Data sources : population (United Nations Department of 
Economic and Social Affairs Population Division  2007 ); area (Angel et al.  2005 ); infrastructure 
(OECD  2006 ))       
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 Key adaptation research needs were identifi ed as tackling uncertainty in locally 
specifi c CC impacts, upon which the adaptation strategy in this location would depend. 

 Key recommendations for UPI climate change adaptation were identifi ed as:

    1.    Early consideration of UPI adaptation in spatial development plans.   
   2.    Allowing UPI fl exibility and considering the infrastructure development trends 

during planning and design processes.   
   3.    Mainstreaming climate change adaptation into relevant legislation; particular 

attention should be given to revision of reliability coeffi cient values in building 
codes and norms.   

   4.    Developing managerial measures in a wider context of UPI operational safety 
and reliability     

 We summarized UPI climate change adaptation measures in accordance with 
UPI elements’ life-cycle stage and distinguished between technical and managerial 
measures. 

 We concur with Kirshen et al. ( 2008 ) in our conclusion that land use planning 
may hold the greatest potential for adaptation policy; however, we give equal impor-
tance to consideration of the infrastructure development trends in planning, design, 
and operation processes. 

 UPI can be an important tool that would help to adapt urban areas to CC, particu-
larly in terms of providing critical operational and emergency response facilities. 

 Analysis of the projections for world expenditure on infrastructure development 
and the global growth of built-up areas revealed a huge gap between needs and 
actual provision of UPI, which should be bridged for successful UPI adaptation to 
climate change.     
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    Abstract     The European Sustainable Nuclear Energy Technology Platform (SNETP) 
now gathers more than 100 organizations (research organizations, utilities, vendors, 
technology providers, technical safety organizations, universities, consulting 
companies, and nongovernmental organizations). Its fi rst Strategic Research Agenda 
(SRA) was edited by a specifi c Task Group drawing on contributions from more than 
160 scientists and engineers from more than 60 member organizations of SNETP and 
taking into account the feedback obtained from an open public consultation: the SRA 
provides the foundation for the establishment of joint research priorities that will 
enable European stakeholders, with the support of the European Commission, to 
transform a shared vision into reality, thus contributing to European energy policy 
and in particular, via the European Sustainable Nuclear Industrial Initiative (ESNII), 
to the objectives of the European Strategic Energy Technology Plan (SET Plan). 

 This chapter summarizes the contents of the agenda and presents the prospects 
for the need for hot labs and their application to the different generations of reactors. 
The implications of the Fukushima accident for SNETP is discussed and the 
imperative necessity of increased research, education, and training, to reinforce 
nuclear energy sustainability is also emphasized.  

  Keywords     Nuclear energy   •   Fission   •   Reactor safety   •   Gen IV   •   ADS  

  List of Acronyms 

   ADS    Accelerator-driven systems   
  ASTRID    Advanced Sodium Technological Reactor for Industrial Demonstration   
  CCS    Carbon capture and storage   

    Chapter 5   
 Sustainable Nuclear Energy Helps Europe 
to Meet Its Energy Challenges 

                Hamid     Aït     Abderrahim    

        H.   Aït   Abderrahim (*)     
  SCK·CEN ,   Boeretang 200 ,  2400   Mol ,  Belgium   
 e-mail: haitabde@sckcen.be  



104

  CEA    Commissariat à l’énergie atomique et aux énergies alternatives 
(Alternative Energies and Atomic Energy Commission).   

  dpa    Displacement per atom (irradiation exposure unit)   
  ENEF    European Nuclear Energy Forum   
  ENEN    European Nuclear Education Network   
  EPR    European pressurised water reactor   
  ESNII    European Sustainable Nuclear Industrial Initiative   
  ETKM    Education, training, and knowledge management   
  ETPP    Experimental Technological Pilot Plant   
  EU    European Union   
  FNR    Fast neutron reactor   
  FP6    Framework Program 6   
  Gen III    Third generation reactors   
  Gen IV    Fourth generation reactors   
  GFR    Gas fast reactor   
  GIF    Generation IV International Forum   
  JRC EU’s    Joint Research Centre   
  LFR    Lead fast reactor   
  LWR    Light water reactor   
  MOX    Mixed oxide fuel (uranium and plutonium) involving spent fuel 

treatment   
  MFSR    Molten salt fast reactor   
  MYRRHA    Multi-purpose hybrid research reactor for high-tech applications   
  P&T    Partitioning and transmutation   
  PSA    Probabilistic safety assessment   
  PWR    Pressurized water reactors   
  SCK·CEN    StudieCentrum voor Kernenergie – Centre d’Etude de l’énergie 

Nucléaire – Belgian Nuclear Research Centre   
  SCWR    Supercritical water reactor   
  SET Plan    Strategic Energy Technology Plan   
  SFR    Sodium fast reactor   
  SNETP    Sustainable Nuclear Energy Technology Platform   
  SRA    Strategic Research Agenda   
  VHTR    Very High Temperature reactor   
  WETO    World Energy Technology and Climate Policy Outlook   

5.1           Introduction 

 The Sustainable Nuclear Energy Technology Platform (   SNETP  2007 ) was offi cially 
launched in September 2007, and at this event, the vision of the technology platform 
was presented. It highlighted the role nuclear energy plays in Europe’s energy mix 
as the main provider of low carbon electricity (providing 31 % of EU’s electricity 
and representing a nonemission of almost 900 million tonnes of CO 2  per year), and 
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identifi ed future research, development, and demonstration (RD&D) tracks that the 
nuclear fi ssion sector must follow in order to address three objectives:

    1.    Maintain the safety and competitiveness of today’s technologies.   
   2.    Develop a new generation of more sustainable reactor technologies, the so-called 

Generation IV (Gen IV) fast neutron reactors with closed fuel cycles.   
   3.    Develop new applications of nuclear power such as the industrial-scale production 

of hydrogen, desalination, or other heat applications in industrial processes.    

  The SNETP aims to support fully through RD&D programs the role of 
nuclear energy in Europe’s energy mix, its contributions to the security and 
competitiveness of the energy supply, as well as to the reduction of greenhouse 
gas emissions. To achieve this objective, SNETP has elaborated a Strategic 
Research Agenda (SRA  2009 ), that identifi es and prioritizes research topics 
which are presented here. 

 We fi rst emphasize the role of nuclear fi ssion in Europe’s low carbon energy 
policy, then present the 2020 objectives (maintain the competitiveness of nuclear 
energy with long term waste management solutions), and the 2050 vision (Gen IV 
fast neutron reactors with closed fuel cycle for increased sustainability). The case 
of high-temperature heat processes and developing other applications of nuclear 
energy are discussed, and we identify the needs in terms of research infrastruc-
tures and competences, to ensure the success of all these new developments. 
Before concluding, we also examine the implications of the Fukushima accident 
for SNETP.  

5.2     The Role of Nuclear Fission in Europe’s Low 
Carbon Energy Policy 

 In January 2007 the European Commission published a seminal communica-
tion, EPE ( 2007 ), that underlined for the fi rst time the benefi ts of nuclear energy: 
low carbon emissions, competitiveness, and stable prices. In the context of an 
anticipated increase in the use of nuclear energy in the world, the Commission 
also recognised that “There are therefore economic benefi ts in maintaining and 
developing the technological lead of the EU in this fi eld.” This communication 
was endorsed by the Council in March 2007, and also committed the European 
Union to meet ambitious objectives by 2020 of a 20 % reduction in greenhouse 
gas emissions (compared to 1990), 20 % renewable energies in the energy mix, 
and 20 % reduction in energy consumption through better energy savings and 
management. 

 In order to achieve these goals and realize the longer-term vision of a low carbon 
society by 2050, the Commission identifi ed RD&D prospects of key low carbon 
energy technologies in a follow-up communication, SET Plan ( 2007 ), published in 
November 2007. “Europe needs to act now, together, to deliver sustainable, secure and 
competitive energy. The inter-related challenges of climate change, security of energy 
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supply and competitiveness are multifaceted and require a coordinated response … 
[We] need a dedicated policy to accelerate the development and deployment of 
cost-effective low carbon technologies.” 

 Nuclear fi ssion is cited together with other low carbon technologies, such as 
renewables and carbon capture and storage (CCS) technology, as one of the 
contributors to meet the 2020 challenges. By maintaining “competitiveness in 
fi ssion technologies, together with long- term waste management solutions,” 
fi ssion energy will continue to lead low carbon energy technology in Europe. 
Projections published in the WETO (World Energy Technology and Climate 
Policy Outlook) report (WETO  2003    ) indicate that by 2030, nuclear energy will 
continue to produce more than half of the electricity produced by nonfossil fuel-
based technologies. 

 Beyond the 2020 objectives, the SET Plan also identifi es fi ssion energy as a 
contributor to the 2050 objectives of a low carbon energy mix, relying on a new 
generation of reactors and associated fuel cycles. This objective is to be achieved 
by acting now to “Complete the preparations for the demonstration of a new gen-
eration (Gen IV) of fi ssion reactors for increased sustainability.” 

 From 2040 onwards, it is envisaged that this new generation of fast neutron 
reactors will be operating in parallel to the advanced Generation III (Gen III) light 
water reactors (LWRs) now being built in Europe and China, thereby maintaining 
the current one third share of nuclear electricity in Europe (Fig.  5.1 ).

5.3         The 2020 Objectives: Maintain the Competitiveness 
of Nuclear Energy with Long-Term Waste 
Management Solutions 

 Maintaining competitiveness should necessarily assure safe, secure, and economi-
cal operation of existing and future light water reactors but at the same time, the 
problems of waste minimization and resource optimization should also be  considered 
as high priorities. 

  Fig. 5.1    Two main roads for nuclear of future: improvement of the Gen III (Sect.  5.3 ) and 
development of the new Gen IV technologies (Sect.  5.4 )       
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5.3.1     How to Assure Safe, Secure, and Economical Operation 
of Existing and Future Light Water Reactors (LWRs)? 

 Given the present share of low carbon electricity produced by nuclear reactors, it is 
essential that the European energy policy support the long-term operation of current 
plants, among which, about 75 % are pressurized water reactors (PWR). To achieve 
this objective, priority actions must be undertaken:

•    Enhance knowledge to understand, prevent, and mitigate the effects of ageing.  
•   Harmonize long-term operation justifi cation methodologies at the European level.    

 In addition to the operation of existing plants, it is essential to facilitate the construc-
tion of new Gen III light water reactors, among which are the European pressurized 
water reactors (EPR). Design certifi cation should be harmonized so that requirements 
necessary for licensing should be the same throughout Europe aiming at European 
harmonized plant design and justifi cation methodology. 

 Gen III reactors will contribute signifi cantly to Europe’s low carbon electricity 
production. Future units shall benefi t from experience feedback from the fi rst ones 
and from integration of RD&D results addressing:

•    Improvement of system, structure, and component design  
•   Upgraded human–system interface, simplifi ed reactor systems  
•   Advanced fuel and power performance    

 The impact of external issues, such as industrial obsolescence, impact of the 
environment on power generation, or evolution of regulatory requirements are 
also taken into account.  

5.3.2     How to Develop Advanced Fuel Cycles for Waste 
Minimization and Resource Optimization 

 Nuclear waste is often perceived by the general public as a problem without a 
solution. However, the technical feasibility and safety of geological disposal sites are 
now undeniable, and within a decade the fi rst geological repositories for conditioned 
high-level nuclear waste are expected to be in operation in the European Union. 

 However, to increase the sustainability of nuclear energy, more efforts should be 
dedicated to the development of advanced fuel cycles. This will further improve the 
competitiveness of nuclear energy, for instance, through use of more effi cient cores 
and fuels for an optimal exploitation of the energy content of uranium fuel (improve 
uranium and plutonium usage in LWRs). 

 To minimize the high-level long-lived waste, research on partitioning and transmu-
tation (P&T) must be continued, with the view to separate (“partition”) from the spent 
fuel the  trans -uranic elements (plutonium and minor actinides) that are responsible for 
the highest heat loads and radiotoxicity inventory in the long term. The next step is to 
burn or “transmute” these minor actinides, something that can only be envisaged in fast 
neutron spectrum systems. We need for this to continue the research on partitioning 

5 Sustainable Nuclear Energy Helps Europe to Meet Its Energy Challenges



108

technologies and fast neutron systems (reactors and accelerator- driven systems, ADS) 
well adapted to transmutation. The objective of this research is to assess the industrial 
feasibility of the minor actinide reprocessing and burning option (Fig.  5.2 ).

  Fig. 5.2    The nuclear fuel 
cycle       

1     Fast neutrons  are those neutrons generated by nuclear reaction, moving at a very high velocity  
 (~20,000 km/s) corresponding to a kinetic energy of ~2 MeV.  

    Generation IV International Forum (GIF  2001 ) 
 The GIF, founded in 2001, now has 13 members: Argentina, Brazil, Canada, 
China, France, Japan, Russia, South Korea, South Africa, Switzerland, United 
Kingdom, United States, and Euratom. 

 The goals adopted by the GIF provided the basis for identifying and 
selecting six nuclear energy systems for further development. The six 
selected systems employ a variety of reactor, energy conversion, and fuel 
cycle technologies. Their design may involve thermal or fast neutron spectra, 
closed or open fuel cycles, and a wide range of reactor sizes from very small 
to very large. They plan to improve economy and safety, but also the minimi-
zation of both fuel consumption and waste production, and fi nally to enhance 
the resistance to proliferation. Depending on their respective degrees of tech-
nical maturity, the Generation IV systems are expected to become available 
for commercial introduction in the period between 2020 and 2030 or beyond 
(CEA Clefs  2007 ; ADS  2011 ). 

  Fast neutron  1   reactors (FNR).  
 The Gas Fast Reactor (GFR) cooled with helium, has an outlet temperature 
of 850 °C and can deliver electricity, hydrogen, or process heat with high 
effi ciency. 

(continued)
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2     Thermal neutrons  are also called slow or thermalized neutrons (in equilibrium with the atoms of 
the matter) and move at a low velocity (#2–3 km/s) corresponding to a kinetic energy of ~1 eV.  

 The supercritical water reactor (SCWR) cooled with supercritical water has 
a thermal effi ciency about one third higher than current light water reactors 
(outlet up to 550 °C).    

5.4      The 2050 Vision: Gen IV Fast Neutron Reactors 
with Closed Fuel Cycle for Increased Sustainability 

 To address the issue of sustainability of nuclear energy, in particular, the use of natural 
resources, fast neutron reactors (FNRs) must be developed, inasmuch as they can 
typically multiply by over a factor of 50 the energy production from a given amount 
of uranium fuel compared to current reactors. FNRs, just as today’s fl eet, will be 
primarily dedicated to the generation of low carbon base-load electricity. Demand for 
electricity is likely to increase signifi cantly in the future, as current fossil fuel uses 
are being substituted by processes using electricity. For example, the transport sector 
is likely to rely increasingly on electricity, whether in the form of fully electric or 
hybrid vehicles, either using battery power or synthetic hydrocarbon fuels. Here, 
nuclear power can also contribute, via generation of either electricity or process heat 
for the production of hydrogen or other fuels. 

 FNRs have been operated in the past (especially in Europe), but today’s safety, 
operational, and competitiveness standards require the design of a new generation of 
fast reactors. Important R&D is currently being coordinated at the international level 
through initiatives such as GIF. Europe, through SNETP, has defi ned its own strategy 
and priorities for FNRs: The sodium-cooled fast reactor (SFR) as a proven concept, as 

 The sodium fast reactor (SFR) is sodium cooled and is designed for 
management of high-level wastes and, in particular, management of pluto-
nium and other actinides. 

 The lead fast reactor (LFR) cooled with lead allows an optimal use of ura-
nium and burning plutonium and minor actinides. 

 The molten salt fast reactor (MSFR) uses molten salt fl uorides both as fl uid 
fuel and coolant (favorable thermal-hydraulic properties, high boiling temper-
ature, optical transparency, online separation of poisoning fi ssion products) 

  Thermal neutrons  2   reactors.  
 The very-high temperature reactor (VHTR) is cooled with helium and operates 
at a high temperature (outlet up to 1,000 °C). It is a high-effi ciency system, 
and can supply electricity and heat to a broad spectrum of high-temperature 
and energy- intensive processes. 

(continued)
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well as the lead-cooled fast reactor (LFR) and the gas-cooled fast reactor (GFR) as 
alternative technologies. The French Commissariat à l’Energie Atomique (CEA) has 
chosen the development of the SFR and GFR technologies. Other countries including 
Italy, Belgium, Sweden, and Romania are focusing their R&D efforts on the LFR. 

 R&D topics for all three FNR designs include:

•    Primary system design simplifi cation  
•   Improved materials  
•   Innovative heat exchangers and power conversion systems  
•   Advanced instrumentation, in-service inspection systems  
•   Enhanced safety    

 Those for fuel cycle issues pertain to:

•    Partitioning and transmutation  
•   Innovative fuels (including minor actinide-bearing) and core performance    

 Beyond the R&D, demonstration projects are planned in the frame of the SET 
Plan ESNII (European Sustainable Nuclear Industrial Initiative, ESNII  2010 ) for 
sustainable fi ssion. 

 These demonstration projects include the SFR prototype ASTRID (Advanced 
Sodium Technological Reactor for Industrial Demonstration) whose construction is 
planned to be fi nished    in France in 2020 and the construction of a demonstrator of 
an alternative technology—either LFR or GFR—to be decided around 2012. The 
MYRRHA project proposed in Belgium by SCK·CEN can play the role of an 
Experimental Technological Pilot Plant (ETPP) for the LFR technology. In addition, 
supporting research infrastructures, irradiation facilities, experimental loops, and 
fuel fabrication facilities, will need to be constructed. 

 Regarding transmutation purposes, the ADS technology must be compared to 
FNR technology from the point of view of feasibility. It is the objective of the 
MYRRHA (Multi-purpose hYbrid Research Reactor for High-tech Applications) 
project in Belgium to be an experimental demonstrator of ADS technology. From 
the economical point of view, the ADS industrial solution should be assessed in 
terms of its contribution to closing the fuel cycle. 

3    1 eV is 1 electron volt. Its value is defi ned as the kinetic energy of an electron accelerated from 
rest through a potential difference of one volt. So 1 eV = 1.6 10 −19  J, 1 keV = 10 3  eV, 1 Mev = 10 6  eV, 
1 Gev = 10 9  eV.  

  ADS Technology 
 The concept of an accelerator-driven system combines a particle accelerator 
(protons) with a subcritical core reactor that produces fi ssion without achieving 
criticality. Instead of a sustaining chain reaction, a subcritical reactor uses addi-
tional neutrons from an outside source that can be a particle accelerator produc-
ing neutrons by spallation: a high energy proton (~1 GeV 3 ) impinges upon a 

(continued)
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4     Spallation  is a process in which fragments of material (spall) are ejected from a body due to impact 
or stress. In the present case, a high-energy proton coming from an accelerator impinges on a heavy 
metal atom (the spallation target: lead, bismuth, etc.), producing in particular a fl ux of neutrons.  

heavy metal atom and initiates the spallation process 4  during which neutrons 
and protons are set free (Fig.  5.3 ).

   The spallation neutron fl ux can be used to cause a fi ssion process (chain: 
neutron and energy emission/fi ssion/neutron and energy emission, etc.) of thorium 
or uranium atoms mixed with minor actinides to be burned, but the chain reaction 
can be controlled by controlling the beam intensity of incident protons and there 
is no longer the risk of a runaway or criticality accident. Such a device with a reac-
tor coupled to an accelerator is called an  accelerator-driven system  (ADS), or a 
hybrid system. It can be used, of course, as a generator to produce energy. 

 But the neutron fl ux can also be used for nuclear waste burning (leading to 
the reduction of the radioactive decay period of the high-level waste): it can thus 
help to destroy, or “burn,” plutonium or waste even more troublesome than the 
actinides that are currently generated in the power generation reactors. 

 These properties make hybrid reactors particularly attractive and therefore 
SNETP in its SRA recommends foreseeing a demonstration program at a rea-
sonable power scale (~100 MWth) that would allow realistic projection towards 
an industrial scale. Ambitious research programs have been undertaken to vali-
date the principles. A fi rst demonstrator, before a prototype on an industrial 
scale, could emerge by 2020: the MYRRHA project, supported by the European 
Community and developed in the laboratory of SCK·CEN at Mol, Belgium 

  MYRRHA: Multi-purpose hYbrid Research Reactor for High-tech 
Applications  
 MYRRHA is a Belgium project developed in Mol (SCK•CEN, StudieCentrum 
voor Kernenergie – Centre d’Etude de l’énergie Nucléaire), including a fl exible 
fast spectrum research reactor (50–100 MWth) conceived as an accelerator-
driven system (ADS) able to operate in subcritical and critical modes. It con-
tains a proton accelerator of 600 MeV, a spallation target, and a multiplying 
core with MOX fuel, cooled by liquid lead–bismuth (Pb–Bi; Fig.  5.4 ).

(continued)

(continued)
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  Fig. 5.3    Schematic of the spallation process       
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5.5         High-Temperature Heat Processes, Developing Other 
Applications of Nuclear Energy 

 Increasingly, fossil fuel-based industrial processes will be substituted by processes 
that use low carbon energy supplies. These processes typically require large and 
continuous amounts of energy in the form of heat, electricity, and hydrogen, all of 
which can be supplied by a nuclear reactor. Examples of such processes include the 
large-scale production of hydrogen for synthesizing fertilizers, for refi ning heavy 
crude oil, for optimizing the production of synthetic hydrocarbon fuels from coal or 
biomass, or for other industrial processes. 

 High-temperature gas-cooled reactors have long been identifi ed as the most 
appropriate supplier of nuclear heat, and a fi rst prototype of such a reactor cou-
pled to the process heat application could be built around 2020. Other types of 
advanced reactors may also be suitable. The main R&D challenges lie with the 
technology of the coupling of the reactor to the industrial processes, and with the 
licensing issues:

•    Technology developments: heat exchangers, heat transport systems, adaptation 
of industrial processes to specifi c aspects of nuclear heat supply  

•   Material and fuel improvement for very high temperature and qualifi cation  
•   Tools and methodologies for licensing of nuclear reactor coupled to industrial process  
•   Management of waste (especially graphite)     

  Fig. 5.4    The principle of MYRRHA (Aït Abderrahim  2011 )       

(continued)
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5.6     A Need for Research Infrastructures and Competences 

 In order to carry successfully out the above R&D programs and demonstration 
projects, the nuclear sector must address the need to reinforce and further develop 
its competence pool, manage existing knowledge, and organize a network of 
research infrastructure. 

5.6.1     Basic Research Needs for Cross-Cutting Topics 

•      Material research  
 Material research is one of the most important topics for energy research, in 
particular for nuclear fi ssion, where ageing, performance, and safety issues all 
need to be addressed. New materials as well as fabrication and welding processes 
need to be developed to achieve higher performance levels and longer lifetimes, 
as well as to withstand more extreme conditions such as higher temperatures 
(beyond 500 °C) and higher irradiation exposure (up to 100 dpa). Challenges 
remain in the area of multiscale modeling of material behavior under irradiation, 
which together with irradiation experiments will be the key techniques in the 
development of new materials.  

•    Prenormative research  
 For the development of European codes and standards to be used for the future 
construction of Gen IV reactors, prenormative research must also be performed. 
R&D performed under quality assurance will contribute to this objective.  

•    Modeling, simulation, and methods  
 The development of more advanced physical models and computational approaches 
benefi ting from the increase of computational power allows for very detailed 
simulation of reactor behavior over a range of scenarios from normal to accident 
conditions and provide best estimate safety evaluations. 

 A further area of application of best estimate methods with statistical analysis 
is the mechanical analysis of components. To exploit fully the potential of these 
tools, new basic data and specifi c separate and integral effect validation experi-
ments using advanced measurement techniques will be required (Fig.  5.5 ).

5.6.2           Fuel Research 

 Basic research is needed to develop and improve modeling tools for innovative fuels 
(including minor actinide-bearing fuels) for Gen IV reactors. This research aims at 
establishing fuel properties and behavior under representative nominal operating, 
incidental, and accidental conditions, as well as addressing fabrication processes. 
Experimental programs aiming at qualifying the fuel must also be carried out.  
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5.6.3     Nuclear Safety 

 Nuclear reactor research in Europe has always had a strong focus on safety, and 
this will continue so as to ensure that European reactors continue to operate at the 
highest level of safety. In addition to further research to increase knowledge in 
the basic nuclear sciences, research on human and organizational factors and 
plant-relevant issues such as instrumentation and control (I&C) and electrical 
equipment, or external hazards, will be addressed. Research must also be carried 
out specifi cally to:

•    Support long-term operation of nuclear power plants.  
•   Contribute to the design of intrinsically safe Gen IV FNRs.     

5.6.4     Building a European Research Area of Nuclear 
R&D Infrastructures 

 Fission research has always relied on experimental programs for validating models, 
qualifying materials, and, more generally, for developing knowledge. Because the 
cost of maintaining research infrastructures is high, and following a more integrated 
approach to carrying out research programs, a network of complementary facilities 
must be established in support of the Strategic Research Agenda. Some facilities 
will need to be upgraded to support the R&D programs. New facilities will also 
need to be constructed to replace old ones. 

  Fig. 5.5    Advanced modeling and simulation methods. This can be achieved by coupling neutronics, 
thermal- hydraulics, and fuel performance codes, at various physical and time scales. Particular 
efforts shall be directed at the development of CFD (computational fl uid dynamics) methods for 
reactor design and safety analysis, and at the development of uncertainty and sensitivity analyses       
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 Let us mention, among the new facilities:

•     Very large scale nuclear research infrastructures  
 They provide irradiation capabilities that are essential for material and fuel 
development, and safety experiments. Three major facilities are being planned in 
Europe, the Jules Horowitz Material Testing Reactor (whose construction started 
in Cadarache, France, in March 2007), the MYRRHA fast spectrum irradiation 
facility (planned in Mol with a 40 % support from the Belgian government with 
a provisional date for start of construction in 2015), and the Pallas reactor that 
will replace the JRC (EU’s Joint Research Centre) High Flux Reactor of Petten 
as Europe’s leading provider of radioisotopes (RI) for medical applications and 
a back-up material test reactor. In addition to these facilities, the fast spectrum 
Gen IV demonstrators will also provide supplementary experimental irradiation 
and minor actinide transmutation capabilities.  

•    Fuel cycle facilities  
 Gen IV demonstration reactors and associated irradiation facilities also call for 
the construction of pilot manufacturing facilities for their driver (MOX fuel) and 
experimental fuels (minor actinides bearing fuels).     

5.6.5     Education and Training 

 Education and training of young researchers and engineers is necessary to maintain 
existing knowledge and to carry out the research and development programs 
described above. SNE-TP has set up a specifi c Working Group dedicated to educa-
tion, training, and knowledge management (ETKM  2010 ) issues with essential 
support in this area being provided by the European Nuclear Education Network 
( ENEN ) Association, through its activities in FP6 (ENEN-II) and FP7 (ENEN-III) 
programs. This trained workforce will in part also provide qualifi ed staff to Europe’s 
nuclear industrial sector to accompany the development of the sector in the next 
decades, although this need will primarily be addressed by specifi c industry-led 
initiatives discussed in the European Nuclear Energy Forum ( ENEF ). More detailed 
information on ETKM activities can be found on the platform’s website.   

5.7     The Implications of the Fukushima Accident for SNETP 

 The accident that occurred at the Fukushima Dai-Ichi nuclear power plant on March 11, 
2011, has raised public concern on nuclear energy and drawn new attention to the safety 
of nuclear power plants, in particular in the case of extremely severe external hazards. 

 A number of initiatives have been undertaken in many countries and at an inter-
national level in order to take into account the very fi rst lessons learned from this 
accident for the improvement of nuclear reactor design and for the organization 
to manage an accidental situation. SNETP decided to empower a Task Group to 
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investigate how the fi rst lessons learned from the Fukushima accident could affect 
safety- related R&D orientations and priorities. The Task Group has concentrated on 
the developments, updating and validating of methods and tools for areas that are 
not considered well-enough understood. The report (IFA  2011 ) issued by the Task 
Group gives high-level orientations on the main challenges revealed by the accident, 
on the identifi cation of relevant research areas, and fi nally provides a vision on post- 
Fukushima nuclear energy. 

5.7.1     What Are the Main Challenges Revealed 
by the Fukushima Accident? 

 The Fukushima accident was triggered by the combination of two main initiating events:

•    An exceptional magnitude earthquake which caused the sudden total loss of 
almost all the off-site power supply  

•   The associated tsunami caused fl ooding of the site under a wave of about twice 
the size considered previously in the evaluation of risk. It led to both the loss of 
all emergency power supply systems and of the cold sink.    

 The immediate challenge for the emergency response team was to recover cool-
ing capabilities, in a situation where the off-site power supply has required about 
11 days to be effective. 

 More generally, the challenges identifi ed from the fi rst lessons learned from the 
accident are the following.

•    To extend even more in depth the safety approach to any type of initiating event, 
especially severe natural hazards and any combination of them. It shall be done 
to current reactors, Gen III reactors, and the development of GEN IV reactors.  

•   To include more systematically, at the design stage, the beyond-design basis 
accidents to ensure robustness of the defense in depth and to avoid cliff-edge 
effects. The approach shall include situations where all units on the same site are 
affected by a beyond-design event.  

•   To develop wider and more robust lines of defense with respect to the design 
basis aggressions and beyond-design basis events to defi ne additional measures 
to consider in the design.    

 A specifi c emphasis has to be put on emergency management which has been 
very challenged during the accident due to:

•    The concomitance of many events, the severe environmental conditions, and the 
mutual interaction between the affected units on site  

•   The complexity and the diffi culty of the decision-making process which has 
altered the effectiveness and the promptness of the actions and has generated 
both confusion and delay.  

•   The practical impossibility to recover a suitable and stable electrical supply 
source during several days    
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 The improvement of the emergency preparedness and response shall include the 
consideration of several items:

•    The availability of more sophisticated tools to provide to the operators more reli-
able and quick indications/measurements on the reactor status to help in the 
implementation of an appropriate recovery strategy  

•   The availability of redundant intervention means in the vicinity of the site  
•   Better international cooperation/expertise which could provide help on the plant 

status diagnostic for the situation evolution and on the mitigation strategy    

 A careful investigation of the Fukushima accident outcomes will generate a new 
scale of priorities with a specifi c focus on extreme external events and their combi-
nations, on common mode failure and human behavior, and with the assessment of 
their impact on the robustness of the defense in depth.  

5.7.2     Identifi cation of Relevant Research Areas 

 The Fukushima event especially reveals the importance of enhancing the analysis of 
human and organizational factors under high stress and harmful conditions in order 
to identify operational ways to improve emergency preparedness and the response 
to a severe nuclear accident. 

 Following a review of the available information on the Fukushima accident, nine 
main areas of research have been identifi ed focused on siting, design, and operation 
of nuclear power plants:

•    Systematic assessment of vulnerability in the defense in depth  
•   Advanced method for the assessment of external hazards  
•   Probabilistic safety assessment (PSA) application to external hazards  
•   Advanced method for the analysis of severe accidents  
•   Enhanced methods for accident management  
•   Improved modeling of fuel degradation in the spent fuel pool  
•   Radiological impact of serious reactor accident  
•   Advanced safety systems  
•   Advanced materials for nuclear reactors    

 Special attention shall be paid as to how the research outcomes will be imple-
mented and so transferred into normal industrial practice.  

5.7.3     A Vision of Post-Fukushima Nuclear Energy 

 Despite the Fukushima accident, nuclear energy remains an important component 
for today and for the future. But it is the prime responsibility of the nuclear energy 
stakeholders—and SNETP is an appropriate forum—to take benefi t from all the 
lessons learned from the accident. 
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 Research and development are essential tools for a better understanding of the 
phenomena and thus to enhance the prevention and the mitigation of severe acci-
dents. No really new phenomena were revealed from the Fukushima accident and 
the basic orientations of the Strategic Research Agenda are still valid. However, the 
specifi c research areas, as identifi ed above, shall be considered with the appropriate 
priority in the update of the SRA to be developed by the end of 2012. In particular, 
the issues related to extreme severe and rare accidents shall be considered in a more 
global approach to safety in order to better understand the design margins and the 
behavior of nuclear reactors under beyond-design scenarios. 

 With the perspective of the worldwide development of nuclear energy, the 
implementation of Generation III reactors should be accelerated and, with a longer 
perspective, the development of Generation IV reactors remains an important goal 
keeping a high safety level as an uppermost priority.   

5.8     Conclusion 

 Let us start with a very simple exercise: the current global energy consumption is 
about 500 EJ 5  annually, which is equivalent to an instantaneous yearly average con-
sumption of 16 TW. Projected population and economic growth will more than 
double this global energy consumption by the mid-twenty-fi rst century, asking 
probably for a prospective new resource of more than 15 TW. This would require, 
for instance, the construction of a new 1 GW nuclear fi ssion plant somewhere in the 
world every day for the next 40 years (BESW  2005 ). This is, of course, unrealistic, 
but it is just helpful to give an idea of our energy challenge! Yet, when faced with 
the problem of CO 2  mitigation, combined with the diminishing resources of fossil 
fuels, and with a slow development of renewable energy now, nuclear power cannot 
be swept aside with the back of a hand. To enlighten the reader, we have fi rst empha-
sized the role of nuclear fi ssion in Europe’s low carbon energy policy, and its place 
in the future Europe’s energy mix. 

 Nuclear electricity is already providing 31 % of the EU’s electricity, representing 
a nonemission of 900 million tons CO 2  per year. Projections indicate that by 2030, 
nuclear energy will continue to produce more than half of the electricity produced 
by nonfossil fuel-based technologies. Beyond the 2020 objectives, the SET Plan 
also identifi es fi ssion energy as a contributor to the 2050 objectives of a low carbon 
energy mix, relying on a new generation of reactors and associated fuel cycles. 

 The 2020 objectives are oriented towards maintaining competitiveness that 
should necessarily assure safe, secure, and economic operation of existing and 
future light water reactors (Gen III). But at the same time, the problems of waste 
minimization and resource optimization will also be considered as high priorities. 

5    1 EJ = 1 ExaJoule = 10 18  J.  
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 The 2050 vision considers the Gen IV fast neutron reactors with closed fuel cycle 
for increased sustainability. Fast neutron reactors must be developed, because they 
can typically multiply by over a factor of 50 the energy production from a given 
amount of uranium fuel compared to current reactors. This is particularly compatible 
with the transport demand for electricity which is likely to increase signifi cantly in 
this future (fully electric or hybrid vehicles, either using battery power or synthetic 
hydrocarbon fuels) and nuclear power can also contribute, via the generation of elec-
tricity or of the accompanying heat, to the production of hydrogen or other fuels. 

 Despite the Fukushima accident, the nuclear energy remains an important 
component for today and for the future European energy mix and also a very signifi cant 
contribution to fulfi ll the worldwide energy needs. But it is the prime responsibility 
of the nuclear energy stakeholders—and SNETP is an appropriate forum—to take 
benefi t from all the lessons learned from the Fukushima accident. 

 In a more general sense, and it has been reinforced by the recent events in 
Fukushima, there is a permanent need for increased research, education, and train-
ing in nuclear R&D, with a strong cooperation between European and world experts.     
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    Abstract     On a world-scale basis, fossil fuels are likely to remain the main sources 
for electricity generation in the twenty-fi rst century, and many industrial processes 
that are also large CO 2  emitters will still be active for many decades. Therefore, 
carbon capture and storage (CCS) is generally considered a necessary option for 
reducing CO 2  emissions to the atmosphere. This chapter introduces the concept, 
which consists in the separation of CO 2  from energy-related and industrial gas 
streams, and its transport to a geological storage location where it is permanently 
and safely stored. The characteristics of the main capture processes: postcombustion, 
oxycombustion, and precombustion are summarized in terms of energy consumption 
and costs. Some other possible technological options are briefl y described. The 
methods utilized for CO 2  transport are also presented with some cost estimates. 
The main formation for geological storage—depleted oil and gas fi elds, deep saline 
aquifers, and nonexploitable coal seams—are briefl y described, with the mecha-
nisms involved in storage operations. Storage capacity evaluations, methodologies 
for risk assessment and management, are also briefl y summarized. The chapter 
discusses the 14 large-scale integrated CCS projects which are in operation or under 
construction today, with a rough total storage capacity of 33 million tons a year. 
This could indicate that provided public awareness, social acceptance, and eco-
nomic drivers evolve favorably, CCS could play a very signifi cant role in the transition 
to a future low emission energy use.  

  Keywords     CO 2  capture   •   Geological storage   •   Implementation costs   •   Risk 
assessment  
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  List of Acronyms 

   ASU    Air separation unit   
  CCS    Carbon capture and storage   
  CDM    Clean development mechanism   
  COP    Conference of the Parties   
  CSLF    Carbon Sequestration Leadership Forum   
  DOGF    Depleted oil and gas fi elds   
  ECBM    Enhanced coalbed methane   
  EGR    Enhanced gas recovery   
  EOR    Enhanced oil recovery   
  ETS    Emission trading scheme   
  EU    European Union   
  GHG    Greenhouse gas   
  IEA    International Energy Agency   
  IGCC    Integrated gasifi cation combined cycle   
  IPCC    Intergovernmental Panel on Climate Change   
  LNG    Liquefi ed natural gas   
  MIT    Massachusetts Institute of Technology   
  MMV    Measure monitoring and verifi cation   
  MPa    MegaPascal (1 MPa = 10 6  Pa)   
  Mt    Megaton (1 Mt = 10 6  ton)   
  MtCO2/y    Megaton of CO 2  per year   
  MW    MegaWatt (1 MW = 10 6  W)   
  MWth    Thermal megaWatt   
  NER300    EU program involving both CCS and renewable energy sources (RES) 

technologies   
  NGO    Nongovernmental organization   
  OECD    Organisation for Economic Co-operation and Development   
  Pa    Pascal (Pressure unit:1 atmosphere # 10 5  Pa)   
  SA    Deep saline aquifer   
  UNFCCC    United Nations Framework Convention on Climate Change   
  ZEP    Zero emission platform   

6.1           Introduction 

 Due to world population evolution and economic growth in developing countries, 
the world has experienced a rapid increase of its global energy consumption. Energy 
forecasts predict that this trend will go on in the short to medium term, although 
various growth rates are considered according to different economic, technological, 
and societal scenarios. For several decades human societies have been searching 
for economical and clean new energy sources, and have promoted energy effi ciency. 
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In spite of these efforts, it is generally acknowledged that fossil fuels will remain as 
the primary energy source used throughout the twenty-fi rst century. Fossil fuel 
resources are still abundant, especially for unconventional oil, natural gas, and coal 
(see Chap.       3    ), and can often be exploited at affordable prices. Therefore the eleva-
tion of atmospheric CO 2  concentrations resulting from human-caused emissions 
seems inevitable. Hence global temperature rise and ocean acidifi cation could attain 
levels for which severe and irreversible effects could threaten our planet ecology 
(see Chaps.   1     and   2    ). Therefore, carbon capture and storage (CCS) may be generally 
considered as a promising technological option for reducing CO 2  emissions to the 
atmosphere. The major application for CCS is in reducing CO 2  emissions from 
power generation from fossil fuels, principally coal and gas. However, CCS can also 
be applied to CO 2 -intensive industries such as cement, iron and steel, petrochemi-
cals, oil and gas processing, and others (cf. Table  6.1 ) After capture, the CO 2  is 
transported to a suitable geological formation where it is injected, with the aim of 
isolating it from the atmosphere for good.

   The use of CO 2  for commercial enhanced oil recovery (EOR) began in United 
States in the early 1970s but it is only in 1989 that the Carbon Capture and 
Sequestration Technologies Programs were launched at MIT (Massachusetts 
Institute of Technology). The International Energy Agency (IEA) Greenhouse 
Gas (GHG) R&D program which gathers government and company funding to 
study CCS technology was launched in 1989. A few years after, in 1991, the 
Norwegian government instituted a tax on offshore CO 2  emissions, and the European 
Commission fi nanced the fi rst research program on geological storage, “The under-
ground disposal of carbon dioxide,” from 1993 to 1995, which adhered to the prom-
ises of the concept. The real industrial birth of this technology dates from1996 when 
the Sleipner project (natural gas fi eld in the North Sea, about 250 km west of 
Stavanger, Norway) began to store 1 Mt of CO 2  a year in a deep offshore aquifer 
after its separation from the production of a natural gas fi eld production. In 2000 the 
injection of roughly 1.1 Mt of CO 2  per year began in the Weyburn oil fi eld for EOR, 
the CO 2  being produced in a synfuel plant in North Dakota (United States), and then 
transported by gas pipe to the Weyburn fi eld in Saskatchewan (Canada). 

  Table 6.1    Profi le by process 
or industrial activity 
of worldwide large stationary 
CO 2  sources with emissions 
of more than 0.1 million tons 
of CO 2  per year  

 Process  Emissions (MtCO 2 /y) 

 Power  10,539 
 Cement production  932 
 Refi neries  798 
 Iron and steel industry  646 
 Petrochemical industry  379 
 Oil and gas processing  50 
 Other sources  33 
  Global    13,377  

  Other sources (buildings, transport, etc.) con-
tribute to an emission of about 15,000 MtCO 2 /y, 
but in a more dilute way. Data from IPCC (Metz 

et al.  2005 )  
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 After this infancy period, several remarkable events took place in the 2000s. The 
year 2003 saw the fi rst US Department of Energy budget for CCS research, and the 
inaugural meeting of the Carbon Sequestration Leadership Forum (CSLF), a large 
ministerial-level international initiative focused on the development of CCS. In 
2005, the IPCC (Intergovernmental Panel on Climate Change) issued its extremely 
important Special Report on Carbon Dioxide Capture and Storage (Merz et al. 
 2005 ), the European Union (EU) commenced operations under the EU Emission 
Trading Scheme (ETS) for CO 2 , and CCS was integrated into the Chinese national 
development plan. During the whole decade, the European Commission supported 
multimillion euros worth of public/private research programs under the succession 
of its fi fth, sixth, and seventh framework programs. Several public and private initia-
tives were also taken in CCS research in many countries during the decade includ-
ing, among others, the creation of the Global Carbon Capture Institute by the 
Australian government in 2008. Although its future role is still disputed by certain 
scientists, economists, and nongovernmental organizations (NGOs), CCS doubtless 
became a major element in the toolbox that can be used for the limitation of CO 2  
emissions and is receiving more and more attention by governments and industries. 
For example the IEA in its “Blue map scenario” of 2009 considers that CCS could 
account for as much as 20 % of the total reduction of CO 2  emission in 2050. 

 As we show below, the question raised by the deployment of this new technology lies 
in the scientifi c, technological, and economic domains, but legal and regulatory aspects 
along with social acceptance will also play major roles in the road to deployment.  

6.2     CO 2  Capture Processes 

6.2.1     General Considerations 

 There are three main methods for capturing CO 2  in power plants: postcombustion 
capture, precombustion capture, and oxycombustion. For CO 2  emitted by industrial 
uses the situation mostly corresponds to postcombustion capture, but with CO 2  content 
varying from low content to almost pure CO 2  gas in the ammonia production processes 
or for hydrogen production from steam reforming of natural gas. The principles of the 
most common capture processes are briefl y described in the following sections.  

6.2.2     Postcombustion Capture 

6.2.2.1     Conventional Processes 

 Postcombustion capture refers to the separation of CO 2  from low-pressure fl ue gas, 
after the combustion process is complete. The concentration of CO 2  in the fl ue gas 
varies between 4 % for natural gas combustion to 12–15 % with coal or heavy 
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fractions of liquid hydrocarbon. A favored technique is to separate CO 2  from nitrogen 
in the fl ue gas with chemical solvents. The most common chemical solvents used 
for postcombustion CO 2  capture are alkanolamines. The CO 2  reacts with the solvent 
in an absorption vessel, then the CO 2 -rich solvent is heated with steam in a stripping 
column to release the high-purity CO 2 , and the CO 2 -free, regenerated amine is recy-
cled to the scrubber. The CO 2  released in the stripper is compressed for transport 
and storage. 

 This technology has been used for almost 60 years in the energy, refi ning, and 
chemical industries, and for sour natural gas purifi cation. 

 In coal-fi red power stations, a desulfurization stage, prior to CO 2  capture is often 
necessary to prevent the impurities in the fl ue gas from contaminating the CO 2  
solvent. Postcombustion capture utilizes already well-proven technologies, and can 
be used on new or retrofi tted power plants. The very large gas streams that must be 
handled in power plants, requiring large-scale equipment with high capital costs, 
and the amount of additional energy needed to operate the process constitute today 
the two major diffi culties preventing a widespread use of the technology. 

 In the search to lower the energy penalty of the amine scrubbing process, alternative 
solvents that require lower energy for regeneration and at the same time present 
better absorption–desorption and corrosive properties are being developed. Currently 
chilled ammonia seems to be the most promising, but other options are being studied 
theoretically and in the laboratory or at small pilot scales.  

6.2.2.2     Cryogenic Processes 

 CO 2  can be separated from other gases by cooling and condensation. Although cryo-
genic separation is now used commercially for purifi cation of CO 2  from streams having 
high CO 2  concentrations (typically > 90 %), it is not used for more dilute CO 2  streams 
because of high-energy requirements. In addition, components such as water must be 
removed before the gas stream is cooled to avoid freezing and blocking fl ow lines.   

6.2.3     Oxycombustion 

6.2.3.1     Conventional 

 Using pure oxygen instead of air for combustion, in a boiler or in a gas turbine, 
increases the concentration of CO 2  in the fl ue gas, and makes the separation step 
easier. To avoid the excessively high fl ame temperature associated with combustion 
in pure O 2 , a part of the CO 2 -rich fl ue gas is recycled to the combustion chamber. 
Oxycombustion for power generation has thus far been demonstrated on a medium 
scale (up to about 30 MWth) in the Schwarze Pumpe demonstration plant in 
Germany for brown coal combustion, and in the Lacq pilot plant in France on natural 
gas combustion. A large-scale integrated project is scheduled in Germany. 
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 Presently, oxygen is produced by cryogenic air separation, in large air separation 
units (ASU), and is already used industrially on a large scale. A disadvantage of 
oxycombustion is that producing cryogenic oxygen is expensive in capital cost and 
energy intensive. To limit these disadvantages, other means of producing pure oxygen 
are actively being studied. 

 Gas separation membranes such as porous inorganics, nonporous metals (e.g., 
palladium), polymers, and zeolites can be used to separate oxygen from the air–gas 
mixture. 1  Many membranes cannot achieve the high degrees of separation needed in 
a single pass, so multiple stages and/or stream recycling are necessary. This leads to 
increased complexity, energy consumption, and costs. This concept has been sub-
ject to long-term tests in a commercial test facility. Development of a membrane 
capable of separating O 2  and N 2  in air could play an important indirect role in CO 2  
capture. Lower O 2  production costs would be important in technologies involving 
coal gasifi cation and in oxyfuel combustion. Much development and scale-up is 
required before membranes could be used on a large scale for capture of CO 2  in 
power stations.  

6.2.3.2     Chemical Looping Combustion 

 One radical but attractive technology is chemical looping combustion, in which 
direct contact between the fuel and combustion air is avoided by using a metal oxide 
to transfer oxygen to the fuel in a two-stage process. In the fi rst reactor, the fuel 
is oxidized by reacting with a solid metal oxide, producing a mixture of carbon 
dioxide (CO 2 ) and water vapor (H 2 O). The reduced solid is then transported to a 
second reactor where it is reoxidized using air. Effi ciencies comparable to those of 
other natural gas power generation options with CO 2  capture have been estimated. 
The major issue is development of materials able to withstand long-term chemical 
and thermal cycling.   

6.2.4     Precombustion Capture 

 In precombustion capture the fuel is fi rst partially reacted at high pressure with 
oxygen, air, or steam, to produce hydrogen (H 2 ) and carbon monoxide (CO). The 
CO is reacted with steam in a catalytic shift reactor and produces additional H 2  and 
CO 2 . The CO 2  is then separated and H 2  is used as fuel in a combined cycle plant for 
electricity generation. Precombustion capture implies a great change to power sta-
tion design, and large integrated plants have still to be demonstrated. However, most 
elements of the technology are already well proven in other industrial processes. 
It is hoped that pure, or nitrogen-diluted, H 2  can be burned in an existing gas turbine 

1    Air is a mixture of oxygen (O 2 ), Nitrogen (N 2 ), Argon (Ar).  
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with only little modifi cation; this technology has to be demonstrated on a large 
scale, but turbine testing has already been carried out by manufacturers. 

 The conditions for CO 2  separation in precombustion capture processes are quite 
different from those in postcombustion capture. For example, the feed to the CO 2  
capture unit in an IGCC (integrated gasifi cation combined cycle) 2  process, located 
upstream of the gas turbine, would have a CO 2  concentration of about 35–40 % and a 
total pressure of 20 bar or more. Under these precombustion conditions, physical sol-
vents that result in lower-regeneration energy consumption could be advantageous.  

6.2.5     Capture Costs, Energy Penalty, Impacts of Flue 
Gas Composition 

 The capture stage is the most important in determining the overall cost of CCS. Cost 
reductions of solvent absorption systems, new separation systems, new ways of 
deploying existing separations, and new plant confi gurations to make capture easier 
and less costly can deliver incremental cost decreases. However, novel approaches, 
such as rethinking the power generation process, are needed if substantial reduc-
tions in the cost of capture are to be achieved. 

 The presence of fuel contaminants and specifi c combustion products impose 
additional constraints on the choice and operation of CO 2  capture and storage. With 
coal-fi red systems, particulates can erode turbine blades in IGCC plants, contami-
nate solvents, foul heat exchangers in absorption processes, and foul membranes or 
sorbents in the new capture processes. Sulfur and nitrogen compounds must also be 
reduced to low levels before CO 2  capture because these impurities tend to react with 
amines to form heat-stable salts, and may interact with membrane materials or sor-
bents to reduce the separation or capture effi ciency. In contrast, natural gas and its 
combustion products are much more benign and tend to create fewer problems for 
all potential CO 2  capture options. Current work on “ultraclean coal” products aims 
to address impurity and particulate issues so that coal–water mixtures can be used 
directly in reciprocating and turbine power generation systems. 

 In oxycombustion processes, incondensable residual argon can change the 
 conditions of transport operations. 

 Depending on the process (pre-/postcombustion, oxycombustion), or of the fuel 
(natural gas, coal, etc.), the capture cost may be about 55/80 US$/ton CO 2 . Realistic 
improvement could lead to a decrease of between 10 and 20 % (Finkelrath  2011 ).   

2    A gasifi cation process can produce syngas from high-sulfur coal, heavy petroleum residues, and 
biomass. The plant is called  integrated  because its syngas is  produced in a gasifi cation unit in the 
plant which has been optimized for the plant’s combined cycle (gas + steam). The syngas produced 
is used as fuel in a gas turbine that produces electrical power. To improve the overall process effi -
ciency heat is recovered from both the gasifi cation process and also the gas turbine exhaust in 
“waste heat boilers” producing steam. This steam is then used in steam turbines to produce addi-
tional electrical power.  
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6.3     Transport of CO 2  

6.3.1     Transportation Needs 

 The potential CO 2  storage sites will not always match the emission points throughout 
the world. This can be observed within a given country but also among neighboring 
states. For example, in Europe some member states show signifi cant levels of CO 2  
emissions, and rather limited storage potential within their national boundaries. 
Hence the construction of domestic or transborder CO 2  transport infrastructures, 
onshore or in the maritime environment may become necessary (Morbee et al. 
 2010 ). On a state scale, Japan, South Korea, and to a lesser extent, India, may also 
have problems fi nding suffi cient storage capacity in the neighborhood of their main 
emission locations. Therefore CO 2  transport will be an important component of the 
whole chain.  

6.3.2     Transport by Pipelines 

 Pipelines have been used for several decades to transport CO 2  obtained from natu-
ral geological or industrial sources to oil fi elds for enhanced oil recovery (EOR) 
operations. More than 25 Mt/year of pressurized CO 2  are transmitted through pipe-
lines in North America at distances of 5,600 km. The 330 km pipeline, which trans-
ports 1.8 Mt/year of CO 2  from a coal gasifi cation plant in North Dakota (United 
States), to an EOR project in Weyburn, Saskatchewan (Canada), is the fi rst demon-
stration of large-scale integrated CO 2  capture, transmission, and storage associated 
with EOR purposes. The composition of the gas carried by the pipeline is typically 
CO 2  96 %, with some impurities (H 2 S 0.9 %, CH 4  0.7 %, other hydrocarbons 2.3 %, 
CO 0.1 %, N 2  less than 300 ppm, O 2  less than 50 ppm and H 2 O less than 20 ppm). 
The delivery pressure at Weyburn is 15.2 MPa, and there are no intermediate com-
pressor stations. 

 Since 2009, the natural gas produced in the Snøvhit gas fi eld in the Barents Sea 
offshore Norway, is transported via a 145-km pipeline to a land treatment facility. 
After CO 2  separation from natural gas, a second 145-km pipeline transports the 
captured carbon dioxide back to the Snøhvit fi eld where it is injected into the deep 
saline aquifer (see Sect   .  6.4.1 ) of a porous sandstone formation. When operating at 
full capacity, 700,000 tons of CO 2  will be transported each year. During a 2-year 
demonstration project in Lacq, South of France, the transport by a 27-km pipeline 
of 120,000 tons of CO 2 , after oxycombustion and capture, is being carried out for 
ultimate CO 2  storage in a depleted gas reservoir. 

 Some technological questions are raised for pipeline transport operations, due to 
chemical and physical properties of the transported gas. As shown above, CO 2  cap-
tured from power plant and industrial sources is not pure, and the amount and type 
of impurities depend on the combustion process and the capture technology used. 
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The effects of impurities on industrial transport of CO 2  is fi rst to modify the critical 
pressure of the transported phase with respect to those of pure CO 2 . This can imply 
a change in the operating regime of the pipeline. In order to maintain a dense single- 
phase fl uid, supercritical or liquid, the transport may have to be operated at a higher 
pressure than would be required for pure CO 2 . 

 The impurities present in the CO 2  stream could also affect the density and viscos-
ity of the fl uid. Some combinations of CO 2  with hydrogen, argon, or nitrogen can 
cause higher pressure and temperature drops for a given pipeline length than for 
pure CO 2 . Sudden temperature drops can potentially cause steel embrittlement or 
hydrate formation, which could both damage the pipeline. These risks are controlled 
by shortening the distance between compressor stations along the pipeline, which in 
turn, increases the overall pipeline cost. Note that, in any case, compressor stations 
are not viable for subsea pipelines. 

 The solvent properties of supercritical CO 2  which are possibly detrimental to the 
elastomers commonly used for sealing purposes in oil and gas pipelines can prove 
to be inadequate for CO 2  transportation. Except for the high-purity CO 2  gas phase 
and/or transportation over short distances (e.g., the Lacq Project), all these consid-
erations render very improbable the idea of natural gas pipeline reuse. Hence it is 
extremely likely to consider the implementation of designed-for-purpose CO 2  pipe-
lines. Eventually, CO 2  pipeline grids, similar to those used for natural gas transmis-
sion, will be built as CCS becomes widely deployed.  

6.3.3     Transport by Tankers 

 Tankers on the scale of 1,500 cubic meters (m 3 ) of CO 2  have been operating in the 
North Sea area for more than 10 years. Hence, the infrastructure design has been 
studied in detail. It comprises large-scale vessels to transport CO 2  from capture sites 
located nearby, and appropriate port facilities. Such schemes may occur in the 
future, particularly if high geological storage potential exists offshore at reasonable 
distances. The CO 2  would be transported in marine vessels such as those currently 
deployed for liquefi ed natural gas (LNG), although under less energy-consuming 
conditions. Compared to pipelines, ships offer increased fl exibility, but as they func-
tion intermittently, a temporary storage facility must be included in the global infra-
structure. However, they may be cheaper than off-shore transportation pipelines 
particularly for longer distances. 

 For example, the North Sea Basin has great potential for the permanent storage 
of CO 2  in subseabed geological formations. So in November 2005, the United 
Kingdom and Norway agreed to establish the North Sea Basin Task Force. In 2008, 
The Netherlands and Germany joined, raising its membership to four countries. 

 It is estimated (ZEP  2009 ) that the transport of 20 Mt/y of CO 2  over a distance of 
500 km would cost, by ship, about US$ 15/ton of CO 2 , whereas transporting the 
same amount of CO 2  the same distance would cost about US$ 8/ton (offshore pipe) 
or US$ 6/ton (onshore).   
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6.4     Geological Storage 

6.4.1      General Consideration and Storage Potential 

 Most of the world’s carbon is held in geological formations: locked in minerals, in 
hydrocarbons, or dissolved in water. Naturally occurring CO 2  is frequently found 
with petroleum accumulations, having been trapped either separately or together 
with hydrocarbons for millions of years. 

 Owing to their geological properties, several types of geological formations can 
be used to store CO 2 . Deep saline-water (SA) contained in the porous sedimentary 
formations, depleted oil and gas fi elds (DOGF), and unmineable coalbeds have the 
greatest potential capacity for CO 2  storage. CO 2  can be injected and stored as a 
supercritical fl uid in deep saline formations and depleted oil and gas fi elds. 
Supercritical conditions for CO 2  occur at 31.1 °C and 7.38 megaPascal (MPa). 
These conditions are encountered at approximately 800 m below surface level, for a 
geothermal gradient close to 30 °C/km. Supercritical CO 2  has properties of both a 
gas and a liquid, with a density up to about 700 kg/m 3 ; it is nearly 600 times more 
dense than at surface conditions, but still remains more buoyant than the brine fi lling 
the geological formations. Storing CO 2  under a supercritical state is very favorable. 
In fact, 1 ton of CO 2  occupies 509 m 3    at surface conditions of 0 °C and 1 bar, 
whereas the same amount of CO 2  occupies only 1.39 m 3    at 1,000 m subsurface 
conditions of 35 °C and 102 bar. 

 CO 2  can also be injected into coalbeds that are either too deep or too thin to be 
economically exploited, where it is stored by adsorption onto the coal surface. 

 Location and type of fi eld (available knowledge and reusable infrastructure), res-
ervoir capacity, and quality are the main determinants for costs:

•    Onshore storage is cheaper than offshore.  
•   Depleted oil and gas fi elds (DOGF) are cheaper than deep saline aquifers (SA).  
•   Larger reservoirs are cheaper than smaller ones.  
•   High injectivity is cheaper than poor injectivity.    

 Costs vary signifi cantly from US$1–9/ton CO 2  stored for onshore DOGF, to 
US$8–26/ton for offshore SA (ZEP  2011 ).  

6.4.2      Depleted Oil and Gas Reservoir 

 Conventional oil and gas reservoirs are a subgroup of porous sedimentary forma-
tions, with several interesting properties. The reservoir is a permeable rock forma-
tion with an impermeable cap rock (seal). The reservoir has a bottom layer fi lled 
with brine topped by oil and gas layers of variable proportions, with sometimes, no 
oil phase. This reservoir zone, contained within a structural or stratigraphic closure 
(e.g., an anticline or dome), is therefore physically able to trap and store a concentrated 
amount of oil and/or gas. 
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 Utilization of many of the thousands of depleted oil and gas fi elds for CO 2  storage 
is possible when the fi elds reach the end of economic hydrocarbon production. Such 
reservoirs have contained oil and gas for millions of years and their integrity with 
respect to CO 2  storage has a high degree of certainty. Another advantage of storing 
CO 2  in depleted oil and gas fi elds could lie in lower costs than for storage in poorly 
known deep saline aquifers. Indeed, mature oil and gas fi elds have already been 
explored, their geology is reasonably well known, and some of the oil and gas pro-
duction equipment and infrastructure could be used for CO 2  injection. 

 In addition, CO 2  injection could be combined with enhanced hydrocarbon recov-
ery. The situation is more favorable in oil fi elds because many of them still contain 
large volumes of unproduced oil after primary and water fl ooding enhanced oil 
recovery production has ceased. For gas fi elds, most of the initial gas in place can 
be produced. Enhanced gas recovery (EGR) is not physically very favorable inas-
much as mixing between the injected CO 2  and the remaining natural gas is likely to 
occur. Consequently, gas fi elds are usually only considered for storage. Large-size 
depleted gas fi elds possess signifi cant storage capacity due to their high recovery 
factor, frequently as high as 80 %. Oil reservoirs with recovery factors ranging from 
25 to 65 % possess lower storage capacity. But if CO 2  injection could allow addi-
tional oil production, it may partially offset the cost of CO 2  storage. In summary, 
storage in depleted oil reservoirs will involve an element of EOR, whereas CO 2  
injection into depleted gas reservoirs may not result in additional gas production. 

 However, note that oil and gas reservoirs are penetrated by many wells of vari-
able age, quality, and integrity, which may constitute leakage paths for the stored 
CO 2  (see Sect.  6.4.6 ). 

 As shown above, the storage capacity of depleted oil and gas fi elds is small rela-
tive to the potential capacity of deep saline formations and to CO 2  emissions. 
However, they do present an early opportunity for CO 2  storage, particularly where 
associated with EOR. In addition, deep saline formations around, beneath, or above 
depleted oil and gas fi elds have frequently been mapped and studied and could be 
used for CO 2  storage at reduced costs.  

6.4.3     Deep Saline Aquifers 

 Deep saline formations found in sedimentary basins around the world provide, by 
far, the largest potential volumes for geological storage of CO 2  and are therefore 
described in a more detailed way than other storage concepts. Sandstone and lime-
stone reservoirs containing saline fl uid could be suitable for CO 2  storage, provided 
that they are suffi ciently porous and permeable. In addition the depth of the forma-
tion and its fl uid salinity must be high enough to prevent any technical and eco-
nomic exploitation of the water supply. Good storage sites are located in geologically 
stable areas, with low seismic hazards that could increase the risks for the CO 2  
potentially to migrate from the storage zone to the surface. 
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 The reservoir must be large enough to store the CO 2  emissions planned for the 
lifetime of, at least, one power plant or industrial facility. As CO 2  is injected into the 
porous reservoir rock, it displaces the in situ pre-existing pore fl uid. If the permeabil-
ity of the rock is low, or if there are some structural barriers to fl uid fl ow, injection will 
cause a progressive increase in the fl uid pressure in the vicinity of the injection well. 
This will limit the CO 2  injection rate, and may ultimately limit the amount of CO 2  that 
can be safely stored. Therefore, highly structurally compartmentalized reservoirs are 
less favorable for CO 2  storage than large unfaulted, permeable reservoirs. 

 The reservoir must be overlain by a “cap rock,” or seal, that is impermeable to 
CO 2  migration. The CO 2  injected into the reservoir is less dense than the reservoir 
brine. It will rise to the top of the reservoir, and be trapped underneath the cap rock 
that prevents its further vertical migration. The cap rock, usually made of shale, 
mudstone, or evaporite layers, provides the main trapping mechanism for CO 2 . 
Ideally, the cap rock should be unfaulted and continuous over long distances, to 
prevent migration of the CO 2  out of the reservoir. A detailed analysis of each storage 
site would be needed to characterize its cap rock integrity. 

 Provided that a good cap rock exists, storage of CO 2  can be carried out in both 
confi ned and unconfi ned aquifers. Closely analogous to gas storage schemes in hydro-
carbon fi elds mentioned in Sect.  6.4.2 , storage in confi ned aquifers results from trap-
ping of the buoyant CO 2  by structural or stratigraphic features of the sedimentary 
sequence. Storage in unconfi ned aquifers involves the injection of CO 2  into large 
regional aquifers with no specifi c large structural or stratigraphic traps. After injec-
tion, the CO 2  migrates upwards until the impermeable cap rock stops further vertical 
movement. The CO 2  then migrates laterally, in the uppermost parts of the aquifer, 
fi lling successively smaller domes and undulations of the reservoir underneath the cap 
rock. This mechanism is analogous to repeated minor size structural trapping. The 
volumes of CO 2  that can be stored in these small perturbations could be quite large if 
the CO 2  is distributed across a large area. Consequently, in unconfi ned aquifers, the 
CO 2  will become gradually distributed in low concentrations over a large area. 

 In both confi ned and unconfi ned aquifers, the combination of three other pro-
cesses will contribute to the containment of the injected CO 2  in the reservoir rock. 
Their relative importance will be site specifi c, but together, they can produce safe 
permanent subsurface storage. 

 Capillary trapping, which is sometimes referred to as residual-phase trapping, 
mainly traps CO 2  after injection stops, when immiscible droplets of CO 2  and brine 
start to cofi ll the pores. Capillary trapping could be particularly important for 
sequestration in unconfi ned dipping aquifers (Hesse et al.  2008 ; Ide et al.  2007 ). 

 The dissolution of CO 2  into the pore brine leads to solubility trapping. The 
amount of gas that can dissolve into the water depends on pressure, temperature, 
and chemistry of the brine (Spycher et al.  2003 ; Lagneau et al.  2005 ; Koschel et al. 
 2006 ; Oldenburg  2007 ). Under the conditions displayed by most storage in aquifers 
(30 to ~150 °C, few hundred bars total pressure), CO 2  solubility increases with 
increasing pressure (i.e., depth) but decreases with increasing temperature and 
salinity (i.e., depth equally). The rate of dissolution is accelerated by the amount of 
mixing of CO 2  and formation water. As the formation water becomes saturated with 
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dissolved CO 2  its density increases and it tends to sink in the reservoir, initiating 
slow convection movements which will, in turn, favor fl uid mixing and dissolution 
of the CO 2 . In any case, dissolution could be slow, on the order of a few thousand 
years for some injection scenarios (   Ennis-King and Paterson  2003 ; Audigane et al. 
 2007 ). The principal benefi t of solubility trapping is that once the CO 2  is dissolved, 
it is much less subject to the buoyancy and to migration. 

 Once it is dissolved, CO 2  could enter into mineral trapping. It can form carbonate 
minerals through reaction with calcium, magnesium, or reduced iron, initially pres-
ent in the brine, or originating from dissolution of silicate minerals of the reservoir 
rock (Oelkers et al.  2008 ). Mineral trapping is very favorable for storage security 
because it could immobilize CO 2  for an extremely long time period (Gunter et al. 
 1997 ). Dissolution and mineral trapping are very favorable for long-term security. 
To which extent and at what rate these processes will occur, is very site specifi c. 
Detailed modeling of coupled physical and geochemical reactions is necessary to 
predict, tentatively, the respective contribution of each process for a given site. If 
they are not accelerated artifi cially, thousands of years seems necessary to produce 
signifi cant dissolution of a CO 2  plume. A timescale, one or two orders of magnitude 
longer, is probably necessary to achieve important mineral trapping that will be 
ultimately limited by cation availability in the reservoir.  

6.4.4     Unmineable Coal Seams 

 Coalbeds below economic exploitation conditions, either too deep or too thin, could be 
used to store CO 2 . When injected into unmineable coalbeds, CO 2  is adsorbed onto the 
coal seam surfaces and remains stored as long as the coal is not mined. To allow adsorp-
tion, prior to CO 2  injection it is necessary to extract the water originally present in 
variable quantities in the coalbeds. Methane, naturally occurring with coal in variable 
quantity, will be displaced when CO 2  is injected and can result in enhanced coalbed 
methane (ECBM) production. Because of its radiative power, 21 times stronger than 
that of CO 2 , methane should be captured and used. Otherwise, methane release into the 
atmosphere will produce a process with a negative global balance. This limits CO 2  stor-
age in coal to places where a natural gas pipe network already exists nearby, or where 
gas turbines can be economically installed. From the physical and geological view-
points, the process is limited to a relatively narrow depth range: shallow beds less than 
600 m can economically be mined, and coal beds at depths greater than 1,000–1,200 m 
usually display insuffi cient permeability for viable injection. The horizontal variability 
of coal permeability may require many wells for CO 2  injection, with subsequent cost 
increases. Coal may also swell with adsorption of CO 2 , which induces further decrease 
of initial permeability. It is diffi cult to envisage fracturing operations to increase coal 
permeability because in doing so, there is the risk of damaging the integrity of the cap 
rock layer, which increases the potential for CO 2  migration out of the storage zone. 
Another barrier to widespread use of CO 2  storage in coal is that the optimum storage 
depth interval may coincide with the zone of protected groundwater. 
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 Taking all these considerations into account the estimated global CO 2  storage 
capacity in coalbeds is rather limited. However, in the situations where favorable 
injection properties and good methane recovery rates can be found, the process 
remains attractive. Consequently, storage in unmineable coalbeds has been, and is 
being, investigated in several pilot projects worldwide.  

6.4.5     Unconventional Geological Storage Options 

 Several unconventional geological CO 2  storage options are being investigated. 
Storage in a basaltic formation constitutes the most frequently studied one, with 
many theoretical and experimental works and a small-scale project in the demon-
stration stage. Other concepts using deep sea sediments, engineered salt caverns, 
and lignite seams are also considered. Some other ideas try to combine CO 2  storage 
with some benefi cial process such as the exploitation of oil shale with subsequent 
CO 2  storage in the shale formations, or the exchange of CO 2  with methane from 
hydrates in the permafrost formation. CO 2  storage in coal seams followed by in situ 
methanogenesis has also been envisaged in coal seams. Today, the most advanced 
scheme of energy production combined with CO 2  storage may probably be found in 
CO 2 -based heat extraction from geothermal reservoirs. 

 However, all these options are in early stages of development, and appear to have 
limited capacity, although they may constitute niche opportunities for emission 
sources located far from the higher-capacity conventional storage options. 

 At the crossing between CO 2  storage and CO 2  reuse, ex situ carbonatation reac-
tions have been studied among the early technologies for reduction of CO 2  emis-
sions. The idea is to mimic the natural carbonatation of silicate rock which occurs 
in nature in aqueous environments but proceeds extremely slowly. Once formed, the 
carbonate mineral will be stable for millions of years in a perfectly safe form. 
Considering the available volume of basalt and ultramafi c 3  rocks, which present the 
highest carbonatation capacity, the world potential is immense. However, establish-
ing an industrial process is necessary to speed the reaction. This is extremely energy 
intensive because the rocks must be quarried and fi nely ground before reacting with 
water and CO 2  at  high temperature and pressure. In spite of numerous research efforts 
it seems extremely diffi cult to obtain an acceptable capture cost. For that reason 
other concepts plan to react CO 2  in aqueous media with solid wastes that are often 
ready to react without the need to quarry and grind them. This route should be less 
costly but will have a much more limited potential than reaction with silicate rocks. 
Today only a pilot scale of these processes has been carried out and this concept is 
regarded as a safe but long-term option.  

3    Mafi c is used for silicate minerals, magmas, and rocks that are relatively high in the heavier ele-
ments. The term is derived from the “ma” of magnesium and the “fi c” of ferric oxide. Ultramafi c 
rocks contain higher amounts of Fe and Mg.  
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6.4.6      Risk Assessments, Monitoring, and Mitigation 

 The occurrence of natural CO 2  accumulations in geological formations where CO 2  
has remained trapped for millions of years demonstrates that safe permanent storage 
is a rather common geological process. However, the rate at which CO 2  has fi lled 
these natural reservoirs was probably very different from what it will be in industrial 
storage projects. Hence, both for purposes of security and overall environmental 
effi ciency, geologic storage operations must be conducted in carefully chosen sites 
and operated to avoid leaks. Thanks to the experience gained through natural gas 
storage of natural gas and CO 2  EOR operations, leaks can usually be prevented by 
thorough analysis of adequate geological information prior to injection. Careful 
management of pressure during injection, appropriate sealing procedures for well 
closure, and effi cient methods for measure-monitoring and verifi cation (MMV), 
during and after CO 2  injection, are the other components of the security chain. In 
saline aquifers and depleted hydrocarbon fi elds, once CO 2  is trapped by capillary, 
solubility, or mineral trapping it will be practically immobile. But we have seen that 
these processes require a long period of time to proceed. Hence, during and imme-
diately after injection operations, CO 2  that is mostly kept in place by stratigraphic 
or structural trapping can potentially migrate out of the storage formation. Leakage 
could occur through poorly designed injection wells, or badly sealed old abandoned 
wells penetrating the reservoir. Another leakage mechanism can exist if injection 
operations provoke an excessive pressure build-up in the reservoir that could dam-
age the cap rock integrity. In unconfi ned aquifers leakages could happen if previ-
ously undetected fractures or faults in the cap rock are encountered, when the CO 2  
plume migrates at the top of the reservoir. 

 These events are rather unlikely, however, MMV procedures must be imple-
mented in order to verify the effectiveness and safety of storage activities both during 
and after the period of CO 2  injection. The objectives of MMV will be fi rst to verify 
the quantities of CO 2  injected and stored for accounting purposes. During the storage 
operations, the fi rst task is to monitor the injection well integrity to ensure that the 
operation does not result in leaks. It will also ensure that the CO 2  remains in the 
reservoir and detects leakage from the storage zone early enough for remediation to 
be effective. Finally it will monitor the effectiveness of any necessary remediation 
procedures. Established techniques currently in use in the oil and gas industry can be 
used to monitor the integrity of CCS injection wells. Logging techniques are very 
useful to assess the bond and continuity of cement around the well casing, which 
could constitute a preferential leakage pathway, if improperly completed. 

 Other methods for CO 2  MMV are adapted from technologies existing in oil and 
gas production or in underground natural gas storage projects. A number of direct 
and indirect techniques for monitoring the subsurface distribution of CO 2  have been 
tested and validated in the framework of the fi rst three industrial projects in Sleipner, 
Weyburn, and In Salah, whereas specifi cally designed research projects have been 
supported by private and public funding mostly in Europe, the United States, Canada, 
and Australia. 
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 Once CO 2  injection has stopped and the injection wells are sealed, postinjection 
monitoring will continue to detect any CO 2  migration that might occur afterward. 
Among all the techniques utilized in the fi rst phase, the most cost effective and easy 
to deploy will be permanently installed. After closure, the pressure will decrease in 
the reservoir, and more secure storage mechanisms will tend to have more effect 
over time. Consequently, the monitoring needs will most likely decrease over time. 

 Should CO 2  leakage from a reservoir occur during or after remediation, methods 
must be implemented rapidly. Advantageously, unlike other such stored materials, 
CO 2  is not explosive or fl ammable. It should not be toxic at the concentration levels 
caused by very slow leakage. In the case of an improperly sealed well resulting in 
failure, the resulting concentrations will be well below harmful levels. Particular 
care, however, needs to be taken in low-lying or enclosed areas where CO 2 , which 
is heavier than air, may tend to accumulate. 

 Once they are detected, leaks can generally be eliminated by reducing injection 
or storage reservoir pressures. Ultimately, leaks may also be eliminated by stopping 
injection at the current site. 

 Leaks from abandoned wells may present the most signifi cant vulnerability in 
some areas with a low-intensity operation of oil and gas. Abandoned wells are 
sealed with cement. When needed, restoring cement plug integrity can be done, 
either directly from the surface or through another well drilled nearby to intercept 
the leaking well. If the injection well itself leaks, it can be repaired or properly 
sealed and abandoned. These standard techniques that have been established in 
many countries for abandonment of oil, natural gas, and other mineral extraction 
wells can be applied to CO 2  injection and storage.   

6.5     Present State of Development 

6.5.1     Policy Support and Regulations 

 CCS enters the demonstration stage through large-scale integrated projects. Today 
they still require policies and substantial fi nancial support available only in a few 
countries. Moreover, policy uncertainty could be perceived in many countries as a 
major risk for project deployment. The fi rst step to strengthen the process is to 
install a regulatory framework that allows fi nancial support to exist. The importance 
of regulation has been recognized by the European Union which in 2005 has set up 
the European Emission Trading Scheme (EU ETS). In this system, emission quotas 
are allocated to large emitters for a given period of time. Emitters can use and com-
bine trading and technological investment to achieve CO 2  emission reduction. 
Another major step has been taken through the implementation of the European 
Directive on Geologic storage of CO 2  in 2009. The Directive, which is currently 
being transposed in the member states' national laws, enables this new industrial 
practice and exposes the rules and methodologies for the selection and monitoring 
of storage sites. 
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 Australia, the United States, and Canada have also delivered a number of laws, 
regulations, and initiatives that play a signifi cant role in the development of CCS 
projects. But in some cases project proponents have identifi ed a number of issues 
that have yet to be addressed. The adequacy and timing of the review exercises 
undertaken by regulators and policymakers to address these issues, will greatly 
affect the CCS deployment agenda in the forthcoming years. 

 The importance of effective regulation has also been recognized by many emerg-
ing countries. Some actions have already been undertaken to integrate CCS into the 
future climate change mitigation strategies, but today, many of these countries have 
yet to pass legislation or fi nalize their regulatory frameworks. 

 The Conference of the Parties (COP) of the United Nations Framework 
Convention on Climate Change (UNFCCC) held in Durban in 2011, has decided to 
include CCS in the Clean Development Mechanism (CDM: see Chaps.   11    ,   12    , and   13    ), 
or in any future mechanism post the Kyoto protocol. This could ease the future 
demonstration of the technology in developing countries. 

 Government funding to support large-scale CCS demonstration projects is the 
second key mechanism indispensable for allowing CCS demonstration projects to 
exist. In 2011, approximately US$ 23.5 billion has been made available by govern-
ments worldwide. The projects are selected via competitive funding programs and 
are fi nancially viable. The European Union is utilizing the NER300 program in 
which 13 CCS projects have been identifi ed to go forward to the fi nal decisions 
stage, expected in the second half of 2012.  

6.5.2     Ongoing and Planned Projects 

 There are presently a great number of research and demonstration projects focused 
on some aspects of capture and/or storage. They are indispensable for economic and 
technological improvements but they often deal with small quantities of CO 2  for 
short or moderate time periods. But the industrial deployment of CCS will be based 
on the realization of large projects, typically on a scale greater than 0.8–1 Mt per 
year of carbon captured, optionally transported and stored. It is then very important 
to count the implementation of large-sized industrial CCS projects. 

 Among the eight active projects identifi ed by Table  6.2 , the fi rst three are mostly 
EOR-oriented, but large amounts of CO 2  are captured from industrial plants and stored 
during operations allowing much experience to be gained. The fourth and following are 
considered as the pioneer project for CCS. Compared to the four other EOR projects, 
Weynburn–Midale comprises a highly valuable monitoring research program.

   Looking at the list of large projects engaged in the construction phase (Table  6.3 ), 
note that the EOR objective is frequently a key element of the global decision, but on 
three occasions, power production is the source of the CO 2  emission and these proj-
ects will form a decisive step in the general learning phenomenon. The projects plan-
ning to store CO 2  in saline aquifers will mostly capture CO 2  from gas processing, and 
the ultimate demonstration based on power production and aquifer storage still needs 
to be fi nalized.
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   Table 6.2    Characteristics of active CCS projects   

 Name (location) 

 Capture type 
(industrial 
CO 2  source) 

 CO 2  volume 
(Mt/y)  Storage type 

 Starting 
date 

 Shute Creek Gas 
Processing 
Facility (USA) 

 Precombustion 
(gas processing) 

 7  EOR  1986 

 Val Verde Natural 
Gas Plants (USA) 

 Precombustion 
(gas processing) 

 1.3  EOR  1972 

 Enid Fertilizer 
Plant (USA) 

 Precombustion 
(fertilizer) 

 0.7  EOR  1982 

 Century Plant (USA)  Precombustion 
(gas processing) 

 5 (and 3.5 in 
construction) 

 EOR  2010 

 Sleipner CO 2  Injection 
(Norway) 

 Precombustion 
(gas processing) 

 1  Deep saline 
formation 

 1996 

 Great Plains Synfuels 
Plant and Weyburn- 
Midale Project 
(USA/Canada) 

 Precombustion 
(synfuels) 

 3  EOR 
with MMV 

 2000 

 In Salah CO 2  Storage 
(Algeria) 

 Precombustion 
(gas processing) 

 1  Deep saline 
formation 

 2004 

 Snøhvit CO 2  Injection 
(Norway) 

 Precombustion 
(gas processing) 

 0.7  Deep saline 
formation 

 2008 

   Table 6.3    Characteristics of CCS projects under construction   

 Name (location) 
 Capture type 
(industrial CO 2  source) 

 CO 2  
volume 
(Mt/y)  Storage type 

 Starting 
date 

 Lost Cabin Gas Plant 
(USA) 

 Precombustion 
(gas processing) 

 1  EOR  2012 

 Boundary Dam with 
CCS Demonstration 
(Canada) 

 Postcombustion (power)  1  EOR  2014 

 Agrium CO 2  Capture 
with ACTL (Canada) 

 Precombustion 
(fertilizer) 

 0.6  EOR  2014 

 Kemper County IGCC 
Project (USA) 

 Precombustion (power)  3.5  EOR  2014 

 Illinois Industrial Carbon 
Capture and Sequestration 
(ICCS) Project (USA) 

 Industrial 
(ethanol production) 

 1  Deep saline 
formation 

 2013 

 Gorgon Carbon Dioxide 
Injection Project 
(Australia) 

 Precombustion 
(gas processing) 

 3.4–4  Deep saline 
formation 

 2015 
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6.5.3        Public Perception and Social Acceptance 

 For almost 15 years, research projects and opinion surveys have been conducted in 
several countries to evaluate public awareness and acceptance of CO 2  capture and 
storage. Some studies relate how, in a concrete way, the dialogue with the public 
took place around planned large integrated CCS, with in some cases poorly con-
ducted relationships that contributed to halt the project. Very recently, a major 
inquiry has been conducted in 12 European countries (EUROBAROMETER 364 
 2011 ) and looks truly representative of many previous studies. 

 The number of people saying they have heard of CCS and knew what it was 
rarely exceeds 10 %. Another 20 % have heard of it but did not really know what it 
was. Note that these values have remained practically unchanged in 10 years. Even 
when there is a major EU cofi nanced CCS project in their country, close to 90 % 
said they had not heard of the project. Among informed people, half of the respon-
dents agreed that CCS could help to combat climate change, and up to 60 % agreed 
that “capturing and storing CO 2  should be compulsory when building a new coal- 
fi red power plant.” “For the implementation of CCS, more than three quarters 
(77 %) felt that public authorities should be able to monitor CCS operations” and 
close to 70 % felt that “harmonized    and consistent methodologies should be devel-
oped internationally to manage the capture and storage of CO 2” . 

 For dissemination of information about CO 2  storage, the most trusted bodies are 
universities and research institutions (45 %), followed by NGOs (31 %), whereas 
journalists (24 %), regional and local authorities (23 %), national governments 
(20 %), and the European Union (14 %) are considered trustworthy by less than a 
quarter of the people. 

 Risk perception has always been a major subject of most studies, and it mostly 
concentrates on the storage part, and to a lesser extent on CO 2  transport. Generally, 
up to slightly above 50 % of the respondents feel that CO 2  storage represents a risk. 
When asked where CO 2  storage sites should be located, 24 % of people preferred 
onshore storage in areas of low population density (20 %), close to the source where 
the CO 2  is produced. Only a fi fth (21 %) preferred CO 2  to be stored offshore under 
the seabed, in spite of a lower risk of exposure for populations. It is not surprising 
to see in many studies that almost 60 % of the people would be worried of which 
only 25 % were “very worried,” if an underground CO 2  storage site were to be 
located within a few km of their home. In such a situation, 40 % said they would like 
to be directly consulted and to participate in the decision-making processes, with 
19 % willing to see NGOs participate in the decision-making process. 

 These results show that the major diffi culty today is the very low public awareness 
of CCS. They also demonstrate that there is a general demand to see public entities 
playing a great role in regulation, research, and dissemination of information. When 
a real industrial storage project starts to fulfi ll its fi rst administrative requirements, it 
is essential to organize a real dialogue with the public and both local and national 
NGOs. On some occasions, the dialogue has proceeded smoothly (Lacq, Ketzin), 
although it has taken quite a long time. In some other cases seemingly poorly orga-
nized public dialogue has contributed to halt the project (Carson, United States).   
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6.6     Conclusions 

 In conjunction with many other efforts, including the continuous search for energy 
effi ciency, reforestation, and adequate agricultural practices, and the growth of 
renewable and nuclear energies share in the global energy mix, CCS can contribute 
signifi cantly to the limitation of GHG emissions in the twenty-fi rst century. 
Considering the very recent emergence of CCS around 1990, it can truly be consid-
ered that many steps have been rapidly accomplished on the road of industrial 
deployment. However, in order to play a signifi cant role in the years 2050 and 
beyond, the cost-competitive deployment of CCS technologies in power plants and 
large emitting industries must be accomplished by 2020–2025. 

 The fi rst key point is to establish international treaties and regulations to volun-
tarily fi x goals in emission reductions at the national and international scales. Public 
support will be needed to fi nance the fi rst large integrated demonstration projects, 
especially for electricity production plants. 

 Meanwhile more effi cient and cost-competitive CCS technologies than are avail-
able at present, have to be developed through ongoing R&D. Improvement of power 
plant effi ciency, development of new materials and of innovative and more cost- 
effective capture processes, are considered feasible and essential to reduce the costs 
of capture. Assessing the safety of CO 2  storage is also a priority topic inasmuch as 
the greatest public concern with long-term geological storage is its security. In par-
allel, a better assessment of storage potential and site characterization, especially of 
saline aquifers, is needed. Although CO 2  transport has been demonstrated on a com-
mercial scale, concepts for transportation in populated areas are needed, and some 
issues related to CO 2  stream composition with respect to impurities are still of con-
cern and need to be addressed. 

 Building public awareness and strengthening a confi dent dialogue with nonex-
pert people will also be a key to successful and rapid development.     
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Abstract The conversion of CO2 through the use of renewable energy sources 
offers new possibilities to develop innovative new approaches to improve sustain-
ability of chemical and energy production. After introducing the topic, this chapter 
discusses the reuse of CO2 as a valuable carbon source and an effective way to 
introduce renewable energy in the chemical industry value chain, to improve 
resource efficiency, and to limit greenhouse gas emissions. The specific challenge 
of using CO2 for the production of light olefins (ethylene, propylene) is discussed. 
The recycling of CO2 back to fuels using sunlight (solar fuels) is also briefly ana-
lyzed to demonstrate a relevant opportunity to develop effective energy vectors for 
the storage of solar energy integrated into the existing energy infrastructure and 
allowing a smooth but fast transition to a more sustainable energy future. The role 
of these topics for the future strategies of chemical and energy industries, especially 
in terms of resource efficiency, is also highlighted.

Keywords CO2 valorization • Renewable energy • Solar fuels • Olefin from CO2 • 
Sustainable chemistry and energy • Resource efficiency
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CCS Carbon capture and sequestration
DME Dimethylether
DNV Det Norske Veritas, company involved in CCS and in ERC 

research
DoE US Department of Energy
DR Dry reforming
EJ Exajoule (1 EJ = 1018 J)
ERC Electrochemical reduction of CO2

FT Fischer–Tropsch
GHG Greenhouse gas
Gt/y Gigaton per year
Gteq CO2 Gigaton of equivalent CO2

Gtoe Gigaton of oil equivalent
GW Gigawatt (= 109 W)
IEA International Energy Agency
IPCC Intergovernmental Panel on Climate Change
LCA Life-cycle assessment
MTG Methanol-to-gasoline
MtCO2/y Megaton CO2 per year
Mt/y Megaton per year
NADPH Nicotinamide adenine dinucleotide phosphate-oxidase
OECD Organisation for Economic Co-operation and Development
PEM electrolyzer Proton electrolyte membrane electrolyzer
PV Photovoltaic
RCO2 AS RCO2 AS is a small research company located in Norway, 

developing technologies for recycling CO2

RE Renewable energy
rWGS Reversewater gas shift
SNG Substituted natural gas
SOEC Solid oxide electrolysis cells
TPES Global total primary energy supply
TW Terawatt (= 1012 W)
UCLA University of California, Los Angeles
UNFCCC United Framework Convention on Climate Change
ZSM-5 Zeolite Socony Mobil – 5

7.1  Introduction

The public perception of the relevance of protecting the environment, mitigating 
climate changes, and saving resources, particularly energy, has been significantly 
raised over the last decade and in combination with the enormous pressures that 
global competition puts on strategic resources has changed the future scenario. The 
necessity of improving the overall efficiency of resource consumption for industrial 
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production and increasing the speed of innovation, particularly in Europe, caused 
a change in the priorities in both the social and industrial dynamics. Resource 
efficiency has being raised as the key topic of R&D activities. For example, a 
resource- efficient Europe is the flagship initiative of the Europe 2020 Strategy the 
objective of which is a radical shift towards a resource-efficient, low-carbon econ-
omy to achieve sustainable growth. New energy sources, particularly renewable, 
and addressing CO2 emissions are two of the key elements to achieving this goal, 
and are closely interconnected as discussed in this chapter.

The European Union is at the forefront of these initiatives and is making a real 
effort to reduce its greenhouse gas emissions, but still a change in speed is neces-
sary. With its “Roadmap for moving to a competitive low-carbon economy in 2050” 
(European Commission 2011) the European Commission is setting out a plan to 
meet the long-term target of reducing domestic emissions by 80–95 % by 2050. 
Although this target requires the harmonized effort of all the sectors responsible for 
Europe’s emissions—power generation, industry, transport, buildings, and con-
struction, as well as agriculture—to make the transition to a low-carbon economy 
over the coming decades effective, the chemical and petrochemical sectors are par-
ticularly relevant, because they have a more than 30 % share of total industrial 
energy use worldwide (including feedstocks) and thus are the sector with the largest 
energy use in industry (Saygın et al. 2009).

The introduction of renewable energy in the chemical chain, and the reuse of 
CO2 to improve resource efficiency and limit greenhouse gas (GHG) emissions 
are thus key factors, together with other elements (increase bio-based feedstock, 
improve recycling and materials life cycle, introduce new processing technologies) 
for the new strategy of the chemical industry to be more innovative, competitive, 
and boost resource efficiency.

CO2 valorization (Centi and Perathoner 2009) and producing solar fuels from 
CO2 (Centi and Perathoner 2010, 2011; Centi et al. 2011b) are two of the relevant 
components in this strategy which integrates renewable energy and the chemical 
production chains, as shown in this chapter. The production of H2 using renewable 
energy (Centi et al. 2011b) is a further element to implement this general objective 
and is thus also briefly discussed in this chapter.

7.2  Sources of CO2

Electricity, heat generation, and transport sectors account for two thirds of global 
CO2 emissions. According to the International Energy Agency (IEA), the genera-
tion of electricity and heat is by far the largest producer of CO2 emissions (about 
40 % of the world CO2 emissions) and relies, worldwide, heavily on coal: emissions 
from coal will grow to about 18.6 Gt CO2 in 2030 (IEA 2010). Although coal rep-
resented only 25 % of the world TPES (global total primary energy supply), it 
accounts for 43 % of global CO2 emissions. As compared to gas, coal has on average 
nearly twice the emission intensity.
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Suitable sources for CO2 capture are large stationary sources that emit large 
volumes of CO2 (about +0.1 MtCO2/y). Large point sources are present mainly in 
fuel combustion activities, industrial processes (cement production, refineries, iron 
and steel industry, and petrochemical industry), and oil and gas processing. In terms 
of the global distribution of large stationary sources of CO2 and of areas in sedimen-
tary basins where suitable saline formations, oil or gas fields, or coal beds are pres-
ent for carbon capture and sequestration1 (CCS; see Chap. 6), there is a mismatch in 
some geographical areas (Europe, e.g.) that determines the need to transport CO2 to 
long distances (higher than 100–150 km). Note also that in these areas, the construc-
tion of new pipelines dedicated to CO2 transport is often not possible, and thus road/
naval transport is necessary, with large cost/energy penalties.

Typical gas stream CO2 concentrations are lower than 15 % (of the total gas vol-
ume). The higher the content of CO2 from a source, the more suitable CO2 capture 
becomes. A key variable in the selection of the separation method is partial pres-
sure. High partial pressure makes CO2 recovery easier than low partial pressure and 
therefore keeps the cost for capture lower. Depending on the method of oxidation in 
a power cycle, the percentage of CO2 concentrations varies from about 0.03 to over 
0.90, and different concentrations of other components (H2O, SOx, NOx, etc.) are 
also present (see Chap. 6).

7.3  CO2 Reuse Versus Storage

The agreement gathered under the United Framework Convention on Climate 
Change (UNFCCC) for the environmental goal of keeping the global temperature 
increase below 2 °C implies a very large reduction in CO2 emissions (about 30 Gt 
CO2 were emitted in 2010, at world level). The World Energy Outlook 2010 (IEA 
2011) report prepared by the International Energy Agency discusses different sce-
narios to control GHG emissions and indicates a reduction of the CO2 emissions in 
the 2/4 Gt/y range in a decade (2021) and 11./15 Gt/y range in two decades (2031), 
with respect to the business-as-usual (BUA) scenario. About 20 % would derive 
from (CCS), that is, about 400–800 Mt/y of CO2 in a decade and about 2,200–
3,000 Mt/y of CO2 in two decades will be available. Large amounts of CO2 as raw 
material at zero cost or even negative cost (the reuse of CO2 avoids the costs of 
sequestration and transport, up to about 40–50 % of the CCS cost, depending on the 
distance between the sequestration site and the place of emission of CO2) will soon 
be available. This creates clear opportunities for the utilization of CO2.

However, the reuse of CO2 goes well beyond that of a possible economic 
opportunity for some specific chemical synthesis, such as that of producing 

1 Carbon capture and storage (CCS), is a technology to prevent large quantities of CO2 from 
being released into the atmosphere from the use of fossil fuels in power generation and other indus-
tries. The process is based on capturing carbon dioxide (CO2) from large point sources, such as 
fossil fuel power plants, and storing it in such a way that it does not enter the atmosphere.
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CO2- incorporating polymers (Quadrelli et al. 2011). We may roughly distinguish 
two main routes for reusing CO2 to produce commercially valuable products, 
apart from routes involving bacteria and microorganisms:

• Those reactions incorporating the whole CO2 moiety in organic or inorganic 
backbones

• Those involving the rupture of one or more of the C–O bonds.

This subdivision is crucial in terms of energy balance and applications. The first 
type of reaction (both organic and inorganic) is not energy intensive and sometimes 
may also occur spontaneously (although with low kinetics, as in the production of 
inorganic carbonates), however, the reactions of C–O cleavage require the use of 
reducing agents (typically H sources, e.g., H2) and are energy intensive.

In the context of CO2 management, this energy necessary for the reaction should 
derive from renewable ones (solar, wind, geothermal energy, etc.), or at least from 
noncarbon-based sources (nuclear energy) or eventually waste-energy sources. 
Although significant R&D development is still necessary to achieve this possibility 
technically, as discussed later, converting CO2 to molecules for chemical or energy 
applications, via involvement of renewable energy sources is a relevant opportunity 
to introduce renewable energy into the chemical and energy chains effectively, thus 
realizing a relevant step forward in the achievements of resource efficiency dis-
cussed before. Conversely, the first class of reactions (e.g., organic or inorganic 
carbonates) yields stable material and becomes relevant in a carbon management 
strategy for ensuring long-lasting storage.

The IPCC (Intergovernmental Panel on Climate Change) report on CO2 capture 
and storage (Metz et al. 2006) remarked the time lapse between the moment of CO2 
conversion into a product and CO2 release back into the atmosphere, as the critical 
parameter to consider. A long lifetime of the CO2-based product will fix carbon 
dioxide for a long time, thus preventing its reintroduction into the atmosphere. Most 
product lifetimes of the second class of reactions will range between months to a 
few years with the exception of inorganic carbonates and polymers issued from 
organic carbonates (first type of reaction) which store CO2 from decades to centu-
ries. Excluding from these bases the second type of reaction, and considering the 
effective market potential of the first type of reaction products as limited, IPCC 
reports did not consider reuse of CO2 as a valuable option for GHG control. 
Furthermore, a general comment was added, estimating that in all scenarios devel-
oped to address GHG emissions, a portfolio of technologies is always necessary.

Yet these are not the proper considerations, because CO2 recycling via incorpo-
rating renewable energy introduces a shorter path (in terms of time) to close the 
carbon cycle compared to natural cycles and an effective way to introduce renew-
able energy sources into the chemical/energy chain. In addition, it will reduce the 
use of fossil fuels for these chemical/energy uses. Although sequestration has an 
effective factor lower than one in reducing GHG emissions (considering the energy 
required to capture, transport, and sequester CO2, the effective factor is 0.5 or below), 
the effective factor for converting carbon dioxide to CO2-based polymers is higher 
than one, considering that it reduces the use of fossil fuels to produce equivalent 
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polymers and that some indirect factors are also present (e.g., foams produced from 
CO2-based polymers may be used for better thermal insulation of buildings, thus 
allowing an energy saving).

For the second type of reaction, on a constant time-horizon (20 years, e.g.), the 
chemicals/fuels produced from CO2 conversion by incorporating renewable energy 
are cycled several times (depending on the lifetime of the product, shorter for fuels). 
The effective factor for reduction of GHG emissions is thus at least one order of 
magnitude higher than that for CCS. Thus, the effective potential of CCR (carbon 
capture and recycle) technologies in GHG control is at least similar to that of CCS 
technologies (Quadrelli et al. 2011). The potential reduction is equivalent to 250–
350 Mt/y in the short to medium term (Quadrelli et al. 2011). This amount repre-
sents about 10 % of the total reduction required globally; that is, it is comparable to 
the expected impact of CCS technologies, but with additional benefit in terms of

• Fossil fuel savings
• Additional energy savings (e.g., the cited insulating effect of polyurethane foams)
• Accelerating the introduction of renewable energy into the chemicals and energy 

chain

7.4  Solar Fuels from CO2

Different sources of renewable energy (solar, wind, tides, hydro, etc.) are currently 
used and have great potential to grow further, even with some disparities. The actual 
fraction of renewable energy sources (year 2011) is still often limited to ecologi-
cally inefficient options (such as wood combustion) or to routes where further 
potential increase is close to the limit (hydroelectricity). For other types of renew-
able energies, particularly solar energy, however, the potential is large.

The actual world average global energy consumption is about 12 Gtoe, leading 
to a mean annual power of 16 TW, which is estimated to increase to about 25 TW 
by the year 2050 (IEA 2010). A conservative estimate of the potential for solar 
energy is at least five to ten times higher than this estimated consumption, although 
significantly lower for other renewable sources: 2–4 TW for wind, 2–3 TW for 
tides, 5–7 TW for biomass, and 3–6 TW for geothermal energy (Lewis et al. 2005). 
Of these different renewable energy sources, only biomass can be converted to liq-
uid fuels, whereas almost all the others produce electrical energy. Biomass, how-
ever, is quite complex, and producing liquid fuels in a sustainable and economical 
way is still a challenge, even considering the fast developments in this area. In addi-
tion, several question marks exist on the effective contribution to GHG reduction of 
the use of biomass to produce fuels for the transport sector (see also Chap. 14).

Relevant progress has been achieved over the last 7 years (2006–2013) in the 
introduction of renewable energy (RE). The IPCC Special Report on Renewable 
Energy Sources and Climate Change Mitigation (IPCC 2011) indicates that renew-
able energy capacity grew significantly in the last 2 years, despite the global 
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financial crisis. On a global basis, it is estimated that RE accounted for 12.9 % of 
the total 492 Exajoules (EJ) of the primary energy supply in 2008, but the largest RE 
contributor was associated with burning biomass (10.2 %). Hydropower represented 
2.3 %, whereas other RE sources accounted for 0.4 %. RE capacity continued to 
grow rapidly in 2009 compared to the cumulative installed capacity from the previ-
ous year, including wind power (32 % increase, 38 gigawatts (GW) added), hydro-
power (3 %, 31 GW added), grid-connected photovoltaics (53 %, 7.5 GW added), 
geothermal power (4 %, 0.4 GW added), and solar hot water/heating (21 %, 31 GW 
added). Although in some cases the rate of increase in the last 2 years was quite high 
(wind and solar), the share still remains low.

In these conditions, the electrical energy produced from RE technologies could 
be given to the grid, but in the future, with an increasing share, it will be necessary 
to provide continuity of the supply. On the other hand, even with the expected 
increase in the storage efficiency of advanced batteries (Garcia-Martinez 2010), 
direct electrical energy storage of the batteries will continue to be a major limit in 
many applications.

The actual society and energy scenario is largely based on the use, as in the energy 
vector, of liquid hydrocarbons, derived mainly from the refining of oil. Of the world 
energy final consumption, about 43 % is accounted for by oil and derived liquid fuels 
(gasoline, diesel, jet fuels, gasoil, etc.) (IEA 2010). In contrast, only about 17 % is 
accounted for by electrical energy, also due to the limit in energy storage. The specific 
energy of batteries, that is, their capacity for storing energy per kilogram of weight or 
the unit volume, is still only 1 % of the specific energy of gasoline.

The distribution of energy, matching time and geographical demand with pro-
duction capacities (wind and solar energy, the two RE with the higher rate of 
increase, are typically discontinuous), as well as use of energy in mobile applica-
tions (from cars to laptops) are all pushing the development of effective solutions 
for energy storage and transport. The further development of a sustainable energy 
scenario requires finding efficient solutions to store and transport RE.

The conversion of electrical to chemical energy still remains the preferable 
option and the issue is thus the development of optimal energy vectors for RE. This 
is the base concept of developing solar fuels (Centi and Perathoner 2010, 2011; 
Gray 2009; Nozik 2010; Roy et al. 2010; Morris et al. 2009).

Suitable energy vectors must fulfill a number of requirements. They should:

• Have both a high energy density by volume and by weight
• Be easy to store without the need for high pressure at room temperature
• Be of low toxicity and safe to handle, and show limited risks in their distributed 

(nontechnical) use
• Show good integration in the actual energy infrastructure without the need for 

new dedicated equipment
• Have a low impact on the environment in both their production and use

H2 could be an ideal energy vector (Züttel et al. 2008; Sartbaeva et al. 2008; 
Muradov and Veziroglu 2008) regarding many of these requirements, but the energy 
density of H2, even considering future possible developments in storage materials, 
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will still be a main issue for practical large-scale use. A clear gap exists between 
both H2 and electrical storage with respect to liquid fuels based on fossil or renew-
able (biomass) sources. In addition, its use requires large costs for a new energy 
infrastructure, and it does not integrate with the actual devices, thus not allowing a 
smooth transition. In terms of sustainability, the cost parameter is one of the critical 
elements. When a novel technology requires high costs to be introduced, it will take 
a long time to be eventually applied. A solution that is better integrated in the actual 
infrastructure is thus preferable, because it has a lower economical barrier for the 
introduction and may be applied in a shorter term.

Solar–hydrogen may be a better and more sustainable alternative when com-
bined with the possibility of forming easily transportable liquid fuels with high 
energy density (Bockris 2008; Olah et al. 2009b; Ferenc 2008; Leitner 1995). In 
addition, hydrogen is unsafe, in particular in transporting energy over long dis-
tances. The transformation of hydrogen into a safe transportable chemical is thus 
desirable for bulk energy transport.

Current energy vectors based on liquid fuels fulfill all the requirements for suitable 
energy vectors, except the last point, particularly regarding the emissions of green-
house gases, because the available catalytic technologies can effectively minimize the 
emissions of the other pollutants produced during combustion (particularly NOx).

Although challenging, finding an efficient solution to recycle the CO2 produced 
during combustion, to form back fuels using RE will be thus preferable and more 
sustainable than to develop new energy vectors and a new energy infrastructure. The 
CO2 conversion to liquid fuels (methanol or other liquid chemicals) forms safe 
chemicals with high energy density, with minimal (and well-established) risks in 
storage, and this route may be well integrated with the existing energy infrastructure 
with minimal investment.

Producing solar fuels via recycling CO2 is thus a carbon-neutral approach to 
store and transport solar energy (and of other renewable or noncarbon-based energy 
sources) that can be well integrated into the current energy infrastructure.

7.5  CO2 as a Carbon Source to Introduce Renewable Energy 
in the Chemical Production Chain

Light olefins2 (ethylene and propylene, about 200 Mt/y global market) are the build-
ing blocks of current chemical production, but their synthesis is also the single most 
energy-consuming process in the chemical industry (Ren et al. 2006, 2008). They 
are mainly produced by steam cracking. On a world scale the operation uses about 
3 EJ of primary energy (due to the combustion of fossil fuels and excluding the 
energy content of products) and produces large amounts of CO2 emissions (Neelis 2007). 

2 Olefin, also called alkene, is an unsaturated hydrocarbon containing one or more pairs of carbon 
atoms linked by a double bond.
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The pyrolysis section of a naphtha steam cracker alone consumes approximately 
65 % of the total process energy and accounts for approximately 75 % of the total 
energy loss. The specific emission factors (CO2 Mt/Mt light olefin) depend on the 
starting feedstock, but range between 1.2 and 1.8. Therefore, about 300 Mt/y of CO2 
derive from the production of these building blocks of the chemical production 
chain. It is thus a relevant objective to look at the possibility of using CO2 as the 
carbon source for producing light olefins, with the multiple benefit of potentially 
reusing large amounts of carbon dioxide, avoiding large volume emissions of CO2 
in producing these raw chemicals, and introducing RE at the beginning of the chem-
ical production chain.

There is a combination of factors, between which the lowering of fossil fuel 
resources, the time requested to change the energy system and infrastructure, the 
increase of fossil fuel cost and need of cleaner fuels, the increase of social pressure 
on sustainability and environmental protection issues, and so on, indicating that in 
addition to a significant increase in the cost of carbon sources for chemical produc-
tion in the next two decades, there are many constraints limiting the use of oil- 
alternative carbon sources, particularly to produce base raw materials such as 
C2–C3 olefins. On the other hand, it is necessary to widen the possible sources to 
produce these base chemicals, because it will moderate the increase in their price, 
while maintaining the actual structure of value chain. This is an important element 
to keep production competitive and avoid large investments related to a value 
change in petrochemistry. Within this scenario, producing light olefins from CO2, 
in order to avoid wasting this relevant source of carbon, is an interesting option 
(Centi et al. 2011a).

The energy necessary for the endothermic3 process of producing light olefins 
from CO2 must clearly derive from RE sources, because otherwise the process is not 
sustainable. It was previously remarked that converting CO2 to fuels is a great 
opportunity to store and transport solar or other RE sources efficiently. Storing the 
energy in the form of chemical energy is still the preferable method to have a high 
energy density in the energy vector, with easy storage and transport. Due to their 
high energy of formation, C2–C3 olefins represent an excellent opportunity to store 
solar energy and incorporate it in the value chain for chemical production instead of 
that for energy. The high value of the energy of olefin formation also explains why 
the actual formation process is the most energy-consuming process in the chemical 
industry, with a large impact on CO2 emissions.

The largest part of ethylene and propylene is currently used to produce polymers, 
directly (polyethylene and polypropylene; polypropylene production, e.g., accounts 
for more than 60 % of the total world propylene consumption) or indirectly (e.g., the 
main products of propylene are acrylonitrile, propylene oxide, acrylic acid, and 
cumene, which at the end are also mainly used to produce polymers). Producing 
ethylene and propylene from CO2 can thus also be viewed as a way to capture CO2 
for a longer term with respect to the much shorter life cycle of CO2-based fuels.

3 An endothermic reaction needs external heat to be provided to the system.
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7.5.1  Producing Light Olefins from CO2

The synthesis of light olefins from CO2 requires the availability of H2. Ethylene and 
propylene have a positive standard formation energy with respect to H2, but water 
forms in the reaction and thus the process essentially does not need extra energy 
with respect to that required to produce H2. From the energetic point of view, the 
energy efficiency of the process is thus related to the energy efficiency of the pro-
duction of H2. The process for olefin synthesis from CO2 may be described as the 
combination of a stage of reverse water gas shift (rWGS):

 CO H CO H O2 2 2+ ® +  (7.1)

and a consecutive stage of Fischer–Tropsch (FT) synthesis

 
CO H C H C H H O CO+ ® + + + = ¼( )+2 2 2 2 2 2 1 2n n n n n , ,

 
(7.2)

The Fischer–Tropsch catalyst should be modified in order to minimize the for-
mation of alkanes (especially CH4), and increase selectivity to C2–C3 olefins. The 
two stages above may be combined, but water should preferably be removed in situ 
to shift the equilibrium, and avoid F–T catalyst reversible inhibition.

A number of recent studies have been dedicated to the effect of CO2 on FT syn-
thesis. For example, Sai Prasad et al. using a Fe/Cu/Al/K catalyst operating at 
300 °C find a selectivity to alkene in the C2–C4 fraction (about 40 % of the whole 
hydrocarbon fraction) of about 85 % (Sai Prasad et al. 2008). Jiang et al. used a 
zeolite capsule catalyst with a core (Fe/SiO2)-Shell (Silicalite-1) structure for the 
direct synthesis of light alkenes from syngas4 (Jiang et al. 2011). This zeolite cap-
sule catalyst exhibited excellent selectivities compared with the traditional FT cata-
lyst, suppressing formation of the undesirable long-chain hydrocarbons.

Light olefins may also be obtained via conversion of methanol/DME (dimethyl-
ether) on multifunctional catalysts instead of through the Fischer–Tropsch mecha-
nism. Kang et al. used Fe–Cu–K catalysts supported on ZSM-5 (Zeolite Socony 
Mobil–5) to improve selective olefin production (Kang et al. 2010). Park et al. used 
instead a dual-bed reactor approach, with a Fe–Cu–Al-based FT catalyst in the first 
stage and a ZSM-5 cracking catalyst in the second stage (Park et al. 2009). The 
formation of olefins is enhanced by doping the first catalyst with K. A 52 % selec-
tivity to C2–C4 hydrocarbon rich in olefins (77 % selectivity) was reported.

Although further improvements in catalysts are possible, reactor design and 
process operations are also necessary and these results show that it is possible to 
modify FT or methanol catalysts to selectively form light olefins. It is reasonable to 
consider further optimization with a target of selective synthesis of light olefins over 
80 % at higher productivity.

4 Syngas (from synthetic gas or synthesis gas) is the name given to a gas mixture that contains varying 
amounts of carbon monoxide (CO) and hydrogen (H2). Examples of production methods include 
steam reforming of natural gas or liquid hydrocarbons, the gasification of coal and biomass, and in 
some types of waste-to- energy gasification facilities.
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7.5.2  H2 Production Using Renewable Energy

Converting carbon dioxide to light olefins requires H2 (cf. Eqs. 7.1 and 7.2) and the 
latter should be produced using RE sources to make the whole process sustainable 
(and effective in terms of GHG impact). For the same reason, only methods for 
producing hydrogen using RE sources directly are considered appropriate. Even if 
H2 produced from biomass-derived products (via aqueous phase catalytic reform-
ing, e.g.) is formally derived from renewable resources, the net impact on GHG 
emission per mole of H2 is not very different from that of fossil fuels.

In methane steam reforming

 CH H O CO H4 2 2 22 4+ ® +  (7.3)

four moles of H2 are produced per mole of CO2, that is, 5.5 kg CO2 per kg H2. 
However, this value rises to about 8.9 kg CO2/kg H2 considering the life cycle of 
production (Ruether et al. 2005).

The life-cycle assessment (LCA) for producing H2 from biomass is more 
complex, because one should include many factors, from the growing of bio-
mass (including aspects related to GHG impact of the use of fertilizers, land 
change uses, etc.) to biomass harvesting/transport, to biomass conversion and 
related technologies/routes utilized, and in addition considering that H2 is often 
a byproduct and not the primary product. Therefore, even if fully reliable esti-
mations do not exist or are highly dependent on the specific case, on the average 
of 5–6 kg CO2/kg H2 could be indicated (Djomo and Blumberga 2011; 
Marquevich et al. 2002).

For the direct production of H2 using RE, LCA data are also not reliable, because 
all technologies are still at the development stage. For wind/electrolysis, a value 
below 1 kg CO2/kg H2 was estimated (Spath and Mann 2004). Life-cycle CO2 emis-
sions for various hydrogen production methods (Utgikar and Thiesen 2006) indicate 
values for H2 from hydroelectric/electrolysis and solar thermal around 2 kg CO2/kg 
H2, whereas values can reach around 6 kg CO2/kg H2 for photovoltaic/electrolysis. 
However, the latter value appears overestimated and does not include the latest 
developments in the field. It is thus a reasonable estimate that an average of 1–2 kg 
CO2/kg H2 could be indicated, that is, a value at least one third of that from biomass 
conversion routes.

Already well established is the production of H2 by electrolysis, where the 
electrical energy derives from photovoltaic (PV) cells, wind turbines, or other 
RE sources. Today, the efficiency of the PV-electrolysis system has been opti-
mized, and efficiencies up to about 12 % can be obtained (Gibson and Kell 
2008). H2 could be produced under pressure in modern electrolyzers, whereas 
other routes typically produce H2 at atmospheric pressure and its compression for 
use is necessary. Proton electrolyte membrane (PEM) water electrolysis tech-
nology provides a safe and efficient way to produce electrolytic hydrogen and 
oxygen from RE sources. Stack efficiencies close to 80 % have been obtained 
operating at high (1 A · cm−2) current densities using low-cost electrodes and 
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high operating pressures (up to 130 bar) (Millet et al. 2010). Among the advantages 
of PEM (polymer electrolyte membrane) electrolyzers over the well-established 
alkaline technology, the absence of corrosive electrolytes may be cited, as well 
as better integration with solar and wind power. Recent developments in terms 
of catalyst optimization, improved design of electrolyzer cells, and cost reduc-
tion of the membrane–electrode assembly have already led to significant stack 
capital cost reductions.

The DoE (US Department of Energy) targets for distributed water electroly-
sis indicate a hydrogen cost ranging in the $2–4/kg H2. These costs would 
increase if renewable energy were considered. Considering the incidence of 
electricity on H2 production cost and that off-peak electrical energy at competi-
tive costs is available, it is possible to estimate a future renewable H2 around 
$8–10/kg H2 decreasing to $5–6/kg H2 in the year 2020. This cost may be sig-
nificantly lowered when cheap excess electrical energy were available, for 
example, produced by nuclear plants at night. The cost of hydrogen produced 
from water splitting using nuclear technologies is around $2/kg H2 (Elder and 
Allen 2009).

Further improvements in the H2 technology could be achieved by operating elec-
trolysis at high temperature (above 200 °C), in particular using solid oxide elec-
trolysis cells (SOEC; temperatures around 950–1,000 °C) (Hauch et al. 2008). For 
low-temperature electrolysis a larger quantity of electrical energy is necessary to 
overcome the endothermic reaction heat, whereas at high temperatures the primary 
electrical energy demand is considerably reduced and the electrical losses in the cell 
decrease due to lower ohmic resistance in the electrolyte and lower polarization 
losses from the electrode reactions, due to the faster kinetics of the electrolysis 
reactions. H2 costs from high-temperature electrolysis have been estimated in the 
$1.5–2.6/kg H2 range (Hauch et al. 2008).

There are three alternative routes to produce renewable H2 (Centi et al. 2011b).

• Bio-route using cyanobacteria or green algae (bioH2)
• High-temperature thermochemical using concentrated solar energy
• Photo(electro)chemical water splitting or photoelectrolysis using semiconductors

All these routes are still under development and thus many uncertainties are present 
regarding their technoeconomic feasibility. Productivities are still quite low.

In conclusion, H2 production from RE sources may be estimated to have a cost in 
the US$2–10/kg H2 range. H2 using PEM electrolyzers can already be produced on 
a small to medium scale. There are relevant possibilities for a further decrease in the 
cost, particularly in terms of optimization of the electrodes and device configura-
tion. H2 production from biomass transformation products (bio-oil, byproducts, 
etc.) is also falling in the same range, but as discussed before, the impact on GHG 
emissions is significantly higher. BioH2 using cyanobacteria or green algae, and 
photo(electro)chemical water splitting or photoelectrolysis have a larger potential 
for the future large-scale production of renewable H2 at competitive costs, but intense 
R&D effort is necessary to realize this potential.
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7.5.3  Assessing the Production of Light Olefins from CO2

The process flow-sheet in light olefin production from CO2 (Centi et al. 2011a) is 
based on a first step of H2 production by electrolysis, either using PEM electrolyzers 
or high-temperature SOEC, and electrical energy deriving from RE. The core of the 
process is the combination of rWGS and modified Fischer–Tropsch reactions. The 
two steps are in separate stages for the optimization of the relative catalysts and 
reaction conditions. Inorganic membranes permeo-selective to water are integrated 
in the reactors to improve the performance of the process. H2 is added in part 
between the two stages and the methane, light alkanes, and >C5 hydrocarbons pro-
duced in the process are recycled. The overall process, due to the formation of 
water, has slightly exothermic5 results. After thermal recovery, the light olefins are 
separated in a sequence of columns similar to the steam cracking process, and CO 
and CO2 are recycled to the rWGS unit.

A technoeconomic analysis of this possibility (Centi et al. 2011a) indicates that 
for a predicted renewable H2 cost as a target for the year 2020 (US$2–3/kg H2), 
the process is economically valuable. Current renewable H2 cost is still higher, but 
not so much as to not consider in more detail the possibility to produce light ole-
fins from CO2.

7.6  Routes to Solar Fuels

Although the concept of solar fuels is often broad and typically includes H2 pro-
duction using solar energy, we do not consider hydrogen strictly a solar fuel here, 
but an intermediate to produce the true solar fuels in the form of liquid (easily stor-
able and with high energy density) chemicals. Between the possible energy vector, 
those deriving from the reduction of CO2 are preferable for the reasons discussed 
above and which are also discussed in more detail elsewhere (Centi and Perathoner 
2010, 2011).

There are different possible energy vectors that derive from the hydrogenation of 
CO2, either directly or through the intermediate stage of the rWGS reaction (Eq. 7.1) 
to produce syngas (mixture of CO/H2) which can then be converted through the 
already established (and commercially applied) routes:

• Formic acid,6 which may be used in formic acid may be used in formic acid 
fuel cells or as a vector to store and transport H2. The reaction of synthesis is 
reversible and formic acid can be catalytically decomposed in mild conditions to 
form back H2 and CO2 (Ferenc 2008; Leitner 1995)

5 An exothermic reaction creates heat that must be evacuated to the external ambient.
6 Formic acid (also called methanoic acid) is the simplest carboxylic acid. Its chemical formula is 
HCOOH or HCO2H.
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• Methanol and dimethylether (DME)
• Methane (substituted natural gas, SNG)
• >C1 alcohols or hydrocarbons

An overview of the different possibilities and routes is presented in Fig. 7.1. The 
main routes are chemical (catalytic), but the possibility of using electrochemical 
routes or solar thermal routes is also shown. Syngas may also be produced by reac-
tion with hydrocarbons (particularly methane) through so-called dry reforming 
(DR). The main potential advantage of this route is that it can be applied directly to 
flue gases7 (even if technical problems exist), whereas all the other routes require a 
first step of separation of CO2 from the flue gases. However, DR is an endothermic 
reaction occurring at high temperature (about 900–1,000 °C) and with the formation 
of carbon (which deactivates the catalyst) as a side reaction. The reaction may be 
combined with the wet reforming of methane (with H2O) and its partial oxidation 
(so-called try-reforming) (Song 2006).

The catalytic chemistry of the rWGS reaction and the following transformation 
to methanol/DME, or hydrocarbons via Fischer–Tropsch, and the subsequent pro-
duction of gasoline (methanol-to-gasoline, MTG) or of diesel via hydrocracking of 

Fig. 7.1 CO2 routes to solar fuels. The renewable energy is used either directly (in the solar ther-
mal production of syngas) or indirectly, according to two main possibilities: (i) production of 
renewable H2 or (ii) production of electrons, or electrons/protons (by water photo-oxidation), used 
in the electrochemical routes

7 Flue gas is the gas exiting to the atmosphere via a flue, which is a pipe or channel for conveying 
exhaust gases from a fireplace, oven, furnace, boiler, or steam generator. Quite often, the flue gas 
refers to the combustion exhaust gas produced at power plants. Its composition depends on what is 
being burned, but it will usually consist of mostly nitrogen (typically more than two thirds) derived 
from the combustion air, carbon dioxide (CO2), and water vapor as well as excess oxygen.
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the alkanes produced in the Fischer–Tropsch process (using Co-based catalysts) is 
well established, even if there is still need of development, due to the change of feed 
composition starting from CO2 instead of from syngas. Also in terms of process 
development most of the knowledge necessary is available. Minor technological 
barriers to develop these routes are thus present. Only for the synthesis of formic 
acid, either catalytically or electrocatalytically, is there still need of development in 
terms of productivity and stability.

The main gap in the catalytic routes of CO2 conversion to fuels is economic, 
with the cost of production of renewable H2 as the key factor. However, opportuni-
ties already exist in terms of available (low-cost) sources of renewable H2 which 
make the production of fuels from CO2 interesting. Mitsui Chemicals and Carbon 
Recycling International are two companies that are running pilot plant projects to 
exploit the conversion of CO2 to methanol, and Mantra Venture Group and DNV 
(Det Norske Veritas) are exploring at pilot-plant scale the electro reduction of CO2 
to formic acid. RCO2 AS has instead developed a pilot-scale process based on 
recovery of CO2 from flue gas and its conversion to methane using renewable H2. 
Details on these processes and the related chemistry and catalysis are discussed 
elsewhere (Centi and Perathoner 2009; Quadrelli et al. 2011). A book discussing 
the various possible routes for CO2 conversion was recently published from Aresta 
(2010). Other authors have also recently published reviews on this topic (Dorner 
et al. 2010; Jiang et al. 2010; Olah et al. 2009a; Sakakura et al. 2007; Schaefer 
et al. 2010).

The catalytic synthesis of higher alcohols from CO2 is an interesting route, but 
still not competitive. New interesting catalysts, however, have been developed. 
Conversion of CO2 to higher alcohols and hydrocarbons (≥C2) using biocatalysis 
or electrocatalysis methodologies is also an interesting route, but is still at the 
preliminary stage (Centi and Perathoner 2010; Centi et al. 2011b). Genetically 
modified cyanobacteria have recently been reported to consume carbon dioxide 
in a set of steps to produce a mixture of isobutyraldehyde (primarily) and isobu-
tanol. Using a gas-phase electrocatalysis approach CO2 may be reduced to a 
mixture of C2 hydrocarbon and alcohols, mainly isopropanol (Ampelli et al. 
2010). Artificial metabolic pathways involving enzymes or cyanobacteria have 
been proposed to use NADPH (nicotinamide adenine dinucleotide phosphate-
oxidase) and ATP (adenosinetriphosphate) from photosynthesis for the synthesis 
of n-butanol (UCLA) or isobutene (Global Bioenergies) directly from carbon 
dioxide and water.

The conversion of CO2 to hydrocarbons and alcohols using radiation and/or elec-
trons (photo-, electro-, or photoelectrocatalytic methods) is actively being investi-
gated worldwide with the aim of developing nonbiomimetic artificial leaves that use 
solar light, CO2, and water to make solar fuels directly. Even if impressive results 
have been reported recently, it is still a long-term solution for still low productivity. 
It has also been shown that the intrinsic barriers for practical applications on the 
investigated routes often are unclear, and it is thus necessary to focus the research 
better. Details are discussed elsewhere (Centi and Perathoner 2009, 2010; Centi 
et al. 2011a, b).
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7.7  Conclusions

This short overview has presented the concept of how the conversion of CO2 through 
the use of renewable energy sources offers new possibilities to develop innovative 
new approaches to improve sustainability of chemical and energy production. After 
introducing the general aspects and the motivations for this R&D topic, as well as 
how these aspects are a key component of the chemical and energy industries' strate-
gies (particularly in Europe), especially in terms of addressing resource efficiency, 
this chapter discusses two aspects in more detail:

• The challenge of using CO2 for the production of light olefins (ethylene, propyl-
ene) as an example of the possible reuse of CO2 as a valuable carbon source and 
an effective way to introduce renewable energy in the chemical industry value 
chain, improve resource efficiency, and limit greenhouse gas emissions

• The conversion of CO2 to fuels using sunlight (solar fuels), with a concise pre-
sentation of the possible routes, also with some indication of the industrial devel-
opments in the field, in order to demonstrate this relevant opportunity to develop 
effective energy vectors for the storage of solar energy which are integrated into 
the existing energy infrastructure and allow a smooth but fast transition to a more 
sustainable energy future.

These examples show that it is possible to create CO2-based and resource- 
efficient chemical and energy production. It is thus possible to expand the current 
view of considering CO2 as a valuable resource only for target high-value products, 
which, however, cannot significantly contribute to the recycling of carbon dioxide 
and the creation of a low-carbon economy. It is also evident that the process of pro-
ducing light olefins from CO2 can be an enabling factor for an effective introduction 
of renewable energy into the chemical production chain, and the push towards solar 
fuels an effective driving force towards more sustainable energy.
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    Abstract     Research and development of hydrogen and fuel cell technologies are 
motivated by the same drivers as for other new energy production/conversion/stor-
age options, in particular the increase in greenhouse gas emissions and in sea and 
land mass temperatures, and peaking of oil production capacity and the technical 
diffi culties and safety issues associated with extracting oil from offshore deep drill-
ing below the seabed, which together lead towards a global requirement for use of 
lower fossil carbon energy sources. In this context, this chapter outlines actual and 
potential roles for hydrogen and fuel cell technologies. It provides a short historical 
perspective of fuel cells and describes fuel cell types and their applications, in par-
ticular automotive and stationary fuel cell uses. Directions in fuel cell materials 
research on electrocatalysts and their supports and electrolyte membranes are 
described in a fi nal section.  

  Keywords     Electrolysis   •   Energy conversion   •   Fuel cell   •   Hydrogen  
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   AFC    Alkaline fuel cell   
  CO    Carbon monoxide   
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  EUCAR    European Council for Automotive R&D   
  FCHV    Fuel cell hydrogen vehicle   
  FCV    Fuel cell vehicle   
  Fe/N/C    Iron, nitrogen, carbon catalyst   
  H+    Proton (hydrogen nucleus)   
  H 2     Hydrogen molecule   
  HOPG    Highly oriented pyrolytic graphite   
  Hyfl eet CUTE    This is a European project comparing the advantages and disad-

vantages of hydrogen internal combustion engine (ICE) buses 
with fuel cell buses. CUTE stands for Clean Urban Transport for 
Europe and the goal of the project is to test and demonstrate 
hydrogen buses in 10 different cities in Europe, Asia, and Australia 
to reduce CO 2  emissions and move away from fossil fuels.   

  IPCC    Intergovernmental Panel on Climate Change   
  IPHE    International Partnership for Hydrogen and Fuel Cells in the 

Economy.   
  kW    Kilowatt (SI power unit)   
  mb/d    Million barrels per day   
  MCFC    Molten carbonate fuel cell   
  MEA    Membrane electrode assembly   
  OPEC    Organization of the Petroleum Exporting Countries   
  PAFC    Phosphoric acid fuel cell   
  PCFC    Proton ceramic fuel cell   
  PEM    Polymer electrolyte membrane   
  PEMFC    Proton exchange membrane fuel cells, also known as polymer 

electrolyte fuel cells (PEFC)   
  PFSA    Perfl uorosulfonic acid   
  Pt/M    Alloy of platinium with a metal (M)   
  Pt    Symbol of platinum   
  PURE    Promoting Unst Renewable Energy (Unst is one of the North Isles 

of the Shetland Islands, Scotland)   
  SI    Système International d’unités (International System of units)   
  SOFC    Solid oxide fuel cell   
  WHFS    Worldwide hydrogen fueling stations   

8.1           Sustainable Energy Future 

 From what could have been considered as recently as 15–20 years ago, as bleating 
in the wind, to a recognized urgent problem with huge geopolitical implications, the 
means to assure a sustainable energy future are in the forefront of international con-
siderations. Without undue exaggeration, it is something of a race against time in an 
overall context where the unpredictable or at least unexpected can occur and change 
international opinion in one fell stroke, with possible signifi cant repercussions on 
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future energy supply options, as has happened following the tsunami and earth-
quake in Japan in March 2011 and (although to a lesser extent) the deepsea oil rig 
explosion in the Gulf of Mexico in May 2010. The main driver for research and 
implementation of new energy technologies is their contribution to an overall mix 
of energy sources, where renewables play a much more important role than in the 
past, and which require means for energy conversion, and hugely increased storage 
capacity. The trilogy of declining fossil reserves, increasing emissions, and climate 
change concerns, and the need for energy security motivate accelerating efforts, 
against a background where the current infrastructure, developed for high-carbon 
energy, “locks-in” introduction of new energy technologies, and makes the 2 °C 
climate change goal more challenging and expensive to meet. 

 Data logged at the Mauna Loa Observatory (Hawaii) indicates an increase in 
atmospheric carbon dioxide from ca. 320 to ca. 390 ppm in the 50 years to 2011. 
The annual mean growth rate is also instructive, inasmuch as it shows a steady rise 
from 0.8 ppm average annual increase in CO 2  in the decade 1950–1960, to 1.9 ppm 
annual increase in the decade 2000–2010 (Earth Systems Research Laboratory 
 2011 ). Despite economic diffi culties at the end of this decade, global primary energy 
demand rebounded by 5 %, pushing CO 2  emissions to a new high (World Energy 
Outlook  2011 ). In its fourth Assessment Report, the Intergovernmental Panel for 
Climate Change (IPCC  2007 ) provides charts that show that global land mass and 
ocean temperature increases since the beginning of the last century are modeled 
correctly only when anthropogenic impact is included, those models considering 
only natural forcings (forcing factor within the climate system) providing poor 
agreement. It was concluded that anthropogenic warming over the last three decades 
has likely had a discernible infl uence on the global scale on observed changes in 
many physical and biological systems (IPCC  2007 ). Improving technical aspects of 
detection and attribution, especially harmonizing terms and defi nitions, is an impor-
tant goal to advance this topic, with emphasis on impact-relevant changes in the 
climate system and impacts on natural and human systems (IPCC  2009 ). In its most 
recent World Energy Outlook (World Energy Outlook  2011 ) the International 
Energy Agency predicts that although production of conventional crude oil will 
remain at current levels before declining slightly to around 68 mb/d (million barrels 
per day) by 2035, to compensate for declining crude oil production at existing fi elds, 
47 mb/d of gross capacity additions are required, which corresponds to twice the 
current total oil production of all OPEC countries in the Middle East (Fig.  8.1 ).

   Sustained development is therefore needed, mainly to combat the decline in 
output at existing fi elds, which will drop by around two thirds by 2035, with 
pressure from emerging economies on rising oil use by the transport sector. 
A fundamental change in transport technologies is required through use of plug-
in hybrids and electric vehicles (fuel cells and battery vehicles) to bring about a 
drop in CO 2  emissions from this sector. Renewable energy sources are predicted 
increasingly to occupy center stage, with an increase in power production from 
nonhydropower renewables from a current 3–15 % by 2035, with China and the 
European Union expected to drive this expansion. The challenges are well docu-
mented—their intermittent character, energy density, and their integration into 
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the grid—nevertheless these are outweighed by the environmental protection and 
energy security that they ensure, and data estimating that photovoltaic cells cov-
ering 1 % of the usable land mass would meet world energy demand, or that eight 
100 × 100 km offshore wind farms could produce the energy demand of the 
European Union are sobering. Accommodating more electricity from renewable 
sources, sometimes in remote locations, will require additional investment in 
transmission networks amounting to 10 % of total transmission investment: in 
the European Union; 25 % of the investment in transmission networks is needed 
for this purpose (World Energy Outlook  2011 ).  

8.2     Hydrogen as a Future Energy Carrier 

 Hydrogen is the simplest element, comprising one proton and one electron. It is the 
lightest and most abundant of all elements. About 90 % of all atoms in the universe 
are hydrogen. Its gravimetric energy density is more than twice that of carbon- 
containing fuels such as gasoline or natural gas, but its volumetric energy density is 
low, and is improved by either high pressures (compressed gas) or extremely low 
temperatures (cryogenic liquid), although the low boiling point of hydrogen makes 
liquefaction very energy intensive. The energy storage capability of hydrogen is 
increasingly being considered as a means of buffering fl uctuations in energy from 
renewable sources. 

 Hydrogen does not exist in gaseous form in a natural state on earth, but is always 
mixed with other elements: combined with oxygen in water; combined with carbon 
in methane, coal, petroleum, and with both these elements in methanol and etha-
nol. A primary energy source is therefore needed to release hydrogen from such 
resources. In the hydrogen cycle, energy from a renewable source (wind, solar) 
dissociates water to hydrogen and oxygen. The latter is generally released to the 

  Fig. 8.1    World oil production by type (World Energy Outlook Executive Summary © OECD/IEA 
 2011 )       
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atmosphere (although it could be dried and purifi ed and used for other applications), 
and hydrogen stored and transported as required, and used as fuel in a fuel cell, 
where it produces electricity, heat, and water, thus closing the cycle. In this cycle, 
renewable energy is stored as hydrogen for use as and when required and, although 
the number of single processes (hydrogen production, conditioning, storage, distri-
bution, transportation) reduces the overall energy effi ciency (Züttel  2008 ), these 
considerations are to be weighed against the opportunity of large-capacity renew-
able energy storage. In general, hydrogen technologies favor decentralized systems 
and local and individual solutions for hydrogen generation rather than central 
generation and delivery via a pipeline. The hydrogen network is estimated at 
around 1,600 km in Europe and 1,100 km in North America, so that supply from a 
central production site has to take place via road transport, either a compressed 
gaseous hydrogen or liquid hydrogen. 

 The most common process for hydrogen production currently is by steam reform-
ing using hydrocarbons (e.g., natural gas, liquid petroleum gas, and naphtha) as 
feed. Until recently, steam reforming plants were designed for production capacity 
ranging from 200 up to 100,000 Nm 3 /h. By using a newly developed type of reformer 
it is now possible to serve ranges of 50 up to 200 Nm 3 /h economically by compact, 
small-scale hydrogen generation plants based on steam reforming of natural gas. 
This capacity range is well suited for an on-site supply of small vehicle fl eets with 
hydrogen (    Global Hydrogen Bus Platform ). Hydrogen supply pathways in cities 
operating fuel cell buses and hydrogen internal combustion engine buses developed 
in the European Commission’s HyFleet:Cute are shown in Fig.  8.2  ( Global 
Hydrogen Bus Platform ).

8.3        Fuel Cells 

 Fuel cells convert the chemical energy of the fuel to electricity by the electro-
catalyzed reaction of hydrogen and oxygen. Using hydrogen and air, water is the 
only by-product, thus eliminating all local production of greenhouse gas emis-
sions. The fundamental principles underlying water electrolysis and hydrogen 
and oxygen recombination in a fuel cell have been known for almost 200 years, 
since the publications of Schönbein ( 1839 ) and Grove ( 1839 ,  1842 ). Fuel cell 
history is characterized by developments in fi ts and starts, thus following these 
fi rst observations, any progress slumbered for more than a century, to accelerate 
again with the advent of the space program, where the fuel cells provided not 
only electricity but also water. From this same period date the fi rst stationary 
and terrestrial transportation applications, as well as portable machinery tools 
such as welding machines. Following a further period of relative dormancy, 
broken only by a brief revival of interest during the time of the energy crises of 
the 1970s, fuel cell technologies have attracted sustained attention since the end 
of the 1980s. 
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 There exist different types of fuel cell using different electrolytes and operating at 
different temperatures. Figure  8.3  illustrates this schematically, and provides 
operating temperature ranges for alkaline fuel cells, proton exchange membrane 
fuel cells (20–160 °C), phosphoric acid fuel cells (160–220 °C), molten carbonate 
fuel cells (600–650 °C), proton ceramic fuel cells (500–800 °C), and solid oxide fuel 
cells (700–1,000 °C). Electrolytes in these fuel cell types range from liquid (pre-
dominant in AFC, although alkaline anion exchange membranes are under intensive 
research development, and PAFC), through polymer (PEMFC) to ceramic (PCFC, 
SOFC). In addition to hydrogen fuel, low-temperature fuel cells can also be fed with 
methanol, ethanol, or other hydrogen-rich fuels (where the challenge lies in the 
development of highly active anode catalysts for methanol , ethanol etc. oxidation), 
whereas the operating temperature of solid oxide fuel cells (>700 °C) is suffi cient 
for internal reforming of natural gas, for example. With pure hydrogen as fuel, 
low-temperature (to 200 °C) fuel cells exhibit major advantages regarding power 
density and durability in dynamic operation, and the PEMFC can be taken as an 
example to outline fuel cell operation briefl y. As shown in Fig.  8.3 , the basic structure 
of a fuel cell is that of two electrodes, separated by an electrolyte, and connected 
by an external circuit. Hydrogen gas (H 2 ) is oxidized at the anode on catalyst particles 
that disassociate H 2  to 2H +  (protons) and 2 e- (electrons).

  Fig. 8.3    Schematic representation of different fuel cell types, temperature range of operation, and 
charge carrier species.  AFC  alkaline fuel cell,  PEMFC  polymer electrolyte membrane fuel cell, 
 PAFC  phosphoric acid fuel cell,  MCFC  molten carbonate fuel cell,  PCFC  proton ceramic fuel cell, 
 SOFC  solid oxide fuel cell (Figure courtesy Erich Erdle, efceco)       
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   The protons (associated with water molecules) are transferred across the  polymer 
electrolyte membrane to the cathode, where they combine with oxygen at electro-
catalyst particles to form water. The electrolyte material is electronically insulating, 
and the electrons fl ow through the external circuit. It is not the purpose of this 
chapter to enter into fuel cell thermodynamics, for which excellent references are 
available (   Friedrich and Büchi  2008 ); suffi ce it to indicate here that the equilibrium 
cell voltage for the reaction outlined above, for each molecule of hydrogen con-
verted to water at standard temperature, pressure, and activity, is 1.23 V. Fuel cells 
can be extremely effi cient energy converters, in particular when use is also made of 
the heat produced, as in stationary systems where the total (electric + heat) effi -
ciency of the combined heat and power generation can exceed 80 %. The effi ciency 
of the system is reduced compared to that of the stack due to power requirements of 
peripheral components such as the fan, compressor, and so on. 

 Figure  8.3  is a “macroscopic” view of the fuel cell and its membrane electrode 
assembly (MEA). In reality, the MEA of a proton exchange membrane fuel cell 
comprises nanomaterials (carbon-supported catalysts) at the interface between the 
gas diffusion material and the polymer membrane, the architecture of both of which 
is designed for optimum mass transport (gas diffusion material) and proton transfer 
(electrolyte membrane); see Fig.  8.4 . Moreover, the three-phase boundary at the 
anode and cathode interface regions is critically important in determining catalyst 
reaction kinetics and fuel cell performance.

8.4        A Case Study: The Vestenskov Hydrogen Community 
in Denmark 

 Vestenskov, Lolland in Denmark (population 540) provides an excellent example 
of how hydrogen can be used for the storage of energy from a renewable source. 
Lolland’s wind turbines produce some 50 % more electricity than the area can 
use. Because wind energy as such cannot be stored, and in the absence of an 
adequately dimensioned means of electricity storage, when insuffi cient wind 
power is available, households must revert to the use of fossil sources for heating 
and power. In this 6-year project, the Danish consortium Dansk Mikrovarme is 
testing the potential of storing wind energy by converting it to hydrogen. Wind 
power from the turbines is used to supply power to alkaline electrolyzers, where 
water is split into its hydrogen and oxygen components. The hydrogen is stored 
until needed, and is piped to individual houses and used in microcombined heat 
and power units. These units provide both the electricity supply for the homes, 
and heating, and they have replaced former gas-fi red central heating boilers. The 
Vestenskov hydrogen community project is taking place in three phases, the fi rst 
of which was inaugurated in November 2006. In September 2008 the fi rst fi ve 
households were connected to the underground hydrogen pipeline which enabled 
assessment of the system’s operational stability and safety. In the current phase, 
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35–40 households are being equipped with a fuel cell module the size of a small 
central heating unit, with an output of approximately 2 kW. Projects such as this 
are important demonstrations of how hydrogen can be used as storage medium for 
renewable electricity (see Fig.  8.5 ).

   A second case study is provided by the PURE (Promoting Unst Renewable 
Energy) project, on Unst, one of the North Isles of the Shetland Islands, Scotland. 
Unlike Vestenskov, the issue for this implementation was the lack of electrical grid 
connection, hence the need for an innovative solution for integrating green tech-
nologies on the island. Therefore the main aim of the project was to provide a com-
plete off-grid renewable energy solution for powering an industrial estate. The 
proposed renewable energy solution was to deliver a reliable source of electrical and 
heating energy through the use of renewables and energy storage technologies. This 
led to the selection of storing wind power as the primary energy source into hydro-
gen, and of hydrogen fuel cell technology to deliver an uninterrupted power supply 
(PURE project  2007 ). The PURE project comprises two 15 kW wind turbines, an 
electrolyzer, high pressure hydrogen storage system, and hydrogen dispensing 

  Fig. 8.4    Membrane-electrode assembly of a proton exchange membrane fuel cell and its constitu-
ent interfaces       
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facility. The facility is used to fi ll cylinders in a fuel cell/battery hybrid vehicle, and 
is used in a back-up power supply based on a 5 kW fuel cell to supply an industrial 
estate with electrical power when there is no wind. An overview of the PURE proj-
ect system is shown in Fig.  8.6 .
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  Fig. 8.5    The hydrogen cycle, showing the storage of the energy of a renewable source in hydro-
gen, through use of a water electrolyzer (to dissociate water) and hydrogen-fed fuel cells (to gener-
ate heat and power)       

  Fig. 8.6    Overview of the PURE project system in Unst, Scotland ( Source : PURE project  2007 , 
  http://www.pureenergycentre.com/pureenergycentre/Pureprojectcasestudy.pdf    )       
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8.5        Fuel Cells in the Transport Sector 

 The fi rst fuel cell vehicles date from the 1960s with the Electrovan of General 
Motors (1966) being the fi rst hydrogen fuel cell car on record. It was powered by a 
5 kW Union Carbide fuel cell, and the vehicle had a range of ca. 190 km, which 
rivals that of current battery electric vehicles. The Electrovan is displayed at the 
General Motors Heritage Center near Detroit. The Electrovan never ran on public 
roads, unlike the passenger car based on an Austin A40 built by Karl Kordesch 
(1970). The K. Kordesch was a fuel cell hybrid car using seven lead acid batteries 
and a 6 kW Union Carbide alkaline fuel cell. Compressed hydrogen gas was con-
tained in six tanks strapped to the top of the car and the K. Kordesch ran on public 
roads for 3 years. 

 Fuel cells can be used directly for vehicle propulsion, or used as a range extender 
in a battery/fuel cell hybrid vehicle. Compared with battery electric vehicles, fuel 
cell powered passenger cars are well adapted for long distances and, just as battery 
electric vehicles, they provide for clean city operation. In heavy-duty applications 
and public transport, fuel cells are well adapted for buses for city operation, and 
several demonstration and implementation projects are underway. In the Hyfl eet 
project, 33 hydrogen fuel cell powered buses are operated in nine cities around the 
world, Amsterdam, Barcelona, Beijing, Hamburg, London, Luxembourg, Madrid, 
Perth, and Reykjavik, and hydrogen internal combustion engine powered buses are 
operated in Berlin (Hyfl eet:CUTE project  2012 ). In the aviation sector, hydrogen 
derived on-board from jet fuel is under consideration for fuel cells for auxiliary 
power units (e.g., for on-ground taxiing, in-fl ight environment control), and fuel 
cells have also been used in demonstration projects for aviation propulsion. The 
Antares DLR-H2 was the world’s fi rst piloted aircraft capable of performing a com-
plete fl ight powered by fuel cells alone, with a range of 700 km and an altitude of 
2,560 m. Current developments are underway to extend the range (6,000 km) and 
endurance (50 h; DLR  2010 ). 

 The real impact of the potential in terms of reduced emissions and alternative 
fuels allowed by fuel cell technology awaits the introduction of a mass market 
application, and arguably the greatest bearing will be brought by fuel cell powered 
cars, an essential driving force for hydrogen in the economy. With this as a market 
driver, research efforts directed at widespread use of fuel cells have accelerated in 
recent years, and have been supported by industrial, governmental, and interna-
tional initiatives. The challenges for fuel cell passenger vehicles around 10 years 
ago embraced the need to increase volumetric power density, to improve the ability 
to start up at subzero temperatures, to extend the driving range, to improve durabil-
ity and reliability, and to reduce costs. Research has advanced over the intervening 
period such that currently essentially only the last two challenges remain. For 
example, the driving range has been extended both by improvement in the effi -
ciency of the fuel cell stack, and by means of increasing the amount of hydrogen 
stored on-board by the use of high-pressure tanks. Thus Toyota’s FCHV-adv fuel 
cell vehicle has a range of 830 km compared to the 330 km of the previous genera-
tion of FCHVs, enabled by the use of 70 MPa hydrogen tanks, compared to 35 MPa 
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formerly used. Honda’s Clarity has a range of 620 km, compared to the 360 or 
470 km range of FCX generations of 2003 and 2005, respectively. Marked progress 
has also been made in increasing the output power density per volume, by a factor 
of two for both of Nissan and Honda fuel cell vehicles, for example. Top speed in 
current passenger cars is around 150–160 km/h, with fuel cell stacks in the power 
range of 90–100 kW. These improvements are very considerable, giving range and 
top speeds that are comparable to current diesel powered engines, for identical 
capacity in terms of number of passengers that can be carried. 

 Comparison of the carbon dioxide emissions between various possible power 
train options must take into account a complete analysis from “well to wheel.” 
Several studies have been made, and recent data show that fuel cell vehicles fed with 
hydrogen from wind power, biomass, or compressed natural gas have respectively 
95, 93, and 46 % lower CO 2  emissions than from a reference gasoline internal com-
bustion engine (JRC-EUCAR-CONCAWE  2008 ). These values can be compared 
with those from battery electric vehicles: 100, 96, and 56 % lower emissions when 
charged using electricity from wind power, biomass, and EU-mix, respectively, 

 Fuel cell vehicles fed with hydrogen, and battery vehicles based on renewable 
electricity have the highest potential for CO 2  emission reduction. Both of these 
options represent technology step changes compared to internal combustion engines, 
and the costs for transformation of technology also have to be considered. Battery 
electric vehicles fueled by 100 % electricity from EU-mix or fuel cells fueled by 
hydrogen from fossil sources are intermediate solutions: they have higher emissions 
of CO 2  equivalent per km, higher well-to-wheel energy consumption, and relatively 
lower costs for transformation of technology than fuel cell or battery electric vehi-
cles fueled by renewable hydrogen or electricity. 

 Infrastructure is a vitally important factor for market introduction of fuel cell 
vehicles and several recent H 2  mobility initiatives point the way forward whereby 
industrial participants from the utility, gas, infrastructure, and global car manufac-
turing sectors jointly evaluate the potential for hydrogen as a fuel in a given country 
before developing an action plan for an anticipated roll-out of fuel cell vehicles and 
appropriate hydrogen infrastructure in a concerted implementation program. The 
fi rst such initiative in Europe was that in Germany (2009), followed by the United 
Kingdom (2012). A similar initiative has been undertaken in Japan (2011). Various 
electronic sources are available that provide an up-to-date vision of hydrogen fuel-
ing stations worldwide, the partners involved, and the hydrogen production tech-
nologies adopted (IPHE  2009 ).  

8.6     Directions in Fuel Cell Materials Research 

 Increase in fuel cell durability and reduction in cost are closely related to materials 
improvements, in terms of performance, robustness, and composition. Space does 
not allow anything approaching a comprehensive analysis of the huge advances 
that have been made in fuel cells materials research over the past decade and a half 
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in particular, and excellent reviews (Rozière and Jones  2003 ; Jones and Rozière 
 2008 ; Gasteiger et al.  2010 ; Peckham et al.  2010 ; Thompsett  2010 ; Xie et al.  2010 ) 
and handbooks (Vielstich et al.  2003 ,  2009 ) are available to complete this necessar-
ily summary overview, which is restricted to some considerations of catalyst sup-
port materials, catalysts, and membranes for proton exchange membrane fuel cells 
(PEMFC). 

 In general, catalyst support materials for PEMFC have a high surface area 
(required to disperse the catalyst particles) and electronic conductivity, and to 
resist electrochemical corrosion they must be electrochemically stable in the volt-
age range of fuel cell operation. A specifi c interaction between catalyst and support 
enhances activity and durability, and Vulcan XC-72 carbon black is among the 
most-used fuel cell catalyst supports. Under steady-state fuel cell operation, car-
bon support corrosion is minor, but is considerably accelerated during stop/start 
cycles or local hydrogen starvation. Conventional carbon supports can be replaced 
by fully graphitized carbon supports that are more corrosion resistant. Fundamental 
study of the infl uence of argon and nitrogen treatment of highly oriented pyrolytic 
graphite (HOPG) has shown that Ar-treatment and N-doping promote nucleation 
and a smaller metal particle size, with a narrower platinum particle size distribu-
tion (Zhou et al.  2009 ). Furthermore, nitrogen doped HOPG has increased resis-
tance to agglomeration on cycling and enhanced intrinsic catalyst activity. In recent 
work, mesoporous carbons (Joo et al.  2001 ), conducting diamonds (Wang and 
Swain  2003 ), carbon nanotubes (Wu et al.  2011 ), and carbon nanofi bers (Tsuji 
et al.  2007 ) have been used as PEMFC catalyst support materials. 

 Oxide, nitride, and carbide materials are alternative supports to carbon for PEM 
fuel cells. Recent examples include development of support materials based on 
tungsten (Saha et al.  2009 ) and molybdenum (Elezovic et al.  2009 ) oxides, tung-
sten carbide (d’Arbigny et al.  2011 ), and titanium oxide (Bauer et al.  2010 ) among 
others. Such support materials generally have the advantage of higher electro-
chemical stability than carbon under the conditions outlined above and, due to their 
composition, the metal/support interaction may be stronger. In the case of tungsten 
carbide, the material has been elaborated in the form of microspheres with high 
surface area, that are adapted for the deposition of platinum nanoparticles. The 
tungsten carbide supported platinum has an electrochemical surface area compa-
rable to that of Pt supported on carbon, but signifi cantly higher electrochemical 
stability on voltage cycling (d’Arbigny et al.  2011 ). Nanofi ber supports provide the 
opportunity for the laying down of alternative catalyst layer structures and for 
reductions in precious metal loadings that are a main contributor to fuel cell mate-
rials cost. Among methods for the preparation of nanofi ber oxide (nitride, carbide) 
supports, electrospinning is attracting attention as a versatile method leading 
reproducibly to nanofi ber supports or targeted architecture that can be catalyzed 
during or after the fi ber preparation step (Cavaliere et al.  2011 ). 

 Fuel cell vehicle durability is currently limited by catalyst degradation, and sig-
nifi cant academic and industrial research efforts are currently devoted to resolving 
the challenges of cost and durability issues associated with state-of-the-art PEM fuel 
cell catalysts. For a fuel cell vehicle fi tted with a 100 kW stack, in which membrane 

8 Introduction to Hydrogen and Fuel Cell Technologies and Their Contribution…



174

electrode assemblies giving a power density of 1 W/cm 2  are loaded with 0.5 mg/cm 2  
of platinum catalyst, 50 g of platinum are required. Improvement in the mass activity, 
enabling a reduction in platinum loading, is required to reduce costs, and current 
research directions include routes both to catalysts with ultra-low platinum loadings, 
and nonplatinum group metal catalysts. Developments over the past 5 years have 
embraced methods to tailor the platinum nanoparticle size or shape to enhance elec-
trochemical activity (Cavaliere-Jaricot et al.  2007 ), by forming a monolayer of Pt on 
a nanoparticle of another metal or alloy (Zhao et al.  2011 ), through the dealloying of 
transition metals from bimetallic Pt/M alloys, where compressive strain in platinum-
rich nanoparticles following electrochemical dealloying of the transition metal and 
ion exchange is considered to increase the strength of oxygen adsorption (Neyerlin 
et al.  1009 ), and the elaboration of platinum catalysts as continuous layers (Gancs 
et al.  2008 ), in the groundbreaking work on oriented “whiskers” of perylene deriva-
tives encapsulated with platinum developed at 3 M over the past decade (Debe et al. 
 2006 ). In this last approach, contiguous platinum grains are considered to impart 
high voltage stability. Ultra-low loadings of platinum have been achieved by a plasma 
sputtering technique (Rabat and Brault  2008 ). On the other hand, replacement of 
platinum by catalysts comprising only nonprecious metals has long been considered 
a mere scientifi c curiosity with limited prospective for practical fuel cells with high 
power density due to the historically low activity for the oxygen reduction reaction. 
Recently, however, several breakthroughs have occurred in the fi eld of Fe/N/C-
catalysts (Jaouen et al.  2011 ), making them worthy competitors to platinum (Proietti 
et al.  2011 ). However, before these Fe/N/C-catalysts can be introduced in commer-
cial polymer electrolyte fuel cells, the durability of the most active Fe/N/C-catalysts 
reported to date must be greatly improved compared to the current state. 

 In PEM fuel cell membrane research, efforts are oriented in three directions: 
further improving the chemical and mechanical stability of fully fl uorinated sul-
fonic acid functionalized membranes (perfl uorosulfonic acid, PFSA, membranes), 
increasing the conductivity of hydrocarbon-based proton conducting membranes 
(and their chemical and mechanical stability), and in the development of mem-
brane materials for medium- (110–130 °C) and high- (160 °C) temperature 
PEMFC where water-assisted proton conductivity plays a diminishing role. 
Computational simulations (Liu et al.  2010 ) are greatly supporting experimental 
observations and contribute to the current state of understanding of the micro-
structure of PFSA membranes, and the importance of microphase separation into 
the hydrophobic region (structural function) and hydrophilic regions, the latter 
being characterized by well- identifi ed ion-conducting channels. Such understand-
ing provides guidelines for the development of sulfonic acid functionalized hydro-
carbon membranes where particular polymer architectures are required to facilitate 
interconnected ion channel formation and high conductivity (Park et al.  2011 ). 
High conductivity is essential, but far from the only property required of PEM 
fuel cell membranes that must also be dimensionally stable in the wet and dry 
states, water insoluble, of high mechanical and thermal stability, chemically sta-
ble in the fuel cell environment, without competing ion transport or electronic 
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conductivity, and having a suffi ciently robust and scaleable preparation route to 
keep cost low. In addition, the particular system constraints of automotive fuel 
cell application add the challenging requirement for membranes to demonstrate 
suffi ciently high proton conductivity at conditions of low relative humidity and at 
adequately high temperature (Wieser  2004 ). 

 Advances have been made in PFSA membranes that have led to new generations 
of materials in fuel cell applications (Aricò et al.  2010 ), for example, PFSA poly-
mers having shorter side chain length (Arcella et al.  2003 ) than in the long side 
chain Nafi on®-type ionomer and lower polymer equivalent weight. Such higher ion 
exchange capacity materials have a greater tendency to swell in water, and can 
undergo large dimensional change in a fuel cell operating over a range of different 
temperatures and relative humidities, where the induced mechanical stress can lead 
to membrane failure. Mitigation strategies include the use of mechanical reinforce-
ments (Grohs et al.  2010 ) or the development of covalent cross-linking between 
polymer chains (Zhang et al.  2009 ). 

 Finally, the role played by phosphoric acid-doped basic polymers is increasingly 
being recognized for its importance in membrane electrode assemblies for PEM 
fuel cells operating in the medium and high temperature ranges (Li et al.  2009 ), 
above the temperature at which PFSA membranes can be used. Benefi ts include 
operating features such as no humidifi cation, high CO tolerance, better heat utiliza-
tion, and possible integration with fuel processing units.  

8.7     Outlook 

 Fuel cells have few commercial applications to date, partly because they must compete 
with existing technologies, but also because they must be competitive in terms of 
durability and cost. Recent progress on understanding of degradation/ageing pro-
cesses in fuel cells has enabled valuable insight into viable operation windows and 
the need for new and improved materials. Strong research directions in materials 
research must be continued alongside large demonstration projects. Parallel develop-
ment of hydrogen infrastructure is essential, and hydrogen mobility initiatives are 
currently driving the way forward to the concerted introduction of hydrogen infra-
structure and fuel cell vehicles. Huge progress has been made in FCV, with regard 
to cruising ranges, acceleration, and top speeds that cannot so far be achieved by 
battery vehicles. Finally, the energy storage capability of hydrogen when coupled 
with renewable energy sources is a means of overcoming the drawbacks arising 
from the intermittent character of such sources with several landmark demonstration 
projects in operation using the hydrogen cycle.     
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Abstract Transportation is 94 % dependent on oil, represents around 20 % of 
global consumption of energy, and is responsible for 23 % of total emissions from 
fossil fuels. For several years, progress has been made to enhance the energy 
efficiency of the systems, but increasing the part of biofuel still seems irremediable 
both for environmental, economic, and energy independence reasons. Fuel pro-
duction from biomass is clearly considered as an important substitute for liquid 
fossil fuels such as bioethanol for motor gasoline, biodiesel for diesel, jet fuel for 
biokerosene, and for gaseous fuels (hydrogen, natural gas for vehicles, biomethane, 
etc.). This chapter presents the main pathways for the production of biofuels, and 
classifies their degree of maturity:

•	 The first-generation processes that value the reserves of a plant (starch, sugar, 
oil) are now mature and industrially deployed.

•	 The second generation processes extend their resource to the whole plant tissues 
(agricultural, forest) or to organic waste, and are almost under scientific control 
but they still need more economic and energetic assessment before being 
commercially deployed.

•	 The last innovative pathway, the advanced or third biofuel generation, shows 
significant potential by using bioalgae or microorganisms capable of producing 
much more biomass oil convertible into biodiesel and gaseous fuels such as 
methane or hydrogen.
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List of Acronyms

ADEME French Environment and Energy Management Agency
BtL Biomass to liquid
CVO Crude vegetable oils
Da amu (atomic mass units)
DIREM General Directorate for Energy and Raw Materials
DOE US Department of Energy
E10 Gasoline with 10 % in volume of ethanol
E85 Gasoline with 85 % in volume of ethanol
ETBE Ethyl tert-butyl ether
FAEE Fatty acid ethyl ester
FAME Fatty acid methyl ester
GHG Greenhouse gases
GtL Gas to liquid
HC Hydrocarbon
IEA International Energy Agency
MDa 1MDa = 106 Da
MJ 106 Joules
Mtoe 106 toe
NCV Net calorific value
PAH Polycyclic aromatic hydrocarbons
PCW Plant cell wall
ppm Part per million
PS II Photosystem II (or water-plastoquinone oxidoreductase) is the first pro-

tein complex in light-dependent reactions.
TAG Triacylglycerol
Toe Ton of oil equivalent
v/v Volume by volume

9.1  Introduction

Biomass potential is found in all living organisms on the continents and in the 
oceans; it is presently the main renewable energy resource on earth, providing 10 % 
of global primary energy demand (industrial combustion, transport, and traditional 
use, mainly wood for heating and cooking). This percentage has remained stable 
since the 1980s, and it should retain this value in the coming decades despite the increase 
in global energy demand. Consequently, biomass should clearly be  considered in 
the energy mix for the years 2020–2050.

J.M. Most et al.
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For decades, biomass conversion technologies have been developed to produce 
energy for transportation, agriculture, manufacturing, buildings, waste processing, and 
the like. In 2008, transport represented around 20 % of global energy consumption, 
corresponding to 2,300 Mtoe in comparison to a total of nearly 12,000 Mtoe. 
Transport currently is 94 % dependent on oil (IEA 2009a, p. 324), and is responsible 
for 23 % of global CO2 emissions (IEA 2011, p. 9). Fuel production from biomass—
bio fuels—could be an important substitute for liquid fossil fuels such as gasoline, 
diesel, kerosene, and jet fuel and for gaseous fuels (hydrogen, natural gas for vehicles, 
biomethane, etc.) simultaneously reducing the anthropogenic CO2 emissions.

In 2008, 78 % of biomass energy was allocated for heating and cooking  
(IEA 2009b, p. 41). The new uses of biomass for electricity, heat, cogeneration, 
biofuels, and the like represented only 150 Mtoe, of which 46 Mtoe (2 % of fuel 
requirements, BP 2011, p. 39) dedicated to biofuels (ethanol for gasoline engines, 
biodiesel for diesel engines, etc.).

The projections (ADEME 2011), in the short and medium term, clearly cannot 
be strictly fixed and will depend on the energy options chosen for the future:

•	 For the “Blue Map” scenario, in 2050, the percentage of biomass could reach 
3,500 Mtoe and biofuels could be around 750 Mtoe, which represents 27 % of 
energy consumption for transportation.

•	 For the same timeframe, the scenario trend (little change from the current energy 
policy) provides a more nuanced view: 1,900 Mtoe for the production of bioen-
ergy and 160 Mtoe for biofuels (covering 4 % of demand).

•	 Finally, the “450 scenario” (see Chaps. 1 and 2), which proposes limiting the 
atmospheric concentration of CO2 to 450 ppm, is a compromise and is already 
focused on the use of 280 Mtoe of biofuels by 2030.

It can be observed that, concerning aviation use, the impact is marginal inasmuch 
as the consumption of oil represents only 9 % of total hydrocarbons. The predicted 
increase in air traffic and the simultaneous decreasing supply of fossil fuels will 
induce a competitive use of biomass as BtL (second or third generation biofuel, 
biomass to liquid), natural gas, biogas, or even hydrogen if the limitations of its use 
related to the logistics and safety of its storage are solved.

Among the numerous reports available on biofuels (IEA 2009a, b; ADEME/
DIREM 2002; ADEME 2011; DOE 2006, etc.), let us mention one of the last 
up-to- date reviews, an “advanced biofuels roadmap,” available on the Web (ADEME 
2011), including the context, issues, and worldwide prospective visions on biofuels 
over a timescale to 2050.

Even if biofuels have engendered widespread enthusiasm in recent years, 
presuming to be a good solution for the growing demand for energy and reducing 
greenhouse gas emissions, an overall balance of advantages and disadvantages 
(real energy gain, CO2 mitigation, land uses, water requirements, etc.) of their 
development must be prepared.

Presently, many organizational and technological locks subsist at all levels in 
the different processes of biomass fuel production. The earth’s surface, especially 
the area available for cultivation, is limited and it will be necessary, as the population 
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grows, to control the social problems linked to food security (competition between 
crops), to recycle agricultural waste and by-products, and to rationally exploit the 
forests. On this last point, let us evoke the controversial effects of deforestation, as 
the production of biofuels could increase the impacts on the environment (water, 
soil, or air) and on biodiversity.

We refer the reader here to Chap. 14 of this book, “The triple A issue: agriculture, 
alimentation needs, agro-fuels,1” which deals with the following basic problem.

How relevant is it to build up agrofuel production in terms of a partial solution to 
energy self-sufficiency, in terms of the reduction of greenhouse gas (GHG) emis-
sions, in terms of its impact on meeting humanity’s alimentation needs?

The present chapter is devoted more to scientific and technical considerations 
dealing with the state of the art of the different ways of producing biofuels from 
agriculture and with the main issues for research.

In the following paragraphs, an updated review is performed on the different 
processes for the production of:

•	 First-generation biofuels (the only currently operational ones) considering fermented 
sugars and oils, using the noblest part of the plant (seeds, grains, roots, etc.)

•	 Second-generation, based on the thermochemical processing of wood (lignocel-
luloses), implying the utilization of the whole plant (seeds and stems) as well as 
utilization of the wood and waste wood (lignocellulosic matter)

•	 Third generation, with, for instance, the development of biochemistry of algae

9.2  First-Generation Biofuels

First-generation biofuels, already present on the market and manufactured using 
mature technologies, only use part of the plant by processing the sugar or the starch 
that it contains or by extracting the oil from its seeds. The lignocellulosic part of the 
plant (stem, root) is generally not used for energy purposes (except for direct 
combustion). Two classical production pathways are currently being exploited: the 
ethanol pathway that leads to the production of ethyl tert-butyl ether (ETBE), shown 
in Fig. 9.1, and the diesel pathway that produces fatty acid methyl ester (FAME) or 
fatty acid ethyl ester (FAEE) fuel for diesel engines from processed vegetable oils. 
Figure 9.1 illustrates the main production steps of these two pathways.

9.2.1  Ethanol Pathway and ETBE (Ethyl Tert-Butyl Ether)

Three major families of alcohol-producing crops (see Fig. 9.1) are taken into account 
for the production of bioethanol:

1 Agro-fuel: Biomass from agricultural crops.
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•	 Sugar crops (beet, sugar cane, etc.), which contain sugars that are directly 
fermentable into ethanol.

•	 Cereal crops (corn, wheat, barley).
•	 Starchy crops and tubers (rich in fructans) such as potatoes, sweet potatoes, 

yams, manioc, and Jerusalem artichokes, among others, where sugars pre-exist 
in the form of starch. First of all, prior to fermentation, an hydrolysis of starch 
into sugar monomer must be carried out using enzymes.

The principle of alcoholic fermentation has been known for over 25 centuries. 
The sugars are converted into ethanol (C2H5OH) by the fermenting action of micro-
organisms, yeasts, and bacteria, in accordance with Gay Lussac’s reaction:

 C H O C H OH CO6 12 6 2 5 22 2→ +  

Fermentation is influenced by the presence of ethanol and oxygen, by tempera-
ture, by minerals, and by the pH of the solution. The maximum efficiency of this 
reaction establishes that 100 kg of glucose will produce 48.4 kg of ethanol, which 
results in industrial efficiency of around 95 % of the theoretical efficiency of Guy 
Lussac’s reaction (Ballerini 2006). This fermentation reaction is exothermic (1.2 MJ/
kg of ethanol produced) and produces ethanol along with a release of gaseous CO2, 
which is a greenhouse gas.

To attain concentrations of more than 99.5 %, the ethanol needs to be purified. 
This is carried out industrially in two steps: a classic distillation to attain content 
close to that of azeotrope,2 a second azeotropic distillation carried out with absolute 
ethanol at 99.8 % v/v; this step is generally performed with cyclohexane. With 
regard to the distillation step, energy savings are made by recovering the heat from 
the exothermic reactions.

Palm oil
Rapeseed oil
Sunflower oil

Beet
Sugar cane 

Wheat,
corn,
potato

Starch

Sugars
Fermentation

Ethanol
Mixed to

petrol

ETBE

Mixed to
Diesel

FAME/FAEE

Biodiesel or
vegetabel oil

esters

transesterification

Fig. 9.1 Biofuel manufacturing principles diagram

2 Azeotrope: A liquid mixture for which boiling occurs at a fixed temperature and composition.
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The production of bioethanol from cereals or starchy crops for manufacturing 
biofuel (ETBE) is initiated as soon as the agricultural resource is available. Examples 
of 6 m3 bioethanol production units exist on the market at a modest cost (large farm 
or village scale). The bioethanol obtained can be mixed directly up to 20 % with 
gasoline, using pumps, without changing engine settings. For an 85 % ethanol 
(referred to, in Europe, as E85), vehicles must be equipped with an ethanol-flex fuel 
system and the country is required to implement a distribution network for this E85 
biofuel.

Processes can be used for recovering the effluents and by-products from ethanol 
production, for example, dry pulps may be used for animal feed, the residues 
recovered at the bottom of the distillation column may be spread as an amendment 
on farm land (subject to prior authorization), solid residues from grinding steps may 
be utilized as a fuel for thermal power plants. As an additional bioethanol outlet, 
hydrogen may be produced by reforming to be used in fuel cells.

Figure 9.2 shows the energy breakdown required for wheat ethanol production. 
This process mobilizes 0.49 MJ of nonrenewable energy per MJ supplied (i.e., 
13.1 MJ of nonrenewable energy mobilized per kg supplied) and overall energy 
efficiency (energy restored/nonrenewable energy mobilized) is, as such, 2.05 
(ADEME/DIREM 2002). In comparison, 1.15 MJ of nonrenewable energy must be 
mobilized to supply 1 MJ from petrol, with an efficiency of 0.87.

We can also see that 65 % of the energy required for producing bioethanol comes 
from the distillation and dehydration steps. In addition, free heat, from power plants 
and from the metallurgical industry may be utilized in such a process

Around 100 kg of ethanol is produced from 300 kg of dry starchy plant mat-
ter, which corresponds to one ton of potatoes, sweet potatoes, or starchy plants. 
By contrast, around 100 kg of ethanol can be produced from 200 kg of corn (dry 
matter).
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If we wish to get a mixture of gasoline incorporating 10 % (in NCV, net calorific 
value3) of bioethanol, and if we take account of the ratio between the NCVs, then 1 t 
(≈0.6 toe) of ethanol needs to be incorporated in 6 t (≈ 6 toe) of gasoline. Knowing 
(see Table 9.1) that the ethanol net production is 1.25 toe/ha/year for wheat and 2.9 
toe/ha/year for beets (even better for sugar cane ≈3.5–4 toe/ha/year and less for 
starchy plants that comprise 70 % water), then the dedicated cultivation surface area 
for the production of 1 ton E10 (0.86 t gasoline and 0.14 t ethanol, containing 10 % 
bioethanol, according to the NCV criterion) will be 0.11 ha for wheat and 0.05 ha 
for beets. In intertropical regions, the use of sugar cane leads to slightly higher 
efficiency (≈10 %), therefore to a dedicated surface of around 0.045 ha.

9.2.2  Crude Vegetable Oils and Vegetable Oil Esters (FAME, 
Fatty Acid Methyl Ester, FAEE; Fatty Acid Ethyl Ester)

On a worldwide scale, soya oil represents the most important global production of 
crude vegetable oils (CVO), followed by palm oil, then rapeseed oil, sunflower oil, 
peanut oil, coconut oil (copra), and olive oil. The oils consist mainly of triglycer-
ides, around 95–98 %. These latter are made up of an esterified glycerol molecule 
with three fatty acid molecules that may be either similar or different. Each oil has 
its own fatty acid composition, comprising between 6 and 21 carbon atoms.

There are three steps in the process for producing CVOs: trituration (seed crushing, 
cooking, and pressing), extraction (extraction of the oil contained in the oil cakes 
using solvent (n-hexane) at a temperature lower than 70 °C), and refining.

These CVOs are characterized by a molecular chain length that is longer than 
that of diesel, with high distribution and a significant number of unsaturations, a 
molecular weight of around 0.88 kg/mol and a density of more than 910 kg/m3. 
They are low-volatile oils and crack from 300 °C. The composition of the oil affects 
their viscosity, their resistance to cold, their ignition time, and their temporal stability. 
If used in an engine, the high viscosity that affects atomization, the low volatility 
that increases the ignition time, the deposits on the walls of the chamber, and the 
observed congealing problems at low temperature impair diesel engine running. 
Their dilution in lubrication oils should also be mentioned as this causes the engine 
to wear more quickly. All these drawbacks prove that direct use of such oils in modern 
engines will be increasingly critical.

Moreover, the use of these oils increases emissions of CO (+100 %), of unburned 
hydrocarbons HC (+400 %), which are frequently considered as carcinogenic 
particles (+90 to +400 %), of aldehydes and ketones (+30 to 330 %) and of polycy-
clic aromatic hydrocarbons PAH (+20 %); on the other hand, the formation of NOx 

3 The Net Calorific Value (NCV) of a substance, is the amount of heat released during the combus-
tion of 1 kg, the water produced being still considered as a vapor. The NCV of ethanol and of gasoline 
are, respectively, 26.8 and 42.7 MJ/kg, and their ratio is #0.6.
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is reduced (−25 %) as a result of the lower combustion temperature. If such oils 
could be used directly in tractors or power generators, their use in modern engines 
would come up against the same limitations as their use in automobile engines.

Direct CVO use in an engine (especially direct injection engines) is, therefore, 
limited and modifies engine performances. Only the few engines remaining that are 
fitted with a precombustion chamber and have an extremely low revolution speed 
(marine engines, old agricultural equipment, certain power generators) can use 
these oils. There seem to be fewer drawbacks but wall deposits are liable to form 
over the long term.

Once purified, crude vegetable oils are sometimes used as fuel for specific diesel 
engines, but the technology and the performance of new engines have requirements 
that can no longer accept these fuels. These oils are now transesterified with alcohol 
(generally methanol or ethanol) to produce fatty acid methyl ester (FAME) and 
fatty acid ethyl ester (FAEE). As such, this ester may be used in any diesel engine 
by mixing the diesel, of any concentration, even pure, which helps reduce the 
consumption of fossil fuels.

 9.2.3  Processes for Producing FAME (Fatty Acid Methyl Ester)  
and FAEE (Fatty Acid Ethyl Esters)

When the CVOs are transesterified the triglycerides are transformed by the catalytic 
reactions of trans-esterification in a basic medium by methanol to form methyl 
esters and to form a subproduct: glycerol. One hundred kilograms of alcohol 
need to be added to a triglyceride cake to obtain one ton of biodiesel and 100 kg of 
glycerol that must be eliminated or utilized. This reaction requires the reagents to 
be slightly heated (see Fig. 9.3).

Transesterification may also be carried out using ethanol via a similar process; 
ethyl esters FAEE with similar properties to FAME are produced. Oil ester and 
glycerine is formed once the excess alcohol evaporates.

These esters are fatty acids used in human foodstuffs and animal feed and, they 
have a low impact on the environment. They are totally biodegradable which, 
unfortunately, results in their rapid oxidation; they are, as such, not very stable and 
it is compulsory to add additives for storing them.

R-OCO-CH2

R-OCO-CH2

R-OCO-CH

Triglycérides Méthanol Glycérol Esters Méthyliques

+   3CH3OH

HO-CH2

+

HO-CH2

HO-CH

R-OCO-CH3

R-OCO-CH3

R-OCO-CH3

Fig. 9.3 The transesterification reactions
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Direct FAME or FAEE use in diesel engines does not lead to the drawbacks 
related to CVO use. These esters are even beneficial for the lubrication of fuels 
with very low sulphur content. They are miscible with diesel (they may be used 
mixed with diesel or even pure) but their calorific value is slightly lower and leads 
to a 7 % higher consumption (Ballerini 2006).

FAEEs have a positive impact on the environment with, generally, a decrease in 
CO, HC, and particle emissions but with an increase in NOx.

Similar to first-generation fuels, two pathways are used for utilizing this lignocel-
lulosic resource: a thermochemical production pathway (dry) and a biological one 
(moist). The general principle is illustrated in Fig. 9.4.

9.3  Second-Generation Biofuels

This type of fuel is still in the research phase and has a number of aims: the uti-
lization of the whole plant (seeds and stems) as well as the utilization of the wood 
and waste wood (lignocellulosic matter) and a reduction in the competition with 
food crops.

9.3.1  Lignocellulosic Biomass Resources

This resource comes from agricultural, forest, and wood transformation subproduct 
waste as well as from dedicated cultivation, whether it may be woody plants or 
herbaceous plants. Fuelwood represents half of the gross world production of 
this resource; the other half covers industrial uses (materials). Transforming wood 
generates a considerable quantity of waste recyclable in the form of energy or of 
raw material for trituration; dry agricultural and forest waste that also provides 
significant quantities of lignocellulosic biomass. Dedicated cultivation is an important 
source of lignocellulose (poplars, eucalyptus, willows, short rotation coppice and 
other herbaceous species, such as miscanthus) that is energetically utilizable.
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Fig. 9.4 Future production pathways for manufacturing second-generation biofuels
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The characteristics of the raw material influence the energy conversion process. 
For example, the concentration of inorganic matter disadvantages thermochemical 
conversion, the concentration of ash conditions the temperature of the reaction, as 
such, and the efficiency of the process, the concentration of sulphur and of nitrogen 
are responsible for the formation of pollutants that must be purified. The percentage 
of lignin, moisture, and its granulometry also play an important role. By contrast, in 
biochemical processes, it is the lignin that controls the conversion.

The lignocellulosic biomass resource is real or potential in different parts of the 
world, but the degree of mobilization of this resource depends greatly on the 
constraints of continuity of supply and of the land policy of the country, of stan-
dardization of the quality, and the cost of the cultivation (plantation, maintenance, 
exploitation, transport). This resource has two major interests, and this is one of 
the major challenges for the pathway: not to be in competition with food crops, a 
choice that might lead to the starvation of the world, and to make forest mainte-
nance profitable (carbon storage protection).

Furthermore, these processes lead to clean synthetic fuels without aromatic 
molecules that are liable to affect health.

9.3.2  The Thermochemical Pathway

The thermochemical conversion of the lignocellulosic biomass will represent a 
major challenge to the world for 2020. It is currently referred to as BtL (biomass to 
liquid). Two main production pathways exist for producing energetically utilizable 
products: pyrolysis and gasification (Ballerini 2006).

9.3.2.1  Pyrolysis

Pyrolysis is thermochemical transformation of a solid fuel (coal, biomass, etc.) 
which is carried out in an inert medium (no oxygen). Two pyrolysis processes have 
been developed for biomass processing: a slow and a fast one.

In slow pyrolysis, the heating is performed at a slow rate (<50 °C/min) up to 
600 °C and with a residence time of some hours. The result is essentially vegetal 
charcoal.

On the contrary, during fast pyrolysis the heating is performed at a much higher 
rate (100 °C/s) up to 500/550 °C and with much smaller residence times (on the 
order of 1 s). As a result of the action of heat and the lack of oxygen, lignocellulose 
constituents are pyrolyzed and may be converted here in three phases: the solid 
(vegetable coal), the condensable organic compounds (oils rich in oxygen), and the 
gases, where the main ones are CO2, CO, H2, and CH4. By controlling process 
parameters, these reactions may be directed towards the preferential production of 
one of these three phases and efficiency may be maximized.
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Fast pyrolysis is an homogenization stage and, as such, it is useful for precondi-
tioning the biomass. This process has two advantages:

•	 To produce, from heterogeneous lignocellulosic composites (which are difficult 
to use or to transport in their common state) homogeneous and transportable 
solid or liquid intermediates such as charcoal and pyrolysis oils.

•	 As such, to decouple temporally biomass production and utilization. In this way, 
the production unit is established close to the resource so that raw material trans-
portation costs are minimized; biofuel transformation is centralized and benefits 
from the scale effect on investment.

Another advantage of biomass pyrolysis concerns the versatility of the technology 
which, depending on operating conditions (heating speed, temperature, resi-
dence time in the reactor, and pressure), can direct the reaction to liquid, solid, 
or gas and thus recover or concentrate the undesired fractions in one of these 
phases.

Fluidized-bed, ablative, and vacuum processes generally adhere to the diagram 
displayed in Fig. 9.5. They generate gaseous compounds, which, following cooling 
and condensing, are recovered as a liquid phase, the noncondensable gases and the 
charcoal are recovered to be burned and to be used as auxiliary energy for pyrolysis. 
Pyrolysis oils contain several hundred chemical compounds in highly variable 
molecular proportions and weight. They are rather unstable (decomposition above 
100 °C) and present a rather high acidity (risk of corrosion)

The technology is mature but still lacks opportunities. Pyrolysis oils may only be 
used in a few engines that are specially designed for electricity production but they 
must be excluded from use in a gas turbine or an automobile engine (oils cracking 
is difficult if they only spend a short time in the combustion chamber, which thus 
explains the high amount of unburned particles in the smoke and of destructive 
deposit of oils on the walls). The most promising operation concerns the gasification 
of oils and/or of charcoal to produce syngas which is then converted into methanol 
or hydrocarbon using the Fischer–Tropsch process (see the following section, 
“Gasification”). The gasifier could, thus, work with oils with similar characteristics 
but from different biomasses.

biomass
steam

Combustion

Oil

Electricity or
biorefineries

Gas
CO, H2, CH4,
C2H2, C2H4

Condensation

Catalytic conversion for
producing synthesis gas

CO+H2

Charcoal Heat

Pyrolysis
550ºC without O2

Fig. 9.5 Diagram of a fast pyrolysis principle
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9.3.2.2  Gasification

Gasification is the thermochemical transformation of a solid fuel (coal, biomass, 
etc.) using a reactive gas (oxygen, water vapor, hydrogen, etc.) compared to pyrolysis, 
which is carried out in an inert medium. The aim is to convert the solid into a 
gaseous mixture, referred to as “syngas” or synthetic gas containing H2 and CO with 
other minor species CO2, H2O CH4, in proportions that depend on the process used.

The gaseous mixture obtained may be used here for different applications:

•	 Engine combustion
•	 Heat and power cogeneration, with an improved efficiency compared to direct 

biomass combustion, given the increase in combustion temperature (efficiency 
up to 40 % of the biomass NCV)

•	 Biofuel synthesis, including liquid hydrocarbons including synthetic gasoline, 
kerosene, or diesel (because of their linear chains they must be mixed with fossil 
hydrocarbons to ignite the fuel correctly in the chamber).

With regard to combustion, syngas may contain methane and heavier compounds. 
But concerning biofuels synthesis, it is better to get a syngas with a maximum 
conversion into CO and H2, and more precisely a ratio H2/CO, in volume, close to 
2. The process is normally autothermic.4 But, to increase gasification efficiency, an 
allothermic5 process is preferable and the introduction of external hydrogen can 
favor the CO/H2 ratio in syngas.

Lignocellulose gasification (syngas) or pyrolysis oils process must be followed 
by a Fischer–Tropsch synthesis so that the liquid fuel produced corresponds to a 
mixture of hydrocarbons such as gasoline, diesel, or kerosene.

The Fischer–Tropsch process consists in establishing the catalytic reaction, at a 
temperature of 220 °C, of syngas, with a H2/CO ratio close to 2.05, so that saturated 
paraffin (CnH2n + 2) may be produced, ranging from ethane to C80H162, with cobalt as 
the catalyst.

 
2 1 1652 2 2 2n n n /n n+( ) + ⇔ + = −+H CO C H H O where H kJ mol∆

 

This reaction is highly exothermic and one of the technological barriers is the 
cooling of the multiple reactors. By controlling the temperature, the H2/CO ratio, 
the gas flow rate (residence time), and the type of catalyst, the optimal hydrocarbon 
may be selected that has a large number of carbons (between C10

6 and C20, similar 
to diesel) and oil-refining chemistry is then applied. These Fischer–Tropsch units 

4 Autothermic: The reactions involved in the process are globally endothermic, but some of them 
are exothermic and can provide an internal energy contribution to the process. An endothermic 
reaction needs an external heat to be provided to the system. An exothermic reaction creates heat 
that must be evacuated to the external ambient.
5 Allothermic: With contribution of external energy.
6 C10 and C20: Hydrocarbon molecules with, respectively, 10 or 20 carbon atoms.
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should be set up close to a refinery: the natural gas to liquid fuel (GtL) process is 
carried out in the same way as that of coal or of biomass to biofuels and such a pilot 
unit exists in the United Arab Emirates. Let us also mention that the diesel obtained 
has high qualities: no sulphur, no nitrogen, no metal, no aromatic compounds, and 
a good cetane index (70/75 compared to 50 for commercial diesel).

Biomass gasification using this thermochemical process still lacks maturity, as it 
is still better adapted to coal gasification than to that of the lignocellulosic biomass. 
In addition, a continual and significant flux of biomass and/or coal resource is 
required to be able to establish an installation big enough to ensure efficiency of 
30–40 % (allothermic process).

Efficiency not only depends on the gasification technology, but also on the 
choices made for the overall integrated process, in upstream steps (using the biomass 
directly or products from slow or fast pyrolysis), as well as in downstream steps, 
particularly as regards developing subproducts using Fischer–Tropsch synthesis, 
such as gases and naphtas: gases may be burned and supply part of the energy 
required for the industrial unit to operate.

To retain some figures, carbon efficiency from autothermic processes is less 
than 30 %. A supply of external energy, for example, as electricity injected into the 
gasifier or during the high-temperature gas reforming step, or a supply of external 
mass hydrogen, may increase efficiency significantly up to 40/50 %.

9.3.3  The Biochemical Pathway

The use of biomass to supply renewable fuel for transportation was first integrated 
in our economy in the first-generation biofuels by converting the edible part of crop 
biomass (stored sugars or lipids) into ethanol or biodiesel (first generation). With 
first-generation biofuels coming under increasing criticism for driving up food 
prices and putting biodiversity at risk, politicians and scientists turned their gaze 
towards next-generation biofuels (advanced biofuels), the production of which use 
the nonedible part of biomass (lignocellulose; second-generation biofuels), and new 
energy crops (third-generation biofuels; for instance, H2, microalgae). However, the 
technologies behind these new forms of bioenergies are not yet mature owing to 
biological and technological barriers. Major efforts in R&D are therefore required 
to create innovative processes for the production of advanced biofuels. In the 
following pages we present an overview of the different biological energy alterna-
tives that are currently the subject of intense research; we also identify the major 
obstacles that need to be overcome for each of them.

9.3.3.1  Recall of the Main Steps to Accomplish

Although the process for producing ethanol from the sucrose of sugary plants or 
from the starch of starchy plants is mature (first generation), the process of ethanol 
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production from lignocellulosic matter (second generation) comes up against two 
barriers: the hydrolysis of cellulose to fermentable sugars and the conversion of 
pentoses from hemicellulose to ethanol. As lignin cannot be fermented in ethanol, 
the lignocellulosic matrix must be preprocessed to make the cellulose and the 
hemicellulose hydrolyzable to obtain potential sources of fermentable sugars

9.3.3.2  An Enzymatic Approach to the Production of Biofuels 
from Lignocellulose

The production of second-generation fuels from lignocellulosic biomass displays 
many benefits (energetic, economic, and environmental) that are associated with the 
use of enzymes or microorganisms as catalysts.

The process includes an enzymatic saccharification (breakdown to C5 and C6 
sugars7) of the pretreated plant biomass, performed by the enzymes of a cellulolytic 
fungus, Trichoderma reesei. This step accounts for approx. 50 % of the total cost of 
production, because a huge amount of enzyme (about 1 % of the mass of substrate) 
is needed, especially for the hydrolysis of the main polymer, cellulose. Use of 
microbes for fermentation is the most common method for converting sugars 
produced from biomass into liquid fuel. To develop commercially viable processes 
for cellulose bioconversion to ethanol, an organism is needed that uses all sugars 
(C5 and C6) produced from biomass saccharification, at rates and in high alcohol 
concentrations that match or surpass current yeast-based glucose fermentation.

Trichoderma reesei is the primary producer of cellulase and hemicellulase 
because it secretes high amounts of cellulase (100 g/L). Analysis of its genome 
revealed a surprising small set of genes encoding enzymes for the breakdown of 
plant cell wall polysaccharides thereby suggesting this cocktail could be improved 
by additional enzymes. Furthermore, it was recently reported that some proteins 
devoid of measurable activity can significantly improve the activity of plant cell 
wall (PCW) degrading enzymes or cocktails, thus showing that our understanding 
of the mechanisms underlying the enzymatic degradation of biomass is far from 
complete. In an effort to identify novel enzymes or synergistic factors that would 
efficiently boost the enzymatic cocktail of T. reesei, Henrissat’s group has sur-
veyed a large number of fungal and bacterial genomes to identify putative novel 
proteins involved in plant cell wall digestion (Weiner et al. 2008; Martinez et al. 
2009; Yang et al. 2009; Ma et al. 2010). Another promising approach lies in the 
exploration of atypical cellulolytic systems in which the catalytic subunits are 
gathered in huge complexes of 1 MDa8 range called cellulosomes. Cellulosome 
engineering exhibits an important potential for biotechnological applications 
including biofuel production (Mingardon et al. 2007). Furthermore, anaerobic 

7 Hydrocarbon molecule with respectively five or six carbon atoms.
8 1MDa = 1M Dalton = 106 Da; 1 Da = 1 amu (atomic mass units).
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bacteria represent a source of novel enzymes that can be mixed with fungal 
enzymes for improving the overall performance of the enzymatic cocktail. Another 
application is the introduction of an optimized cellulosome in a biofuel producer to 
establish a single-organism process enabling the direct conversion of biomass into 
biofuel.

9.4  Third-Generation Biofuels: Algae and Microorganisms

9.4.1  Using Microalgae for Biofuels

Microalgae are photosynthetic microorganisms that convert water and carbon 
dioxide in cell material using sunlight. Microalgae are receiving more and more 
attention as the search for sustainable and profitable biofuel feedstocks progresses. 
They exhibit several advantages, when compared to other biofuel crops such as 
wheat, corn, rapeseed, or sunflower. Microalgae show a very high surface produc-
tivity and they can be produced on noncultivable land surfaces, therefore not 
competing with food production by agriculture. Three different types of energy 
compounds can be produced by microalgae from which biofuels are made: lipids 
(transesterification will give biodiesel), starch (fermentation will give bioethanol), 
and biohydrogen (for reviews see Radakovits et al. 2010; Stephens et al. 2010; 
Larkum et al. 2011). When compared to major crops, microalgae show a very high 
productivity potential.

In spite of a high productivity potential, large-scale cultivation of microalgae 
shows relatively low sunlight conversion yields into biomass (from 0.5 to 3 %), 
much lower than the maximal photosynthetic conversion yield (~10 %). At a laboratory 
scale it is, however, possible to approach theoretical limits, but the existence of 
biological limitations considerably lowers the yields, especially when the metabolism 
is oriented towards the production of high-energy compounds. During growth in 
optimal conditions, the photosynthetic metabolism is oriented towards cellular 
growth and division. Cells accumulate high-energy compounds only in response 
to unfavorable conditions, such as nutrient deprivation (nitrogen, sulphur, etc.). 
This response allows optimizing survival and awaiting a return to better conditions. 
As a result, accumulation of lipids or starch relies on a phase of nutrient starvation 
which considerably lowers production yields.

9.4.1.1  Lipids for Biodiesel

The most abundant microalgae studied for biodiesel production are Cyanophyceae 
Synechocystis (blue green algae, Fig. 9.6), Chlorophyceae (green algae), Bacillario-
phyceae (diatoms), and Chrysophyceae (golden-brown algae). Some unicellular 
microalgae, such as Chorella or diatoms, accumulate triglycerides in response to 
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nutrient shortage (nitrogen for most microalgae, silicium in the case of diatoms). 
Lipid accumulation can reach up to 60 % dry weight in some algal species. Table 9.2 
presents the lipid production yield of main crops and microalgae. Lipid accumula-
tion by algae is of considerable biotechnological interest in the perspective of pro-
ducing renewable biodiesel.

However, at present there is a major discrepancy between predicted hydrocar-
bon yields based on laboratory experiments and the measured hydrocarbon yields 
of large-scale algae production systems. Algae possess a variety of lipid types 
ranging from the less commercially useful membrane-bound polar lipids to large 

Fig. 9.6 Examples of microalgae: Cyanophyceae Synechocystis (with permission Y. Tsukii)

Table 9.2 Comparison of lipid productivity of major crops and microalgae

Plant source

Seed oil content  
(% oil by wt  
in biomass)

Oil yield  
(L oil/ha year)

Land use  
(m2year/kg 
biodiesel)

Biodiesel 
productivity 
(kg biodiesel/
ha year)

Soybean 18 636 18 562
Jatropha C. 28 741 15 656
Camelina S. 42 915 12 809
Rapeseed 41 974 12 862
Sunflower 40 1,070 11 946
Palm oil 36 5,366 2 4,747
Microalgae  

(low oil content)
30 58,700 0.2 51,927

Microalgae  
(medium oil content)

50 97,800 0.1 86,515

Microalgae  
(high oil content)

70 136,900 0.1 121,104
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droplets of unbound triacylglycerols, which are of prime interest as a biofuel 
source. Identifying those algal species capable of producing large stores of readily 
extractable neutral lipid droplets is the first step in the development of algal bio-
fuels as an economically viable fuel source. On the other hand, the lipid content 
may vary according to the growth conditions. This means that it is theoretically 
possible to improve the lipid content in cells by adapting growth parameters but 
also by modifying the metabolic pathways responsible for lipid production. 
Several research programs around the world are currently devoted to exploring 
biodiversity to discover the best organism able to reach both a high growth rate 
and high lipid content. Global studies such as proteomic and transcriptomic are 
also being conducted in order to better understand the whole metabolic processes 
leading to lipid accumulation, and to identify the main enzymes as potential tar-
gets for metabolic engineering. Photobioreactors have allowed the production of 
such lipids at the lab scale (Pruvost et al. 2009).

9.4.1.2 Starch for Bioethanol

Carbohydrates are produced by microalgae mainly under nitrogen starvation con-
ditions. They can be transformed by a subsequent fermentation step into a variety 
of biofuels, including ethanol, butanol, H2, lipids, and/or methane. Glucans9 are 
stored in microalgae in a variety of ways. The phyla Chlorophyta, Dinophyta, 
Glaucophyta, and Rhodophyta store glucans in linear α-1,4 and branched α-1,6 
glycosidic linkages. In Phaeophyceae and Bacillariophyceae, water-soluble gran-
ules of laminarin and chrysolaminarin are synthesized, which are made up of β-1,3 
linkages with branching at the C-2 and C-6 positions of glucose. In green algae, 
starch is synthesized and stored within the chloroplast, whereas it is stored in the 
cytoplasm in Dinophyta, Glaucophyta, and Rhodophyta and in the periplastidial 
space in Cryptophyceae.

Most microalgae do not contain lignin because they do not require the mechani-
cal support that lignin provides. The fact that microalgae produce fermentable car-
bohydrates without containing lignin makes them an attractive feedstock for 
bioethanol production. This is especially true when the superior productivity of 
microalgae is taken into account. Table 9.3 illustrates the differences in productivity 
of three terrestrial crops and three microalgae. The microalgae exhibit considerably 
higher productivity. It is clear that they have the potential to produce more ferment-
able carbohydrates annually per hectare than terrestrial feedstock, despite contain-
ing a lower percentage of fermentable carbohydrates, because of their high rates of 
productivity. Table 9.3 also shows that the terrestrial feedstock produces a consider-
able amount of lignin annually, which inhibits their efficient conversion to 
bioethanol.

9 Glucans are polysaccharides of D-glucose monomers, linked by glucosidic bonds.

J.M. Most et al.



197

9.4.1.3 Algae Cultivation, Harvest, and Extraction

Microalgal productivity depends on the culture system used. It is relatively low for 
open-pond systems (Fig. 9.7), and can be much higher for closed photobioreactors 
which allow better control of culture parameters and contamination with other spe-
cies. Cultivating photosynthetic microorganisms in closed photobioreactors limits 
the environmental cost by recycling water and nutrients. Microalgae may also use 
industrial or urban waste as sources of CO2, nitrogen, or phosphate. Considering the 
low productivity of the open-pond system and the high costs of closed photobioreac-
tors, industrial applications of microalgae are presently limited. In this context, pro-
duction of biofuel from microalgae can only be considered as a side product of an 
economically viable production. After separation of high-value compounds, residual 

Table 9.3 Comparison of lipid productivity of major crops and microalgae

Feedstock

Biomass 
productivity 
(dry T/
ha · year)

Fermentable 
carbohydrate 
(%)

Lignin 
(%)

Fermentable 
carbohydrate 
productivity  
(T/ha · year)

Lignin 
productivity  
(T/ha · year)

Corn 7 80 15 5.6 1.05
Switchgrass 3.6–1.5 76 12 2.8–11.5 0.4–1.8
Woody biomass 10–22 70–85 25–35 7–18.7 4–7.7
Chlorella 127.8–262.8 33.4 0 42.7–87.8 0
Tatraselmis 38–139.4 11–47 0 4.2–65.5 0
Anthrospira 27–70 15–50 0 4.1–35 0

Fig. 9.7 Large-scale cultivation of microalgae in open ponds: Earthrise Farms, California (Aerial 
photo of Earthrise Nutritional Spirulina ponds with photoshop of microscopic spirulina algae in 
ponds by Robert Henrikson (2010), with permission)
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biomass can be used for energy production through lipid extraction, hydrogen, or 
ethanol production from fermentation. It is estimated that productivity of microalgae 
actually obtained in production systems should be increased fivefold to meet the cri-
teria of profitability.

It is believed that among the most costly downstream processing steps in fuel 
production using microalgae are the harvesting/dewatering steps and the extraction 
of fuel precursors from the biomass. Based on currently achievable productivities, 
most microalgae will not grow to a density higher than a few grams of biomass per 
liter of water. Although there are several possible low-cost solutions to concentrat-
ing the biomass, including settling and flocculation, these methods are slow and the 
resulting biomass may still require further dewatering. Alternative methods to con-
centrate algal biomass include centrifugation and filtration, which are faster, but are 
also typically much more expensive and energy intensive. In addition, many micro-
algal species have a very tough outer cell wall that makes extraction of fuel feed-
stock difficult, thereby requiring the use of harsh lysis conditions. The addition of 
all these steps dramatically raises the cost of the biofuel produced, meaning that the 
process is not economically viable.

One possible solution is to manipulate the biology of microalgal cells to 
allow for the secretion of fuels directly into the growth medium. There are, in 
fact, several pathways in nature that lead to secretion of hydrophobic com-
pounds, including TAGs (triacylglycerol), free fatty acids, alkanes, wax esters, 
and soluble sugars. However, the introduction of metabolic pathways for the 
direct production of fuels faces many challenges. The product yields for path-
ways that lead to the accumulation of compounds that are not necessarily useful 
for the cell are unlikely to be economically viable without the comprehensive 
engineering of many aspects of microalgal metabolism. In addition, many types 
of fuel products have the potential to be toxic, and tolerant species of microal-
gae may have to be generated.

9.4.2  Biohydrogen Production by Microorganisms  
or Using Bacteria for Hydrogen Production

In the biosphere, H2 (hydrogen) is generated by different metabolic processes in a 
wide range of microorganisms. It is also the energy source of many living species 
using hydrogenases as catalysts. The enzyme catalyzes the heterolytic splitting of 
H2 (H2 = H+ + H−). The most significant discoveries on the structure/function of 
hydrogenases have been exclusively carried out by European research groups 
(Brugna-Guiral et al. 2003; Liebgott et al. 2009; Dementin et al. 2006, 2008, 2009; 
Rousset and Cournac 2008; Fernandez et al. 2007; Pandelia et al. 2010a, b, 2011). 
Hydrogenases could potentially replace platine as a first-row transition element in 
fuel cells, with the advantages of specificity, biodisponibility, and biodegradability 
(Lojou et al. 2008; Luo et al. 2009; Ciaccafava et al. 2010, 2011; Armstrong et al. 
2009).
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9.4.2.1 Biophotoproduction by Algae

Some microalgae, such as C. reinhardtii, harbor an hydrogenase interacting with the 
photosynthetic electron transfer chain. This property allows these organisms to pro-
duce hydrogen using light as the sole energy source. When an anaerobic adapted 
culture of C. reinhardtii is placed in the light, hydrogen production is observed for 
a few minutes at very high efficiency (close to the maximal photosynthesis 
yield ~10 %). However, hydrogen photoproduction rapidly stops, the hydrogenase 
being sensitive to oxygen produced at PSII (Photosystem II). Melis et al. (2000) 
proposed an experimental protocol to overcome this main limitation. Sulphur 
deprivation triggers PSII degradation. This results in installation of anoxic conditions 
because O2 consumption by respiration becomes higher than its production. However, 
the general cellular metabolism is also severely affected by sulphur starvation, 
therefore considerably lowering the productivity of the algal culture. Two main 
research pathways are currently being explored for biohydrogen production by 
microalgae. The first is to control PS II activity and starch accumulation in nutrient-
replete conditions. The second is to study at the enzyme level the mechanisms of 
hydrogenase inhibition by O2. Once understood, the basic mechanism of natural 
algae has been reproduced by artificial means (biomimetism) and has led to the 
conception of photobioreactors (Fouchard et al. 2008; Shi et al. 2011).

9.4.2.2 Dark Fermentation by Bacteria

Dark hydrogen fermentation (or anaerobic digestion) is an attractive pathway to 
produce H2. This metabolism is ubiquitous in nature under anaerobic conditions. 
The advantage of dark fermentation is that the H2 production rate can be of a mag-
nitude higher than those achieved by other means. Moreover, dark fermentation 
systems are relatively simple to construct and their functioning does not consume 
much energy. However, the amount of H2 produced per molecule of fermented 
hexose (i.e., yield) is low. Instead of the expected 12 H2 per hexose if 100 % conver-
sion of hexose electron equivalents occurs, a yield of 2 H2 per molecule of hexose is 
obtained (Nath and Das 2004) except in some thermophilic bacteria such as 
Caldicellulosiruptor that reach a molar yield close to 4 H2 per hexose. Another 
advantage is that fermenting bacteria can utilize complex forms of organic substrate 
for H2 production, that is, cellulose, food waste, and urban and industrial waste. 
These sources represented about 849 million tons worldwide in 2006. Pure cultures 
(i.e., containing a single microorganism species) have been intensively investigated 
in fermentation processes, including B. coagulans, Thermoanaerobacterium 
spp., E. aerogenes, and C. butyricum. In contrast, the use of mixed cultures (i.e., 
containing a mix of different microorganism species), which allows the degrading 
of more complex substrates, has received little attention. The major obstacle of 
mixed culture is the presence of three classes of microorganisms that establish close 
metabolic interactions, that is, H2 producers, H2 consumers (methanogenic bacteria 
producing methane), and metabolic competitors. The control of H2 consuming 
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pathways constitutes the main challenge for improving the stability of the fermenta-
tion process in bioreactors treating agricultural waste. Various studies have enabled 
the identification of major strains present in the bacterial consortia that develop 
spontaneously in fermenting wastes; yet few of these studies were completed by a 
metabolic characterization of the organism. Moreover, uncertainties remain regard-
ing the identity of minor species as well as their role in the control and resilience of 
the process.

9.5  Conclusion

In a context of increasing world energy demand, biomass conversion into energy can 
propose a contribution to the mitigation of GHG emission and to the limitation of cli-
mate change. It has the potential to make a significant contribution to the energy mix, 
particularly biofuels for transportation. But the development of biofuels still requires 
awareness with regard to the complexity of the global problem where both the scien-
tific and technological issues, but also the environmental, social, and economic impacts 
must be considered. The processes from well-to-wheel must be discussed in terms of a 
positive energy balance, GHS emission reduction, biodiversity and forest protection, 
environment degradation limitation, water availability, and food.

This chapter is essentially oriented towards the scientific and technological 
issues of the three biofuel pathways. An interesting complement can be found in 
Chap. 14 which gives a more worldwide and geopolitical analysis of first- 
generation biofuel potential and risks (environmental impacts, energy efficiency, 
world hunger, etc.).

Our chapter proposed a scientific state of the art on the three generations of 
biofuels and, when available, on the manufacturing processes.

Technologies, such as the first biofuel generation, that value the reserves of plants 
(starch, sugar, oil), are already fully mature and industrially controlled and they 
have still a fair potential of deployment.

The second biofuel generation that turns to the whole plant tissues (agricultural, 
forest, or organic waste resources), are rather operational for dry processes (thermo-
chemical transformation of lignocellulose), and research is still underway for wet 
processes (enzymatic biological transformation of lignocellulose in sugars, and fer-
mentation). Although these processes are already scientifically and technologically 
almost validated, or on the way to being so, the economical cost remains high as 
regards fossil fuel, the energetic and environmental balance must still be validated, 
and the indirect impacts of the pathways assessed.

Finally, very innovative processes have been developed on the third biofuel 
generation that show significant potential by transforming lipids, starch, and biohy-
drogen, thanks to bioalgae or microorganisms, into biofuel, which is a completely 
new concept in comparison with other biofuel crops such as wheat, corn, rapeseed, 
or sunflower. Fundamental research studies are still to be developed to describe 
the rather complex involved biological processes. Additional locks subsist on the 
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cultivation, harvest, and extraction of algae to assess pathway productivity depending 
on the culture system and energy required for extracting a very low proportion of oil 
from a great water volume for producing biofuel.
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Abstract Petroleum fuels used in motor vehicles are a major source of local air 
pollutants and greenhouse gas emissions in Dhaka, the capital of Bangladesh, which 
already has poor air quality. Lack of their own oil resources also presents a major 
challenge to the policymakers regarding the sustainability of the transportation 
system. Under this circumstance, conversion of petroleum vehicles to run on com-
pressed natural gas (CNG) offers multiple benefits to the country. This chapter 
quantifies the social benefits due to a government initiative that led to widespread 
conversion of petroleum motor vehicles to CNG vehicles. An impact-pathway 
model has been developed to relate the changes in emissions resulting from the 
policy to changes in ambient air quality and resulting number of avoided premature 
deaths. It is estimated that around 11,100 premature deaths can be avoided in Dhaka 
annually as a result of a complete switch from petroleum to CNG vehicles. This 
amounts to a saving of USD 1.33 billion a year, which is around 1.3 % of the GDP 
of the country. For climate benefits, impacts of black carbon (BC), organic carbon 
(OC), and SO2 have been considered, in addition to the traditional greenhouse gases 
(GHG), CO2 and methane. Although CNG conversion was detrimental from a climate 
change perspective using the changes in CO2 and methane only (methane emissions 
increased), after considering all the global pollutants (especially the reduction in 
black carbon) the conversion strategy was beneficial. Considering the damage costs 
of CO2, we find a benefit of around USD 25 million in a year, which is small com-
pared to the health benefits. The strategy also helps the country save around USD 
620 million worth of foreign currency a year. This indicates that policies focusing 
on individual country’s strengths can have large benefits in securing a sustainable 
energy future in the transportation sector.
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BRTA Bangladesh Road Transport Authority
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CR Epidemiological concentration-response
BC Black carbon
BDT Bangladesh currency (Bangladeshi Taka)
CNG Compressed natural gas
EF Respective emission factors
EU European Union
EU-ETS EU-Emissions Trading Scheme
GDP Gross domestic product
GHG Greenhouse gases
OC Organic carbon
PM2.5 Particulate matters, with a diameter less than 2.5 μm
PPP Purchasing power parity
RPGCL Rupantorito Prakritik Gas Company Limited
VSL Value of statistical life

10.1  Introduction

Motor vehicles are a major source of greenhouse gas (GHG) emissions, which 
affect the climate system. In developed and rapidly developing countries such as 
China and India, growth in GHG emissions from motor vehicles is a major concern. 
Although concerns about local air pollutant emissions from motor vehicles were 
addressed in the developed countries decades ago, megacities in the developing 
countries are still suffering from poor air quality. Road transportation, especially 
motor vehicles, is a major source of air pollution in all these large cities. The air 
quality in the cities of the developing countries is often deteriorating, primarily 
because of increasing motor vehicle ownership resulting from high economic 
growth and relatively lax emissions control. This makes air quality management a 
priority issue for policymakers in these countries or cities.

Air quality in Dhaka, the capital of Bangladesh, is very poor, particularly during 
the dry seasons. Although vehicle ownership is still very low in Bangladesh, the 
number of vehicles has been growing at a rate of more than 6 % a year for the last 
few years. The growth in the number of motor vehicles not only worsens the air 
quality in large cities, but also places a large burden on foreign currency reserves 
because the country imports all its petroleum to keep its vehicles running. Although 
Bangladesh emits very little GHG as compared to the developed or the rapidly 
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developing economies such as India or China, motor vehicles and their growth 
could be responsible for a major share of its GHG emissions in near future.

Under these circumstances, fueling vehicles using compressed natural gas 
(CNG) offers a four-way benefit to the country. CNG vehicles reduce emissions of 
local air pollutants, improving air quality of the large cities, and CNG vehicles also 
can emit fewer GHGs, improving the country’s GHG accounts. At the same time, 
natural gas is an indigenous energy source, therefore, it saves foreign currency and 
improves the trade balance of the country. Using a local energy source also improves 
energy security.1 Accordingly, the government of Bangladesh (GoB) actively pur-
sued a policy to encourage the conversion of existing vehicles to run on dual fuels, 
one of them being CNG. This chapter quantifies (with an emphasis on modeling 
methods) the benefits of such a policy for Dhaka city, which represents around half 
of all registered vehicles in the country (Bangladesh Road Transport Authority, 
BRTA 2010a, b). Reduction in local air pollutants and GHG emissions reduction 
offer two very different types of benefits, therefore it is important to convert the 
benefits to a unit such that they can be compared. Conversion of these benefits to 
monetary units therefore has some appeal.

The chapter is organized as follows. Section 10.2 presents the background infor-
mation on Bangladesh and Dhaka city and the policy initiatives for improving air 
quality. Section 10.3 describes the modeling approach to quantify health benefits 
from the CNG conversion policy. Section 10.4 presents the methods for determining 
climate change benefits (or costs) and the results. Section 10.5 describes the results 
of foreign currency benefits, with Sect. 10.6 presenting the uncertainties in such 
estimates. Section 10.7 draws conclusions of the exercise.

10.2  Background on Dhaka and Its CNG Program

Bangladesh is a low-income country with per capita GDP of around USD 550 
(current dollar) in 2007, yet the growth rate is above 6 % (Bangladesh Bureau of 
Statistics, BBS 2009a). Dhaka, the capital of the country, is one of the most popu-
lous and densely populated cities in the world with a population of 12.3 million in 
2007 (BBS 2009a). Until recently, there was a lack of (or too lax) emissions 
standards for industries or motor vehicles in Bangladesh. Even when emissions 
standards exist, enforcement of these standards is also poor. The city is also sur-
rounded by brickfields which use coal for burning bricks. All these made Dhaka’s 
air one of the most polluted in the world (Gurjar et al. 2008). The situation has been 
further deteriorating as a result of economic growth, with corresponding prosperity 
and increases in vehicle ownership, resulting in congested roads and higher vehicle 
emissions. A recent estimate concluded that air pollution in Dhaka alone can be 
traced to about 15,000 premature deaths a year (IRIN 2009).

1 Although there can be a limit to energy security benefits if the resources are to be exhausted soon.
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Responses to controlling air pollution have not been quick enough. Monitoring 
ambient air quality at the government level started only recently, with four continu-
ous monitoring stations set up in 2002 in large cities with the help of the World 
Bank.2 Some recent policy initiatives, however, were noteworthy. Bangladesh 
showed remarkable leadership in outright banning of leaded fuel in 1999, thus 
effectively reducing the lead content in the air. The ban was easier to implement as 
compared to other countries, inasmuch as the country had only one petroleum refin-
ery. Emissions standards for motor vehicles were tightened in 2002, but these stan-
dards are still relatively relaxed compared to the developed countries (even as 
compared to China or India). Initiatives to regulate emissions from brickfields were 
undertaken. One major initiative that visibly improved the air quality in Dhaka city 
was banning the two-stroke three-wheeler autorickshaws from the city on January 
1, 2003. Vehicles older than 20 years of age were also banned from the city during 
the same period. Also, Bangladesh is one of the few countries to have an ambient 
PM2.5 standard, concerning particulate matters, with a diameter less than 2.5 μm 
(USEPA 2004).

Apart from the ban on leaded fuel, enforcement is very lax. There are no sophis-
ticated vehicle emissions testing facilities, with only occasional tests carried out by 
smoke opacity meters. Certification for vehicle fitness can be a corrupt process, and 
vehicles without fitness certificates can run on the city streets due to a lack of 
enforcement. Enforcing the ban of older vehicles proved impossible by successive 
governments, inasmuch as a large number of those vehicles are trucks and buses, 
backed by a strong union and lobby. Although ambient air quality standards exist, 
there is no serious effort to achieve them.

As mentioned earlier, conversion of vehicles to CNG offers four benefits in Dhaka 
and Bangladesh: air quality improvement, GHG emissions reduction, foreign 
currency savings, and energy security. Natural gas is an indigenous source of energy 
in Bangladesh, which lacks resources in petroleum, and has only a small deposit of 
coal. Natural gas is also the largest source of energy in the country with around half 
of all energy use in the country coming from natural gas (Fig. 10.1). There is a fairly 
extensive gas network in major cities in the eastern part of the country, primarily 
because all the gas production fields and the largest cities lie to the east of the rivers 
Padma and Jamuna, which present a significant hurdle for the pipelines. The present 
gas network is about 21,110 km (end of December 2007; Petrobangla 2008), which 
is set for planned expansion to the western part of the country, especially to Khulna, 
a major industrial city, by 2014. Once completed, all the major cities in the country 
will be connected to a natural gas distribution network.

The first CNG refueling station in Bangladesh was established as early as in 
1984 by the Rupantorito Prakritik Gas Company Limited (RPGCL), a government- 
owned subsidiary, but the next four came a decade later, in 1995. Between 1984 and 
1997, there were only 174 vehicles running on CNG in Dhaka, clearly indicating 
that the introduction of CNG for vehicles was not a runaway success. In fact, until 
2001, the number of CNG vehicles was very small (see Fig. 10.2). Refueling 

2 Some of these monitors are already nonoperational.
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RPGCL 2009)

facilities were even poorer. The CNG industry got some momentum during early 
2001 when some 12,000 CNG-run taxis were gradually introduced in Dhaka city to 
alleviate its transportation problem.

The government’s decision in late 2002 to remove old two-stroke petroleum-run 
autorickshaws (three-wheelers) from Dhaka city in order to improve the local air 
quality resulted in 9,000 new CNG-run autorickshaws in the city, almost overnight. 
These two initiatives helped the industry gain a critical mass, especially the chicken 
and egg (build CNG infrastructure first and wait for vehicles to convert later or 
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convert the vehicles first and wait for CNG filling stations to respond to demand 
later) problem was avoided by ensuring a minimum level of demand from the new 
vehicles. At the same time, the government took some important decisions to encour-
age the development of the CNG industry in the city. These decisions included boost-
ing both the demand as well as the supply side and included the following.

•  The private sector was allowed to participate in CNG conversion of vehicles and 
in setting up CNG filling stations, curbing the previous monopoly of RPGCL, 
a government-owned body.

•  The private sector was encouraged to enter the industry by making available 
government land to them only for setting up CNG filling stations.

•  Import duties on CNG conversion kits, storage tanks, and filling station-related 
equipment were dropped in order to bring down the conversion costs and expe-
dite the conversion rate.

•  Import duties on dedicated CNG buses were dropped and on autorickshaws were 
reduced to encourage more dedicated CNG vehicles.

•  CNG and petroleum prices were restructured in order to make CNG a more 
lucrative choice as a transportation fuel, even after considering the conversion 
costs; especially subsidies on petroleum fuels were either reduced or removed.

•  All government vehicles were asked to convert to CNG.
•  Safety campaigns were run to ensure the use of proper CNG storage tanks (initially 

there were a few accidents with poor quality storage tanks in vehicles).

All these initiatives led a large number of different types of vehicles (private cars, 
SUVs, minibuses, buses) to gradually switch to CNG from petroleum.

Government statistics show that around 117,000 (more than 40 %) vehicles in 
Dhaka currently run on CNG, and nationwide, the number is around 200,000 (in year 
2000). This puts Bangladesh among the top 10 countries in the world in terms of total 
number of natural gas vehicles (Table 10.1). However, the number of refueling stations 
per thousand CNG vehicles in Bangladesh is the highest among these 10 countries. 
A spot survey carried out at different locations in Dhaka indicates that almost 83 % 

Table 10.1 Natural gas vehicles in different countries

Rank Country
Natural gas  
(NG) vehiclesa

NG refueling 
stationsa

Stations per 1,000  
NG vehicles

1 Pakistan 2,300,000 3,068 1.33
2 Argentina 1,807,186 1,851 1.02
3 Iran 1,665,602 1,021 0.61
4 Brazil 1,632,101 1,704 1.04
5 India 935,000 560 0.60
6 Italy 628,624 730 1.16
7 China 450,000 870 1.93
8 Colombia 300,000 460 1.53
9 Ukraine 200,000 285 1.43
10 Bangladesh 177,555 500 2.82
aData from International Association for Natural Gas Vehicles (2010); data for 2009, except 

Ukraine (2006)
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of all cars surveyed were running on CNG in 2010. The proportion of buses and 
minibuses running on CNG was around 75 %. The large difference with government 
statistics (40 %) is possibly due to the slow updating of the CNG vehicle register or the 
inaccurate vehicle registration data (no data on vehicle attrition, which deflates the 
share of CNG vehicles). Because of the discrepancy of the conversion numbers, instead 
of modeling the existing benefits, we model the potential benefits if all vehicles but 
trucks in Dhaka city are converted to CNG by 2012. For trucks, the conversion is 
assumed to stop at 50 %, inasmuch as long-distance trucks would continue to run on 
diesel until CNG infrastructure was available in every part of the country (e.g., south-
west part of the country does not have access to natural gas pipeline yet).

10.3  Local Air Quality Benefits

The principal local benefits of using CNG as a transportation fuel are the reduced 
emissions of local or criteria air pollutants and resulting reductions in adverse health 
impacts. The US Environmental Protection Agency (USEPA 2010) reports that 
light-duty CNG vehicles can emit 90 % less CO, 35–60 % less NOx and 50–75 % 
nonmethane HC compared to similar petroleum vehicles in use. Particulate emis-
sions are also negligible in CNG vehicles. Heavy-duty CNG vehicles can emit 
84–95 % less particulates and 25–50 % NOx emissions (USEPA 2010). A recent 
study by the International Energy Agency (Nijboer 2010) finds that CNG vehicles 
offer a very large benefit in reduced particulate emissions for diesel vehicles, even 
for recent vehicle models. For newer vehicle models with stringent emissions con-
trol for petroleum and diesel vehicles, the local air quality benefits of CNG are 
diminished but they do not vanish. However, because the vehicle emissions standard 
and enforcement in Dhaka is lax, and in-use vehicles are converted to CNG, the 
potential benefits in Dhaka would be on the larger side.

In determining the benefits of a policy intervention that improves local air qual-
ity, the reduction in emissions is linked with well-defined improvements in damage 
endpoints and associated benefits through the impact-pathway approach, described 
graphically in Fig. 10.3 (European Commission 2003; ExternE 2005). The first step 
in an impact-pathway approach is to quantify the emissions (or changes in emis-
sions for a policy intervention such as CNG conversion), which can be determined 
from a vehicle emissions inventory model. The changes in modeled emissions are 
then fed into an air quality model in order to determine the changes in ambient air 
quality (i.e., pollutant concentration).

In the third step the modeled improvements in ambient air quality are coupled 
with population distribution and epidemiological concentration-response (CR) 
functions of the health impacts to determine the avoided health impacts of differ-
ent types.3 Each of these health cases is then valued using the cost savings 

3 A CR function determines the mathematical relationship between the changes in an adverse 
health outcome with respect to changes in an ambient air pollutant concentration.
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associated with those specific health impacts or willingness to pay to avoid those 
health cases (see Fig. 10.3) to determine the avoided costs, or benefits, of the 
policy intervention. Studies modeling the health impacts of air pollution using the 
impact-pathway model in the developed countries have found that the majority of 
the health impacts can be attributed to particulate matters, especially those with a 
diameter less than 2.5 μm, known as PM2.5 (USEPA 2004 for a synthesis). 
Although PM2.5 (or other local air pollutants) can have different effects on health 
(e.g., increase in mortality, asthma or respiratory troubles, eye irritation etc.), 
monetized health costs of air pollution are dominated by the premature mortality 
costs due to exposure to PM2.5 (typically 85–95 % of total health costs, USEPA 
2007). We therefore focus only on the reduced mortality impacts due to reduction 
in ambient PM2.5 concentration (the dashed box in Fig. 10.3). The significant chal-
lenge lies in collecting all the relevant data, especially in the context of a develop-
ing country such as Bangladesh.

We model a spatially disaggregated emissions inventory of the vehicles follow-
ing the well-known formulae

 
Emissions N A EFim jkm jkm ijk

kj

= × ×∑∑
 

(10.1)

where N refers to number of vehicles, A is the activity of those vehicles per day 
within grid m, EF are respective emission factors, and subscripts i, j, k, and m refer 
to pollutant type, vehicle type, fuel type, and grid number, respectively. Data on dif-
ferent components have been collected from the Bangladesh Road Transport 
Authority (BRTA 2010a, b), and other reasonable sources (Urbanemissions 2010; 
Bond et al. 2004; Rouf et al. 2008; Reynolds and Kandlikar 2008). Some data, such 
as fuelwise distribution of vehicles and vehicle activities were collected using field 
surveys and cross-checked with an existing estimate (Khaliquzzaman 2006). We 
assume that all the vehicles will be converted to CNG by the end of 2012 and assume 
a vehicle growth rate of 6 % for years 2011–2012. This results in a reduction of 
direct PM2.5 emissions from 10,400 to 3,200 ton/year (68 %) and SO2 from 3 to 
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Fig. 10.3 Impact-pathway approach for air quality-related premature deaths
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0.8 ton/year (74 %). The majority of the reductions in PM2.5 emissions arises from 
the conversion of a rather smaller number of diesel vehicles.

The spatially disaggregated emissions inventory is fed into an air quality model 
specifically developed for Dhaka city (Rahman 2010). The air quality model 
considers secondary formation of PM2.5 from primary pollutants of NOx and SOx. 
Model results indicate that there will be a reduction in ambient concentration of 
PM2.5 due to emissions changes in PM2.5 and SOx resulting from the policy.

In order to determine the avoided premature mortality resulting from the 
improved air quality due to CNG conversion, we utilize concentration-response 
functions (Pope et al. 2002), along with the gridwise changes in ambient concentra-
tion of PM2.5 from the air quality model, existing mortality rate, and gridwise 
population:

 
Deaths avoided c CR mortality rate populationm n n m

nm

= × × ×∑∑ ∆
 

(10.2)

where m is the grid number, n is the cause of mortality (respiratory or cardiovascular), 
and ∆cm is the change in ambient concentration of PM2.5 in grid m. CR functions for 
all cause mortality are generally used in modeling policy interventions (USEPA 
2005, 2007; Kunzli et al. 2000). But inasmuch as the causes of deaths vary signifi-
cantly between the developed and developing countries (Cropper and Simon 1996), 
using an all-cause CR function from a developed country would have been mislead-
ing. Data on population and cause-specific mortality rates were collected from WHO 
(2009) and BBS (2009b). The calculation results in around 9,000 avoided premature 
deaths in 2012 in Dhaka City Corporation and 11,100 in Greater Dhaka.

The most common approach to determine monetary benefits due to these avoided 
premature deaths is to use a value of statistical life (VSL), defined as the amount 
people are willing to pay (accept) to reduce (increase) the mortality risks (probabil-
ity of death) they face. Although the VSL approach has its critics,4 it is still widely 
used (USEPA 2005, 2007). Health benefits are calculated as

 Health benefits Premature deaths avoided VSL= ×  (10.3)

VSL is a widely researched area with many hundreds of studies published, 
although estimates for developing countries are not as frequent. The published esti-
mates also vary widely (see Viscusi and Aldy 2003 for a review). The willingness to 
pay to reduce health risks was around USD 1 million for China (Krupnick 2006), 
similar to those in developed countries when estimated using the same techniques 
(contingent valuation) and corrected for purchasing power parity (PPP). This repre-
sents USD 190,000 for Bangladesh, equivalent to BDT (Bangladesh Currency) 13 
million. Using a literature survey and income elasticity of VSL of 0.55 (Viscusi and 
Aldy 2003), VSL in Bangladesh becomes USD 53,000. We use a median of USD 

4 Leksell and Rabl (2001) recommend using loss of life expectancy (LLE) for valuing premature 
mortality due to long-term exposure to PM2.5.
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120,000 as VSL in this study. The total benefit of the 11,100 avoided premature 
deaths in year 2012 is USD 1.33 billion. This represents a benefit of 1.3 % of the 
GDP of the country in 2012 (assuming a real GDP growth rate of 6 %).

10.4  Global Climate Change Benefits

The climate change benefits model follows a slightly different approach than the 
impact-pathway model of Fig. 10.3. Although relevant emissions are required from 
the emissions inventory model as before, the pollutants are different, and the spatial 
disaggregation is no longer required because of the global impact of GHG emis-
sions. Among motor vehicle emissions, CO2 and CH4 are established GHG, contrib-
uting directly to global warming (UNFCCC 2010). However, recent studies 
(Reynolds and Kandlikar 2008) show aerosols such as sulphates (SO2), black car-
bon (BC), and organic carbon (OC) can also have an important influence on the 
earth’s radiation balance and thus global climate. Black and organic carbons are 
components of PM2.5 of which black carbon has a potentially large impact on warm-
ing (Bond et al. 2004). On the other hand, SO2 (precursor to sulphates) and organic 
carbon have cooling effects on the climate through facilitating the formation of 
aerosols (Reynolds and Kandlikar 2008). Although NOx emissions can also have an 
impact on global warming through secondary effects (formation of nitrates and 
shortening lives of CH4, both of which have a cooling effect, or formation of ozone, 
which has a warming effect), we assume that changes in NOx emissions from fuel 
switching are negligible (following Reynolds and Kandlikar 2008). We therefore 
concentrate on five global emissions (CO2, CH4, SO2, black carbon, organic carbon) 
before and after conversion of the vehicles.

Exhaust emissions factors for SO2 come from the literature (Urbanemissions 
2010), although we modify their CO2 emissions factors to reflect fuel economy 
for vehicles in Dhaka. We assume a 5 % fuel economy penalty (but a net carbon 
benefit) for emissions of CNG vehicles converted from petroleum (as per 
Reynolds and Kandlikar 2008). Although a 25 % loss in fuel economy and a net 
carbon penalty for diesel to CNG conversion is present in policy analysis 
(Reynolds and Kandlikar 2008), some reports suggest that CNG vehicles have 
net carbon benefits over diesel vehicles, even considering larger methane emis-
sions (Nijboer 2010). We assumed that there is no direct carbon emissions benefit 
or penalty (represents around 15 % loss in fuel economy) and consider CH4 emis-
sions separately for diesel to CNG conversions. Our CH4 emissions factors are 
from the literature as well (Reynolds and Kandlikar 2008). CH4 leakage can be a 
particularly strong source of GHG, because almost all the motor vehicles in 
Bangladesh are retrofitted, with high possibility of leakage. We therefore include 
leakage emissions as well.

Black carbon and organic carbon are emitted as part of particulate matter. The 
fractions of OC and BC as part of PM1 and PM1 as part of PM10 can depend on 
vehicle and environmental characteristics such as vehicle type, combustion 
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technology, fuel type, and operating conditions. Emissions factors are again from 
the published literature (e.g., Bond et al. 2004; Reynolds and Kandlikar 2008).

The emissions inventory model shows that there is a net reduction in CO2 emis-
sions but an increase in CH4 emissions, because previously there were no (or negli-
gible) CH4 leakage emissions from the vehicles (Table 10.2). SO2, BC, and OC all 
decrease, by 74, 69, and 54 %, respectively, over preconversion emissions. Inasmuch 
as the per unit impact on earth’s radiative balance of these different global pollutants 
is not the same, we use global warming potentials of each of these pollutants to nor-
malize them to an equivalent scale. The normalization allows us to use a common 
metric, CO2 equivalent emissions, which can be added or subtracted (depending on 
net warming or cooling effect) to generate net warming-weighted emissions of the 
different pollutants. Although global warming potentials for CO2, CH4, and NOx are 
well established in the literature, the factors for BC, OC, and SO2 are still not well 
established. We use 100-year global warming factors of BC, OC, and SO2 (from 
Reynolds and Kandlikar 2008). The global warming factors for OC and SO2 are nega-
tive, because an increase in these emissions results in net cooling of the atmosphere.

Table 10.2 also presents the CO2 equivalent changes in emissions, considering 
the warming or cooling impacts. Therefore, although SO2 emissions decrease, con-
sidering the cooling impact of SO2 there is net warming as a result of the reduction 
in emissions, and the CO2 equivalent changes for SO2 are positive. There is a net 
warming impact due to increases in CH4 emissions and decreases in SO2 and OC 
emissions, and there is a net cooling impact due to reductions in CO2 and BC emis-
sions. Note that, considering the warming impact of only CO2 and CH4 emissions, 
the common GHG gases, CNG conversion can have a large net warming impact. 
However, once we include the effects of the aerosols and its precursors, there is a net 
cooling and beneficial effect resulting from the conversion.

There are two approaches to determine the monetary benefits associated with 
saving a ton of carbon, as calculated above. Carbon is now traded in forums such as 
the EU-Emissions Trading Scheme (EU-ETS), therefore we can use the price of 
carbon in that market. However, the EU-ETS prices work under a given carbon cap, 
and do not represent the social damage cost. We therefore use the social cost of 
carbon instead. The social costs of carbon in the literature vary by three orders of 
magnitude, from USD 1 to USD 1,500 per ton (Yohe et al. 2007). Peer-reviewed 

Table 10.2 Total changes in emissions, global warming factors, and benefits in 2009 attributable 
to the policy

GHGs and 
particulates

Changes in emission 
1,000 ton/year

Global warming 
potential

CO2-equivalent changes in 
emissions (1,000 ton/year)

CO2 −97.86 1 −97.86
CH4 26.70 23 614.04
BC −2.98 455 −1,356.23
OC −0.90 −35 57.81
SO2 −2.28 −100 227.94
Total −580.8
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literature on the social costs of carbon finds that the mean social cost of carbon is 
USD 43 per ton, with a standard deviation of USD 83 per ton. We use a social cost 
of carbon of USD 45 in 2012 for our calculations. We note that the UK government 
uses a carbon cost of GBP 25 (around USD 43, in year 2007 prices; Price et al. 
2007), and therefore believe our carbon cost is reasonable. This results in a net 
 carbon saving worth USD 26 million in year 2012.

10.5  Foreign Currency and Energy Security Benefits

Using an indigenous energy source such as natural gas instead of imported petroleum 
does not automatically impart economic benefits because natural gas could be 
exported to earn foreign currency. This is especially true in context of the CNG prices 
in the country, which is often kept lower than the price on the international market 
(although prices have been increased recently). However, the foreign currency bal-
ance and savings in foreign currency are important in a small and developing country 
such as Bangladesh. If all the vehicles in Dhaka city are converted to CNG by year 
2012, the scenario we have modeled here, it would save 1,300 million liters of petro-
leum and diesel a year. This would save the country USD 620 million a year in foreign 
currency in year 2012 alone. This is around 8.7 % of the annual trade deficit in 
Bangladesh (year 2008 data). If the prices of crude oil continue to increase, a likely 
scenario, these benefits will be even larger.

We do not model the energy security benefits because of a lack of a consistent 
methodology to determine such benefits. Although the oil dependence costs of the 
US road transport sector was modeled earlier (Parry et al. 2007), their methodology 
is not applicable to Bangladesh, because of a different geopolitical relationship with 
the Middle East, the major oil-producing region.

10.6  Uncertainties

Any benefits analysis such as ours has some uncertainties associated with it. Each 
step in our model can have significant uncertainties, depending upon the perfor-
mance of the underlying modeling techniques and data quality. The uncertainties 
also increase from left to right of the impact-pathway chain (Fig. 10.3). In addition, 
our estimated air pollution and climate benefits possibly have a larger uncertainty 
than similar estimates in the developed countries, primarily because of the lack of 
reliable data for the emissions inventory model and the air quality model. Especially, 
robust estimates of emissions factors of in-use and retrofitted CNG vehicles in 
developing countries are not available, greatly affecting our estimates. Estimates of 
VSL also have large uncertainties. We present in Table 10.3 our qualitative evalua-
tion of the uncertainty in the individual components of our model. We note that, 
even if the VSL is an order of magnitude lower, the air pollution benefits would still 
be larger than the climate change benefits for our estimate. At the same time, given 
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Table 10.3 Qualitative evaluation of the uncertainties in this study

Model component Uncertainty Remarks

Vehicle data Small Accurate scrappage information is not available.
Vehicle emission 

factors
Large No testing on in-use vehicles in Bangladesh, especially 

black carbon, organic carbon, and CH4 emission factors 
have large uncertainties; uncertainty in black carbon and 
CH4 emissions has a large impact.

Vehicle activity 
data

Medium  
to large

No survey of in-use vehicles for travel activities. CNG 
vehicles possibly run longer because of lower running 
costs. The climate and health benefits will then be smaller 
than calculated here. Climate benefits could even be 
negative.

Fuel breakdown Medium  
to large

Uncertainty in diesel to CNG conversion has a large impact 
on health and climate results due to diesel’s higher PM 
and BC emissions.

Air quality model Medium Nonlinearity in emissions to concentration not included in 
the air quality model.

CR function Medium CR could be lower than what we used, because people 
could be less susceptible to pollutants, and could be 
higher if Laden et al. (2006) is the true CR.

Value of statistical 
life

Large Our central estimate for VSL appears reasonable, but there 
are uncertainties in original estimates and on VSL’s 
income elasticity; uncertainty in VSL is especially 
important when comparing health and climate benefits.

Global warming 
factors

Small to 
medium

Uncertainty for CH4 is small, global warming potentials for 
black carbon, organic carbon, and SO2 are still not well 
established.

Carbon price Medium Although market price for carbon is now available from 
EU-ETS, the market price is a function of the cap. 
Damage cost estimates are larger than the market price, 
but have more uncertainty.

the uncertainties, it is also possible that there are no net benefits to climate-changing 
emissions or even net penalties (e.g., if CH4 emissions of retrofitted vehicles are 
only double our estimates, there will be no climate benefits). Net penalties in 
climate- changing emissions may also be possible if CNG conversion had led to 
larger vehicle ownership or larger vehicle travel, because CNG is much cheaper 
than competing petroleum fuels. Further research on these uncertainties is required 
to understand the full impact.

10.7  Conclusions

Our exercise clearly indicates a large air quality benefit of 1.3 % of national GDP to 
the residents of Dhaka as a result of CNG conversion of vehicles. As a comparison, 
total air pollution costs in China were estimated to be 3 % of China’s GDP (World 
Bank and State Environmental Protection Administration 2007).
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The rather high accrual of benefit from this policy in Dhaka is a result of different 
factors:

 (a) Traffic is a major source of air pollution in Dhaka, and any reduction in 
 emissions results in an almost proportional improvement in air quality.

 (b) Dhaka is a densely populated city, which means any improvement in the air 
quality directly benefits a large number of people.

 (c) Bangladesh is a poor country with a small GDP, therefore benefits to the GDP 
ratio get inflated.

The global warming impact of the CNG conversion is not straightforward. 
Considering the established greenhouse gas emissions (CO2, CH4), the conversion 
policy aggravates the global warming problem. However, if we consider the impacts 
of aerosols and their precursors, the CNG conversion results in net cooling of the 
atmosphere. This is primarily because of the lower emissions of BC, which has the 
largest impact on warming per unit of emissions among the pollutants considered. 
Conversion of diesel vehicles is responsible for most of the benefits, which is not 
surprising inasmuch as higher PM emissions resulting from these vehicles also con-
tain higher BC. Reducing CH4 leakage and improving CH4 combustion in the retro-
fitted vehicles may enhance the climate benefits even further.

The monetary benefits of avoided damages due to global warming attributable 
to the policy, however, is far smaller (smaller by two orders of magnitude) than 
the monetary benefits of reduced local air pollution in Dhaka. This is especially true 
because we did not consider the health impacts other than mortality. Therefore, the 
carbon credit generation and associated financial benefits from such CNG conversion 
projects or policies under the clean development mechanism may not be large.5 This 
means that the conversion of petroleum vehicles to CNG can be justified simply on the 
basis of local air pollution benefits alone. For large metropolitan areas in the develop-
ing countries with poor air quality, this general conclusion is likely to hold.

Our results must be put in the context of the uncertainties. Future investigations 
should focus on these uncertainties to generate a more robust estimate of benefits of 
CNG conversion. Despite the uncertainties, our exercise reveals that the CNG con-
version policy in Bangladesh had large positive benefits in air quality improvement 
and foreign currency savings, and possible benefits through GHG reductions as 
well. This indicates that careful policies can be formulated, focusing on an indi-
vidual country’s strengths, to meet the energy and environmental challenges for a 
sustainable future.
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    Abstract     The chapter discusses the political results of the Copenhagen Conference 
and the evolutions in the international climate arena including geopolitical shifts, 
new issues on the agenda, and a changing cartography of the main actors. As recent 
attacks on the climate regime concern both its political governance and the peculiar 
relationship between science and politics that developed through its main institu-
tions (IPCC and the Conference of the Parties), the fi rst part retraces the construc-
tion of the climate arena and the second part analyzes the framing of the problem 
among climate science, expertise, and politics. Drawing on this historical sketch, we 
suggest the years 2000 were characterized by a convergence of top-down approaches 
in climate expertise and policies, structuring action and discourse around quantifi ed 
reduction targets, temperature and concentration thresholds, and carbon budgets. 
The bottom-up character of the voluntary reduction commitments in the Copenhagen 
Accord—confi rmed at Cancun and Durban—is a serious setback to this approach. 
We conclude by discussing several contributions coming from social scientists to 
the post-Copenhagen debate. These well-known intellectual fi gures shift the focus 
from the links between science and politics toward the relationships between science 
and societies.  
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  List of Acronyms 

   CFC    Chlorofl uorocarbon   
  COP    Conference of the Parties (COP 15: the 15th Conference)   
  GMO    Genetically modifi ed organism   
  IPCC    Intergovernmental Panel on Climate Change   
  NGO    Nongovernmental organization   
  SBSTA    Subsidiary Body for Scientifi c and Technological Advice, which meets 

at least twice a year to provide advice to the Conference of the Parties 
(COP) on matters of science, technology, and methodology   

  UN    United Nations   
  UNEP    United Nations Environmental Program   
  WBGU    German Advisory Council on Climate Change (Wissenschaftliche 

Beirat der Bundesregierung Globale Umweltveränderungen)   
  WTO    World Trade Organization   
  WMO    World Meteorological Organization   
  UNFCCC    United Nations Framework Convention on Climate Change   
  US    United States   

11.1           Introduction 

 For 20 years now, the so-called “climate regime” went on, following a precise scien-
tifi c framing, in a political process. The Intergovernmental Panel on Climate Change 
(IPCC) has been a key actor in this process. Now, a few months after the Copenhagen 
conference, the failure is confi rmed, and the regression seems to deepen. The pres-
ent crisis of the “climate regime” testifi es to the end of a cycle initiated more than 
20 years ago. The crisis affects at once the political process, the scientifi c framing, 
and the relationship between the two. It is therefore important to take seriously 
attacks against the IPCC, because the visibility of critical voices and the skeptical 
offensives are signs of this crisis (Dahan et al.  2010 ). 

 The fi rst part of this chapter briefl y revisits this framing of climate change, its 
tacit assumptions (the interactions between science and politics, the role of expertise, 
the coproduction process) and recaps the different phases between    Rio (1992) and 
Copenhagen (2009): the room for maneuver left to developing countries, the turning 
point of 2002–2003, and the rise of the stakes of adaptation. 

 The second part focuses on the analysis of Copenhagen’s failure. Countries of 
the basic group (Brazil, South Africa, India, and China) and the United States 
rejected the top-down approach, which has prevailed since the Kyoto protocol, and 
is associated with the quest for an ambitious treaty that would be ratifi ed by all 
countries and fi x reduction targets for each one. As the Copenhagen Agreement 
stated, a bottom-up approach prevailed, where climate policies will be separately 

A. Dahan and S. Aykut



223

determined by each country according to its possibilities and its will. So, the crisis 
is deep and not contingent; it testifi es to the new geopolitical order and violently 
contests the framing of climate change. 

 The third part of the chapter is devoted to the period begun by the failure of 2010. 
The crisis launched a critical offensive, even a contrarian movement, focused on the 
framing of the climate change problem, even on its very existence and on the role of 
the IPCC. However, a whole set of refl exive analyses provided by social scientists 
(sociologists, geographers, sciences studies scholars, etc.) seems particularly inter-
esting to review because it shifts the focus from the links between science and politics, 
toward the relationships between sciences and societies and allows us to conceive 
climate change as a multiscalar challenge (local, national, and cosmopolitan). 

 Our position (in our research team), as observers of the climate regime (Dahan 
et al.  2009 ) for a number of years now, is above all refl exive. Our objectives are to 
analyze political dynamics, the role played by science and scientifi c and technical 
expertise; to study how questions of governance, democracy, and equity are posed 
(nongovernmental organizations, ONG, civil society); and, fi nally, to study how 
solutions for the future and climate politics are elaborated and constructed between 
interests, both pragmatic and utopian. It is the race, between climate degradation, 
and the implementation of effective policy measures for the fi ght against global 
warming, on the other hand, that is, for us, the determining tension according to 
which the lessons and outcome of the Copenhagen Conference, as well as the future 
of international negotiations, may be judged.  

11.2     A Look at the History of the Climate Regime: 
From Toronto to Copenhagen 

 The construction of the climate problem on the international political stage is a 
process begun in Toronto in 1988/1989, following the success of the Montreal 
Protocol (1987), established for the sake of fi ghting ozone depletion. The success of 
the Montreal Protocol gave rise to a model for constructing international negotia-
tions on climate change. Supported by the IPCC’s establishment in 1988, the Rio 
Earth Summit in 1992, and the implementation of the United Nations Framework 
Convention on Climate Change in 1994, then by annual climate arenas (the 
Conferences of the Parties, COPs) and the IPCC reports (1990, 1995, 2001,  2007 ), 
the climate regime brought together a growing number of actors and partners, gave 
rise to new research practices, and witnessed the confrontation of diverse political 
stakes and economic interests. 

 Several notions arising from distinct disciplinary and epistemic universes inter-
sect within the terminology of this concept of “regime”: notions coming from the 
domain of international relations, from “science studies,” which privileges the study 
of the role of science and expertise, and fi nally, from the discursive regime 
(Foucault’s work  2001 ,  2004 ). 
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 For 20 years, the climate regime was principally formed around three elements, 
which we summarize briefl y. 

11.2.1     A Political Process and a Climate Expertise 
That Are Separate but Closely Linked 

 The IPCC was created in 1988 by two organisms linked to the United Nations: the 
World Meteorological Organization (WMO) and the United Nations Environmental 
Program (UNEP). From that date onward, scientists and politicians proceeded 
jointly. From the onset, the science of climate change formed the cornerstone upon 
which discussions and negotiations were constructed. The IPCC is constantly 
referred to in the climate arenas. Each of the IPCC’s reports was behind important 
moments of political decision. The 1990 report prepared the way for Rio and the 
creation of the Convention; the 1995 report is directly linked to the elaboration or 
the Kyoto Protocol; the 2001 report fostered the Adaptation turn; only the 2007 
report, associated with the Nobel Peace Prize, has not accomplished as much. 
Admittedly the risks revealed by the methodology of global numerical modeling 
and of extremely sophisticated expertise, did give rise to many suspicions on the 
part of developing countries throughout the 1990s (not to mention the oil-producing 
countries). The IPPC was accused of extreme dramatization of the climate threat, 
and of wanting to impose, in an authoritarian manner, a perspective that was judged 
as too physicist and globalizing. Nevertheless, the efforts at education and refl exiv-
ity deployed by the IPCC, the attention paid to the concerns of the South (land use, 
forests, extreme events), and the alliance formed with NGOs that accompanied the 
rise of the theme of adaptation, appeared to overcome these tensions. With the polit-
ical failure of Copenhagen, it is these critiques that are coming back with force. 

 From the beginning, the IPCC has been involved in the political process; being 
an intergovernmental body, it is subject to political infl uence. Moreover, the sum-
maries of its reports, written for decision makers, have to be agreed on and adopted 
word-for-word by scientifi c redactors and political government representatives 
(Encinas de Munagorri  2009 ; Dahan  2008 ). However, in its discourse, the IPCC 
always hastened to affi rm a linear and purifi ed vision of its relation to the political 
process. This stance is expressed in the IPCC’s famous credo: “policy-relevant, but 
not policy-prescriptive.” This discrepancy between a “science-speaks-truth-to-
power” rhetoric and a far more complex and hybrid practice, makes the IPCC vul-
nerable and today has placed it on the defensive. 

 In the science studies literature, the notion of coproduction refers foremost to the 
idea of a joint evolution of the scientifi c and political order and of the mechanisms 
that accompany or authorize it. The notion of the boundary is thus an important ele-
ment (Jasanoff  1987 ): indeed, to say what is “scientifi c” defi nes, from the outset, the 
domain of the “political,” and vice versa. On a fi rst level, the climate regime is 
coproduced in the sense that the scientifi c framing of the question through general 
circulation models, and its political treatment in the UN arenas, through treaties 
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intended to be signed by almost the entire international community, mutually reinforce 
each other. The political defi nition of the atmosphere as a “global common good” 
and the scientifi c defi nition of the global as a pertinent scale of analysis, combined 
with “downscaling” as an adequate method for returning to smaller units of analy-
sis, echo each other. Nevertheless, this joint evolution cannot be reduced to a paral-
lel simultaneous evolution. More or less complex interactions intervene. Indeed, we 
have shown how the IPCC-SBSTA (Subsidiary Body for Scientifi c and Technological 
Advice) couple crystallized this coproduction, where the two a priori antagonistic 
tracks of political confl ict and scientifi c consensus have mixed in a complex game 
of competition and cooperation (Dahan  2008 ). It is possible to take this farther. In 
this same literature, several works have shown, with concrete examples, how “hybrid” 
or boundary objects are coproduced in a back-and-forth between science and poli-
tics: this is particularly the case with the 2 °C threshold (Jasanoff et al.  1995 ). 

 In the climate arena, several numbers and units of measure circulate, and are rei-
fi ed by actors. The number that traditionally dominated negotiations is 2 °C, often 
coupled with 450 ppm CO 2 -eq (see also Chap.   1        ). This number is tied into the fram-
ing of the climate question, which defi nes it as a problem of collective action, and 
thereby also defi nes the atmosphere as a “global common good” (Nordhaus  1994 ). 
The number of 2° thus corresponds to a threshold that is not to be surpassed, by 
analogy to pollution or use-thresholds in the more traditional cases of managing a 
common good.  

11.2.2     A “Sharing the Burden” Strategy, with CO 2  Emission 
Reduction Numbers and Stabilization Objectives 

 The strategy of “sharing the burden” was inscribed in the Kyoto Protocol with a 
horizon of 2010 and with a view to developing countries. It aims to distribute 
reduction emissions at the global level and within a given timeframe. The strategy 
has remained operative both in the quest to prolong the Kyoto Protocol in the post-
2012 period, and in the search for a new treaty that would include the United States 
and the large emerging economic powers. In other words, the explicit framework 
of the negotiation process evolved more and more clearly toward the quest for an 
international treaty that fi xes objectives for all countries, as well as a stage-by-
stage implementation calendar, with emissions ceilings evolving with time. This 
was intended to happen based on a general formula, which is considered to refl ect 
at once historical responsibilities, present capacities, and equity conditions. Now, 
this framework appears to the United States today, and to its democratic adminis-
tration, to be an illusory ambition (Aldy and Stavins  2008 ). It is also rejected, due 
to diverse reasons such as sovereignty and an absolute right to development, by the 
large emerging economies. 

 In the 1990s, the ambition of reduction numbers and objectives was the principal 
object of Kyoto Protocol negotiations between industrialized countries. These num-
bers pertain to politics. With the accentuated evolution toward a top-down and 
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coproduced climate regime, these numbers and objectives tend to become elements 
of the framing itself, and are linked to scientifi c expertise.  

11.2.3     A Clear Distinction Between Industrialized 
and Developing Countries 

 This distinction is made between countries, but also between the subjects that con-
cern them: reduction and attenuation versus adaptation and fi nancing. This distinction 
was recognized starting with the crucial phase of the process’ formalization, the 
elaboration of the Kyoto Protocol (1994–1997), which excluded the so-called non- 
Annex 1 1  countries from any reduction commitment and thereby recognized a 
differentiated responsibility of industrial countries on the question of global warming. 
The distinction was never questioned prior to the Bali COP 13 Conference (2007), 
even though it was the reason for the US refusal to ratify the Protocol. 

 From 2002 to 2007, developing countries, united under group G77 + China, man-
aged, through an exceptional activism, to establish adaptation as an important theme 
in climate negotiations. The climate problem seemed to encompass all of the prob-
lems of development and even of sustainable development, a concept whose poten-
tial for renewal was greatly dimmed by the background noise of the communication 
of all sorts of public and private institutions. This meant that all other environmental 
questions (biodiversity, water and soil management, nutrition, and fi shing), or the 
question of north–south equity, which comprise the ensemble of questions around 
sustainable development, were progressively reconfi gured by the climate change 
regime, subjected to the rhythm of its progression and the geopolitical dynamic that 
was developing within it. At COP 13 in Bali, this evolution reached its apogee with 
the adoption of a mandate around four constitutive elements that had to be jointly 
negotiated in the Copenhagen COP 15 two years later. These elements are:

•    Actions to reduce emissions  
•   Solutions for adapting to the impacts of climate change  
•   Technological transfer  
•   Financial mechanisms      

11.3     The Failure of Copenhagen 

 For many NGOs (Radanne et al.  2010 ), for concerned parties of the climate regime, 
for a portion of the global civil society, the future of planetary problems (climate, 
environment, development, north–south equity), were veritably on the agenda for 

1    Non-Annex 1 countries are essentially developing countries.  
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Copenhagen. The global fabrication of the crucial character of this deadline, fed by 
the prospect of a meeting of 120 heads of state, is, moreover, astonishing in itself. 
This exaggerated hope—doubtless a fi ction—misfi red. 

 The ascent, over the course of the fi rst decade of the twenty-fi rst century, of large 
emergent economies, above all China, who in 2007 became the biggest CO 2  emitter 
in the world, made the separation between industrialized countries and the undif-
ferentiated block of developing countries altogether unacceptable, in particular for 
the United States. Furthermore, the economic and fi nancial crisis accentuated the 
economic competition between the emerging powers and western countries. 
Moreover, the bloc of emerging powers is far removed from any environmental 
discourse, put forth by NGOs in particular, on the planetary ecological crisis. 
In Copenhagen, the climate problem bluntly appeared, for the fi rst time, not so 
much as an environmental problem but as a problem of the decarbonization of pro-
ductive capitalist economies, bringing into play in that transformation enormous 
competing interests and energy stakes. An age of realpolitik seemed to impose 
itself. With it, the questions of adaptation, along with its not-so-clear links to ques-
tions of development, were relegated to secondary importance. 

 The 2° goal retained at Copenhagen did indeed arise from a veritable scientifi co-
political coproduction, with several central actors, including the IPCC, the European 
Union, different expert committees such as the German Advisory Council on 
Climate Change (WBGU) in Germany, and more recently the G8 of l’Aquila. 
Moreover, focusing on a single number raised certain problems, because the num-
ber constitutes a “black box,” which hides power struggles and scientifi c controver-
sies from its construction. 2  Therefore, it is not evident to which temporal horizon the 
number refers, and this leaves the door open to a multitude of reduction scenarios, 
including the “overshooting” scenario (in which emissions surpass the fi xed thresh-
old). Even more important, in its 1995 report, the IPCC affi rmed that stabilization at 
550 ppm would correspond to a probable warming of two degrees. Today, this 
threshold is considered to be at 450 ppm, 3  possibly less, which is an altogether dif-
ferent level of ambition! 

11.3.1     Thresholds, Scenarios and Budgets: The Ascent 
of the Top-Down Approach to Climate Change 
and the Problem of Governance 

 The 2° threshold is inscribed in a more general framework of climate governance 
and its scientifi c handling. Without going into detail on these points, we want to 
underline the increasingly prominent evolution toward top-down approaches in the 

2    On numbers transformed into black boxes, see Latour ( 1999 ).  
3    A stabilization at 450 ppm CO 2 -eq corresponds to “better estimation” of the warming of 2 °C, and 
a probability of 50 % for exceeding 2 °C (IPCC  2007 ).  

11 After Copenhagen, Revisiting Both the Scientifi c and Political Framings…



228

framing of climate change. This evolution passes fi rst by a highly globalized 
consideration of CO 2  concentrations in the atmosphere, more so than a consider-
ation of emissions, and culminates in what is called the carbon “budget” approach. 
The approach adopted in the IPCC’s fi fth report confi rms the choice to privilege 
concentrations. Working on CO 2  concentrations allows for a change in methodology 
and for a consideration of “stocks” instead of “fl ux.” The advantage consists of 
being able to determine an accumulated quantity of gas that is admissible in the 
atmosphere, of calculating the quantity that was emitted since the beginning of 
industrialization, and of concluding on the “budget” that remains. Subsequently, 
one descends from the global budget to a budget attributable to each country. 

 So, a growing and worrying hiatus was thus manifested in Copenhagen between 
an alarmist scientifi c expertise, constructed around key numbers, thresholds, and 
carbon budgets, which presupposes an effective global governance and corresponds 
to a top-down approach to the climate problem on a planetary scale; and on the other 
hand, a bottom-up approach which prevailed in the Accord, imposed by the United 
States and China, who advocate for national policies and against restrictive objec-
tives. Scientifi c expertise is thereby all the more weakened.  

11.3.2     The Myth of a New Treaty (KYOTO 2) Shattered 

 The Copenhagen accord can be deceiving, but an analysis shows that the failure 
was not contingent. It corresponds precisely to the fundamental wishes of the pow-
ers that today dominate the global geopolitical scene, and it represents the limits 
beyond which they do not seem willing to go. We could have a premonition about 
this at the time of the crisis that marked the end of the Bali conference: the emer-
gent countries’ refusal of any restrictive objective for 2050 because it was up to 
developing countries to show the way and to take up ambitious reductions at home 
for 2020: the United States’s refusal of any goal for 2020 or 2050 that would con-
strain them, without placing equal demands on the big emergent economies. And 
Europe, which was full of the best intentions, was incapable of infl uencing a 
change in this opposition. It is necessary to take into account these structural limits 
in order to defi ne effective directions for action, and in order not to recreate illu-
sory objectives for Cancun. 

 A paradox reveals itself at the very heart of the mediation of the Copenhagen 
conference. There is the staging of a planetary voluntarism, which idealizes heads 
of state as the world’s saviors, capable if they so wish, of orchestrating necessary 
energetic, economic, even political changes. This vision is, however, poorly adapted 
to the fact that states are limited in their decisions, by their exterior (international 
competition, other international regimes such as the WTO, World Trade Organization), 
as well as in their interior (tensions inside the federal states of the United States and 
Germany, the importance of lobbies, the role of public opinion, the limited room to 
maneuver in democratic regimes). 
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 Instead of waiting, in vain, for a new Kyoto 2-type treaty, is it not more effective 
to acknowledge geopolitical realities, the room to maneuver that states actually 
have, and the concrete advances made at other scales of governance, without over-
estimating the capacity of UN summits to regulate the ensemble of the problem? 
At Copenhagen, we observed regions, Länder, states (including American and 
Canadian states), megacities, that are making important efforts to reduce their emis-
sions, and village alliances, which also develop numerous initiatives. Indeed, emis-
sions reduction goes hand in hand with other urban concerns: developing public 
transit, fi ghting smog and pollution, reducing household electric bills, and so on 
(see Chaps.   4     and   13    ). There is a noticeable and signifi cant presence of scales of 
governance smaller than that of the states that are already acting. We may wish for 
greater and better action, but this evolution is nevertheless palpable. 

 Our critique thus has to do with the staging of a global voluntarism, which regu-
larly becomes something much bigger than what is warranted by the facts, and the 
demobilizing effect of this regime of messianic hope. It is important to begin once 
again to fi rst concentrate efforts on domestic solutions, and then European policy. 
Those NGOs highly mobilized around the climate question, should they not 
rethink, if even partially, their role, in order to recover a critical attitude toward the 
questions within the national framework? If it is necessary to push the powers that 
be at all scales to go further, it is also necessary to prepare public opinion for tran-
sitions yet to come. The massive presence of civil society at summits is important, 
but it is not suffi cient. The “global civil society” does not exercise direct pressure 
on a global power. In their fi nal press conference, we saw important heads of state, 
Barack Obama and Nicolas Sarkozy, address above all the public opinion of their 
own nations. 

 What today blocks the adoption of more ambitious climate policies is not so 
much the leadership (the heads of state) as it is the absence of favorable social forces 
in various countries, or the existence of public opinion in the position to constrain 
this leadership. The multiple debates on ecological fi scality in numerous countries, 
and the timidity of its implementation, point to the road we have yet to travel.   

11.4     The Critical, Even Skeptical, Offensive of 2010 

 Two dimensions of the climate regime seem to be under particularly strong attack 
today: the relation between science and politics and the UN governance framework 
for negotiations:

•    The science–politics relation in the climate regime is determined by a singular 
expert organization—the IPCC, a major actor in the regime—and by a novel 
relationship between politics and expertise. Numerous lines of disagreement 
seem superimposed around questions of the validity of the consensus, the legiti-
macy of the experts, and the neutrality of their opinions. The climate problem 
thereby constitutes a challenge for the analysis of science–society relations.  
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•   The system of climate governance, constructed since the 1990s around a strategy 
of distributing reduction objectives, has focused all efforts on the global level. 
In its center, the UN system, slow and heavy, is prone to various deadlocks: those 
imposed by states opposed to ambitious reduction policies and those tied to 
the least-developed countries’ desires to bring all of their problems into the 
 negotiations. The climate governance system seems less and less adequate to the 
new geopolitical order at the dawn of the twenty-fi rst century.    

 We focus here on the offensive against the science–politics framing. It has devel-
oped on the terrain of Copenhagen’s failure, even if certain elements already existed 
(e.g., the so-called Climate Gate scandal). We don’t want to remain silent on con-
fl icts of interest, and on the targeted, interested, and systematic deconstruction of 
climate science by diverse interests and lobbies in the public arena (Oreskes and 
Conway  2010 ). However, in this chapter, we underline several analyses coming 
from the social sciences (from sociologists, geographers, anthropologists) that 
strongly criticize the framing of the climate problem without directly contesting the 
anthropogenic greenhouse effect and being openly skeptical. We treat two groups, 
which have in common one fi gure, the geographer Mike Hulme (Hulme  2009 ). 4  

11.4.1     The Hartwell Paper 

 This contribution to the post-Copenhagen debate merits attention. Published by two 
institutes of the prestigious London School of Economics and Oxford University 
and fi nanced by the Japan Iron and Steel Federation, the Hartwell Report (Prins 
et al.  2010 ) brings together authors well versed in the climate debate, who have 
regularly taken a critical position vis-à-vis the political process as well as the IPCC 
(Prins and Rayner  2007 ). The report takes as its point of departure a twofold assess-
ment of the failure. Its fi rst target is the “Kyoto approach,” which came to a halt in 
Copenhagen. For the authors, this path was condemned from the start, because the 
framing in terms of the “pollution problem,” with a fi xed number of objectives for 
reduction and a constrictive treaty, is not the solution, but an obstacle to solving the 
problem. Second, for them and we don’t share at all this analysis, Climate Gate, that 
scandal of pirated emails from the University of East Anglia last November 2009, 
seems to the authors to have signifi cantly eroded trust in climate science in general, 
and in the IPCC in particular on a permanent basis. 

 In contrast to the pollution paradigm, climate change is qualifi ed as a “wicked 
problem,” designated as belonging to a category of problems, which, due to their 
complexity and extent, cannot be entirely described in scientifi c terms. According 

4    Founding director of the Tyndall Center for Climate Change Research, principal IPCC author for 
the third report, and now professor at the University of East Anglia. In 2009 he published a book 
(Hulme  2009 ) in which he acknowledges the gravity of the climate problem while taking a pessi-
mistic stance toward our capacity to “resolve” it.  
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to the authors, in the research that governs the domain of climate change, the 
answers depend on the questions asked, and each new piece of knowledge raises 
new questions. Thus, according to their argument, because more knowledge does 
not lead to greater certitude, the IPCC’s failure is systematic. Its very construction, 
they say, is bound to fail, because it is founded on the model of public education 
(the “defi cit model”), and thus on the belief that science can guide politics. Inasmuch 
as the scientists do not succeed in having everyone agree, the political process does 
not advance. 

 The authors thus propose to change paths radically, by abandoning any hope of a 
global and restrictive treaty based on reduction objectives, and any form of carbon 
markets. The problem, they say, should be dealt with by “indirect” measures. This 
formula consists of making climate policy for other reasons, as a collateral product 
of the solution to pollution problems in developing countries, of energy indepen-
dence problems, and of approaches based on green growth and energy effi ciency, 
and fi nally—and this constitutes the last turn of this at points astonishing paper—of 
access to cheap energy for all. 

 The Hartwell paper questions science–politics relations in terms close to those 
developed by science and technology studies over the past 30 years (Jasanoff et al. 
 1995 ), beginning with the critique of the “defi cit model” and the “linear model,” of 
which IPCC partisans were prisoners, as well as the impossibility of closure in tech-
noscientifi c controversies. However, the “wicked problem” category used by the 
authors is not convincing, because their statement that it is impossible to establish 
causal chains completely is not peculiar to climate science. The impossibility of 
leaving it to science and technology to close debates defi nitively is, according to 
Beck, a general characteristic of our time; it is even constant through time, accord-
ing to Bruno Latour (Beck  1992 ). Worse, the report seems itself to be a prisoner of 
the linear model when it postulates that because there will be no scientifi c consen-
sus, any direct political solution is compromised (Grundmann  2006 ). 5  Science and 
technology studies teach us that mechanisms for debate closure are always com-
plex, never purely “scientifi c,” and that it is always benefi cial to look at them in 
detail. The example of the two-degrees target, neither purely scientifi c, nor purely 
political, contradicts one of the fundamental arguments of the Hartwell Paper, 
according to which, “a distinctive characteristic of the climate change debate has 
been of scientists claiming with the authority of their position that their results dic-
tated particular policies” (Prins et al.  2010 , p. 18). This unfounded statement is put 
forth without any concrete examples. The cursory condemnation of the IPCC does 
not leave any place for accurately evaluating its role in the climate arena, the manner 
in which it pushed the process forward, and contributed, through its forms of gover-
nance and action, to creating trust between states. Today, the IPCC reports serve as 
a foundation to a highly heterogeneous community of actors, and no state denies the 

5    This assertion is all the more surprising inasmuch as Reiner Grundmann had himself shown how 
the ozone problem was effectively fought without pre-existing scientifi c certainty (Grundmann 
 2006 ).  
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reality of climate change in negotiations any longer. What is more, the Hartwell 
Paper remains silent on confl icts of interest, and on the targeted, interested and 
systematic deconstruction of climate science by diverse interests and lobbies in the 
public arena. Finally, although it turns away from any global solution, the local poli-
cies recommended by the Hartwell paper seem particularly timorous and bereft of 
ambition.  

11.4.2     The Role of Social Sciences in the Climate Problem 

 Let us turn to the special issue of the review  Theory, Culture, Society  ( 2010 ) devoted 
to the climate change problem. It brings together very diverse authors coming from 
different disciplines, and who are not known as skeptics. However, all challenge the 
scientifi c and political framing of the problem over the past 20 years, which led to 
very few results in terms of emission reduction. Following their assessment of 
climate risk (because the spectrum of positions is rather broad in this respect), they 
propose different measures and orientations. But what unites them is the novel and 
ambitious place they want to give to the social sciences in the climate problem, and 
which they think poorly acknowledged by the IPCC. We look at three of these 
authors: Mike Hulme, Sheila Jasanoff, and Ulrich Beck, whose reputation and work 
extends far beyond this issue of the magazine. 

 Climate change, they claim, contributed to dissolving three dichotomies of 
modernity: nature/culture, local/global, and present/future. But few lessons were 
learned from this, and there is a consistent attempt to re-create the boundaries 
between nature and culture, or to think in a deterministic way, relationships between 
the local and the global. For example, climate change is a hybrid phenomenon 
between nature and culture par excellence; however, extreme events (Katrina in 
2005, Pakistan fl oods in 2010, or others) command attention only insofar as they are 
of anthropogenic origin, or in the proportion that they are. 

 What is common to all of these perspectives?

•    The climate question is not a problem of pollution; CO 2  is not analogous to CFCs 
(chlorofl uorocarbons) in the ozone hole. It is a problem that pervades all human 
activity (a “wicked problem,” as the signatories of the Hartwell Problem called it).  

•   The Kyoto strategy was doomed to failure, and therefore had feeble results.  
•   They generally argue against catastrophist visions, emergency discourses, state-

ments according to which only 100 months remain to save the planet, from which 
stems a strong critique of the manner in which the Copenhagen meeting was 
constructed as a crucial and pivotal moment, by scientists, NGOs, and the media.    

 Those most critical of IPCC science and scientists say that the framing is too 
scientifi c, that it releases people from responsibility, and that the IPCC remains 
attached to a traditional hierarchy of sciences with the natural sciences at its summit 
where only economics, suffi ciently formalized and dignifi ed, can participate in the 
expert enterprise and in defi ning climate politics. Thus it is clear that these critiques 
are strongly marked by tensions between diverse epistemic communities. 
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 Such critiques are particularly characteristic of geographers, notably Mike 
Hulme, author of an interesting and stimulating book,  Why We Disagree about 
Climate Change  (Hulme  2009 ), who is also a signatory to the Hartwell Paper. 
According to Hulme ( 2010 ), the IPCC manifests a climate determinism and reduc-
tionism, by considering that the climate is the essential factor for societies and that 
it determines their possibilities for development or survival. It is from this critique 
that stems an opposition to the vision of Group II of IPCC (which is in charge of 
vulnerability of socioeconomic and natural systems to climate change, its conse-
quences, and the adaptation options) about adaptation strategies. Although acknowl-
edging the validity of the IPCC’s climate predictions for 2050, Hulme thinks that 
the social and political picture of a future in which these predictions would mix is 
very risky. This is due to the fact, he argues, that there is an irreducible level of 
uncertainty and the future is always open. 

 In general, geographers (and Hulme is a perfect illustration) severely judge artic-
ulations from the local to the global, as they operate in reports and in the IPCC’s 
conceptions. The prevailing globalization of climate, which has reached its peak 
(the concept of average temperature, average ocean levels, etc.), is, in their opinion, 
de-culturized, and tends to efface our anthropological experience of climate and 
weather, which remains subjective and local. 

 Jasanoff and Beck, belonging to other epistemic communities (science studies, 
sociology), notably engage in an examination of what climate change provokes or, rather, 
ought to provoke, as refl ections in the social sciences, as research needs in those 
disciplines. Jasanoff ( 2010 ) insists on the need to construct bridges between large-
scale, abstract scientifi c representations of environmental knowledge and the smaller 
scales of social signifi cation. Using her concept of “civic epistemology,” Jasanoff 
emphasizes that sustainable representations of the environment don’t arise solely out of 
scientifi c activity, but are undergirded by cultural and normative comprehensions of the 
world. There is no neutral interpretative fi eld, and the same numbers and facts acquire 
different meanings in different nations (think of GMOs, genetically modifi ed organ-
isms, nuclear energy, etc.). In her opinion, it is impossible that a global consensus could 
emerge solely out of expert consensus. Thus, although the IPCC was constructed to 
produce knowledge for the sake of a global politics, it cannot respond to particular 
national traditions of political legitimacy. That would be asking too much of it. 

 In his article,  Climate for Change, or How to Create a Green Modernity , Beck 
( 2010 ) meets Jasanoff on several points: for example, his fi rst argument is that dis-
course on climate politics is an expert elitist discourse, in which the people, societ-
ies, workers, and citizens do not see themselves, and in which their interests are 
neglected. For him, it is a question of new growth or of green modernity that is on 
the agenda, or rather, an economic transition toward other modes of production and 
consumption (a new phase of capitalism or a new stage of civilization). Hence, the 
central question for a sociologist like Beck is to know from where could arise sup-
port for profound ecological changes that presuppose radical changes in behavior, 
consumption, life-style, and growth, in these particularly uncertain times? 

 According to Beck, it is necessary to rethink radically the category of the envi-
ronment, which is too narrow when it excludes human action and the social, and too 
broad, and even, as he says, suicidal, when it encompasses them, because then it no 
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longer thinks politics at the level of metachange and loses sight of modern society 
itself. By trivializing the terms of “climate politics,” we devitalize them, he claims, 
because we ignore that climate politics are precisely not about climate, but that they 
rather have to do with the transformation of all of the fundamental categories and 
institutions of nation–state modernity. 

 For Beck, social inequalities and climate change are two faces of the same prob-
lem: what he calls risk societies are, by virtue of the historical dynamics of their 
national systems and of international legislative systems, prisoners of a repertoire of 
behaviors that are completely surpassed by the gravity of the global ecological crisis. 
Like Jasanoff, he has a tendency to reverse accepted statements: for him, a global 
public discourse will not emerge from a consensus on political decisions (based 
itself on scientifi c consensus) but, rather, from dissentions (and controversies) about 
the consequences of decisions. Thus, the uncertainties (or insecurities) created 
could open the path to a transnational refl exivity, a global cooperation, and coordi-
nated responses. Indeed, a cosmopolitan vision of ecology to him seems essential, 
in particular for developing countries. Beck insists on the danger of a politics (and 
a thought) of limits, which would be anti-immigration, antiglobalization, antimod-
ern, antigrowth, and so on, because it would reinforce the conditions of an interna-
tional caste system in which the poor of developing countries would be consigned 
to poverty (notably energy poverty) for perpetuity. 

 Thus, in this panel of authors, in spite of several divergences, climate change 
seems to offer new opportunities for refl ecting on and conferring a determinant role 
to the interpretative social sciences.   

11.5     Conclusion 

 In the post-Copenhagen debate, the panoply of propositions refl ects not only the 
different framings of the problem, but above all the diverse assessments of climate 
risk. The hope that everyone will agree around a scientifi c basis seems an illusion. 
By way of a conclusion, we emphasize four points that might serve to indicate ori-
entation for action:

    1.    Climate change is not a global problem. It is a multiscalar problem that can and must 
be treated on all pertinent scales. The staging of a global voluntarism tends to mask 
the setbacks and advances made on all other levels of governance; it delays 
actions that are compatible with local agendas and benefi cial secondary effects. We 
thus ask for the principle of subsidiarity in the climate arena, to support and broaden 
local and national initiatives, and to lighten the international negotiations agenda.   

   2.    Abandoning a planetary voluntarism in the climate arenas does not entail effac-
ing those arenas. Climate arenas remain exceptional meeting points, where polit-
ical states representatives, multiple actors from think tanks, academia, business, 
and civil society, can launch and disseminate ideas and technologies, compare 
solutions, and debate questions, that do not (or no longer) have other forums 
(since Johannesburg) that capture their scope. 
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 These questions are: (green) development, equity, responsibility, and global 
solidarity. The COPs are meetings in which inventories can be taken of the road 
covered and that which remains to be covered. In the record left by these 15 years 
of COPs the Off was ultimately more fruitful than the On. Abolishing these are-
nas would therefore be a regression and a waste. The exceptional mobilization of 
civil society in Copenhagen shows the importance of these sites, and the UN 
erred in fearing civil society and excluding it from the last days of negotiation; 
the presence of civil society is an important argument for keeping the UN 
framework.   

   3.    The absence, at Copenhagen, of any mention of the Kyoto Protocol is not acci-
dental. It is a manifestation of the new dominant geopolitical order. Europe nei-
ther defended the Kyoto Protocol, which had given it an incontestable political 
capital in these arenas, notably vis-à-vis developing countries, nor proposed an 
alternative solution. Its lack of unity and the weakness of its modes of gover-
nance condemned it to a position of marginality and poor visibility. The fact that 
NGOs and developing countries formed an alliance to claim themselves loudly 
as representatives and followers of the Kyoto Protocol is paradoxical when one 
recalls the criticisms they once made regarding the Protocol and its ineffective 
results. In order to regain its leadership, Europe must implement, within its bor-
ders, policy measures including technological solutions and regulations that 
work and lead to effective reductions.   

   4.    We are experiencing a convergence of several crises: the environmental crisis, 
the energy crisis, the climate crisis, and the fi nancial and economic, and doubt-
less, social crisis. The authors of the Hartwell Paper (whose criticism of the 
IPCC we do not share), or the Nobelist economist Elinor Ostrom are not wrong 
in suggesting that certain climate policies can be adopted “for other reasons.” 
Even if this assessment calls for greater coordination between the political fi elds 
and separate international arenas such as the OMC and the Climate Convention, 
or even between public health policy and CO 2  emission reduction politics. This 
point of view tends to become more general in this moment. US President Obama 
just gave a press conference on energy issues in which he recommends these 
types of positions and actions. 

 Placing the climate question in the mainstream of the unsolved problems 
might serve to trivialize the problem, to rid it of its absolute urgency. But it is 
necessary to note that we are far from being able to convince public opinion or 
governments that this is a matter of absolute peril (see studies of American pub-
lic opinion or the concern of emerging economies). Hence the debate on mea-
sures and policy must, as a result, acquire greater autonomy in relation to 
scientifi c assessment, and it must be led in a public and open manner. 

 The central question is to know from where might come support for ecologi-
cal changes as profound as those demanded by the climate question, which 
presupposes such radical changes in behavior, consumption, life-style, and 
growth. Indeed, climate policies are not precisely about climate, but concern the 
transformation of all the fundamental categories and institutions of nation–state 
modernity.         

11 After Copenhagen, Revisiting Both the Scientifi c and Political Framings…



236

   References 

      Aldy J, Stavins RN (2008) Designing the post-Kyoto Climate Regime: lessons from the Harvard 
project on international climate agreements. Report. Belfer Center for Science and International 
Affairs. Harvard Kennedy School, Cambridge  

   Aykut S, Dahan A (2011) Le régime climatique avant et après Copenhague: sciences, politiques et 
l’objectif des deux degrés. Nat Sci Soc 19:144–157  

    Beck U (1992) Risk society: towards a new modernity. Sage Publications, London, (original 
German edition 1986)  

    Beck U (2010) Climate for change, or how to create a green modernity? Theory Cult Soc 
27(2–3):254–266  

     Dahan A (2008) Climate expertise: between scientifi c credibility and geopolitical imperatives. 
Interdiscip Sci Rev 33(1):71–81  

   Dahan A (2009) Entre Poznan et Copenhague: le régime climatique au milieu du gué. Nat Sci Soc 
17(3):271–282  

   Dahan (dir.) A (2007) Les Modèles du Futur. Ed La Découverte, Paris  
   Dahan A, Aykut S, Guillemot H, Korczak A (2009) Les arènes climatiques: forums du futurs ou 

foires aux palabres? La Conférence de Poznan. Rapport de Recherche, Koyré Climate Series, 
n°1, Feb 2009  

   Dahan A, Aykut S, Buffet C, Viard-Cretat A (2010) Les leçons politiques de Copenhague: Faut-il 
repenser le régime climatique? Rapport de Recherche, Koyré climate series, n°2, Feb 2010  

  Dahan A, Buffet C, Viard-Crétat A (2011) Le compromis de Cancun: vertu du pragmatisme ou 
masque de l’immobilisme? Rapport de Recherche, Koyré climate series, n°3 (en ligne.   www.
koyre.cnrs.fr/IMG/pdf/climate.pdf    )  

   Encinas de Munagorri R (2009) Expertise et gouvernance du changement climatique Droit et 
Société, vol 51, Maison des Sciences de l’Homme(L.G.D.J.), Paris  

   Foucault M (2001) Dits et Ecrits II. Gallimard, coll “Le Quarto”, Paris  
   Foucault M (2004) Naissance de la Biopolitique. Gallimard, Le Seuil, coll “Hautes Etudes”, Paris  
     Grundmann R (2006) Ozone and climate. Scientifi c consensus and leadership. Sci Technol Hum 

Values 31(1/Jan):73–101  
   Grundmann R (2007) Climate change and knowledge politics. Environ Polit 16(3/June):414–32  
      Hulme M (2009) Why we disagree about climate change. Cambridge University Press, Cambridge  
    Hulme M (2010) Cosmopolitan climates: hybridity, foresight and meaning. Theory Cult Soc 

27(3–4):267–276  
       IPCC (2007) Climate Change 2007. Contribution of Working Group I. to the Fourth Assessment 

Report of the Intergovernmental Panel on Climate Change. Cambridge University Press, 
Cambridge  

    Jasanoff S (1987) Contested boundaries in policy-relevant science. Soc Stud Sci 17(2/May):
195–230  

    Jasanoff S (2010) A new climate for society. Theory Cult Soc 27(3–4):233–253  
     Jasanoff S, Markle G, Petersen J, Pinch T (eds) (1995) Handbook of science and technology stud-

ies. Sage, London  
   Latour B (1993) We have never been modern. Harvard University Press, Cambridge  
    Latour B (1999) Pandora’s hope: essays on the reality of science studies. Harvard University Press, 

Cambridge  
    Nordhaus WD (1994) Managing the global commons. The economics of climate change. MIT 

Press, Cambridge  
    Oreskes N, Conway E (2010) Merchants of doubts. Bloomsbury Press, New York  
  Ostrom E (2009) A polycentric approach for coping with climate change. World Bank policy 

research working paper 5095. The World Bank, Washington, DC  
    Prins G, Rayner S (2007) Time to ditch Kyoto. Nature 449:973–975  
    Prins G, Galiana I, Green et al. (2010) The Hartwell paper: a new direction for climate policy after 

the crash of 2009. Joint research paper of the Institute for Science, Innovation and Society and 

A. Dahan and S. Aykut

http://www.koyre.cnrs.fr/IMG/pdf/climate.pdf
http://www.koyre.cnrs.fr/IMG/pdf/climate.pdf


237

the MacKinder programme for the study of long-wave events. Institute for Science, Innovation 
and Society, Oxford  

    Radanne P, Diaz E, Goetz E (2010) Les enseignements de la Conférence de Copenhague sur le 
climat. Publication Association 4D, Paris  

   Review Theory, Culture and Society (2010) Special issue on climate change, 27:3–4  
  Sarewitz D, Pielke R Jr (2000) Breaking the global-warming gridlock.  The Atlantic Monthly : 

55–64. In: Pielke R Jr (2007). The honest broker. Making sense of science in policy and poli-
tics. Cambridge University Press, Cambridge  

   Shackley S, Wynne B (1996) Representing uncertainty in global climate change science and pol-
icy: boundary-ordering devices and authority. Sci Technol Hum Values 21(3/Summer):275–302     

11 After Copenhagen, Revisiting Both the Scientifi c and Political Framings…



239J.B. Saulnier and M.D. Varella (eds.), Global Change, Energy Issues and Regulation Policies, 
Integrated Science & Technology Program 2, DOI 10.1007/978-94-007-6661-7_12, 
© Springer Science+Business Media Dordrecht 2013

    Abstract     Discussed at the international level since the 1980s, climate change is 
from now on at the top of the international political and diplomatic agenda. The 
urgency to act has been shown over the last years in many aspects. Climate change 
policies fi t into the scheme of what political scientists call “multilevel governance,” 
which emphasizes the role of international negotiations but also the multiplicity of 
public and private stakeholders—NGOs, businesses, unions—either with a global, 
regional, domestic, or local basis, and the diversity of on-going processes at different 
levels from global to local and from local to global. Because stakes are global, the 
international climate change regime nevertheless plays a pivotal and decisive role. 
The international climate change regime is, however, shaped slowly and step by step. 
The Kyoto Protocol (1997) has 193 parties but the United States, the primary GHG 
emitter in 1997 and second nowadays, did not ratify it. Major developing emitters 
are not bound by any GHG emissions reduction commitment under the Protocol. 
The fi rst commitment period will expire at the end of 2012. For effectiveness reasons, the 
“post-2012” system must include the United States and major developing emitters, 
and drastically reinforce the reduction targets. One cannot help but notice that the 
post-2012 regime is still in the process of, and far from, being drafted. The adoption 
of the Copenhagen Accord (2009) did not stop the negotiation process, which is still 
going on. The Cancún conference (2010), although much less the focus of media 
attention, led to the adoption of a “Copenhagen Accord-Plus,” revived a process that 
had almost come to a standstill, and made the content of the Copenhagen Accord 
integrate the heart of the UNFCCC. These evolutions give rise to many issues con-
cerning the level of ambition, the nature and content of differentiation between 
parties, and the legal architecture of the whole regime.  
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12.1           Introduction 

 From the mid-1980s climate change has given rise to heated scientifi c debates on 
its anthropogenic origins, scale, or consequences. The acuteness of these contro-
versies led to the creation of an expert’s mechanism without precedent as regards 
its dimensions and functioning terms. In the uncertain context of a “ controversial 
universe ”, (Godard  1993 ) the Intergovernmental Panel on Climate Change (IPCC) 
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was jointly created in 1988 by the World Meteorological Organization (WMO) 
and the United Nations Environment Programme (UNEP) with a clear decision-
support mission. Nearly 20 years later, the IPCC was jointly awarded the 2007 
Peace Nobel Prize with Al Gore, whose book,  An Inconvenient Truth , inspired a 
documentary that was awarded the 2007 Academy Award for Best Documentary 
Feature, “For their efforts to build up and disseminate greater knowledge about 
man-made climate change, and to lay the foundations for the measures that are 
needed to counteract such change.” 

 Beyond its political signifi cance, this Nobel Peace Prize acknowledges the 
IPCC’s contribution. Between 1990 and 2007, the IPCC made the diagnosis of 
climate change at the global scale through four assessment reports, and little by 
little reduced the initial uncertainty margin. In 1990, the fi rst IPCC report was 
quite measured. The second IPCC report states that “The balance of evidence sug-
gests a discernible human infl uence on global climate” (IPCC  1995 ), and the third 
IPCC report establishes that “most of the warming observed over the last 50 years 
is attributable to human activities” (IPCC  2001 ). The fourth and last IPCC report, 
based on the work of more than 2,500 scientists from 130 countries, is most 
alarmist. It bears out that the “warming of the climate system is unequivocal” and 
that “most of the observed increase in global average temperatures since the mid-
twentieth century is very likely due to the observed increase in anthropogenic 
GHG [greenhouse gases] concentrations” (IPCC  2007a ). The impact of human 
activities goes beyond the increase in global average temperatures; it also results 
in rising global average sea level, perturbations in wind patterns, extra tropical 
cyclone path change, increased drought and heat wave risks, and increased fre-
quency of heavy rainfall, among others. The IPCC report adds that it is “very 
likely” that these changes will be more important in the twenty-fi rst century than 
those observed during the twentieth century. Moreover, “Anthropogenic warming 
and sea level rise would continue for centuries due to the time scales associated 
with climate processes and feedbacks, even if GHG concentrations were to be 
stabilized” (IPCC  2007a ). 

 Placed on the agenda since the 1980s, climate change is from now on at the top 
of the international political and diplomatic agenda. The urgency to act has been 
shown over the last years in many aspects. According to the fi ndings of the last 
IPCC assessment report, any delay in the reduction of GHG emissions will signifi -
cantly reduce the chances to achieve the stabilization of GHG emissions at lower 
levels and increase the risk of more serious climate change impacts (IPCC  2001 ). 
From an economic angle, the  Stern Review on the Economics of Climate Change  
(Stern  2006 ) puts the cost 1  of inaction as higher than the cost of action in the mid- 
term, an assessment that is relatively little disputed (its calculation is questioned but 
the cost of the lack of action could even be underestimated). More broadly, there is 
a social urgency as shown by recent reports from the United Nations Development 
Programme (UNDP  2008 ) and the World Bank (World Bank  2010 ). 

1    Costs are estimated as GDP parts.  
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 Climate change policies fi t into the scheme of what political scientists call 
“multilevel governance,” which emphasizes the role of international negotiations 
but also the multiplicity of public and private stakeholders—NGOs, businesses, 
unions—either with a global, regional, domestic or local basis, and the diversity of 
on-going processes at different levels from global to local and from local to global 
(Compagnon  2010 ). Because stakes are global the international climate change 
regime nevertheless plays a pivotal and decisive role. First, a structuring role: it is 
expected to ensure the horizontal consistency of different policies implemented at 
the international level (trade, development, investment, fi nance, etc.) and vertical 
consistency by allowing the interlocking of different policy levels, again from local 
to global and global to local. Second, the international climate change regime must 
also have the revitalizing role of a driving force that makes different positions prog-
ress in negotiation processes and allows the setup of an international consensus and 
the promotion of more ambitious climate policies. 

 The international climate change regime is, however, shaped slowly and step by 
step (Maljean-Dubois and Wemaëre  2010 ). In a context of scientifi c uncertainty and 
acute controversies on the impact of human activities on climate change, a fi rst step 
was the adoption of the United Nations Framework Convention on Climate Change 
(UNFCCC) in May 1992, and its opening up to signature during the 1992 Rio 
Conference. The UNFCCC entered into force in 1994 and has 194 contracting par-
ties. It lays down the core principles of the international climate change regime but 
only contains general obligations. As a framework convention, it was to be comple-
mented by (an) additional instrument(s) aimed at specifying the GHG emissions 
reduction commitments. One year after its entry in force, the parties adopted the 
Berlin Mandate which took note of the need to defi ne more ambitious and binding 
commitments for industrialized countries, in the form of a protocol or any other 
legal instrument (for instance, an amendment to the UNFCCC). After less than 
3 years of negotiation, the Kyoto Protocol was adopted on the 11th of December 
1997. It only entered into force on the 16th of February 2005. Today, the Kyoto 
Protocol has 193 parties but the United States, the primary GHG emitter in 1997 and 
second nowadays, did not ratify it. Major developing emitters are not bound by any 
GHG emissions reduction commitment under the Protocol. The contracting parties 
agreed on quantifi ed reduction commitments that only bind industrialized countries 
and cumulatively correspond to a reduction effort    of 5.2 % 2  of their GHG emissions 
compared with the baseline of their 1990 GHG emission levels, and must be 
achieved by the end of the fi rst commitment period, expiring at the end of 2012. 

 For effectiveness reasons, the “post-2012” system must include the United States 
and major developing emitters, and drastically reinforce the reduction targets. One 
cannot help but notice that the post-2012 regime is still in the process of, and far 
from, being drafted. Progress is all the slower than the benefi ts of some signifi cant 
emissions reduction are both variable in space (some regions of the Earth could 

2    In practice the collective target is lower because the United States does not participate in the 
Kyoto Protocol.  
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even benefi t from the changes and in any case different regions will be differently 
affected), and diffuse in time (the benefi ts are mostly expected for future genera-
tions when diffi cult measures must be adopted today). Climate change nonetheless 
already gave birth to original legal and institutional constructions, either at the inter-
national level or at the regional level. The hopes pinned on the Copenhagen confer-
ence in December 2009, its media coverage, the presence of 125 heads of state and 
government, of more than 40,000 delegates or accredited participants, show the 
importance given nowadays to the stakes of the fi ght against climate change. The 
adoption of the Copenhagen Accord did not stop the negotiation process, which is 
still going on. The Cancún conference (December 2010), although much less the 
focus of media attention, led to the adoption of a “Copenhagen Accord-Plus” and 
revived a process that had almost come to a standstill, and made the content of the 
Accord integrate the heart of the UNFCCC. But is the regime taking shape ambi-
tious? Which differentiation does it make between developed and developing states? 
Finally, what could its legal architecture look like?  

12.2     Ambition Level 

 The post-2012 climate regime must be ambitious enough to meet the scientists’ 
recommendations. That involves commitment to reduce GHG emissions drastically 
in the mid-term (2020) in order to maintain emission trajectories on the right trend 
in the long term (2050) and far beyond the commitments agreed upon for the fi rst 
commitment period of the Kyoto Protocol. 

 To keep a fi fty–fi fty chance to limit the temperature increase at the level of 2 °C, 
GHG emissions concentration must be stabilized around 450 ppm of CO2-eq, 3  
which implies both that the peak in the emissions must occur before 2020–2025, 4  
and massive emissions reduction. According to the IPCC Working Group III 
(Mitigation of Climate Change), so as to reach stabilisation at 450 ppm developed 
countries should reduce their emissions by 25–45 % below 1990 levels by 2020, and 
developing countries “need to deviate below their projected baseline emissions” 
(IPCC  2007b ) compared with business-as-usual scenarios. 

 From this point of view, the Accord reached in Copenhagen refers from its fi rst 
paragraph to the objective of global warming stabilisation at 2 °C in order to achieve 
the UNFCCC ultimate objectives, and explicitly bases this target on scientifi c 
knowledge. 5  The +2 °C objective is also cited as a point of reference with regard to 

3    Note that in order to stabilize global warming at 2 °C with a 70 % probability, emissions should 
be stabilized at 400 ppm, when we have already reached 387 ppm.  
4    The IPCC insists on the urgency to act insofar as one considers cumulative emissions and not the 
levels of concentration at a given time.  
5    “(…) we shall, recognizing the scientifi c view that the increase in global temperature should be 
below 2 degrees Celsius, on the basis of equity and in the context of sustainable development, 
enhance our long-term cooperative action to combat climate change” Copenhagen Accord, para. 1.  
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the achievement of drastic global GHG emissions reduction (Para. 2). And yet the 
Accord does not set any quantifi ed target by 2050, either to achieve a reduction by 
50 % of global emissions or to achieve a reduction by 80 % of developed countries’ 
emissions. There is no base-year, no specifi c date for the peaking of global emis-
sions. The second paragraph only calls for the peaking to occur “as soon as possi-
ble” but recognizes that it will take longer in developing countries. 

 After all, nothing guarantees that the temperature increase will be held below or at 
the 2 °C threshold. This 2 °C ambition (long-term objective) is indeed inconsistent with 
existing agreed (short-term) commitments, the voluntary and bottom-up approach 
adopted, and the weakness of control mechanisms that makes commitments and actions 
impossible to compare. On the 15th of January 2011, 140 countries, among them about 
40 industrialized countries, had effectively claimed they supported the Accord. Some 87 
countries, representing 82 % of global GHG emissions, had committed to reduce their 
emissions or submitted mitigation actions as stipulated in the Copenhagen Accord. 

6    The low threshold refers to situations where a minimum commitment level was proposed, whereas 
a high threshold refl ects stronger commitments but on certain conditions, for instance, on condi-
tion that other parties make comparable efforts.  

  The +2 °C Global Warming Threshold 
 This value has become a reference threshold used in a number of reports. 
Many scientists and many governments do agree that the world needs to keep 
the average global temperature rise at a +2 °C level (compared with preindus-
trial times, which means +1.4 °C from now on). Moreover, a recent update on 
previous IPCC studies explains the serious “reasons for concern” (Smith et al. 
 2008 ) even if this threshold of +2 °C temperature increase is not crossed. 

 One must take into account that because of the different uncertainties 
involved in the models, it is necessary to use probability tools (Schneider 
et al.  2007 ) both as regards the 2 °C value and the values of stabilized concen-
trations of CO 2  attached to this +2 °C threshold. 

 As a quick reference point, one can say, for instance, that to keep a 50 % 
chance to limit the temperature increase at this level of +2 °C, CO 2  emissions 
concentration must be stabilized around 450 ppm. According to the level of 
uncertainty, models’ results lead to say that the probability is in fact between 
25 and 80 %. 

 See also Chap.   1        .  

 Developed countries’ pledges amount to a 12–18 % emissions reduction by 
the year 2020 compared to 1990 emissions levels, depending on the terms (use of 
offsets, accounting of emissions and sinks resulting from land-use, land-use 
change, and forestry) and the (high or low) 6  threshold each country decided to set 
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(UNEP  2010 ; Casella et al.  2010 ). The addition of industrialized countries and 
some developing countries’ pledges show we are rather moving forward a 3– to 
3.5 °C increase by 2100. 7  On the basis of such emissions reduction commit-
ments, there is a 70 % probability that we will go past 2 °C. There is thus 
something cynical about mentioning in the Accord the 1.5 °C called for by the 
Maldives: indeed, the Accord makes provision for “an assessment of the imple-
mentation of this Accord to be completed by 2015, including in light of the 
Convention’s ultimate objective. This would include consideration of strengthen-
ing the long-term goal referencing various matters presented by the science, 
including in relation to temperature rises of 1.5 degrees Celsius” (Para. 12). The 
Cancún Agreements do not go further, but the objective of 2 °C and the mention 
of the 1.5 °C threshold are repeated in the “Shared Vision” and are from now on 
written in a COP decision (Decision 1/CP.16). The Cancún Agreements also 
make the Copenhagen Accord pledges, from both developing and developed 
countries, to enter the heart of the UNFCCC (see  infra ). They do not, however, 
lead to any rise in the ambition level.  

12.3     The Differentiation of Obligations 

 Considering these emissions trends, for effectiveness reasons the post-2012 interna-
tional climate regime must be global and bring together all of the major GHG emit-
ters including the United States and major developing emitters, while respecting the 
equity principle set down by the UNFCCC through the common but differentiated 
responsibilities (CBDR) principle. 

 The Bali Action Plan which was adopted in 2007 (Decision 1/CP.13) and has been 
structuring the negotiations since then, specifi es that the “differences in (…) national 
circumstances” have to be taken into account when defi ning mitigation commitments 
(Paras. 1-b)-i and 1-b)-v). Already enshrined in the 1992 Framework Convention, 
this differentiation infl uences and structures the Kyoto Protocol. It is precisely why 
the United States, which considers it to be discriminatory and inequitable because all 
parties are not granted the same treatment, did not ratify the Protocol (Shelton  2007 ). 
Differentiation, between whom, and to what extent, is a major issue in the negotia-
tions. The CBDR principle the UNFCCC and the Kyoto Protocol both lay down is 
not very helpful in the end inasmuch as each Party understands it differently. 

12.3.1     Differentiation Between Whom? 

 During the negotiations that preceded the Copenhagen conference, developing 
countries rejected any differentiation between them (except perhaps with regard 

7    See the Climate Action Tracker website.  
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to more vulnerable categories such as the “small island developing states” and the 
“least developed countries”) and remained strongly attached to the binary divide 
between two groups, Annex I and non-Annex I countries. One must remember 
that Annex I is the fi rst annex to the United Nations Framework Convention on 
Climate Change and lists the states who are subjected to “specifi c commitments” 
(industrialized countries and countries “that are undergoing the process of transi-
tion to a market economy”). Such a division was made on the basis of a voluntary 
choice to belong to one category or the other and by and large refl ects the OECD/
non-OECD watershed. As Marie-Pierre Lanfranchi notes, the border “is besides 
not always drawn clearly as shown by the case of Turkey, 8  or that of central and 
eastern European countries: the latter are listed as ‘Annex I Parties’ while Asian 
or Latin American economies in transition are not. In addition, the cases of 
Kazakhstan and Belarus remind us that by defi nition the border can be easily 
crossed.” 9  (Lanfranchi  2010 ). From this point of view, the Bali conference has 
broken a taboo down. The Action Plan is the fi rst text to use “developed” and 
“developing” countries instead of “Annex I” and “non-Annex I” countries, thus 
breaking with the logic of the UNFCCC and the Kyoto Protocol and creating an 
opportunity for structuring the negotiations from new foundations. In practice, the 
negotiations that come under the two working groups are relatively compartmen-
talized. The possible commitments of developing countries are being negotiated 
within the framework of the Convention (in the Ad Hoc Working Group on Long 
Term Cooperative Action: AWG-LCA). “ Further Commitments for Annex I 
Parties under the Kyoto Protocol ” are being negotiated within the framework of 
the Protocol (in the Ad Hoc Working Group on Further Commitments under the 
Kyoto Protocol: AWG-KP). 

 In the end, the Copenhagen Accord keeps the distinction between Annex I and 
non-Annex I countries but also refers to developed/developing countries categories. 
In any case, developing countries with economies in transition are not treated differ-
ently than other developing countries. Among the latter, special attention is simply 
paid to the situation of the most vulnerable ones (least-developed countries, small 
island developing states, Africa; Para. 3) who have priority in the access to funding 
(Para. 8). The refusal of countries with economies in transition to form an interme-
diary category or to join Annex I countries is used as a means of aligning them-
selves with all developing countries with regard to mitigation, to reject any GHG 
emissions reduction commitment beyond Article 4.1 of the UNFCCC. These dis-
tinctions are confi rmed in the Cancún Agreements.  

8    Turkey was granted the right not to be listed in Annex II (countries with fi nancial commitments) 
while being listed as an Annex I country.  
9    Translated by the authors. Kazakhstan wanted to be listed in Annex I but encountered a radical 
opposition from the G77 and China, who feared this could create a precedent: Doc. FCCC/
CP/2001/13/Add.4, p. 42. As for the Belarus, the amendment that allows the Belarus to be listed in 
Annex B of the Kyoto Protocol was adopted by the Meeting of the Parties (Decision 10/CMP.2) 
but is not yet in force.  
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12.3.2     The Differentiation Between the Actions of Annex 
I and Non-Annex I Countries 

 The main divides between parties during the Barcelona and Bangkok meetings that 
preceded the Copenhagen conference crystallized on differentiation. The key issue 
was that of the creation (or not) in the fi nal text adopted in Copenhagen of a  chapeau  
above Paragraph 1-b)-(i) on nationally appropriate emissions reduction commitments 
and actions of developed countries and Paragraph 1-b)-(ii) on nationally appropriate 
mitigation actions (NAMAs) of developing countries. 

 Far from being anecdotal, this issue has catalyzed political differences because it 
amounted to “ponder on what is common and what is differentiated between developed 
countries and developing countries” (Guérin and Wemaëre  2009 ). 

 Whereas some (among which the United States) were convinced it was necessary 
to build a “bridge” between those two paragraphs, others (developing countries) 
wanted them to be separated by a “fi rewall.” In particular, negotiators disagreed on the 
interpretation of the CBDR principle. Where the United States insisted on the common 
responsibility, developing countries emphasized it was differentiated. The principle is 
after all so broad, and almost an oxymoron, that it gives birth to opposite interpre-
tations. According to developing countries, the Bali Action Plan separates the com-
mitments and actions of each category impenetrably. In the others’ opinion, both 
paragraphs use the same terms that have to be granted a single defi nition (in particular 
as regards the expression “measurable, reportable, and verifi able” commitments and/
or actions). Having in mind the case of China notably, they wanted the obligations 
of both groups to be as similar as possible regarding their legal nature, and the 
measurement, reporting, and verifi cation mechanisms. 

 In the end, the Accord refers to the common but differentiated responsibilities 
from Paragraph 1: “We emphasise our strong political will to urgently combat cli-
mate change in accordance with the principle of common but differentiated respon-
sibilities and respective capabilities.” It mentions equity on several occasions. 
Paragraph 2 grants developing countries a more fl exible schedule, in particular with 
regard to the peaking of emissions, so as to take into account the fact that “social and 
economic development and poverty eradication are the[ir] fi rst and overriding priori-
ties.” 10  India indeed considered that setting a date for the peaking of developing 
countries’ emissions was unacceptable during the last night of the negotiations. 

 There is a clear distinction between developed countries’ actions (emissions reduc-
tion commitments) and developing countries’ actions (mitigation measures; Paras. 4 and 
5). One can see it in the structure of the Accord—distinct paragraphs are devoted to each 
type of action—as well as in its content. Developed countries (here called “Annex I 

10    “(…) We should cooperate in achieving the peaking of global and national emissions as soon as 
possible, recognizing that the time frame for peaking will be longer in developing countries and 
bearing in mind that social and economic development and poverty eradication are the fi rst and 
overriding priorities of developing countries and that a low-emission development strategy is 
indispensable to sustainable development.”  
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parties”) can notify their quantifi ed economy-wide emissions reduction commitments 
to the Secretariat to make them enter the Appendix I of the Accord, with the base year 
of their choice. It makes it more diffi cult, but not impossible, to compare each Party’s 
commitments in terms of effort level. Once again, the Accord is the product of a bottom-
up approach where each one chooses its own target in the mid-term. 

 The Accord makes an explicit, albeit faint, reference to the Kyoto Protocol: “Annex 
I Parties that are Party to the Kyoto Protocol will thereby further strengthen the emis-
sions reductions initiated by the Kyoto Protocol” (Para. 4). It is thus ambiguous as 
regards the continuation of the Kyoto Protocol, an issue that is still open. In practice 
the Copenhagen Accord pledges made by Annex I countries that are parties to the 
Protocol will serve as a basis for the AWG-KP negotiations. Registered pledges “will 
be measured, reported and verifi ed in accordance with existing and any further guide-
lines” that should “ensure that accounting of such targets and fi nance is rigorous, 
robust and transparent” (Para. 4). If the European Union did not succeed in making its 
positions triumph, the United States showed a formidable political effi ciency. It did 
not yield an inch, secured the bottom-up approach, and the international verifi cation 
of developing countries’ actions (see infra), all this in the context of serious uncertain-
ties in Copenhagen as to whether the United States were able to adopt a domestic 
climate legislation, which is all the more in jeopardy now that President Obama does 
not have a majority in the Senate anymore. 

 As for developing countries (“non-Annex I Parties”), they will implement miti-
gation measures. They do not have to notify reduction targets, but their NAMAs will 
be registered by the Secretariat in the table of the Appendix II of the Accord. The 
deadline fi xed, January 31, 2010, was the same for developed and developing coun-
tries, and was very/too close for a lot of them. Many states indeed submitted their 
NAMAs later. 

 The Appendix II where developing countries can register their mitigation actions is 
even less detailed than Appendix I, inasmuch as it does not even refer to base years. As 
it is a matter of actions, not commitments, that are economy-wide, and because of the 
lack of indication with regard to their submission, developing countries have a wide 
scope and, at the same time, do not have any marker, either quantitatively or qualita-
tively, to defi ne the perimeter of their actions (activities, programs, sectoral approaches, 
etc.) and the effort level each action pursues. Consequently, Appendix II suffers from 
high heterogeneity in terms of perception of the actions that developing countries plan. 

 Developing countries’ mitigation actions are also the product of a bottom-up 
approach. In addition the Accord states that NAMAs are submitted in a manner con-
sistent with Article 4.7 of the UNFCCC, which provides that “The extent to which 
developing country Parties will effectively implement their commitments under the 
Convention will depend on the effective implementation by developed country Parties 
of their commitments under the Convention related to fi nancial resources and transfer 
of technology and will take fully into account that economic and social development 
and poverty eradication are the fi rst and overriding priorities of the developing coun-
try Parties.” One can understand this reference as conditioning the commitment to 
implement the pledged NAMAs to the fi nancial support of developed countries, in 
accordance with the Convention, and most of the developing countries understand it 
as such in the implementation of the Copenhagen Accord. In any case, China 
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understands it this way, as shown by its letter to the UNFCCC Executive Secretary 
dated  January 28, 2010, a letter in which it notifi es the same carbon intensity target it 
had announced in Copenhagen: “China will endeavor to lower its carbon dioxide 
emissions per unit of GDP by 40–45 % by 2020 compared to the 2005 level, increase 
the share of non-fossil fuels in primary energy consumption to around 15 % by 2020 
and increase forest coverage by 40 million hectares and forest stock volume by 1.3 
billion cubic meters by 2020 from the 2005 levels. Please note that the above-men-
tioned autonomous domestic mitigation actions are voluntary in nature and will be 
implemented in accordance with the principles and provisions of the UNFCCC, in 
particular Article 4, paragraph 7.” 11  In the absence of criteria or guidelines on the way 
NAMAs should be entered in Copenhagen Accord’s Appendix II, it is quite impossi-
ble to compare actions and to assess their level of ambition and if they can contribute 
effectively to the achievement of a global GHG emissions reduction target by 2050. 

11    Letter from NDRC for the attention of Yvo de Boer, January 28, 2010.  

  Nationally Appropriate Mitigation Actions (NAMAs) 
 NAMAs refer to a set of policies and actions that countries undertake as part 
of their commitment to reduce greenhouse gases emissions. First mentioned 
in the Bali Action Plan (2007), they are core elements of the Copenhagen 
Accord (2009) and the Cancún Agreements (2010). Refl ecting a bottom-up 
approach, they are based on these ideas:

•    Different countries mean different nationally appropriate actions on the basis 
of equity and in accordance with the common but differentiated responsibili-
ties principle and taking into account their respective capabilities.  

•   Whether developing countries will effectively implement national mitigation 
actions depends on whether developed countries effectively comply with 
their commitments to provide fi nancial support and technology transfers.  

•   Recognition that developing countries’ priorities are economic and social 
development and poverty eradication.    

 By defi nition, the nature and scope of NAMAs can signifi cantly vary from 
one country to another. Indonesia, for example, might focus on integrating cli-
mate change policy with other aspects of economic development, such as pro-
gressive reduction in oil subsidies, poverty reduction through promotion of 
alternative income to reduce illegal logging, and exploit more fully the coun-
try’s renewable resources, especially geothermal energy. Maldives announced 
that it aims to achieve carbon neutrality by 2020. Chile announced that it will 
implement NAMAs in order to achieve a 20 % reduction below the business-as-
usual emissions growth trajectory in 2020, as projected from the year 2007. 
Energy effi ciency, renewable energy, and land use, land-use change, and for-
estry (LULUCF) measures will be the main focus of Chile’s NAMAs, and so on 
 (NAMAs  2011 ); see also Chap.   13        .  
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 Although there is a clear distinction between developed countries and developing 
countries’ obligations, the deal between the United States and developing major 
emitters led the latter to make the signifi cant concessions on verifi cation and trans-
parency to which the United States were attached. In this respect, a distinction 
remains between developed and developing countries but it is softened. Regarding 
developed countries, their commitments shall be measured, reported, and verifi ed 
under existing or further guidelines and shall in particular allow a rigorous, robust, 
and transparent accounting of targets. As for developing countries, all their actions 
and national inventories shall be submitted through national communications every 
2 years. Concerning the verifi cation of actions, the Accord provides for verifi cation 
through consultations and analysis at the international level under “clearly defi ned 
guidelines that will ensure that national sovereignty is respected” (Para. 5). 
Reference to international guidelines is actually a concession even though it is 
immediately followed (and locked?) by the mention of national sovereignty. In 
addition, the terms chosen are interesting: “consultations” and “analysis” do not 
amount to control, inspection, monitoring, verifi cation, and the like. Balanced by 
the reference to national sovereignty, these terms do not entail real constraints even 
if they slightly open a (tiny) door. 

 The Accord specifi es that when these actions receive support, they enter the reg-
istry and then are subjected to international control: “These supported nationally 
appropriate mitigation actions will be subject to international measurement, report-
ing and verifi cation in accordance with guidelines adopted by the Conference of the 
Parties.” 12  The control of NAMAs was made possible only on the condition that 
these actions are fi nancially supported by developed countries. The snag of a partial 
control for supported actions only is that it makes it diffi cult to get a whole picture 
of the emissions of all developing countries and will not allow the knowledge of 
whether global emissions remain in the right direction towards the achievement of 
the 2 °C temperature increase limitation target. 13  In this respect the Accord shows, 
if need be, the surge of power of developing major emitters who gain the recogni-
tion of their actions at little expense. 

 From this angle, the Cancún Agreements confi rm the content of the Copen hagen 
Accord. 14  Moreover, Decision 1/CP.16 establishes new processes within the 
Subsidiary Body on Implementation (SBI) to ensure the comparison between the 
parties’ mitigation efforts, called “international assessments” for developed coun-
tries, and “international consultations and analysis” (a phrase from the Copenhagen 
Accord) for developing countries. As for the latter, the decision specifi es that the 
process is “non-intrusive, non-punitive, and respectful of national sovereignty”; 
focuses on unsupported actions; does not consider the “appropriateness” of domestic 

12    See also Decision 5/CP.15.  
13    Which is the Accord’s target (Para. 1).  
14    Decision 1/CP.16, Outcome of the Work of the Ad Hoc Working Group on Long-term Cooperative 
Action under the Convention.  
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policies; includes an analysis by technical experts; and results in a summary report. 
The decision sets work programs to fl esh out these elements but no deadline. 

 The Copenhagen Accord only mentioned carbon markets implicitly, recognizing 
their role without taking any decision on the matter. It called for the creation of 
incentives in favor of developing countries as they adopt a low-carbon development. 
It only mentioned carbon markets in a mitigation perspective and not as a source of 
fi nancing for developing countries’ actions. In a section on “Various approaches, 
including opportunities for using markets, to enhance the cost-effectiveness of, and 
to promote, mitigation actions, bearing in mind different circumstances of devel-
oped and developing countries,” the Cancún Agreements confi rm they favor market- 
based mechanisms. Market-based mechanisms created by the Kyoto Protocol are 
intended to continue in order to ensure developed countries achieve their commit-
ments. A decision on the grounds of principle confi rms that the two existing project- 
based mechanisms—the clean development mechanism (CDM) and the joint 
implementation (JI)—will be maintained if there is a second commitment period. 

  Emissions Trading (ET) 
 Article 17 of the Kyoto Protocol allows countries that have spared emission 
units—that is to say whose emissions do not reach their quantifi ed emission 
units assigned amount—to sell the remaining emission units to countries 
whose emissions exceed their assigned amount. Thus, a new commodity was 
created in the form of emission reductions or removals. Because carbon diox-
ide is the principal greenhouse gas, people speak simply of trading in carbon. 
Carbon is now tracked and traded as is any other commodity. This is known 
as the “carbon market”. 

 See also Chap.   13        .  

 Both mechanisms in parallel have received decisions aimed at facilitating their 
enhancement and development. 

 The need remains to clarify the mandate of concerned institutions during the gap 
between the commitment periods, and to decide what to do with the Russian “hot air” 
as well. Finally, negotiations on “new” market-based mechanisms must be pursued. 
One can in particular think of sectoral agreements to ensure the creation of some 
systems of emission-assigned amounts that would be exchangeable within a same 
sector at the international level, or else granting carbon units to NAMAs in particular 
in the framework of the “Reducing emissions from deforestation and forest degrada-
tion initiative” (REDD). Sketched out by the Copenhagen Accord although no deci-
sion was made specifi cally for that purpose, the “REDD-plus” mechanism was 
created by the Cancún Agreements. However, as they were unable to resolve related 
fi nancial issues, in particular on the role of market-based fi nance, the parties asked 
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the AWG-LCA to explore fi nancing options to make recommendations at COP 17. 
The market-based mechanism option is not ruled out for the moment even though 
certain forestry countries strongly oppose it.  

12.3.3     Support, Assistance, and Funding 

 In Copenhagen developing countries, and in particular African countries, called for a 
very signifi cant increase in fi nancial assistance (1–5 % of the GNP of developed 
countries devoted to offi cial development assistance), much beyond what developed 
countries offered or could offer. 15  The Copenhagen Accord enshrines the collective 
commitment by developed countries to provide at the appropriate level new and addi-
tional, predictable and adequate resources. 16  The fast-start budget aimed at preparing 
developing countries for their entire participation to the further international climate 
regime amounts up to USD 30 billion for the 2010–2012 period, expenses being 
equitably shared between mitigation and adaptation (Copenhagen Accord, Para. 5). 

 The Copenhagen Accord takes note of the will of developed countries to jointly 
mobilize USD 100 billion a year as of 2020. But will developing countries really get 
“new and additional, predictable and adequate funding as well as improved access” 
to funding? Until now, the developed countries who actually honored their offi cial 
development assistance commitments are scarce. In the fi eld of climate change, 
mitigation-related bilateral aid has been insuffi cient. It has remained stable and 
technology transfers have only been made in the energy effi ciency fi eld even if tech-
nology transfer cooperation has globally increased (   Lanfranchi  2010 ). Unless addi-
tional resources are found by new or alternative ways (several propositions are 
being discussed), the last 40 years’ experience calls for caution. In the end, although 
promises are ambitious and were a core element in the fi nal deal and conditioned the 
acceptance of African countries, nothing guarantees new and additional resources 
or the creation of innovative new resources. 

 The Accord calls for the creation of a Copenhagen Green Climate Fund through 
which a signifi cant part of the funding should pass. The Fund was created during the 
Cancún conference and its governance and functioning terms were specifi ed. It will 
be governed by a management board of 24 members (half from developed countries 
and half from developing countries). Until the selection of a trustee to manage the 
international fi nancial assets, the World Bank ensures its fi rst 3 years of operational 
implementation (   Delbosc and Jeulin  2011 ). Finally, the Cancún Agreements create 
a Technology Mechanism (Decision 1/CP. 16, from Para. 102) as suggested by the 
Copenhagen Accord to speed up the development and transfer of technology in sup-
port of mitigation and adaptation actions (Para. 11).   

15    Developed countries do not even achieve the objective of 0.7 % of their GNP although it was set 
long ago by the United Nations General Assembly and many UN conferences.  
16    “Scaled up, new and additional, predictable and adequate funding as well as improved access 
shall be provided to developing countries (…)”: Para. 8.  
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12.4     The Legal Architecture of the Regime 

 The Copenhagen outcome is a series of decisions adopted by the Conference of the 
Parties (to the Convention: COP) and the Conference of the Parties to the Convention 
serving as the Meeting of the Parties to the Protocol (COP/MOP). The COP simply 
took note of the Copenhagen Accord that had been negotiated and adopted outside 
the conventional framework, without endorsing it in the absence of a consensus 
(Decision 2/CP.15). The Cancún Agreements, consisting in a “balanced set of 
decisions,” brought the content of the Copenhagen Accord back in the framework 
of the Convention. They were adopted by consensus minus one vote, that of Bolivia, 
which deserves to be emphasized as it is theoretically enough to consider that con-
sensus was not reached. 

12.4.1     On the Legal Nature of the Copenhagen Accord 

 Although the Copenhagen outcome had been negotiated for many weeks in both 
AWGs, and although the COP/MOP was meeting, the Accord was negotiated on the 
fringes by fi ve countries (the United States and the BICS: Brazil, India, China, 
South Africa), agreed upon by 28 parties (among them the European Union) and 
then submitted in a somewhat cavalier manner to the COP/MOP for adoption, 
sparking the legitimate indignation of many states. 

 But for all that, the Accord has connections with the conventional framework. As 
for its form, it looks very much like a COP decision. As for its content, it refers on 
many occasions to the UNFCCC and even to the Kyoto Protocol, showing that some 
of the countries who participated in its negotiation wanted to see it enter the conven-
tional framework, which was impossible in Copenhagen. After long hours of dis-
cussion and confronted by the opposition from several countries (among which 
were Tuvalu, Bolivia, Venezuela, and Pakistan) the COP fi nally refused to confi rm 
or approve the Accord and only “took note” of it. As regards the COP/MOP, none 
of its decisions refers to the Accord. Because the COP took note of it, it however 
appears in an appendix to Decision 2/CP.15. The UNFCCC Secretariat hosts a spe-
cial webpage about the Accord on the website of the Convention. It has nevertheless 
specifi ed that the Accord does not have a legal nature under the auspices of the 
Framework Convention (DBO/drl, 2010). 

 In the original version distributed, no country name was mentioned at the 
beginning of the Accord. There was a blank space after “The Heads of State, 
Heads of Government, Ministers, and other heads of the following delegations 
present at the United Nations Climate Change Conference 2009 in Copenhagen: 
… ” The Accord was steeped in vagueness at that time and in no way could it have 
binding legal effects. The situation has changed since then because in the report 
of the Copenhagen COP, 114 states and the European Union, representing 80 % 
of global GHG emissions, are listed as having agreed on the Copenhagen Accord. 
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Twenty-six additional states even later expressed their intention to be listed as 
countries who agree on the Accord. 

 The Copenhagen outcome is thus in itself a very fragile instrument with a low, 
not to say with no, binding character. But the fact that the Accord does not bind the 
parties does not mean they will not comply with it. By receiving the support of 140 
parties, it undoubtedly gained some legitimacy. 

 In any case one can still wonder about the consequences of the notifi cation of the 
parties’ commitments (Annex I/developed countries) and actions (non-Annex I/
developing countries) to the UNFCCC Secretariat. Although it is diffi cult to grant 
them a legal qualifi cation, notifi cations represent a political pledge that could create 
expectations and must be implemented in good faith. One can also point out that 
each notifi cation can be seen as a unilateral act of states, an autonormative act like 
a “promise” which expresses a will that tends to create legal effects and thus is … 
binding. Such a notifi cation indeed meets the conditions to constitute a unilateral act 
of states. International law is not strict in this matter. The said act must be attribut-
able to a state acting within the limits of its jurisdiction and made publicly enough. 
In the  Nuclear Tests  cases, the International Court of Justice admitted that unilateral 
acts could be an autonomous source of law: “It is well recognized that declarations 
made by way of unilateral acts, concerning legal or factual situations, may have the 
effect of creating legal obligations. Declarations of this kind may be, and often are, 
very specifi c. When it is the intention of the State making the declaration that it 
should become bound according to its terms, that intention confers on the declara-
tion the character of a legal undertaking, the State being thenceforth legally required 
to follow a course of conduct consistent with the declaration. An undertaking of this 
kind, if given publicly, and with an intent to be bound, even though not made within 
the context of international negotiations, is binding” (ICJ  1974 ). The International 
Law Commission is in line with this judgment when it lays down the principle 
according to which “Declarations publicly made and manifesting the will to be 
bound may have the effect of creating legal obligations. When the conditions for 
this are met, the binding character of such declarations is based on good faith; States 
concerned may then take them into consideration and rely on them; such States are 
entitled that such declaration be respected” (ILC  2006 ). The essential “will to be 
bound” remains of course diffi cult to prove as the International Court reminded in 
the  Burkina Faso v. Mali Frontier Dispute  case (ICJ  1986 ). One must indeed remem-
ber that in the  Nuclear Tests  cases the ICJ performed a bold application of the prin-
ciple of good faith because the parties had agreed on the fact that France’s 
declarations were political declarations which did not legally bind France (Daillier 
et al.  2009 ). Let us add that even if the binding character of notifi cations is estab-
lished, commitments are still reversible. “Repentance” is allowed and states can 
backpedal on certain conditions, in particular through recourse to dispute settlement 
mechanisms. A unilateral commitment cannot be arbitrarily retracted (ILC  2006 ). 

 Naturally, the assessment of the binding (or not) character of a given notifi cation 
must be made on a case-by-case basis. In the opinion of the ILC, “To determine the 
legal effects of such declarations, it is necessary to take account of their content, of all 
the factual circumstances in which they were made, and of the reactions to which they 
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gave rise” (ILC  2006 ). As stated by the ICJ, where there is a doubt “A restrictive 
 interpretation is called for” (ICJ  1974 ). And one cannot but notice that the parties’ 
notifi cations are extremely diverse in that respect. Among the commitments of devel-
oped countries, many are weakened by the fact they are conditional (e.g., Canada’s 
−17 % commitment was set at this level to align with the provisional emissions reduc-
tion objective of the United States, thus making this target depend on the fi nal US 
energy and climate legislation); some states commit without condition to reach a tar-
get (e.g., Australia: −5 % GHG emissions or the EU: −20 %) but put conditions for 
reaching more ambitious objectives (Australia: −15 to −25 %, the European Union: 
−30 %). States seldom commit without condition. The only example is that of 
Kazakhstan, who commits to reduce its emissions by 15 %. 

 As for developing countries, they do not formally notify “commitments” but 
“actions.” Therefore, do they commit? Some of them only make pledges with com-
mitments they already had under the UNFCCC, like Afghanistan who commits to 
create a GHG inventory and to submit its national communication. 

 In any case, the Cancún Agreements reintegrate the Copenhagen Accord pledges 
in the heart of the UNFCCC. The COP decision “Takes note of quantifi ed economy- 
wide emission reduction targets to be implemented by Parties included in Annex I 
to the Convention as communicated by them”, and “of nationally appropriate miti-
gation actions to be implemented by non- Annex I Parties as communicated by 
them” and listed in two documents (FCCC/SB/2011/INF.1/Rev.1 and FCCC/
AWGLCA/2011/INF.1).   

12.5     Conclusion 

 The mandate of both working groups—AWG-LCA in the framework of the 
UNFCCC and AWG-KP in that of the Kyoto Protocol—had been extended until the 
Cancún meeting in late November 2010 and again extended until the Durban meet-
ing in December 2011. The future of the Protocol or more broadly the issue of the 
legal form of a future agreement was not solved, either in Copenhagen or (at least 
offi cially) in Cancún. The Cancún Agreements leave the Protocol’s continuation 
option open. However, because the Protocol was very explicitly “dropped” by 
Russia, Japan, and Canada in Cancún, its fate seems to be sealed. In any case, nei-
ther the Copenhagen Accord nor the Cancún Agreements have instilled any ambi-
tion in terms of emissions reduction. The consensus develops out of the lowest 
common denominator and even though confi dence seems to have returned after the 
Cancún conference there is no real international dynamic nonetheless. With regard 
to the form of an outcome, everything remains possible: a series of COP decisions 
and/or a binding agreement, as “nothing in this decision shall prejudge prospects 
for, or the content of, a legally-binding outcome in the future.” 17  With regard to the 

17    Preamble, Decision 1/CP.16.  
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outcome’s content, however, the Copenhagen Accord and the Cancún Agreements 
outline the future climate regime. Its center of gravity slides from the Protocol 
towards the Convention. The top-down approach gives way to a bottom-up approach 
and constraints to incentives. Along the same logic transparency, guaranteed by the 
MRV 18  system, is replacing observance. It is thus a quite different regime than the 
existing one. Will it be able to take up the challenge of climate change with which 
humanity is confronted?     
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    Abstract     One of the key issues in the post-Kyoto  climate regime is to reach 
consensus on how to fi nance actions needed in fast-growing economies that will 
enable altering their business-as-usual emission pathways. Specifi cally, cities in 
developing countries will play a signifi cant role in climate mitigation and adaption 
given their contribution to greenhouse gas emissions and inherent vulnerability to 
induced global change (e.g., sea-level rise, increased water scarcity and drought, 
forced migration, etc.). Changing their pathways  and increasing climate resilience 
in these countries requires signifi cant incremental investments in urban infrastruc-
tures today. However, fi nancial and institutional capacities are much lower as com-
pared to the developed world. International fi nancial and technology transfer are 
bound to bridge the gap under a well-designed institutional framework. This chapter 
discusses different climate fi nance mechanisms, possible improvement and instru-
mentalization in light of enhancing urban infrastructure governance in developing 
cities, in conjunction with their policy relevance, implementability, and economic 
and environmental effectiveness. Also, we posit institutional implications for using 
carbon fi nance to facilitate the development of climate-resilient urban infrastructure 
in fast-growing cities in developing countries.  
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  BIC    Brazil, India, China   
  CCAP    Centre of Clean Air Policy   
  CDM    Clean development mechanism   
  CD4CDM    UNEP’s Capacity Development for CDM Project   
  JI    Joint implementation   
  CER    Certifi ed emission reduction   
  COP    Conferences of the Parties   
  CPAs    CDM Programme activities   
  DC    Developing countries   
  EU    European Union   
  FDI    Foreign direct investment   
  gCO 2 /p-km    Gram CO 2 /passenger km   
  gCO 2 /v-km    Gram CO 2 /vehicle km   
  GHG    Greenhouse gases   
  Gteq C    Gigaton of carbon equivalent (= 1,000 Mteq C)   
  Mteq CO 2     Gigaton of CO 2  equivalent (1 Gteq CO 2  = 1 Gteq C *44/12)   
  Mteq C    Megaton of carbon equivalent   
  Mteq CO 2     Megaton of CO 2  equivalent (1 Mteq CO 2  = 1 Mteq C *44/12)   
  IEA    International Energy Agency   
  IPCC    Intergovernmental Panel on Climate Change   
  MOP    Meeting of the Parties to the Kyoto Protocol   
  MRV    Monitoring, reporting, and verifying/measurable, reportable, and 

verifi able   
  NAMA    Nationally Appropriate Mitigation Actions   
  NDRC    National Development and Reform Commission, a macroeconomic 

management agency of People’s Republic of China.   
  NLT    No-lose target   
  OECD    Organisation for Economic Co-operation and Development   
  PAM    Policies and measures   
  PCDM    Programmatic CDM   
  PoA    Programs of activities   
  SA    Sectoral approach   
  SCM    Sectoral crediting mechanism.   
  SD    Sustainable development   
  SD-PAMs    Sustainable development policies and measures   
  SNLT    Sectoral no-lose target   
  teq CO 2     Ton of CO 2  equivalent   
  UN    United Nations   
  UNEP    United Nations Environment Program   
  UNFCCC    United Nations Framework Convention on Climate Change   
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13.1           Introduction 

 Cities are on the forefront of combating global warming. Around two thirds of the 
world's energy (7,900 Mtoe in 2006) are consumed in cities contributing roughly 
80 % to global greenhouse gas (GHG ) 1  emissions (OECD  2009 ; Allix  2009 ;    World 
Bank  2009 ), and it is projected that cities would account for 73 % of world energy 
consumption in 2030 in the reference scenario of the International Energy Agency 
(IEA  2009 ). The prospects for the development trajectory of cities will play a deter-
mining role in addressing the climate change challenge. The urbanization is expected 
to continue throughout the world, particularly in developing countries, global 
population will grow to nine billion in 2050, of which more than 70 % will be in 
urban areas (UN  2007 ). This implies that more than 60 billion m 2  new residential 
buildings are to be built in the cities (equivalent to fourfold current EU-15 housing 
fl oor area). In the meantime, most of the increased urban population will come from 
developing countries over the next decades. For instance, China’s urban population 
had an over threefold increase during 1970–2000 and would double again during 
2000–2030! This implies a dramatic rise in energy demand and resultant GHG 
emissions in these newly urbanized areas in the absence of implementing relevant 
public policies effectively over the next decades. 

 Although it is widely recognized that cities can play a proactive role in shaping the 
low-carbon economy perspective, few climate mitigation and adaptation policies have 
been refl ected in local strategies due to the dearth of fi nancing and weak governance 
as well as a lack of institutional capacity in developing cities. This chapter attempts 
to investigate the means of utilizing fi nancial instruments as well as a combinatory 
portfolio for reconciling the GHG mitigation targets and sustainable socioeconomic 
development programs in the developing cities. Our work builds on a cross-comparative 
analysis of recent literature analyzing different carbon fi nance mechanisms in light 
of facilitating climate-friendly projects and resilient infrastructure development in 
developing countries. It endeavors to contribute to bridging the gap of understanding 
the major fi nancing issues of climate mitigation in cities and suggests necessary 
improvements in these instruments in light of furthering the climate agreement nego-
tiations and contributing to coherent governance of international climate fi nance. 

1    Because carbon dioxide (CO 2 ) from energy use constitutes the major part of greenhouse gases 
emissions in urban area, we use GHG (greenhouse gas) and carbon/CO 2  interchangeably throughout 
the text for simplicity.  

 The  Kyoto Protocol  is an international agreement linked    to the United Nations 
Framework Convention on Climate Change. The major feature of the Kyoto 
Protocol is that it sets binding targets for 37 industrialized countries and the 
European community for reducing greenhouse gas (GHG) emissions. These 
amounted to an average of 5 % against 1990 levels over the fi ve-year period 
2008–2012. 

(continued)
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 The major distinction between the Protocol and the Convention is that 
although the Convention encouraged industrialized countries to stabilize 
GHG emissions, the Protocol commits them to do so. Recognizing that devel-
oped countries are principally responsible for the current high levels of GHG 
emissions in the atmosphere as a result of more than 150 years of industrial 
activity, the Protocol places a heavier burden on developed nations under the 
principle of “common but differentiated responsibilities.” 

 The Kyoto Protocol was adopted in Kyoto, Japan, on December 11, 1997 
and entered into force on February 16, 2005.  

(continued)

13.2     Disentangle the Major Diffi culties of the Climate 
Finance Tools 

 The major climate fi nance tools   . 
 Under the Treaty, countries must meet their targets primarily through 

national measures. However, the Kyoto Protocol offers them an additional 
means of meeting their targets by way of three market-based mechanisms. 

  Emissions trading  (ET), as set out in Article 17 of the Kyoto Protocol, 
allows countries that have emission units to spare—emissions permitted them 
but not “used”—to sell this excess capacity to countries that are over their 
targets. Thus, a new commodity was created in the form of emission reduc-
tions or removals. Because carbon dioxide is the principal greenhouse gas, 
people speak simply of trading in carbon. Carbon is now tracked and traded 
like any other commodity. This is known as the “carbon market”. 

 The  clean development mechanism  (CDM) allows a country with an 
emission- reduction or emission-limitation commitment under the Kyoto 
Protocol to implement an emission-reduction project in developing countries. 
Such projects can earn saleable certifi ed emission reduction (CER) credits, 
each equivalent to 1 t of CO 2 , which can be counted towards meeting Kyoto 
targets. A CDM project activity might involve, for example, a rural electrifi ca-
tion project using solar panels or the installation of more energy-effi cient 
boilers. The mechanism stimulates sustainable development and emission 
reductions, while giving industrialized countries some fl exibility in how they 
meet their emission reduction or limitation targets. 

 The mechanism known as  joint implementation  (JI), allows a country with an 
emission reduction or limitation commitment under the Kyoto Protocol (Annex 
B Party, the list is very similar to annex 1 one; see Sect.  13.3.2 ) to earn emission 

(continued)
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reduction units (ERUs) from an emission-reduction or emission removal project 
in another Annex B Party, each equivalent to 1 t of CO 2 , which can be counted 
towards meeting its Kyoto target. Joint implementation offers Parties a fl exible 
and cost- effi cient means of fulfi lling a part of their Kyoto commitments, and the 
host Party benefi ts from foreign investment and technology transfer. 

(continued)

13.2.1     Inadequate Support for Climate-Friendly Infrastructure 
in Developing Cities 

 So far, most proposals of engaging developing countries in GHG mitigation are 
targeted to the political or economic entities such as national governments for 
economywide commitments, or sector-based (energy- and carbon-intensive sectors 
among others) mitigation approaches. Intense efforts in project-based  instruments, 
primarily the Kyoto’s Clean Development Mechanism or sectoral approach have 
largely focused on industry and energy sectors in climate change negotiation. 
However, cities, which contribute nearly 80 % of global emissions, have not yet 
been recognized as a legitimate entity to implement different GHG mitigation poli-
cies and measures with relevant technical and fi nancial assistance schemes. In the 
existing climate negotiations framework, involvement of cities in carbon fi nance  is 
still confi ned to project-based CDM and/or JI which is not adaptive for scaling up the 
actions in the major urban emissions sectors such as transport and buildings sectors, 
and thus moving urban development towards sustainable trajectory UNEP ( 2007 ). 

 Likewise, few previous studies on negotiation addressed the eligibility and 
feasibility of making cities candidates as carbon fi nance players and the subse-
quent implications for institutions in urban infrastructure (e.g., transport , build-
ings ) management. The link between carbon fi nance instruments (project-based 
and sector- based  ) and mitigation programs in cities is still wanting to allow 
cities  to fi nance energy effi ciency in buildings and transport so as to harness 
considerable GHG mitigation potentials in the urban infrastructures. It is thus 
necessary to bridge the gap between the carbon fi nance insuffi ciency and the 
means required to enhance the climate risk resilience of urban infrastructure in 
cities for the years to come. 

 Policies and strategies to reduce GHG emissions in urban transport and building 
sectors need to be included in the ongoing international climate negotiations, how-
ever, a coherent and integrated governance structure is still wanting in many develop-
ing cities. In fact, despite national decentralization programs and the inclusion of good 
governance principles in national policies and strategies, many governments do not 
aptly consider local governments as important partners in the articulation of action 
plans (UN-Habitat  2008 ). Cities in developing countries  need to seize the momentum 
to shape the perspective of sustainable pathways to avoid locking urban infrastructure 
into irreversible carbon-intensive assets with negative economic and environmental 
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impacts; note that retrofi tting or renovating large-scale carbon- intensive infrastructure 
due to wrong decision-making made today will pose tremendous economic and social 
challenges in the fast-growing cities in the future.  

13.2.2     Imperative of Changing Climate Finance Models 

 It is widely perceived that the actions of emission reductions in developed coun-
tries alone are insuffi cient to solve the climate puzzle and are often more expen-
sive to make than in developing countries (DC). Contributions by developing 
countries are a critical means to achieve additional emission reductions beyond 
the climate targets at the global level. Developed countries are still responsible for 
the major part of the cumulative GHG emissions (Raupach et al.  2007 ) and are 
more advanced in climate-friendly technologies, albeit the emerging countries 
will be the major contributors of global GHG emissions increase in the next 
decades. Therefore, technology and knowledge transfer and fi nancial assistance 
from developed countries to developing countries are indispensable to allow them 
to transform their urban infrastructures in compliance with the goals of climate-
friendly urbanization and economic growth. Implementing GHG-friendly sectoral 
policies such as energy effi ciency  and renewable energy in developing cities will 
by no means be easy and costless; considerable investment and efforts will need 
to be mobilized to accelerate the uptake of climate-friendly technologies, thus 
fi nancial assistance and technology transfer from developed countries to develop-
ing cities are essential to help the latter tackle GHG management. 

 The set of actions will consist of a palette of components such as regulatory 
changes, infrastructure investment, and tailored fi nancial support and training, and 
is often referred to as Nationally Appropriate Mitigation Action (NAMAs, Neuhoff 
et al.  2009 ; see Sect.  13.4.3 ). As mentioned in Ward et al. ( 2008 ), external funding 
or technological support other than carbon fi nancing (e.g., funding of sustainable 
development policies and measures: SD-PAMs) may also be used by these coun-
tries to assist them in achieving outcomes beyond what their self-funded programs 
may be able to achieve, whereby another type of sectoral approach may prove to be 
effective. 

 The prospective investment fl ow through the global carbon market  is likely to 
play an important role in helping developing countries to fulfi ll the targets of climate 
mitigation in the post-Kyoto period. 

 Development funding through both domestic and international agencies needs 
to be mobilized at scale. International fi nance will be critical, as will the mobili-
zation of domestic investment for implementing sustainable development poli-
cies in developing countries (Winkler et al.  2008 ). Then, the underlying question 
is how developing cities can benefi t from the climate/nonclimate funding or 
fi nancial assistance to enable them to build up the technical, fi nancial, and insti-
tutional capacity to embark on a sustainable and low-carbon urban development 
trajectory.   
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13.3     Gap Between Existing Tools and Finance Needed 
for Mitigation in Developing Cities 

13.3.1     Inadequate Financial Resources 

 The funding currently available under the UNFCCC  (United Nations Framework 
Convention on Climate Change) Convention and Kyoto Protocol is inadequate 
and the exiting funding arrangements suffer from inappropriate governance; the 
resources that are now being allocated are out of phase with what is required in 
addressing mitigation and adaptation actions in developing countries (Gomez- 
Echeverri and Müller  2009 ). The fi nance issues were one of the thorniest subjects in 
the Copenhagen negotiation, where the parties still failed to reach a concrete agree-
ment, although the vague target of 100 billion US$ by 2020 has been accepted by 
developed nations. Nevertheless, the political pledge made by developed countries 
during the Copenhagen summit per se is still far from being suffi cient to enable 
developing countries to tackle the complex of climate change-related issues. The 
fi nancial transfer target is vague and does not provide a concrete implementation 
scheme comprising technical assistance packages and a local capacity building plan 
in developing cities. 

 Even when CDM that accounts for the overwhelming share of the fi nancial fl ow 
from developed to developing countries for GHG emission mitigation is consid-
ered, the projects registered by 2012 in China are expected to generate about 320 
Mteq 2  CO 2   CERs, accounting for only a tiny part of the 2020 emission intensity 
reductions commitment. Moreover, as pointed out by Lütken ( 2010 ), China is 
likely to retain most of CERs  for domestic emission reduction targets instead of 
selling to the global carbon market: as China accounts for nearly 60 % of CERs, 
this would make the developed countries, in particular the EU, fall short of capac-
ity of outsourcing reduction signifi cantly in the post-Kyoto regime. Compared with 
the trade balance and foreign direct investment (FDI), currently, the magnitude of 
carbon fi nance (primarily the CERs) is largely dwarfed by the latter. For example, 
the yearly FDI fl ow into China and India totaled around 120 billion US$ for 2008–
2009, whereas the CERs generated in 2012 is at most 5 billion US$ (assuming a 
price of 11 US$/teq CO 2 ). Likewise, CDM CERs transactions account for a minus-
cule part in the trade. For instance, the total trade volume in China in 2008 was 
over 2,000 billion US$. Thus the current carbon fi nance model is unlikely to deliver 
adequate fi nancial resources for supporting the longer term actions in developing 
and less-developed countries. 

 The recent literature surrounding the post-2012 climate regime indicates that the cur-
rent individual project-based fi nancing tools need to be scaled up by sectoral approach 
(SA) and other nonemissions reduction-driven policies. Different mechanisms of 

2    All GHG gases are concerned and the effects of non-CO 2  ones are converted in equivalent quantities 
of CO 2 .  
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engaging developing countries in signifi cant sectoral GHG mitigation have been widely 
discussed. Some studies discuss the possibility of scaling up CDM investment in the 
transport and building sector through alternative crediting or noncrediting instruments 
such as sectoral approach and SD-PAMs. For instance, both barriers and solutions 
are explored to harness CDM fi nance to address energy effi ciency in buildings (Cheng 
et al.  2008 ). A reformed framework is argued to be necessary to scale up CDM in 
urban transport in DCs (Sanchez  2008 ). More specifi cally, a NAMA could encom-
pass several approaches such as sectoral crediting, SD-PAMs, CDMs, or PCDMs 
(programatic CDMs; Payá  2008 ; Wemaere  2009 ).  

13.3.2      Some Issues of the CDM 

 The CDM is one of the fl exible technology transfer and environmentally friendly 
development fi nancing tools within the UNFCCC framework, introduced by the 
Kyoto protocol 1997, whereby Annex 1 countries with emissions cap objectives 
participate in GHG emissions cut projects in Non-Annex 1 (no explicit emission 
quantity cap). 

  Annex 1 Countries 

    Parties include the industrialized countries that were members of the OECD 
(Organisation for Economic Co-operation and Development) in 1992, plus 
countries with economies in transition (the EIT Parties), including the Russian 
Federation, the Baltic States, and several Central and Eastern European States.  

  Non-Annex 1 Countries 
 Parties are mostly developing countries. Certain groups of developing coun-
tries are recognized by the Convention as being especially vulnerable to the 
adverse impacts of climate change, including countries with low-lying coastal 
areas and those prone to desertifi cation and drought. Others (such as countries 
that rely heavily on income from fossil fuel production and commerce) feel 
more vulnerable to the potential economic impacts of climate change response 
measures. The Convention emphasizes activities that promise to answer the 
special needs and concerns of these vulnerable countries, such as investment, 
insurance, and technology transfer.  

 The global CDM market has been increasing rapidly and has attracted interna-
tional fi nancial institutions. Primary CDM reached 389 Mteq CO 2  with a value of 
6.5 billion US$, and secondary CDM transaction volume and nearly four- and three-
fold that of the primary CDM market with 1,072 Mteq CO 2  for 26 billion US$ 
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transaction (Capoor and Ambrosi  2009 ). However, the majority of CDM projects in 
the pipeline concentrate on renewable sectors (nearly half of total projects); expected 
CERs issuance in the CDM projects primarily deal with non-CO 2  GHGs in indus-
tries, power generation, and renewables (Fig.  13.1 ).

   Furthermore, despite considerable transaction volumes and values in the global 
carbon market, there is only a handful carbon transaction projects (including CDM) 
dealing with mitigation in the buildings and transport sector in cities, which com-
bined, however, account for more than 50 % of cities’ carbon emissions. It is then 
necessary to identify the main cause of this gap and propose relevant solutions to 
expand the city-based carbon fi nance for emissions mitigation policies and mea-
sures in developing countries. 

 Major stumbling blocks and catalyzers to scaling up energy effi ciency investment via 
CDM in buildings have been identifi ed (Cheng et al.  2008 ), such as the fragmentation 
and complexity of construction projects, the small-scale and disperse emission points 
(spreading over hundreds of millions of housing) that make the registry and monitoring, 
reporting and verifying (MRV ) costly and time consuming under the current CDM 
framework. One of the main challenges of integrating buildings into CDM is related to 
the baseline defi nition and the subsequent additionality  demonstration inasmuch as 
CDM is project-based, also due to the fact that the combined technological intervention 
cannot be considered in the same methodology, making CDM less attractive for invest-
ing in building energy effi ciency (BEE) because the energy performance of buildings 
often requires integrated technical and managerial measures (heating and cooling sys-
tem optimization, effi cient lighting, double or triple-glazing, enhanced ventilation, effi -
cient appliances, etc.). More specifi cally, some “soft” measures (e.g., optimized 
architecture design for passive heating or cooling) are not quantifi able in terms of GHG 
mitigation, although essential for improvement in energy effi ciency, thus not recognized 
and credited in the project provision (Cheng et al.  2008 ). 
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  Fig. 13.1    Pipeline projects and CERs breakdown of CDM ( Source : Fenhann  2009 )       
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 Furthermore, the current project-based approach requires that the CDM 
 methodology, including the baseline and additionality defi nition, be established for 
each individual technical intervention measure for each project, resulting in high 
transaction costs for the project participants. It is both very expensive and techni-
cally diffi cult to develop and implement methodologies on a project basis, as the 
proposed methodologies face a high risk of rejection (Ward et al.  2008 ). 

 In contrast to the project-based CDM model, the programmatic CDM rules allow 
the “bundling” of several projects to reduce CDM-related transaction costs in the 
small individual CDM projects. In this case, project sites need to be close to each 
other, and projects need to be implemented at the same time. Although project 
developers welcomed bundling, the number of projects that could be bundled into a 
small-scale project was limited due to the above conditions. In December 2005, the 
Kyoto Protocol Conference/Meeting of Parties (COP/MOP) decided to include a 
“program of activities” (PoA) in the CDM. The PoA concept makes it possible for 
a large number of interrelated project activities (referred to as “CDM program activities 
or CPAs”) in different locations, even in different countries, to be registered as a 
single CDM project and implemented in a coordinated fashion. Because a PoA is 
essentially a program to coordinate individual CDM activities, it is commonly 
referred as “programmatic CDM.”   

13.4     Raison d’être of Alternative Approaches to Financing 
Climate-Resilient Infrastructure 

 Four different sector-based or economywide carbon fi nance instruments are dis-
cussed in this section. 

13.4.1     Sectoral Approach 

 Unlike a project-based carbon fi nancing tool such as CDM, a sectoral approach 
allows broad coverage to maximize the effi ciency of an emissions trading system; 
this approach mainly focuses on a limited number of sectors for inclusion in a future 
climate regime. It may be more practical for many countries to start on a sectoral 
basis than through a national approach, inasmuch as only a handful of key sectors 
(e.g., electricity production, land use change, and forestry) account for the majority 
of emissions in many countries (Bell and Drexhage  2005 ). This specifi city then 
gives rise to the idea of a sectoral crediting mechanism (SCM), which is based on a 
sectoral approach and envisaged as expanding the coverage of the CDM from a 
project-by-project level to a sectorwide level. 

 The advantages of a sectoral-based approach include ease of administration, data 
availability, greater equity, increased technology transfer, and targeted emissions 
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reduction, but there would also be some weakness such as doubt on cost effective-
ness, limited extent (only a few sectors are targeted), and leakage, mainly to the 
uncovered sectors. Thus the boundary of sector defi nition is of particular impor-
tance (Schmidt et al.  2008 ). Indeed, implementing the sector-based approach would 
imply a negotiation over the baseline level of “unilateral” actions by developing 
countries and on additional support to implement policies and to facilitate the acqui-
sition of technologies (Baron et al.  2009 ). 

 In addition, the sectoral no-lose target (SNLT ) approach was proposed by the 
Centre of Clean Air Policy (CCAP) as a part of sectoral approach to GHG emissions 
reductions in the highest-emitting developing countries and considered as a key 
component of the post-2012 climate change mitigation framework. As indicated in 
the name, no penalties are incurred in case of failing to meet a target, but emissions 
reductions achieved beyond the target level earn emissions reduction credits (ERCs) 
that can be sold to industrialized nations (Schmidt et al.  2008 ). In other words, 
developing countries would not face compliance penalties if they did not meet their 
SNLTs. There could be two types of no-lose targets, a hard emissions cap or an 
intensity-based target. 

 The subsequent question arises about how to defi ne a no-lose target for the cities 
in DCs. Participating developing countries establish initial no-lose emissions tar-
gets, based upon their national circumstances from sector-specifi c energy-intensity 
benchmarks that have been developed by independent experts. Industrialized nations 
then offer incentives for the developing countries to adopt more stringent emissions 
targets through a “Technology Finance and Assistance Package.” which helps to 
overcome fi nancial and other barriers to technology transfer and deployment. These 
sector-specifi c energy-intensity benchmarks could also serve as a means for estab-
lishing national economywide targets in developed countries in the post-2012 
regime. The idea is illustrated in Fig.  13.2 .

   Indeed, in setting the crediting baselines beyond which carbon market fi nanc-
ing would apply, it is necessary to understand what such external support is 
already available for low carbon investment in the sectors (e.g., transport) in 
question. 

 The feature that particularly distinguishes SNLTs from CDM-type policy instru-
ments is that once SNLTs are agreed as part of a quantitative multilateral agreement, 
the concept of additionality no longer applies, nor do any of the CDM institutional 
constraints that go along with this. This is because in the quantitative elements of 
the post-2012 agreement the fi xed and binding targets of industrialized countries 
would be set in the light of the scale of credits that would be expected to be gener-
ated by SNLTs from developing countries. Therefore SNLTs (and the credits that 
may stem from them) are explicitly accepted and factored into the elements of the 
overall agreement that set a quantitative emissions outcome (Ward et al.  2008 ). 
SNLT are expected to attract developing countries in sectors for which they seek 
signifi cantly scaled-up private sector investment according to their sustainable 
development priorities, and where current carbon market policy tools, such as the 
CDM, are not considered adequate to the task.  
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13.4.2     Sustainable Development Policies and Measures: 
SD-PAMs 

 The concept of sustainable development policies and measures was fi rst introduced 
in a paper that examined the case of South Africa, where the energy development 
and housing are considered as important priorities within the national sustainability 
context (Winkler et al.  2002 ). The aim of SD-PAMs is to encourage the develop-
ment of policies that contribute to developing countries’ economic and social 
objectives, with the possibility of lowering GHG emissions at the same time 
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  Fig. 13.2    Schematic representation of no-lose target mechanism in cities ( Source : adapted from 
(Ward et al.  2008 ))       
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(Ellis et al.  2007 ). The question was investigated as to how parties to negotiation 
can develop a mechanism for formally recognizing and advancing the kinds of 
SD-PAMs (Baumert and Winkler  2005 ). Although there could be various defi nitions 
of SD-PAMs, it is generally acknowledged that SD-PAMs should be domestically 
driven and could include a large range of national and/or sectoral policies with a 
direct impact on GHG emissions such as improving energy effi ciency or encourag-
ing re-/afforestation activities. In other words, the SD-PAMs should be defi ned 
by individual countries because the priorities and circumstances differ signifi cantly 
by country (Baumert and Winkler  2005 ). Typical SD-PAMs are characterized by 
large-scale PAMs, in contrast to individual projects such as CDM. 

 The strategic SD approach is to focus on PAMs that are fi rmly within the national 
sustainable development priorities of developing countries but which, through the 
inclusion in an international climate framework, recognize, promote, and support 
means of meeting these policy priorities on a lower-carbon trajectory. Incentives for 
SD-PAMs could come from both climate and nonclimate funding (Winkler et al. 
 2008 ). There are three different approaches to fi tting SD-PAMs into the climate 
negotiation framework (Ellis et al.  2007 ). 

 Additionally, it is critical to know what types of activities can be proposed with 
regard to eligibility of PAMs. Countries pledge and review their unilateral actions, 
or commit to a list of eligible activities that are supported internationally. A key 
point is that it is necessary to know the business-as usual-emission (BAU) pathway 
to development goals. Some questions must be raised such as how to defi ne and 
track impacts of PAMs. Is fi nancing required for SD-PAMs support? (If so, it may 
be necessary to demonstrate the additionality of PAMs). Another open question is 
how strictly must emissions be MRVed (measured, reported, and verifi ed) and whether 
greater uncertainties in emissions reductions can be allowed when no crediting incen-
tive is provided. It is likely that technology transfer will be required for undertaking 
some PAMs. Last, CDM continues with provisions to prevent double-counting. 

 However, it must be pointed out that SA proposed in the current literature 
focuses on industrial and energy sectors (Bosi and Ellis  2005 ; Schmidt et al. 
 2008 ; Ward et al.  2008 ; Baron et al.  2009 ), and inherent barriers have to be 
removed to clear the way of scaling up CDM by reforming the current mecha-
nism in developing countries (Ellis and Kamel  2007 ; UNEP  2008 ). More specifi -
cally, Houdashelt ( 2008 ) compared SA with SD-PAMs and concluded that the 
sector which is characterized by diffuse and small emissions points is more likely 
to be integrated into the SD-PAMs. In addition, SNLT has attracted much atten-
tion and appears to be embraced by major emerging economies, but concentrated 
in heavy industry and power sector (Galharret et al.  2008 ; UNEP  2009 ).  

13.4.3      Nationally Appropriate Mitigation Action: NAMA 

 The concept of nationally appropriate mitigation actions (NAMA) was proposed 
in the Bali Action Plan (BAP) which included sectoral agreements as an option 
for achieving measurable, reportable, and verifi able actions to reduce emissions 

13 Governing Urban Infrastructure in Developing Cities…



272

(Ellis and Larsen  2008 ). NAMA is based on the consensus that all countries are not 
in the same situation, therefore differentiation might be one of the clues to reaching 
a successful agreement. BAP differentiates “quantifi ed emissions limitation or 
reduction by developed countries” from NAMAs by developing countries (Payá 
 2008 ). BAP indicated that the NAMAs can be adopted by developing country 
parties in the context of sustainable development, supported and enabled by 
technology, fi nancing, and capacity-building, in a measurable, reportable, and 
verifi able manner. 

 The NAMA should be designed as policies, legal requirements, and measures that 
integrate climate consideration within specifi c national sustainable development 
policies. A key point is that actions shall not include explicit emissions reduction 
objectives. However, emission reduction by improving cities’ infrastructure manage-
ment in buildings and transport should come as a consequence of implementing these 
sound development policies and measures 3  (UNFCCC  2008 ; Payá  2008 ). 

 However, there exists great uncertainty of the NAMA implementation; thus far, 
the major emerging countries such as China and India are fi ercely against crediting 
NAMA actions in the domestic climate mitigation and adaptation programs.   

13.5     Perspective of Financing Low-Carbon 
Development in Cities 

13.5.1     Relevance of Applying Sectoral Non-lose Targets 
and SD-PAM in Cities 

 The discussions in previous sections suggest that a sector-based or citywide and 
bundling approach needs to be adopted for scaling up the fi nancing tools in develop-
ing sustainable urban infrastructure in compliance with the climate policies. 
Notably, most literature indicates that the buildings and transport are most likely to 
be included in the SD-PAMs (Winkler et al.  2002 ; Baumert and Winkler  2005 ; Ellis 
et al.  2007 ; Bradley et al.  2007 ). A variety of technical and management options 
relating to energy-effi cient buildings and transport and optimal land use planning 
may be included in the city-based PAMs or SNLT, irrespective of the nature of 
awardable or not of emissions credits. However, the resultant GHG mitigation from 
the taken efforts should be measurable and verifi able. Municipal monitoring and 
reporting agencies need to be established to fulfi ll the task of GHG inventory and 
registry based on the appropriate methodology available. For example, a motor emis-
sion intensity target (gCO 2 /p-km or gCO 2 /v-km) on the basis of rate of progress 
(percentage per year) or ultimate level could be introduced into the transport sector. 

3    By comparison, the MRVable nationally appropriate mitigation commitments or actions, including 
quantifi ed emission limitation and reduction objectives, by all developed country parties, although 
ensuring the comparability of efforts among them, take into account differences in their national 
circumstances.  
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 The citywide SNLT or SD-PAMs would have a very important role to play in 
shaping sustainable and low carbon urban development trajectory, however, the 
schemes and institutional aspects must be designed carefully to ensure the eco-
nomic performance and environmental integrity in cities. The sustainable urban 
infrastructure development policies must be incorporated into a national develop-
ment plan and public policy framework, for example, city PAMs or long-term build-
ing effi ciency target with government commitment to improve the accountability 
and eligibility as well as lowering the excessive transaction costs. 

 The most important point is that carbon fi nance should not be devised simply as 
an incentive for local authority to withhold the energy effi ciency policies in a target 
sector in the manner of rent seeking. Rather, with a clearly specifi ed effi ciency and 
emission target, local authority should leverage international carbon fi nance with 
pledged actions in the urban sectors by committing to improving effi ciency or 
reducing carbon intensity by a certain percentage for the next years. These pledged 
actions will be monitored and evaluated by independent bodies before and after the 
credit is issued. Likewise, the performance in terms of carbon emissions reduction 
is subject to third party verifi cation and certifi cation. Carbon credits are ideally used 
to cover the incremental costs of implementation of new public policies with co- 
benefi ts of additional GHG and other local pollutant mitigation, consistent with the 
targets of the PAMs. 

 There is some debate on whether the actions taken in the name of the SD-PAM 
scheme should be awarded with reduction credits. Indeed, the actual implemen-
tation of sustainable buildings policies in DCs may not be necessarily climate-
oriented but economic growth and environmental pollution alleviation- driven, 
nevertheless, these actions will make de facto and measurable contribution to 
GHG mitigation and should be recognized and supported by Annex I countries 
through fi nancial assistance and technology transfer.  

13.5.2     Relevance of Integrating Cities into NAMA 

 There is evidence that NAMA is a policy-based approach instead of a project-based 
mechanism like CDM. As developing countries consider NAMAs, a sectoral 
approach could be an attractive option for them to consider as a means to contribute 
to overall global emission reductions. In this regard, the cities’ SD-PAMs may be 
factored into the NAMA framework. That means a NAMA incorporating urban 
(buildings and transport) development management PAMs might be envisioned 
provided that appropriate institutions will be put in place concomitantly. Energy- 
effi cient buildings, renewable energy-integrated buildings, urban planning, high-
effi cient and low-carbon public transport, and integrated land use management in 
cities can be integrated into a comprehensive SP-PAMs package under the auspices 
of NAMA in DCs. 

 Translating NAMA into cities' development strategies will require the local gov-
ernment to defi ne the right guidelines or directions in the context of sustainable 
urban development, supported and enabled by technology, fi nancing, and capacity 
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building in a measurable, reportable, and verifi able manner. Consequently, the key 
questions are what a city-based NAMA may look like. How should the NAMAs be 
supported within the international framework in terms of legal instruments and 
technology transfer? And what components should be included in a city’s NAMAs? 
For example, a city-based NAMA may include various policies and measures for 
sustainable buildings and highly effi cient public transit-oriented transport systems 
as well as a renewable energy deployment strategy. The ease of data collection and 
administration must be taken into consideration. The local government will need to 
prepare a roadmap of energy effi ciency in buildings and transport planning such as 
comprehensive public transport infrastructure and fuel effi ciency improvement in 
cities for the next decade.  

13.5.3     Harnessing Climate Finance in Urban Infrastructure 
in Developing Cities 

 In the case where cities commit to devising a citywide SD-PAMs or SNLT scheme 
that falls into the category of the national NAMA scheme, local governments will 
need to prepare relevant sectoral targets consistent with the socioeconomic develop-
ment goal and negotiate appropriate baselines with the COP and international part-
ners and fi nanciers. Relevant government bodies and institutions shall be involved 
in the PAMs based on science-based targets as well as a robust baseline defi nition. 
Supportive legal and institutional framework will also play an overarching role 
to allow the cities to implement the climate friendly urban development PAMs 
smoothly and effectively. 

 The processes of MRV will also require the involvement of both domestic and 
international institutions that will be accredited by UNFCCC and other qualifi ed orga-
nizations. The quality of metrics of emissions reductions in the policies and measures 
carried out in the cities will have a signifi cant impact on the outlook of climate fi nance 
mechanisms and the credibility of city governments with respect to commitments to 
sustainable urban development. Therefore cities must adhere to international rules in 
carrying out the programs under the framework of SD-PAMs, SNLT, and NAMA. 
Cities will learn to prepare the policy-based development program in an ascending 
order; the costs of policy implementations (transactions and learning costs) will 
decrease as a result of the learning-by-doing process. Institutional capacity building in 
developing cities could follow the continuum concept (Ward et al.  2008 ): the differ-
ence in scales of climate mitigation actions can be ordered in a continuum, project, 
program, sector-specifi c policies, cross-sectoral policies, and economywide actions. 

 Clearly, establishing a sectoral agreement will necessarily require international 
coordination and national management for any form of sectoral approach (Bosi and 
Ellis  2005 ). It would be even more complicated if the cities were playing a central 
role in baseline negotiations and carbon credits management. Regular reporting on 
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the sustainable development and climate benefi ts of SD-PAMs could take place 
through national communications or a separate reporting mechanism. This will nec-
essarily require harmonizing domestic GHG emissions inventory with international 
standards; qualifi ed monitoring, verifi cation, and reporting institutions will need to 
be established to make the quantifi cation of SD-PAMs transparent and effective 
(Ward et al.  2008 ; Winkler et al.  2008 ). 

 The international community will need to agree on general guidelines for what 
constitutes an SD-PAM that is eligible to be pledged under the UNFCCC. The 
pledged SD-PAMs could then be recorded and tackled by the Convention Secretariat 
or other bodies (Baumert and Winkler  2005 ) and a broader assessing program could 
also incorporate the quantitative dimension of PAMs. The national or World Bank- 
related processes have been proposed (Ellis et al.  2007 ) to identify development 
priorities and could also help identify and prepare national SD-PAMs. Monitoring 
and evaluation processes could be similar to that of CDM. Implementation of 
SD-PAMs may be allowed under the UNFCCC framework. Local authority’s tech-
nical and institutional capacity needs to be enhanced to identify key sectors and 
design and implement appropriate PAMs in cities’ urban infrastructure consistent 
with NAMA and long-term socioeconomic development objectives. 

 A clear and consistent price  signal is a fundamental factor in maintaining the 
effective functioning of global market. The IPCC’s 2007 Assessment Report 4 
(IPCC  2007 ) estimates that approximately 6.5–8.5 Gteq CO 2  can be reduced in the 
building and transport sector by 2030, representing 15–20 % of global energy- 
related carbon emissions under the BAU scenario of the IEA (IEA  2007 ). Therefore, 
a relatively high carbon price will give incentives for developing cities to commit 
to sustainable urbanization and economic development by adopting low GHG- 
intensive technology and practices. The practice of a mandatory price fl oor for 
CDM projects in some countries (e.g., in China, the CER transaction price in CDM 
projects should not be less than 9.5 US$/ton CO 2 eq, as set by the NDRC) is a good 
example for maintaining the carbon price at a level consistent with climate policy 
targets. In this respect, the compulsory emission reduction targets in Annex 1 coun-
tries will need to be toughened to guarantee the balance between supply of and 
demand for carbon credits. The implementation of the future EU climate-energy 
package and further commitments in other developed countries will admittedly 
drive the demand for carbon emissions allowances, also, the probable policies of 
limiting CER export in China, India, and Brazil would drive prices to rise and give 
incentives for developed countries to go beyond the BIC countries to seek credits 
from the less-developed world such as Africa (this would defi nitely help channel 
investment fl ow into sustainable development projects in African countries), 
because the long-term commitment and targets will be fundamental to providing 
stakeholders' price signals and to a stabilized global carbon market. The futures of 
supply of and demand for carbon emissions allowances will necessarily rise steadily 
over the next decades accordingly if a meaningful climate regime can be established 
with relevant policies in cities in the forthcoming negotiation.   

13 Governing Urban Infrastructure in Developing Cities…



276

13.6     Conclusion 

 Cities in DCs need to change their pathway to development and governance to 
anticipate the future constraints of energy supplies and carbon emissions. A good 
governance and sound institutional infrastructure are of key importance in shaping 
the resilient trajectory vis-à-vis increasing probabilities of climate change-related 
environmental hazards and social unrest. An integrated approach must be adopted 
to designate cities as eligible entities in the ongoing international climate negotia-
tions; this will help scale up carbon fi nance to accelerate changing pathways more 
effectively. 

 Various aspects relating to design/implementation and institutions of fi nancial 
mechanisms for GHG mitigations in developing cities need to be taken into account 
with care to ensure sustainable development and environmental integrity. Our anal-
ysis suggests that the SD approach is preferred to CDM and industry-based sec-
toral approach to scaling up climate fi nance in cities. Notwithstanding, the latter 
can be well integrated into the cities’ PAMs on commitment in urban infrastructure 
management. There must be negotiations on the respective efforts and commitment 
both in developed and developing countries in the forthcoming COP to give devel-
oping cities the necessary legitimacy and capability to participate in the SD-PAMs 
and NAMA packages' design and policy negotiation for a promising post-2012 
climate regime.     
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Abstract The triple A issue is discussed with, as its starting point, the analysis of 
present agricultural output and its projection on to 2050, so as to place it in the con-
text of the major evolutions required between now and 2050 with growing popula-
tions, energy needs, alimentation needs, and agricultural production, the unprecedented 
growth of carbon-free energy needs in a context where emerging countries enjoy 
strong economic growth, thus increasing the need for energy by a factor of two at 
the world level. The environmental impact of large-scale farming and its capacity to 
produce energy are reviewed quantitatively on a world scale. A rational appreciation 
of the uncertainties and of the risks concerning our future ability to satisfy human 
alimentation needs is put forward. From this analysis, we conclude that the concerns 
expressed by some are not entirely unfounded but that the problem of human ali-
mentation today is not due to insufficient foodstuff output on a world scale. 
Moreover, it appears that there is the potential for significantly increased output 
from large-scale farming. The risk of competition between foodstuff production and 
that of agrofuels is not as imminent as has been said, for simple economical reasons 
and also because of the location of production. The impact of large-scale farming on 
greenhouse gas emissions or on the world energy supply is evaluated and appears 
small, or very small relative to overall needs and emissions. Still, the principal cause 
for concern about alimentation needs, could well be that states or world governance 
bodies abandon their obligation to ensure that populations’ alimentation needs are 
covered decently, a mandatory ethical priority.
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List of Acronyms

AAA Agriculture, alimentation needs, agrofuels
ADEME Agence de l’environnement et de la maîtrise de l’énergie 

(France), French Environment and Energy Management 
Agency

A-F Agrofuel
CNRS Centre National de la Recherche Scientifique (France), 

National Center for Scientific Research
d.m. Dry matter
DDGS Distiller’s dried grain soluble
DIREM Direction des resources énergétiques et minérales 

(France), French Direction for the Energetic and Mineral 
Resources

EC-DDGS Energy content of DDGS
EC-ethanol Energy content of ethanol
EC-straw Energy content of straw
FAO Food and Agriculture Organization (United Nations)
G$ Gigadollar = 109 dollars
G20 The Group of Twenty Finance Ministers and Central 

Bank Governors
GDP Gross domestic product
GHG Greenhouse gas
GT3A Groupe de Travail sur les AAA (CNRS), Working 

Group on AAA
GteC; 1 GteC = 109 teqC Gigaton of Carbon equivalent
Gtoe Gigaton of oil equivalent; 1 Gtoe = 109 toe = 1 billion toe
INRA Institut National de la Recherche Agronomique 

(France), (French National Institute for Agronomic 
Research)

J Joule (SI unit of Energy)
Mha Million of hectare = 106 ha
MJ MegaJoule = 109 J
Mtoe Megaton of oil equivalent1; Mtoe = 106 toe = 1 million 

toe
SI International System of Units
teqC Ton of carbon equivalent
teqCO2 Ton of CO2 equivalent; 1teqCO2 = 0,273 teqC
toe Ton of oil equivalent
toe-etha Quantity of ethanol equivalent to 1 toe
UEC Usable energy coefficient
UEC(byprod.) UEC for by-products
UEC(etha) UEC for ethanol

J.-M. Loiseaux



281

14.1  Introduction

After the initial enthusiasm aroused by (first-generation) agrofuels (A-F), which 
were to be a viable energy resource, doubts arose concerning the real asset they 
might represent concerning the mitigation of greenhouse gas (GHG) emissions and 
the amount of energy gain likely to be reached. The discussion turned to contro-
versy by 2007 with the significant price increase of both agricultural products and 
petroleum as it brought to light the potential competition of agrofuels with food 
products. This controversy is still ongoing, the situation is confused, and a certain 
degree of defeatism has settled in, not only in public opinion but also among scien-
tists, all the more so inasmuch as several countries that had clearly chosen to develop 
agrofuels in the frame of the mitigation of their GHG emissions and in view of 
acquiring a higher degree of autonomy with regard to their energy supply have 
revised their commitments.

Because the information on the subject is scattered and its use complex, it is not so 
easy to form an opinion, as we have verified for ourselves. In particular, the hypothe-
ses retained in the evaluation of energy gains and the reductions of GHG emissions 
are mostly incompletely documented if not partial (in both senses of the term). At any 
rate, these evaluations are not convincing; they are done without an explicit methodol-
ogy so that their logic is not clear. Similarly, general discussion on the “agrofuel ver-
sus foodstuff” issue is, more often than not, ideologically oriented. Finally, the issue 
of hunger in the world has an ethical dimension that dramatizes the stakes.

The alimentation for humanity question arises in a world that will have to change 
drastically between now and 2050 and a very constraining context cannot be 
ignored:

• Mandatory and severe reduction of worldwide GHG emissions: Emissions must 
be divided by a factor of two on a worldwide basis and, on average, by a factor 
of four in industrialized countries in order to mitigate global warming and avoid 
climate change or disturbance that could threaten the survival of a fraction of 
humanity.

• Strong world population growth, from 6.5 billion in 2010 to an expected 9 billion 
in 2050: Implying (also taking into account the fact that the lifestyle in emerging 
and developing countries will converge towards that of industrialized countries) 
the doubling of worldwide energy needs, that is, 20 Gtoe (billion tons oil equiva-
lent) in 2050 and the quasi-doubling of humanity’s alimentation needs.

• Drastic change in the sources of energy to meet the requirements just stated 
because although, in 2050, 20 Gtoe primary energy will have to be provided, 
only about 4 Gtoe of CO2 emitting fossil fuels will be allowed. This leaves 16 
Gtoe of non-CO2 emitting energy that will have to be provided by 2050, eight 
times more than today.

• Trade globalization seems irreversible, implying strong dependence on trans-
portation which, at least for air travel and the transport of goods, translates 
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into a strong and lasting reliance on fluid fuels (oil, gas, agrofuels, and any 
other  substitution fuels). In addition, large economic entities are concerned 
with establishing their energy autonomy, aware as they are that oil and gas 
reserves are not infinite and these fuels could well be more difficult to acquire 
than in the past.

• After these considerations on the context in which the triple A issue is posed, it 
is fitting to review briefly why agriculture is such a sensitive subject. Agriculture 
covers very large areas, spreads large amounts of fertilizers and phytosanitary 
products that, although beneficial to the crops, are potential environmental pol-
lutants and whose production consumes energy. The large areas occupied by 
agriculture do not generate, and may even jeopardize, biodiversity so that agri-
culture is often perceived as one of the causes of the reduction of biodiversity 
that conditions adaptability of life on earth.

Agriculture’s primordial functions are also seen as being to feed the world, to do 
away with famine, and to produce good quality foods at affordable prices. This 
viewpoint is ethical in character; it is not an objective consideration that proceeds 
from the laws of nature.

Finally, agriculture is, by its very nature, a source of energy, through the massive 
use of products stemming from photosynthesis and, in all rationality, it is logical to 
evaluate its potential, notably in terms of fuel production.

The last item of this introduction is important and should be kept in mind, 
namely the economic weight of large-scale farming compared to that of the big 
changes mentioned above: reduction by a factor of two of worldwide GHG emis-
sions and development of a new energy mix and the doubling of energy needs for 
alimentation by 2050. Indeed, the total value produced by large-scale farming is 
equivalent to a little less than 1 % of world gross domestic product (GDP) value 
and the primary energy consumed worldwide is equivalent to 7 % of world GDP 
(63,000 G$ in 2010). Thus, although agriculture seems to be a major issue for the 
rethinking of a new world, its economic impact is, in fact, particularly small.

In this context, and in order to best clarify the matter, the Programme 
Interdisciplinaire Energie (Interdisciplinary Energy Program) of the CNRS (France) 
has assigned to a dedicated working group (GT3A) the task of answering the 
following question:

How pertinent is it to build up agrofuel production in terms of a partial solution to energy 
self-sufficiency, in terms of the reduction of GHG emissions, in terms of its impact on 
meeting humanity’s alimentation needs?

We have chosen here, to discuss the subject in three parts:

In Part 1, we describe the production from large-scale farming on a worldwide 
scale, its past evolution, its specifics and contingencies, its uses, its relative 
importance, and its constraints up to 2050.

In Part 2, we address, quantitatively and again on a worldwide basis, the energy 
aspects of agricultural production and the main impacts of agriculture on the 
environment (GHG).
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In Part 3, we use the data and discussions of Parts 1 and 2 to answer a limited number 
of questions which we detail below.

Question A: Can agriculture decently feed nine billion human beings in 2050?
Question B:  Can agriculture (agrofood and/or agrofuel) play a significant role in 

the reduction by a factor of two of GHG emissions and in the supply 
of liquid fuels for transportation and nonstationary mechanization 
by 2050?

Question C:  Would competition between alimentation and agrofuel production 
be threatening?

Question D:  Hunger in the world; how extensive is it, what determinants, what 
remedies?

Question E:  Is the development of agricultural production compatible with the 
conservation of biodiversity and the environment?

The conclusion comes back to the original question:
“How pertinent is it to build up agrofuel production in terms of a partial solution 

to energy self-sufficiency, in terms of the reduction of GHG emissions, in terms of 
its impact on meeting humanity’s alimentation needs?” and it addresses the need for 
worldwide governance to ensure that the world is provided with food today and on 
into the 2050s.

14.2  Part 1: General Characteristics of World Agricultural 
Production

14.2.1  Large-Scale Farming Production—Some Quantitative Data

Our aim in this first part is to gather general data pertaining to worldwide agricul-
tural production (Cereals International Council 2008; FAO 2009) and to give some 
indicators on their merchant values (dollar) and energy content (Mtoe) to be com-
pared to fossil energies.

From Table 14.1 we can derive some observations as follows.

• The value of annual production from large-scale farming amounts to only 
12 % of the estimated value of fossil energies and less than 1 % of world 
GDP.

• The energy content of crops from large-scale farming is on the order of 1 
Gtoe, or 10 % that of fossil energies but the fact that these crops can be trans-
formed into fuel explains the fear of possible competition with food 
production.

• The quantities produced worldwide in kg per capita and the annual cost of these 
mean amounts shown in the last column demonstrate the physical and economic 
importance of fossil energies as compared to food production.
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14.2.2  Characteristics Specific to Agricultural Production

14.2.2.1  Fluctuations and Flexibility

Weather hazards during the growth of crops and at harvest time cause significant 
fluctuations in the amounts produced worldwide. On the contrary, the demand for 
agricultural products, whether for food or for feed, is quite inelastic. Thanks to 
world stocks, major food shortages can be avoided but the stocks do not seem to 
have much impact on market price fluctuations. Another factor in the lack of 
elasticity is that, in most cases and by nature, there is only one harvest per year. 
It is not rare to observe the occurrence of several years’ underproduction following 
a few years’ overproduction, because of crop rotation requirements or a change in 
mechanized equipment specific to certain farming practices. In short, agricultural 
production is an economic activity where the combination of fluctuating output, 
inertia of the response to inelastic demand, and the urgency of some demands, 
generates systemic instabilities.

Table 14.1 Annual worldwide agriculture production

Product Mt/year
Cultivated 
area (Mha)

Mean 
prod./ha 
(ton)

Max prod./
mean  
prod./ha

Value  
of 1 year 
production 
(G$)

Energetic value 
of 1 year 
production 
(Mtoe)

Annual 
production  
(kg/capita)  
and value 
(dollar per 
capita)

Cereals
Rice 600 153 3.92 2 355 G$  

  (150 $/t)
800 Mtoe  

(3 t cereal 
per toe)

92
Wheat 688 222 3.1 3 106
Corn  

(maize)
780 145 5.38 2 120

Other 300 167 1.8 3 46
Total cereal 2,368 687 3.45 2.5 364 (55$)
Soya oil 34 92 0.37 52.5 G$  

  (500$/t)
90 Mtoe (1.1 t 

oil/toe)
5

Colza oil 16 26 0.62 2
Sunflower  

oil
10 21 0.48 2

Palm oil 45 12 3.75 7
Total oil 105 151 0.69 1.5  16 (8$)
Cane sugar 120 20 6 48.6 G$  

  (300$/t)
65 Mtoe (2.5 t 

sugar/toe)
18

Beet sugar 42 7 6 6
Total sugar 162 27 6 1.5 25 (7.5$)
Cereal + oil  

+ sugar
2,635 865 456 G$ 950 Mtoe 405 (70$)

Fossil 
energies

9 Gtoe at 420$/toe on average 
over the mix coal, oil, gas

3,780 G$ 9,000 Mtoe 1,385 (580$)
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14.2.2.2  Uses of Agricultural Products

Cereals such as rice and wheat are used mainly as food for humans whereas corn 
and other cereals (besides rice and wheat) are mostly used as animal feed. Globally, 
approximately 58 % of cereals are dedicated to direct human consumption, 37 % 
serve as food for humans via animal feed and approximately 4 % of the total cereal 
production is used to produce agrofuels in the form of ethanol. Finally, about 15 % 
of sugar and oil production serve to produce agrofuels.

In Fig. 14.1 the evolution of cereal consumption for human and animal nourish-
ment (feed) over almost a half-century is displayed. During this time period, the 
relative share of human and animal consumption varies little. The share of agrofuels 
is insignificant in spite of a slight takeoff over the last five years, with no impact to 
speak of on global foodstuff output.

14.2.2.3  Evolution of Agricultural Output Since 1978  
and Projection to 2050

The observations in the box of Fig. 14.2 can be related to the survey of Table 14.1 
where mean yields worldwide are often two to three times less than the best yields 
commonly found in countries that practice intensive farming. This tends to show 
that a significant margin remains for substantial world mean yield increase (Dronne 
and Forslund 2009).

The above points to the hypothesis that average yields per unit surface can still 
increase globally, at least for cereals. We assume a growth of mean yields on the 
order of 1.4 by 2050, thanks to improved seeds, better soil preparation, fertilizers, 
and the protection of crops and harvest from parasites.

We should also note the recent evolution in the food consumed by populations in 
emerging countries where the per capita consumption of meat is rapidly growing. 
In the short and mean term, the demand for meat foods should continue to grow.
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14.2.3  Agricultural Production: Economic Aspect

Let us comment now on the price evolution and fluctuations of agricultural production 
(Mazoyer 2008) (Fig. 14.3).

Primarily, we should recall that only 15 % of world agricultural production 
participates in international transactions, that domestic prices in large producing 
countries are more or less supported by subsidies. The international market is some-
times considered to be a surplus market.

The yellow curve in Fig. 14.4 shows significant variations in the price of wheat 
in current dollars with a rather strong correlation with the price of petroleum. But 
the fact that agriculture makes use of petroleum and gas for its mechanization and 
for the production of its input (fertilizers in particular) does not seem to account for 
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this strong coupling. Aside from that, if rapid wheat price fluctuations are linked to 
fluctuations in production, they are intensified by speculation.

14.2.3.1  Constant Dollar Cereal Price Decrease

The evolution of wheat prices in constant dollars, is interesting, as shown in the left 
graph of Fig. 14.4, covering the time period from 1950 to 2009 (Mazoyer 2008). The 
ton of wheat starts at $400 in 1950, it decreases to $130 (1998 $) in 2000; a price that 
is divided by 3 within 50 years and by 2 in the 30 years between 1980 and 2009.

In the large producing countries, this price decrease is accompanied by, or is the 
consequence of, a dramatic increase of the per-farm-worker productivity. Today, 
per-farm-worker productivity is evaluated at approximately 2,000 tons of wheat per 
year in well-mechanized farms, whereas per-farm-worker productivity in poorer 
countries without mechanization remains at approximately 1 ton per year. This pro-
ductivity spread, 2,000 today, was 10 one century ago.

The consequence is that a farm worker’s daily income in a poor country, exclud-
ing special assistance, is less than $1/day. Considering the price of wheat on the 
international market and with such low productivity in poor countries, this activity 
can no longer be profitable and there is a tendency to abandon it, or to replace it with 
nonfood producing crops. A vicious circle sets in then, inasmuch as the production 
of food-crops stagnates or even decreases whereby the countries where this happens 
rely increasingly on imported foods. In order to escape from this dangerous spiral, 
international aid should be established with the aim of reasonably mechanizing farming 
practices and improving productivity thanks to fertilizers, other inputs, and better-
adapted seeds, helping these countries acquire sustainable food self- sufficiency. 
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That is on the agenda of the FAO (Food and Agriculture Organization) and G-20 
(The Group of Twenty Finance Ministers and Central Bank Governors). They seem 
to want to act along these lines.

14.2.4  Main Conclusions of Part 1

Humanity is fed thanks to the world’s agricultural production which, as such, is 
important, but it represents a small fraction of global GDP, significantly less 
than the share of fossil energies. Mean yields have increased a great deal since 
1970. They should continue to increase thanks to improvements in the lower 
yield areas.
Uses of agricultural products

• The competition of direct human food production with that of animal feed or of 
agrofuels is not presently threatening.

• It could well be, however, that the proportions will have to evolve before 2050, as 
discussed in Part 3. Today, agriculture is rather in a potential overproduction phase.

Commercialization, trade prices, stocks, price instabilities, price decline
Economic conditions for agricultural products have changed considerably in the 

past 40–50 years. In constant dollars, prices have declined roughly by a factor of 
three. In large-scale farming countries, this decline has been compensated by a dra-
matic increase in per-farm-worker productivity, in particular thanks to mechaniza-
tion. On the contrary, for farm workers in poor countries, this productivity increase 
did not happen and the price decline has pauperized that agriculture.

The market prices of agricultural products from large-scale farming fluctuate a 
lot for many reasons, most of which cannot be controlled in a free market. Taking 
into account the intrinsic characteristic of agricultural production and the present 
conditions of their commercialization, market prices cannot but fluctuate. Market 
regulation as well as the management of stocks by an international authority would 
be highly beneficial to both importing and exporting countries.

14.3  Part 2: Farming Energy and Environmental Impacts 
for Food, Feed, and Agrofuel Production

14.3.1  Energy Associated with Farming: A Re-Examination

In the framework of a renewed approach, we propose to examine the energy aspects 
of farming in both of its main destinations: foodstuff production for humans whether 
food or animal feed, and agrofuel production.

The energy context (limited liquid fossil fuel resources) and the necessary reduc-
tion of GHG emissions (to avoid climate disruption), as well as the need for increased 
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agricultural output previously discussed, require clarity in the examination of this issue 
in a framework such that the data and calculations can be easily completed and the 
mistakes or approximations, inevitable in this sort of evaluation, be easily identified.

14.3.1.1  Overview of the Energy Issue: Data and Methods

Data:

Here, we consider three crops only: wheat, sugar beet, and colza which are rela-
tively representative of Generation 1 agrofuel.

For foodstuff production, the crop comprises:

• For wheat: the grain and the straw
• For sugar beet: the sugar, the pulp, and the greens
• For colza: the colza seed and the straw

The quantities relative to by-products are given in dry matter (d.m.) units. For the 
products and by-products (straw, greens, pulp) the per ha mass and energy content 
are presented in the first four lines of Table 14.2.

Agrofuel production (A-F) uses only the grain of wheat, the sugar of sugar beet, 
and the oil of colza. However all the by-products have also to be taken into account.

The sugar from wheat grain, after being transformed into sugar + distiller’s dried 
grain solubles (DDGS), as well as the sugar extracted from sugar beets, is submitted 
to an ethanol-producing fermentation that transforms them into ethanol + CO2 
according to the exothermic reaction:

C H O C H OH CO MJ per kg ethanol6 12 6 2 5 22 2 1 2 + + . .

For colza seed, the transformation consists in pressing the seeds to extract their 
oil with, as final products, the oil and the pressed residue which finds a use as dried 
oilseed cakes.

At this point, we observe that foodstuff production implies the simultaneous pro-
duction of main products: wheat grain, sugar, colza seed, and of by-products (straw 
in the case of wheat or colza, pulp and greens in the case of beets). For the agrofuels 
considered here, the main products are ethanol or oil, the by-products are straw, 
CO2, and DDGS for wheat, pulp, greens, CO2, greens and residues for sugar beet, 
and straw and oil-seed cake for colza, as listed in Table 14.2.

The data concerning masses, in tons/ha are presented in columns 2–4–6 in Table 14.2; 
the energy content of the products is given in toe/ha in columns 3–5–7 of the same table.

Methodology

An evaluation of the energy balance of A-F production will thus have to take into 
consideration all the final products generated as well as all the energy input, first in 
the farming process, then in the transformation of the wheat grain, the sugar, or the 
colza seed into ethanol or oil.
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Note and this is important, that the mass and energy conservation laws require 
that the initial and final states be clearly defined and that the entire output be 
 considered (main products and by-products).

In Table 14.2, we present the mass and energy quantities per ha for each element 
of the crop and the mass and energy balance for the initial and final products of each 

Table 14.2 
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crop. Mass and energy are conserved (disregarding losses that we neglect here). 
The energy associated with the CO2 item in the table is the energy released during 
the exothermic reaction mentioned above that transforms sugars into ethanol. It is 
neglected hereafter.

14.3.1.2  Taking into Account the Energy Content of the Main Products  
and By-Products

The energy balances in the table are evaluated based on the caloric content of each 
of the products as expressed in toe/t or toe/ha. However, it seems obvious that the 
energy contained in the main products does not have the same use value as that of 
the by-products. For example, one MJ of straw does not have the same use value as 
one MJ of wheat grain or one MJ of ethanol. As a consequence, we propose a usable 
energy coefficient, UEC, as follows: UEC = 1.0 for the main products; UEC = 0.7 for 
all the recoverable by-products; UEC = 0.0 for CO2. The value 0.7 for the by- products 
results from a rapid estimate and could be modulated according to the nature of each 
by-product.

Using these conventions, the following per ha quantities can be calculated for 
wheat farming in view of producing agrofuels (A-F).

In the case of wheat farming for A-F, then, we have:
Gross usable energy A-F (toe/ha) = UEC(ethanol)*(EC-ethanol) toe/

ha + UEC(byprod.)*[EC-straw) + EC-DDGS)] toe/ha + UEC (CO2)*(EC-CO2) 
toe/ha = 1.0*1.68 + 0.7*(1.56 + 1.16) = 3.58 toe/ha

Gross usable Energy Gain(A-F) = [Gross usable energy (toe/ha)]/[Input 
E for farming + Input E for agrofuel processing] = [3.58 toe/ha]/
[0.39 + 0.64] = 3.48

Net usable Energy A-F (toe/ha) = [Gross usable energy (toe/ha)] – [Input E 
for farming + Input E for agrofuel processing] = 3.58 – [0.39 + 0.64] = 2.55 toe/ha

Similar quantities have been calculated for the foodstuff production case.

14.3.1.3  Transition from the Production of Agrofuels (A-F) with By-Products 
to the Production of A-F Without By-Products or of By-Products 
Without A-F

Insofar as the by-products resulting from A-F production actually replace animal 
feed farming products, it seems legitimate to consider that for 1 ha of A-F crops, the 
production of ethanol itself, without by-products occupies only a fraction of this 
1 ha surface and, likewise, the production of the by-products occupies only the other 
fraction of this same ha. With the convention that a fraction of the farming area is 
allocated to the sole production of A-F and the remainder of the area to the sole 
production of the by-products, the allotment can be done proportionally to the 
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usable energy content of the A-F and the by-products. Then, for 1 ha of wheat, this 
leads to attributing 0.47 ha to the production of 1.68 toe of ethanol and 0.53 ha to 
the production of all the by-products. The energy input associated with farming and 
with the transformation of the main crop into A-F is allocated on the same basis, 
thus also for GHG emissions. This leads to the following values in ha/toe-etha: 
0.47/1.68 = 0.28 ha/toe-etha. The same type of calculations gives 0.18 ha/toe-etha 
for sugar beet, 0.40 ha/toe-oil for colza oil.

Allotment of 1 ha wheat to the production of ethanol

This fraction is given by:
UEC(etha)*(EC-ethanol in toe/ha) divided by (UEC(etha)*(EC-ethanol) 

toe/ha + UEC (by-prod.)*[EC-straw) + EC-DDGS)] toe/ha = 1.0*1.68/(1*1.68  
+ 0.7*(1.56 + 1.16) = 0.47 ha

14.3.1.4 Analysis and Lessons of the Energy Balance

From Table 14.2, it appears that the gross usable energy gain is always large for 
foodstuff farming (wheat: 10; sugar beet: 15; colza: 5.8). As expected, agrofuel 
farming is characterized by much lower gross usable energy gain values (wheat: 
3.5; beet: 3.2; colza: 4.6). Indeed, a large amount of energy (with UEC = 1) is spent 
in the transformation of wheat grain or sugar into ethanol + CO2 + residues. 
Moreover, the usable value of the residues has been considered to be only 70 % of 
the full energy content.

The Worldwide Energy Impact of Foodstuff Farming

The energy consumed by worldwide foodstuff farming can be evaluated from the 
energy balance of 9 tons of wheat grain (Table 14.2), assuming that wheat farming 
is representative of the 2.6 Gton (Table 14.1) of foodstuff output (cereals, sugar, oil).

This worldwide energy consumption (foodstuff farming) is computed as 
follows:

Worldwide energy cost = (worldwide mass production (Table 14.1))*(Energy 
cost of farming/ha)/(mass/ha) = 2.6 Gton*(0.39 toe/ha)/(9 ton/ha) = 0.11 Gtoe
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The worldwide energy cost for agrofoodstuff production is 0.11 Gtoe or 1.1 % of 
current total world annual energy consumption and 1.25 % of the 9 Gtoe of current 
fossil energy annual consumption (ADEME DIREM 2002). Similarly, the usable 
energy content of the crops including their by-products can be evaluated at approxi-
mately 1.2 Gtoe. The gross energy gain is more than 10, thanks to the solar energy.

The Energy Balance and Energy Yield of Agrofuel Farming

We recall (cf. Sect. 14.3.1.3) that, in order to take into account the associated by- 
products, we have assigned to ethanol or oil A-F farming the following areas per toe 
of ethanol or oil produced:

Wheat → 0.28 ha/toe-etha;
Sugar Beet → 0.18 ha/toe-etha;
Colza-oil → 0.40 ha/toe-oil.

This translates to the following output:
3.6 toe-etha/ha = 1/0.28 without by-products for the wheat sector, 5.6 toe-etha/ha 

without by-products for the beet sector, and 2.5 toe-oil/ha without by-products for 
the colza sector.

These relatively high values take into account the fact that the production of 
agrofuels implies that of by-products (DDGS, oilseed cake, straw, pulp, etc.) that 
can be used as animal feed, thus as substitutes to dedicated animal feed crops.

Evaluation of the Area Needed to Produce Agrofuel Yielding Gross 0.5 Gtoe

This value, 0.5 Gtoe of gross energy obtained from agrofuel, is often put forward. 
If we take as mean gross yield 4 toe/ha for all agrofuels, the surface needed is 0.5 
Gtoe/4toe/ha = 125 million ha. The surface currently farmed worldwide is 865 
Mha and should reach approximately (865 Mha*1.3) or 1,130 Mha in 2050. The 
surface dedicated to agrofuels would then be slightly larger than 10 % of total 
farmed surfaces. We can note that the 0.5 Gtoe covers twice the energy needed for 
farming at the world level and can be considered as a strategic production.

Improvement Potential for the Agrofuel Sector

The aim of the agrofuel sector is to maximize the energy provided by ethanol or oil 
production. Considering that in a farming–harvest–agrofuel transformation cycle, it 
is possible to use energies from sources other than petroleum or gas for all the sta-
tionary processes, the net energy yield in the form of liquid fuels can be signifi-
cantly improved (by about 25 %).
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Second Generation Agrofuels

This sector is in the development and optimization stages with ongoing basic research 
and process definition. However, we do not anticipate a radical change of the situation. 
Indeed, the cost of the energy input for the crop and for the transformation of the cellu-
lose matter into liquid agrofuel will probably be as large as it is for wheat, for example. 
The contribution of second-generation agrofuels will be, rather, to enable the use of land 
that is not adequate for foodstuff farming, or to allow making use of the whole plant for 
A-F production. Finally, it remains to be seen how the production of these second-
generation agrofuels can, in practice, be deployed in view of a significant output in 
economically viable conditions. However, the use of fertilizer will remain necessary.

14.3.2  Environmental Impact of Foodstuff and Agrofuel Farming

14.3.2.1 GHG Emissions Balances: Overview

The balances of CO2 emissions are presented relative to one ha farmed land with the 
reference outputs defined above. They take into account the CO2 emitted by the 
energies consumed, assuming that the primary energies used in the farming process 
as well as for the production of ethanol or oil are fossil energies (petroleum-like) 
implying CO2 emissions. The N2O emissions are also taken into account and the 
emission values used are those of the IPCC publications; other GHG emissions 
(methane and other gases) are not taken into account. The CO2 emitted in the course 
of ethanol production is calculated in reference to 1 ha of wheat crop. The GHG 
emitted by the farming phase and by the transformation of the grain into ethanol + DDGS 
phase is allocated to ethanol proportionally to its energy content relative to the total 
energy content (ethanol and by-products). The quantity of GHG emissions avoided, 
then, is evaluated as the difference between the GHG emitted by the production and 
subsequent use of one toe ethanol and GHG that would have been emitted by the 
consumption of one toe petroleum-like fossil fuel. See the evaluation of GHG emis-
sions avoided in the box at the end of Part 2.

14.3.2.2 Wheat Foodstuff Production: GHG Balance

For the wheat foodstuff production sector, the GHG emissions include those per-
taining to fossil energies consumed by mechanized farming and the production of 
inputs (0.39 toe/ha) or 0.39 toe/ha*12/14 = 0.334 teqC/ha (this ratio 12/14 comes 
from the mass balance of the combustion equation of a typical CnH2n hydrocarbon). 
N2O emissions are estimated (ADEME DIREM 2002) at 0.5 teqC/ha. This gives 
a total of 0.834 teqC/ha for the production of 9 tons of wheat and 4 tons of straw. 
As a result, the worldwide emissions, in teqC/ha, for the production of 2.6 billion 
tons of cereal, sugar, and oil are 0.834*2.6 · 109/9 t = 0.24 GteqC representing 3 % of 
the 10 GteqC (Jancovici 2010) currently emitted annually worldwide.
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14.3.2.3 Wheat-Based Agrofuel Production: GHG Balance

For the sector of agrofuel production from wheat, the per ha GHG emissions are larger 
because the contribution of the transformation of the crop (wheat grain, sugar, or colza 
seed) to ethanol or oil has to be added in. For standard agrofuels, we assume a mean 
output of 4 toe-etha or oil/ha and net GHG emissions avoided amounting to 0.5 teqC 
per toe ethanol or oil taking into account the use of by-products. (See the evaluation 
of GHG emissions avoided in the box at the end of Part 2.) For a gross agrofuel pro-
duction of 0.5 Gtoe this would represent 0.25 GteqC of GHG emissions avoided, or 
around 2.5 % of the approximately 10 GteqC/year currently emitted worldwide.

We conclude, then, that the reduction of GHG emissions obtained through agro-
fuel production is not significant on a worldwide scale and cannot seriously be put 
forward as a justification for agrofuel production.

14.3.2.4 Potential Improvements

It is, however, possible to improve the GHG emissions balance, for example, by 
reducing N2O emissions and using non-GHG emitting energy resources for the pro-
duction of farming inputs or the transformation of wheat grain into ethanol, pro-
cesses that are executed in stationary locations where carbon-free energy sources 
can be used (heat and CO2 free electric energy produced from renewable energies or 
nuclear plants, or from coal-fired plants with CO2 capture and storage).

14.3.2.5  What Would the Price of Petroleum Have to Be for Agrofuels 
to Become Economically Competitive?

A very simplified estimation can be obtained by considering the following situation. 
A manufacturer purchases 9 tons of wheat at a price Pwheat/t of $100–$200 per ton; 
he purchases the energy required for the transformation of this wheat into ethanol at 
a price 0.7 Ppetroleum/toe. (He can use energies of lower prices than petroleum, such as 
coal, gas, or other sources). He sells his ethanol production (in toe) at the price of 
petroleum, Ppetroleum/toe; he also sells the byproducts (DDGS) at 0.5 Pwheat/t. We 
assume that the margin between the products sold and the cost of the inputs (wheat, 
energy purchased for the transformation) is 1.3 times the total purchases in order to 
cover the investment amortization and the factory operation cost.

We start from the translation of our hypotheses as
1.3*(cost for buying wheat + cost for buying energy for the transformation 

of wheat into ethanol) = selling price of ethanol + selling price of by-products, 
we get:

(Pwheat/t*9 t + 0.7*Ppetroleum/toe*0.64toe)*1.3 = 1.68toe-eth*Ppetroleum/toe 
+3.85 t-DDGS*0.5 Pwheat/t.

Solving this equation, gives
Ppetroleum/toe = 8.9 Pwheat/t or Ppetroleum/barrel = 1.27 Pwheat/t, with 1 toe = 7 barrels
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According to this estimate, the price of petroleum must be at $254 per barrel for 
wheat at $200/t, $190/barrel for wheat at $150/t, and $127/barrel for wheat at 
$100/t. This gives, then, an estimate of the price of petroleum for which agrofuel 
production can start to become economically competitive, in the absence of a car-
bon tax on petroleum. Wheat and petroleum price volatility prevents further prog-
ress in this analysis. For the time being, the per barrel price of petroleum has 
constantly been less than the per ton price of wheat so that agrofuel production, 
where developed, has to be supported by a system of public subsidy. The competi-
tion between foodstuff and agrofuel farming will begin when the per barrel price of 
petroleum reaches approximately $165 provided the price of wheat remains at 
$130/t. Taking into account a carbon tax of 50$ per ton of CO2, lowers this estima-
tion by about 20$/barrel.

14.3.3  Conclusion of Part 2: Farming, Energy, Environmental 
Impacts for Food, Feed, and Agrofuel Production

The analysis of the energy aspects of farming and of its environmental impact can 
thus be summarized very simply:

• Foodstuff farming produces energy in the form of food or animal feed with an 
overall output of 1.2 Gtoe while consuming about 0.1 Gtoe.

• The gross energy produced by agrofuel farming amounts to roughly 4 toe/ha 
(without the by-products). The production of 0.5 Gtoe worldwide in 2050 would 
occupy about 10 % of the total surface farmed in 2050.

• The favorable balance for GHG emissions (excluding methane) obtained for agro-
fuel production is such that its impact on global GHG emissions is marginal as 
compared to the other global emissions, even if those are divided by 2 by 2050.

Because of their overall importance, however, particular attention must be placed 
on the reduction of methane emissions, in particular in the areas of rice farming, 
cattle raising, fossil energy handling, biomass decay, and so on.

The competition between foodstuff and agrofuel farming would become ines-
capable if the price of fossil energies were to rise significantly while agricultural 
prices remained stable. But, in Part 3, we demonstrate that other arguments show 
this occurrence is not as imminent as it may appear.

14.3.3.1 Remark on the Subject of Deforestation by Fire

The GHG emissions due to deforestation by fire should not be attributed to agricul-
ture. There is no rational argument for that although it is frequently done. Admittedly, 
it is an ancestral practice, but it is no longer acceptable in a context where GHG 
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Evaluation of GHG Emissions Avoided by A-F Production (ADEME 
DIREM 2002)

We present here the evaluation of GHG emissions that are avoided thanks 
to the production and use of ethanol as a replacement of fossil energies 
(wheat–ethanol sector). Note that, after ethanol combustion, all of the CO2 
taken from the atmosphere and allocated to ethanol has been re-emitted to the 
atmosphere.

We use the values of Table 14.2 and following conventions.
Em = Emissions,
Eetha or Eby-products = Energy content in ethanol or byproducts in toe,
1 toe-etha = quantity of ethanol equivalent to 1 toe,
1 teqC = 1 ton (CO2) * 12/44,
UEC are usable energy coefficient.
The share of emission between ethanol and by-product is taken into 

account.
The balance of GHG emissions allocated to ethanol in teqC after the etha-

nol has been consumed, is, for one ha of wheat, in teqC/ha:
Em-etha (teqC/ha) for farming = [Einvested (toe/ha) * 12/14 (teqC/

toe) + 0.25 teqC/ha (N2O)] * (Eetha (toe/ha)/(Eetha + UEC*Eby-products), 
giving:

Em-etha (teqC/ha) for farming = (0.39*12/14 + 0.25) * 1.68/[1.68 + 0.7* 
(1.56 + 1.16)] = 0.274 teqC/ha.

Concerning the emission for grain transformation into ethanol, we get:
Em-etha (teqC/ha) for grain to ethanol transformation = (0.64*12/14) * 

1.68/(1.68 + 0.7*1.16) = 0.370 teqC/ha**
**Here, the emission is allocated to ethanol and DDGS.
In conclusion
Em (teqC/ha) total = 0.274 teqC + 0.370 teqC = 0.644 teqC/ha or 0.383 

teqC/toe ethanol taking into account the 1.68 toe-eth/ha energy output.
Because one toe-ethanol avoids the consumption of one fossil toe, the CO2 

balance for the production of one toe-ethanol as a substitute for one fossil toe is:
0.383 teqC/toe-eth – 12/14*1 teqC/toe = −0.474 teqC/toe-eth
The same evaluation for the beet–ethanol or colza–oil sectors gives balances 

close to −0.5 teqC/toe-eth or toe-oil.
The accuracy of the numbers above is to let the reader verify the calcula-

tion details. The real precision of this evaluation is on the order of 10–20 %.

emissions must be reduced. Burn deforestation must be detected and prevented 
without mercy and without delay. Deforestation with the sensible use of the harvested 
wood falling within the competence of governments is another story and a more 
complex one to decide.
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14.4  Part 3: The Triple A Issue from Now to 2050, 
Agriculture, Alimentation Needs, Agrofuels

Questions and Answers about the Situation of Alimentation in the World from 2010 
to 2050:

Question A: Can agriculture decently feed nine billion human beings in 2050?

Today, the state of agriculture is one of potential overproduction and the significant 
fluctuations observed are not due to insufficient mean production but to structural 
causes and a lack of collective market organization at the world level that would 
help cope with these fluctuations. Structural causes can be identified as: no stocks 
that can be readily called upon, large production fluctuations and long natural time 
delays for the adjustment of production to demand, inelasticity and urgency of the 
demand, and all these combined with a small exchange volume.

In Part 1, we have observed that, over long time periods, production adjusts to 
demand with an overall output growth of 1.5 %/year over 50 years. We also saw that 
the price of wheat has decreased by a factor of 3 since 1970 in constant dollars. 
Today, its “normal” price is approximately $150/ton.

From now to 2050, the demand for foodstuffs should increase at the rate of 
1.5 %/year to reach, in 2050, 1.8 times the production today. Can this demand be 
met? The target seems accessible (Mazoyer 2008) thanks to the combination of 
increased farmed surfaces and increased mean per ha yield by a factor 0.75 %/year, 
extrapolating past and present progress of agricultural yields. This implies an 
approximate 34 % increase of farmed surfaces and of mean yields within 40 years.

It is difficult to reply to the question with definite arguments because of the large 
uncertainties, in particular concerning the impact of global warming on agricultural 
output. We must certainly not exclude the possibility that the supply–demand bal-
ance in 2050 could be much tighter than today and that it could be necessary:

• To revise the share of food production versus that of animal feed, as this appears 
to be an important adjustment factor (See Part 1)

• To implement stricter handling of food crops in order to avoid waste and loss of 
resources

Finally, a progressive stabilization of the world population, whether natural or 
encouraged, can be hoped for, and thought possible by the 2050s.

Question B: Can agriculture (agrofood and/or agrofuel) play a significant role in 
the reduction by a factor of two of GHG emissions and in the supply of liquid fuels 
for transportation and nonstationary mechanization by 2050?

Regarding GHG emissions, the impact of agriculture on CO2 emissions is quite small 
even if N2O emissions are taken into account. The emissions avoided thanks to agro-
fuels can play only a marginal role in the reduction by a factor of two of overall 
worldwide GHG emissions. We have considered the production of 0.5 Gtoe of agro-
fuels in 2050. According to the energy mix proposed in Bouneau et al. (2009), an 
energy mix that meets the reduction by a factor of two of GHG emissions, the use of 
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CO2 emitting fossil energies is limited to 4.2 Gtoe. In such a mix, the contribution of 
0.5 Gtoe would introduce some leeway and partial but appreciable energy self-suffi-
ciency for those countries with large agricultural production and no fossil resources.

Question C: Would a competition between alimentation and agrofuel productions be 
threatening?

As we have seen, the competition with A-F production would become threatening only 
if the price of petroleum were to climb to $150–$200 per barrel, a price that is higher 
than the cost of producing liquid fuel from coal. Another point tends to show that this 
competition does not threaten: only 15 % of the world agricultural production partici-
pates in international exchanges, implying that 85 % of the production is auto-con-
sumed in the producing countries. As a consequence, it is hard to think probable a 
situation in which these countries would let this competition develop at the expense of 
food production for their own population (Americas, Europe, Pacific region, Asia, 
North Africa). For the food importing countries, the situation could be harder to antici-
pate but we should keep in mind the fact that total overall value of food imports amounts 
to less than 15 % of world production and that the volume of food imports is even less. 
Regarding the countries whose alimentary autonomy is insufficient, a suitable interna-
tional organization should be able to fill the need without insurmountable difficulties.

Still, it is mandatory that the responsibility for the alimentation of populations 
clearly remains in the hands of the states and that an uncontrolled globalization of 
exchanges susceptible to threatening this responsibility peculiar to each state, and 
the United Nations on the international level, be prevented.

Question D: Hunger in the world; how extensive is it, what determinants, what 
remedies?

This issue is the object of rather alarmist communication that can jeopardize the 
setting up of efficient solutions to this problem, which pertains to ethics. In its com-
munication (FAO 2009) stating that one billion human beings suffer from hunger, 
the FAO could have also mentioned that 600 million of these live in Southern Asia 
(China, India, etc.) a part of the world that is not, for the most part, within the sphere 
of international food supply solidarity and, indeed, does not ask for international 
assistance to cope with the problem. In fact, 300 million persons who live mostly in 
Africa are, de facto, within the sphere of this international solidarity. The quantity 
of cereals that has to be delivered to these 300 million persons can be evaluated at 
30 million tons, representing a material cost (at $150/t) that amounts to 5 billion 
dollars. This can be compared with the French, US, and world GDPs (2,000, 15,000, 
and 63,000 billion dollars). These orders of magnitude demonstrate that this issue 
can be settled if the international community so desires.

From these remarks, it appears that the problem, today, can be quantitatively and 
economically solved at the international scale provided this aid is organized effi-
ciently. To diminish the impact and the frequency of recurring famines, we mention 
again the recent recommendation issued by the FAO to focus aid to these countries 
on farming mechanization and the use of inputs in order to attain economically 
viable farming conditions and, as a consequence, to increase their production poten-
tial and alimentary self-sufficiency (FAO 2009).
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Question E: Is the development of agricultural production compatible with the 
conservation of biodiversity and the environment?

Regarding the environmental impact of agriculture beyond GHG emissions, research 
work should be undertaken on the pollution due to nitrates and certain plant protec-
tion products. For nitrates from intensive livestock breeding, there is the beginning 
of a solution in some regions that consists in transporting the manure to intensive 
and large-scale farming areas, where it can be used as fertilizer at low doses on these 
large areas. A rational analysis should be made on the N2O emissions coming from 
fertilizer taking into account the new way to distribute nitrogen fertilizer.

Regarding biodiversity, we hold that the safeguard of sufficient biodiversity com-
patible with human alimentation is possible. Without being an expert in this field, 
one can wonder if the zones dedicated to the creation of biodiversity would not 
profit from better organization rather than attempting, at all costs, to reserve small, 
dispersed, unchanged areas for this function. For the large geographic zones of 
Africa, the Americas, and Asia that prove to be sanctuaries for this role of conserva-
tion and development of biodiversity, it seems obvious that international solidarity 
must come into play. Financial compensation must be implemented in favor of the 
host countries concerned, a compensation dedicated to the protection of these sanc-
tuaries, and to compensation for the loss of earnings as compared to the income that 
would have been obtained from farming in the same zones.

14.5  Conclusion

This analysis of the triple A issue (agriculture, alimentary needs, agrofuels) has 
allowed us to explicate, quantify, and rationalize our assessment of the stakes con-
cerning human alimentation during the next four decades on a world scale.

• It appears that agriculture can, indeed, satisfy humanity’s alimentation needs in 
spite of an expected worldwide increase of the demand by a factor 1.7–2, through 
the combined increase of farmed surfaces and mean yields.

• Agricultural production of foodstuffs and agrofuels has only a marginal impact 
on the mandatory reduction of GHG emissions. Some relative improvements 
can, however, be obtained.

• The chances that agrofuel production may become economically competitive are 
small in the short term and its competition with food production does not seem to 
really threaten. Still, the large countries that enjoy plentiful agricultural production 
could subsidize agrofuel production as a strategic improvement of their energy 
autonomy with respect to liquid fuels. The price of imported foods could then 
increase. Logical countermeasures would be to assist those countries that are regular 
food importers in improving their alimentary autonomy by increasing the produc-
tivity of their own agriculture and to implement market regulation by an interna-
tional organization. We have considered that the production of a gross 0.5 Gtoe of 
agrofuels could be envisioned, covering 10 % of the surfaces farmed in 2050.
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• The objectives concerning the conservation of biodiversity could be reasonably 
achieved, but it is true that the necessary increase of agricultural productions 
does not make the task any easier. It appears that the solution of the problem of 
biodiversity conservation will not be simple if the only action considered is to 
maintain the already existing zones.

• The volatility of agricultural product prices, in particular of those that are 
intended for human alimentation is a fatality only insofar as the international 
community continues to consider that the free market can “naturally” optimize 
the adaptation of supply to demand. On the contrary, supply is subject to various 
hazards, in particular related to the climate, so that it cannot be rapidly adjusted 
whereas the demand is always, or almost always, urgent. For agricultural food-
stuffs, clearly, regulation under the responsibility of an international organism is 
mandatory.

• Aid focused on re-establishing alimentary self-sufficiency in countries that suf-
fer periodically from hunger should be considered by such an international gov-
ernance body and it should take action without delay. Similarly, an increased and 
formalized awareness of the responsibility of governments in providing an ade-
quate food supply to their population should be enforced.

More generally, it can be hoped that the international community will remain 
vigilant as to the triple A issue, in particular regarding human alimentation. But 
there is no reason to dramatize and excessive alarm could well serve only to amplify 
the instabilities and thus encourage speculation. The triple A issue continues to be 
an important one from an ethical point of view for all humanity which is, in addi-
tion, confronted by new constraints whose economical weight is far beyond that of 
alimentation (reduction by a factor of two of GHG emissions, imperative energy 
mix transformation, doubling of global energy consumption, and regulation of the 
financial markets). Trade globalization is probably irreversible but it appears that 
agriculture and human alimentation cannot be managed in an efficient, responsible, 
and ethical manner without appropriate regulation.

How pertinent is it to build up agrofuel production in terms of a partial solution to energy 
self-sufficiency, in terms of the reduction of GHG emissions, in terms of its impact on meet-
ing humanity’s alimentation needs?

The development of the agrofuel sector as a partial response to energy self- 
sufficiency seems legitimate and the major large-scale farming countries do seem to 
be determined to encourage this approach, even if economic profitability is not proven. 
In terms of the reduction of GHG emissions, their impact seems too marginal for this to 
serve as a relevant argument. In terms of their impact on human alimentation, the fact 
that the economic profitability of first generation A-F is not really obvious for the 
coming decades should limit the risk. Moreover, it seems unlikely, even unthinkable, 
that sufficient human alimentation would not be guaranteed by those states that are 
self-sufficient or even export alimentary products, and by an international organiza-
tion for the countries that would continue structurally to depend on imports.

The crux of the matter is—and remains—to see to it that human alimentation 
needs are satisfied from now to 2050. This will be possible only through the imple-
mentation of a strong international organization that ensures this priority is 
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respected. There must be at least one exception to the generalization of the free 
market for international exchanges and that concerns those products that have to do 
with human alimentation.

We have attempted a new approach to this alarming issue, the satisfaction of 
human alimentation needs in a context of scarcity of easy-to-use energies, manda-
tory reduction of GHG emissions, potential competition with agrofuel production, 
running astray of generalized free-trade where the responsibility for the satisfac-
tion of human alimentation needs could be relinquished by the governments of 
some states.

The present analysis of the agriculture, alimentation needs, and agrofuels has 
been conducted on a world scale on a quantitative basis; it aimed at a better under-
standing and appreciation of the stakes, at putting fears in perspective, and at con-
sidering solutions that are within the reach of the international community. But we 
should remain vigilant and continue “to arm ourselves in thought” (Büchner 1834) 
because the situation of human alimentation in the 2050s will probably be quantita-
tively tight in some states, and hard to manage on an international scale.
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