Chapter 28

Enhancing Document Clustering
Using Reweighting Terms Based
on Semantic Features

Sun Park, Jin Gwan Park, Min A Jeong, Jong Geun Jeong,
Yeonwoo Lee and Seong Ro Lee

Abstract This paper proposes a new document clustering method using the
reweighted term based on semantic features for enhancing document clustering.
The proposed method uses document samples of cluster by user to reduce the
semantic gap between the user’s requirement and clustering results by machine.
The method can enhance the document clustering because it uses the reweighted
term which can well represent an inherent structure of document set relevant to a
user’s requirement. The experimental results demonstrate that the proposed
method achieves better performance than related document clustering methods.
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28.1 Introduction

Traditional document clustering methods are based on bag of words (BOW)
model, which represents documents with features such as weighted term fre-
quencies (i.e., vector model). However, these methods ignore semantic relation-
ship between the terms within a document set. The clustering performance of the
BOW model is dependent on a distance measure of document pairs. But the
distance measure cannot reflect the real distance between two documents because
the documents are composed of the high dimension terms with relation to the
complicated document topics. In addition, the results of clustering documents are
influenced by the properties of documents or the desired cluster forms by user [1].
Recently, to overcome the problems of the vector model-based document clus-
tering, knowledge based approaches are applied.

Knowledge based approaches can be either internal knowledge based or
external knowledge based document clustering. Internal knowledge-based docu-
ment clustering uses the inherent structure of the document set by means of a
factorization technique [1-11]. These methods have been studied intensively and
although they have many advantages, the successful construction of a semantic
features from the original document set remains limited regarding the organization
of very different documents or the composition of similar documents [1, 12]. This
limitation becomes the cause of semantic gap between user’s requirement and
results of document clustering. External knowledge-based document clustering
exploits the constructed term ontology from external knowledge database with
regard to ontology as WordNet and Wikipedia [1-3].

In order to enhance the internal knowledge-based approaches, this paper pro-
poses a document clustering method that uses the reweighted terms by semantic
features of NMF and the selected sample document of cluster by user. The pro-
posed method has the following advantages: First, the selected document samples
by user can reduce the semantic gap between the user’s goal and the clustered
document by machine. Second, the reweighted terms based on the selected doc-
ument and the semantic features of document set well represents the document
cluster. Finally, the clustering method using the reweighted terms can enhance the
performance of document clustering.

28.2 Related Works
28.2.1 Document Clustering

The factorization techniques for internal knowledge-based document clustering
including non-negative matrix factorization (NMF) [4], concept factorization (CF)
[5], adaptive subspace iteration (ASI) [6], and clustering with local and global
regularization (CLGR) [7] have been proposed. Xu et al. proposed a document
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partitioning method based on the Non-negative Matrix Factorization (NMF) of the
given document corpus [4]. Xu and Gong proposed a data clustering method which
models each cluster as a linear combination of the data points and each data point
as a linear combination of the cluster centers by concept factorization (CF) [5]. Li
et al. proposed a document clustering algorithm Adaptive Subspace Iteration (ASI)
via explicitly modeling the subspace structure associated with each cluster [6].
Wang and Zhang proposed the document clustering with Local and Global Reg-
ularization (CLGR). This method uses a local label predictors and a global label
smoothness regularizer [7]. Park et al. proposed a document clustering methods
which use non-negative matrix factorization and cluster refinement, weighted
semantic features and cluster similarity, Latent Semantic Analysis (LSA) and
fuzzy association, and NMF and fuzzy relationship without synonyms [8—11].

28.2.2 Non-negative Matrix Factorization

This section reviews NMF theory with algorithm. In this paper, we define the
matrix notation as follows: Let X+; be j’th column vector of matrix X, X;+ be i’th
row vector, and X; be the element of i’th row and j’th column. NMF is to
decompose a given m X n matrix A into a non-negative semantic feature matrix
W and a non-negative semantic variable matrix H as shown in Eq. (28.1) [12].

A~ WH (28.1)

where W is a m x r non-negative matrix and H is a r X n non-negative matrix.
Usually r is chosen to be smaller than m or n, so that the total sizes of W and H are
smaller than that of the original matrix A.

The objective function is used minimizing the Euclidean distance between each
column of A and its’ approximation A = WH, which was proposed by Lee and
Seung [12]. As an objective function, the Frobenius norm is used:

2
Op(W,H)=|A-WH|;=> > (A,-j -3 W,-IHU> (28.2)
=1

i=1 j=I

Updating W and H is kept until ®g(W,H) converges under the predefined
threshold or exceeds the number of repetition. The update rules are as follows:

wTA Ty
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28.3 The Proposed Method

This paper proposes a document clustering method using reweighting term based
on semantic feature and estimation of term weighting. The proposed method
consists of two phases: reweighting term and clustering document. In the sub-
section below, each phase is explained in full.

28.3.1 Reweighting Term

This section calculates term weighting with respect to the topics of the document
clusters using semantic features of NMF and the selected sample documents rel-
ative to the cluster by user. The reweighted terms can well explain the topic of
cluster that is derived from semantic feature of cluster structure by the estimation
of term weighting.

The method of reweighting term is described as follows. First, let the number of
cluster be set (it also can use to set the number of semantic feature » with con-
nection to NMF), and then the sample documents regarding the clusters are
selected by user. Second, preprocessing is performed (i.e., Rijsbergen’s stop words
list is used to remove all stop words, and word stemming is removed using Porter’s
stemming algorithm [13, 14]. Then, the term document frequency matrixes are
constructed from the selected sample documents and document set.). Finally, the
reweighting term g is calculated by using Eq. (28.4). However, we cannot
directly calculate a new weight of a’th term. In order to solve this limitation, this
paper proposes the Eq. (28.5), which it calculates the average weight of a’th row
vector with regard to semantic features of document set by NMF a corresponding
a’th term of the selected sample document .

8" = 84" + Aga (28.4)

where g is a new weight of a’th term, g2 is a weight of a’th term (i.e., initial

value is 1.), Ag, is variance in average weight of a’th row vector that is derived
from Eq. (28.5).

n

Ag. = E(Ag)) = %ZAgi = %Z%ZAH,(,»WQ,( (28.5)

i=1 i=1 " kel

where E() is variance, Ag, is an average weight of a’th term and i’th document,
n is the number of document in the document set, A,; is a term frequency of a’th
term and i’th document, /; is term set k with respect to i’th variable column vector
H.; of document set corresponding AH); # 0, AH); is variance in average of
variable element of k’th term and i’th selected sample document.

Equation (28.6) is weight matrix G of reweighting term by using Eq. (28.4).
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g 0 - 0
0 g - 0

G=|. 7 (28.6)
0O 0 0 g,

new

where, if the a’th element of weight matrix G exists g
of A, the element values is g;" otherwise 1.

a corresponding a’th term

28.3.2 Clustering Document

This section presents the clustering document using k means clustering method and
reweighting terms of document set. The reweighting terms are calculated by using
Eq. (28.7).

A=GA (28.7)

where A is reweighting term document frequency matrix, G is weight matrix, A is
term document frequency matrix with relation to document set.

The k mean algorithm takes the input parameter, k, and partitions a set of n
objects into k clusters so that the resulting intra-cluster similarity is high but inter-
cluster similarity is low [13, 14]. In this paper, we use cosine similarity for cluster
distance measure with association to k means as Eq. (28.8)

dist(A, ,A.,) = 1 — csim(A,,,A,,) (28.8)

ot Z, 1Ata X Atb
\/Zm A2 \/ZT:IA?b

where A*“ and A*b are a’th and b’th column vectors of reweighting term document

csim( A

(28.9)

frequency matrix A, respectively. These vectors have non-negative values so that
are 0 <csim() < and 0 <dist() <O0.

28.4 Experiments and Evaluation

This paper uses 20 Newsgroups data set for performance evaluation [15]. To
evaluate the proposed method, mixed documents were randomly chosen from the
20 Newsgroups documents. Normalized mutual information metric used to mea-
sure the document clustering performance [1-11].

Normalized mutual information metric MI as used to measure the document
clustering performance [1-11]. To measure the similarity between the two sets of
document clusters C = {c;, ¢»,..., cx} and C' = {¢';, ¢/5,..., 'k}, the following
mutual information metric MI(C,C’) was used:
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pleic))
MI(C,C) = plenc!) - logy )
CiE;‘;jl'ec/ j ’ (ci) p(CJ/)

(28.10)
where p(c;) and p(c’;) denote the probabilities that a document arbitrarily selected
from the corpus belongs to ¢; and ¢}, respectively, and p(c;,c’;) denotes the joint
probability that the selected document simultaneously belongs to ci as well as ¢’;.
MI(C,C') takes values between zero and max(H(C),H(C')), where H(C) and H(C")
are the entropies of C and C’, respectively. The metric does not need to locate the
corresponding counterpart in C’, and the value is maintained for all permutations.
The normalized metric, MI, which takes values between zero and one, was used as
shown in Eq. (28.11) [1-11]:

Mi(C,C')

MI(C,C') = max(H(C),H(C"))’

(28.11)

The cluster numbers for the evaluation method are set by ranging from 2 to 10.
For each given cluster number K, 50 experiments were performed on different
randomly chosen clusters, and the final performance values averaged the values
obtained from running experiments.

In this paper, the eight different document clustering methods are implemented
as Fig. 28.1. The RT, KM, NMF, CF, ASI, CLGR, FPCA, and RNMF methods are
document clustering methods based on internal knowledge. The TR denotes the
proposed method described within this paper. The KM is a document clustering
using k means method based on a traditional partitioning clustering technique
[13, 14]. NMF denotes Xu’s method using non-negative matrix factorization [4].
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Fig. 28.1 The evaluation results with respect to the average normalized mutual information of
clustering methods
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CF denotes Xu and Gong’s method using concept factorization which models each
cluster as a linear combination of the data points and each data point as a linear
combination of the cluster centers [5]. ASI is Li’s method using adaptive subspace
iteration [6]. Lastly, CLGR denotes Wang’s method using local and global reg-
ularization [7]. FPCA is the previously proposed method using principal compo-
nent analysis (PCA) and fuzzy relationship [10], and RNMF is the method
proposed previously using NMF and cluster refinement [11].

As seen in Fig. 28.1, the average normalized metric of RT is 20.8 % higher
than that of KM, 17.58 % higher than that of NMF, 14.48 % higher than that of
CF, 12.88 % higher than that of ASI, 7.74 % higher than that of CLGR, 5.06 %
higher than that of FPCA, and 2.44 % higher than that of RNMF.

28.5 Conclusion

This paper presents a document clustering method using the reweighted term based
on semantic features for enhancing document clustering. The proposed method
uses document samples of cluster by user to reduce the semantic gap between the
user’s requirement and clustering results by machine. The method can enhance the
document clustering because it uses the reweighted term which can well represent
an inherent structure of document set relevant to a user’s requirement. It was
demonstrated that the normalized mutual information is higher than the internal
knowledge based clustering methods for 20 Newsgroups data set using the pro-
posed method.
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