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Preface

This volume comprises papers presented at the 2012 edition of the “Crystallography
of Molecular Biology” series. These are part of a wide-ranging set of crystallogra-
phy courses held since 1974 in the hilltop town of Erice, Italy, in the Ettore Majorana
Centre for Scientific Culture, based in several old monasteries. The series of courses
is renowned for bringing leaders in the field of macromolecular crystallography
together with highly motivated students, in a beautiful and intimate location. The
warm and informal atmosphere of Erice encourages a level of interaction that was
rewarded, this year, by the determination of at least three new structures during
the school.

Lecturers were chosen from world leaders in the field of structural biology,
and all made great efforts to present cutting-edge science at a level accessible
to participants with limited experience. Jane Richardson opened the meeting by
reminding everyone that structure validation is a continuous process of quality
control that should play a role in every step of structure determination, not just
at the end.

Structure determination starts with protein production, and Stephen Kent showed
how it is possible to synthesize proteins chemically, which opens the door to exciting
new approaches such as crystallization from racemic mixtures of the protein and
its mirror image. Todd Yeates discussed how crystallization can go wrong with
pathologies such as twinning and lattice translocation disorders. Growing crystals
is especially difficult for membrane proteins, and Martin Caffrey showed how the
special properties of lipidic mesophases make them particularly useful, as well as
how the resulting crystal structures give important insights into biology.

Collecting good data from a hard-won crystal is not necessarily straightforward.
Sean McSweeney showed how to find the best crystals, or even the best parts
of the best crystals, and how to merge compatible data from multiple crystals.
Kay Diederichs suggested an approach to answering the perpetual thorny question
about how to choose a resolution limit for a data set. Elspeth Garman explained
why radiation damage limits how much can be collected from one crystal, as well
as ways in which the severity of radiation damage might be reduced. Radiation
damage depends in large part on the elemental composition of the crystal, and
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Elspeth also showed how the technique of microPIXE can be used to determine
elemental composition for this and other purposes. Tatiana Petrova presented
some case studies showing the physical consequences of radiation damage on the
proteins inside crystals. Dominika Borek showed that, to a great extent, careful data
processing can ameliorate the effect of radiation damage on the data.

As the Protein Data Bank expands, fewer truly novel structures are determined
so the majority can be solved using the molecular replacement method. Randy Read
showed ways of extending the reach of this method in Phaser, including approaches
that combine molecular replacement with other phasing methods. Isabel Usón
presented the ab initio Arcimboldo procedure, which uses molecular replacement
to place small fragments such as helices that can then be expanded to a complete
structure.

More typically, novel structures are solved by experimental phasing methods
such as SAD or MAD (reviewed by Zbyszek Dauter), starting from the substructure
of anomalous scatterers (SHELXD: Tim Gruene). Felix Frolow presented several
case studies of structures solved with a weak anomalous signal. Vladimir Lunin
showed how reliable phase information can be obtained just from the native
structure factor amplitudes, albeit only to low resolution.

Tim Gruene and Tom Terwilliger presented different approaches to using a
combination of density modification and automated building to improve the electron
density and interpret it as an atomic model. Often human abilities are needed to
supplement automated building algorithms, and Paul Emsley showed how coot
provides a large number of intuitive tools to interpret electron density manually.

Pavel Afonine described the tools in phenix.refine to refine macromolecular
structures to give better agreement with the diffraction data, at a variety of
resolutions, and Sacha G. Urzhumtsev concentrated on the special considerations
of interpreting data at both extremes of very high and very low resolution. Model-
building and refinement are particularly difficult at low resolution, and Garib
Murshudov discussed approaches in Refmac to dealing with these problems.
Mariusz Jaskolski, in turn, dealt with the particular challenges and opportunities
presented by very high resolution.

Once the structure has been obtained and refined, it is ready to be presented to the
world. Jaime Prilusky showed how this can be done interactively on the Proteopedia
website, and he challenged the participants to prepare their own Proteopedia pages
during the course.

A number of speakers presented the structural fruits of their research. Included
here are contributions on complement proteins (Piet Gros), monoamine oxidase
inhibitors (Andrea Mattevi), and the eukaryotic ribosome (Sergey Melnikov).

Although the course concentrated on single-crystal X-ray diffraction, the hori-
zons were broadened with a number of complementary approaches. Nobuo Niimura
described how the emergence of new neutron radiation sources is leading to a re-
naissance of neutron diffraction; by showing the positions of protons and deuterons
it nicely complements the information on heavier atoms from X-ray diffraction.
Tatiana Latychevskaya showed that diffraction with low-energy electrons can be
used for image reconstruction. Dmitri Svergun explained how molecular shapes can
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be determined at a surprising level of detail with the one-dimensional information
obtained from small-angle X-ray scattering. Finally, Frank DiMaio talked about how
the modelling program Rosetta can be used in computational enzyme design, in the
absence of experimental data, and also how it can leverage small amounts of data
by improving models for molecular replacement or in extending the convergence
radius of refinement.

Most of the real organizational work for the course was done by Paola Spadon
and Annalisa Guerri who, between them, found most of the funding, corresponded
with applicants, and coordinated the selection of participants. John Irwin played an
essential role, organizing all the computing facilities necessary to conduct tutorials
and demonstrations, and providing a web-based video feed to people unable to
attend the meeting. In the local organization and logistics, Paola, Annalisa and
John were ably assisted by the traditional team of “orange scarves”: Sara Giannetti,
Gianni Grassi, Agata Impellizzieri, Matteo Lusi, Claudia Minici, Fabio Nicoli, Elisa
Pasqualetto and Giovanna Scapin. We also thank Claire Chapman for her patient
and expert assistance in corresponding with authors, collating their contributions,
and coordinating the production of this book.

The course was financed by NATO as an Advanced Study Institute. In addition to
the essential support from NATO, generous financial support was received from the
European Crystallographic Association, the International Union of Biochemistry
and Molecular Biology, the International Union of Crystallography, CCP4, the
Organisation for the Prohibition of Chemical Weapons, Bruker AXS and Advanced
Design Consulting.

Randy J. Read
Sacha G. Urzhumtsev

Vladimir Y. Lunin
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and Dayté D. Rodrı́guez

13 SAD/MAD Phasing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Zbigniew Dauter

14 Macromolecular Phasing: Solving the Substructure . . . . . . . . . . . . . . . . . . . 151
Tim Grüne
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Chapter 1
The Zen of Model Anomalies – Correct Most
of Them. Treasure the Meaningful Valid Few.
Live Serenely with the Rest!

Jane S. Richardson and David C. Richardson

Abstract Historically, validation has been considered primarily as a gatekeeping
function done at the end of a structure solution. Currently, the most interesting and
important part of validation is the opportunity to correct diagnosed errors, provided
mainly by local as opposed to global criteria, and available to you throughout
the crystallographic process. Elsewhere in this book, you will hear about up-to-
date methods in the data and model-to-data aspects of validation. This chapter
addresses model validation and model improvement, first about current best-practice
methodology (as done on the MolProbity website and elsewhere), and second about
some important developments to anticipate in the near future.

Model validation has three primary parts: (a) geometry (bond lengths and angles,
planarity, chirality), (b) conformation (rotamers, Ramachandran, ring pucker, RNA
backbone conformers), (c) and sterics (clashes, H-bonds, packing). All of these both
enhance and must be considered along with the information from electron density.
The model criteria are primarily local, but their rate of occurrence can also be
summarized as a global score.

Keywords Model validation • Model improvement • All-atom contacts •
MolProbity • RNA backbone

1.1 Geometry Validation

Geometry differences from standard values ([7]; Fig. 1.1 shows how geometry
outliers are represented in MolProbity graphics) mostly reflect non-ideal refinement
strategy, but there are some circumstances where they help flag model-fitting errors.

J.S. Richardson (�) • D.C. Richardson
Department of Biochemistry, Duke University Medical Center, 132 Nanaline Duke Building,
Durham, NC 27710, USA
e-mail: jsr@kinemage.biochem.duke.edu

R. Read et al. (eds.), Advancing Methods for Biomolecular Crystallography,
NATO Science for Peace and Security Series A: Chemistry and Biology,
DOI 10.1007/978-94-007-6232-9 1, © Springer ScienceCBusiness Media Dordrecht 2013
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2 J.S. Richardson and D.C. Richardson

Fig. 1.1 Graphical icons in
MolProbity for geometry
outliers >4 ¢ in bond angles,
bond lengths, and C“
deviations

At high resolution, sometimes geometry is weighted very low or even turned off,
which can produce truly dire results in high-B regions such as chain termini – be sure
to look at the residues with the biggest outliers. Bad bond angles (or chirality or C“
deviations, which are combinations of angles) are often symptoms of a sidechain or
peptide turned around the wrong way [13], especially if there are also steric clashes
or conformational outliers in the same residue. Another use of geometry is provided
in WhatCheck [9], where overall deviations in bond length diagnose errors in cell
dimensions.

1.2 Conformational Validation

1.2.1 Sidechain Rotamers

Conformational validation is most powerful when done on combinations of torsion
angles, which see different, stronger constraints than the product of their individual
preferences (as shown for lysine in Fig. 1.2). Initial fitting with sidechain rotamers
is good strategy, later allowing poor ones only where clearly required by the density
and stabilized by local interactions that can hold an unfavorable conformation in
place (e.g. 2 or 3 H-bonds for an eclipsed ¦ angle). This avoids getting caught in a
“decoy” rotamer (such as a doubly-eclipsed Thr or Leu, or an Arg with upside-down
guanidinium) that approximately fits the electron density but is never energetically
allowed, while there is a favorable alternative rotamer that will fit the density even
a bit better [12].

1.2.2 RNA Backbone

For RNA, the analog of protein sidechain rotamers is RNA backbone conformers.
There are more of them (over 50) because they have many more torsion angles per
residue, and they are best defined for the “suite” unit from sugar to sugar rather than
for the traditional nucleotide unit between phosphates [17]. They are diagnosed by
MolProbity [4], either on the web site or in Phenix [1], and can be rebuilt in KiNG
[3] or in Coot [6] with the RCrane feature [10].
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Fig. 1.2 Examples for three
rotamers of Lys, showing
tight clustering. ¦ angle
naming: m D �60ı ,
t D 180ı, p D C60ı

Fig. 1.3 Diagnosing ribose pucker by 30P position relative to glycosidic bond

The most generic and powerful tool for diagnosing and correcting RNA backbone
is a test for ribose pucker that measures the perpendicular distance from the 30
phosphate to the glycosidic bond that joins ribose and base: if that distance is
>2.9 Å the pucker is C30-endo and if <2.9 Å it is C20-endo (see Fig. 1.3). This is a
rather cleanly bimodal distribution, reliable even at resolutions where it is hopeless
to see the pucker directly, because the phosphate and base are the best positioned
features in RNA models [17]. Historically, many C20-endo puckers are misfit as
the commoner C30-endo, a mistake preventable by this diagnostic. In Phenix, this
test is used to apply pucker-specific target parameters [1], which can keep the
conformation correct and help avoid bad geometry in the ribose ring.

1.2.3 Protein Backbone

An especially significant part of conformational validation is the Ramachandran
plot, pioneered by ProCheck [15] with the consideration that ¥, § values are very
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Fig. 1.4 Plots of the reference data for the six classes of Ramachandran plot recommended by the
wwPDB X-ray Validation Task Force

seldom part of refinement target functions and therefore provide an independent
check. Since then, the quantity and quality of data in the Protein Data Bank has
grown enormously, and the accuracy and specificity of Ramachandran plots has
steadily improved [11, 13]. Ramachandran and rotamer distributions meant for
prediction or design [19] emphasize the favorable regions and amino-acid diversity,
while for validation purposes the dominant issue is the outer contour that divides
what is unfavorable but possible from what is essentially impossible. MolProbity
now uses a “Top8000” dataset of 1.6 million residues with backbone B< 30, 1.3
million of which have maps at the EDS for checking up on possible outliers. These
give very clean and definitive ¥, § distributions. From our work for the X-ray
Validation Task Force [16] it was concluded that separate distributions are needed
for six, but only six, amino-acid categories: general, Gly, Ile/Val, trans Pro, cis Pro,
and pre-Pro (as shown in Fig. 1.4). The outer contour that separates Allowed from
Outliers contains 99.95 % of the high-quality data, so that only 1 in 2,000 residues
should validly be in the outlier region even though it covers about half the area of
the ¥, § plot. It is well worth examining every outlier and either correcting it if
possible, giving up gracefully if it really can’t be improved (more often true at low
resolution), or celebrating the significance of why it is being held in an unfavorable
conformation.

1.3 Validation of Sterics

Validation of sterics includes the specific non-covalent interactions of hydrogen
bonding, clashes (repulsive overlaps) and attractive van der Waals contacts (graph-
ical icons for the three types are shown in Fig. 1.5), plus overall criteria of
packing density and arrangement. The best measure so far available for evaluating
underpacking is RosettaHoles [18]. Overpacking is taken care of by the all-
atom clashscore (see below). A related issue is profile analysis, used mainly for
predictive “threading” of a sequence into a potential 3D structure, but also useful
for diagnosing an incorrect chain tracing [14].
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Fig. 1.5 Graphical icons in
MolProbity for steric clashes
>0.4 Å, for H-bonds, and for
vdW contacts

Fig. 1.6 All-atom contacts
for excellent local packing
of an Arg, Trp, and Leu in
3LZM at 1.7 Å, with explicit
hydrogens included

1.3.1 All-Atom Contacts

Meaningful evaluation of specific atomic contacts requires the use of all explicit
hydrogens, because H atoms are half of the total atoms and about three-fourths of
all contacts involve at least one hydrogen. Therefore MolProbity validation uses the
Reduce program [21] to add all H atoms, optimizing local H-bond networks and
the 180ı “flip” state of Asn/Gln/His sidechains. The Probe program [20] is then
used to calculate “all-atom contacts”, which constitute the most distinctive aspect
introduced by MolProbity, now available in Phenix and Coot as well. Note that
the flips can be done without reference to the diffraction data, since the density
difference between N and O or N and C is so small. Asn/Gln flips change H-bonding,
while His flips also frequently affect protonation assignments.

All-atom clashes are a very sensitive indicator of fitting problems, since H atom
contacts are seldom refined against. If the heavier atoms are accurately placed at
high resolution, then the H’s added by Reduce almost never have serious clashes
(defined as a non-H-bonding overlap �0.4 Å) because the hydrogens are really
there in the molecule, helping to position those heavier atoms, as shown for a
well-determined piece of structure in Fig. 1.6. The MolProbity “clashscore” is the
number of serious clashes per thousand atoms, giving a global quality score strongly
correlated with resolution. Individual all-atom clashes, or clusters of them, have
proven very useful to guide rebuilding, since they are directional as well as local.
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1.3.2 MolProbity Score

To satisfy user demand for a single number, there is a “MolProbity score” that
combines clash, rotamer, and Ramachandran measures to give an overall measure of
validation quality; it gives the approximate resolution at which that combination of
scores would be typical. Both clashscore and MolProbity score are also reported as
percentile scores relative to the similar-resolution cohort of PDB structures; working
at corrections usually makes it possible to achieve percentiles in the 90’s, at least
for resolutions up to about 2.5 Å [2]. Satisfyingly, since the 2002 introduction of
MolProbity, clashscore and Asn/Gln/His flips have decreased by over 30 % in PDB
depositions worldwide [4].

1.4 Model Improvement

Correction of the diagnosed errors is a major goal of model validation, as was
practiced in the Erice tutorials, using MolProbity and Phenix validation reports
followed by rebuilding in KiNG or Coot. Some background is provided here, for
aspects that may be unfamiliar. One such is the set of easy and satisfying fixes that
come from recognizing systematic errors such as “decoy” rotamers. The electron
density at tetrahedral branches often looks more straight across than boomerang-
shaped, so it’s easy for either people or programs to fit that group 180ı rotated from
the correct position (as shown for Thr in Fig. 1.7). The ¦ angle is then close to
eclipsed rather than close to staggered, which is essentially never the right answer
in these cases. These decoy fits of course have a bad rotamer, but they are usually
flagged also by clashes, bond-angle outliers, or C“ deviations [13].

An essential tool for rebuilding is the “backrub”, a subtle dipeptide backbone
shift with leverage on the C’-C“ direction that enables much larger two-state

Fig. 1.7 Comparison of
correct vs 180ı backward
“decoy” fitting of Thr
sidechains into ambiguous
density
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Fig. 1.8 Schematic of the
“Backrub” motion that
accomodates sidechain
changes by subtle rotation
of the backbone dipeptide

changes in the central sidechain. As shown in Fig. 1.8, the backrub is a rotation
around an axis through the i � 1 and i C 1 C’ atoms, plus small compensating
rotation of the individual peptides. It was shown to be the most prevalent backbone
change between single-residue alternate conformations at high resolution [5]. That
same motion accommodates misfit sidechains, and needs to be moved back to allow
their correction. This is a fundamental feature in KiNG [3], is a possible move in
Coot, and is being written into various software for protein design and refinement.

A major reason for making corrections is to improve the signal-to-noise for
finding the few cases where the molecule has chosen to spend energy stabilizing an
unfavorable conformation. These are apt to be significant features at functional sites.

1.5 Future Developments

1.5.1 wwPDB Validation Task Force

New developments are coming that will change the future of model validation and
improvement. One important direction is the wwPDB Validation Task Force com-
mittees for the major experimental techniques. The X-ray VTF has made its report
[16], and the wwPDB is working to implement many of those recommendations by
the end of this year [8]. Summary validation reports will be available for referees,
which the IUCr journals and JBC have already mandated for submission with
structure manuscripts. There will be a brief graphical and numerical summary on
the main PDB page for each structure, with more detail available on both global and
per-residue statistics. The key scores will be reported as percentiles, both relative to
the resolution cohort and relative to all PDB crystal structures; a plot of such scores
is shown for clashscore in Fig. 1.9. The software to do these things will be part of
the deposition process and also available independently, for easy and secure runs in
trial mode.
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Fig. 1.9 wwPDB X-ray VTF percentiles for MolProbity clashscore as a function of resolution

1.5.2 More Help for the Hard Cases

The level of integrated automated for validation and correction is increasing rapidly.
Many groups are working on better ways to deal with the still-difficult parts of
crystallography such as low resolution, big mobile complexes, membrane proteins,
RNA, etc. Our own lab is developing more consistent ways to model multiple con-
formations at high resolution, ways to build correct RNA backbone in full detail, and
new techniques, including a new diagnostic parameter space, for better accuracy at
low-resolution.

1.6 Conclusion

The final, most important point about model validation and improvement is
summarized by the embarrassing example in Fig. 1.10, and by the precept that at
least one person should look at the map!
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Fig. 1.10 Don’t let this kind
of no-brainer problem make it
into the PDB for your
structures
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Chapter 2
Total Chemical Protein Synthesis for
the Determination of Novel X-ray Structures
by Racemic Protein Crystallography

Kalyaneswar Mandal and Stephen B.H. Kent

Abstract Total synthesis of proteins by modern chemical ligation methods enables
the ready preparation of high purity protein molecules of typical size (up to
�300 amino acid residues). This in turn enables the preparation of mirror image
D-protein molecules not found in nature. Use of a racemic protein mixture (i.e. D-
protein C L-protein) greatly facilitates the formation of diffraction-quality crystals
of otherwise recalcitrant proteins. Facilitated crystallization is also observed for
quasi-racemic protein mixtures. Centrosymmetric crystals of racemic proteins
diffract to high resolution and offer enhanced possibilities for structure solution by
direct computational methods. Racemic protein crystallography has been success-
fully applied to a number of recalcitrant protein molecules, and has been used to
determine the structure of a 35 kDa fL-protein target/D-protein ligandg complex.

Keywords Chemical protein synthesis • X-ray crystallography • Racemic protein
crystallization • Quasi-racemates • Direct methods

2.1 Introduction

Chirality, from the Greek ‘cheir’ D hand, is a feature of everyday experience. In
each of your two hands, the fingers and thumbs have the same connectivity yet your
hands are evidently not identical: to a good approximation they are mirror images

K. Mandal • S.B.H. Kent (�)
Department of Biochemistry & Molecular Biology, University of Chicago,
Chicago, IL 60637, USA

Department of Chemistry, University of Chicago, Chicago, IL 60637, USA
e-mail: kmandal@uchicago.edu; skent@uchicago.edu

R. Read et al. (eds.), Advancing Methods for Biomolecular Crystallography,
NATO Science for Peace and Security Series A: Chemistry and Biology,
DOI 10.1007/978-94-007-6232-9 2, © Springer ScienceCBusiness Media Dordrecht 2013

11

mailto:kmandal@uchicago.edu
mailto:skent@uchicago.edu


12 K. Mandal and S.B.H. Kent

of one another. In the mid-nineteenth century Louis Pasteur found that a similar
phenomenon exists at the level of individual molecules [26]. He showed that certain
molecules exist in mirror image forms that are not superimposable on one another,
and thus can have distinct chemical properties under some circumstances. Such non-
superimposable mirror image molecules are called ‘enantiomers’.

All proteins found in nature contain 19 genetically-encoded amino acids of the
same chirality (L-amino acids) and the genetically-encoded achiral amino acid
glycine. A protein molecule consists of a linear polypeptide chain folded into a
defined tertiary structure; it is this folded structure that gives rise to the specific
biological function and other properties of a protein molecule [5]. Folded protein
molecules are chiral entities: the mirror image D-protein form (i.e. enantiomer) of a
protein molecule is not super-imposable on the natural L-protein.

For the past several decades, protein molecules have usually been prepared by
expression in genetically engineered microorganisms [12]. These recombinant DNA
methods have enabled the preparation of a wide range of proteins in good purity
for structural studies by X-ray crystallography and by biomolecular NMR [4].
Additionally, site-directed mutagenesis [13] has become a powerful tool for ‘protein
engineering’ [32] in which the molecular basis of protein function is studied by the
site-selective replacement of amino acids in the protein’s polypeptide chain with any
of the 20 genetically-encoded proteinogenic amino acids. Recently, it has become
possible to use genetic methods to incorporate a wide range of non-standard amino
acids at any one site in a protein molecule’s polypeptide chain [34].

Despite the power of recombinant methods for protein expression and the
innumerable successes achieved by the application of these methods to the study
of protein structure and function, there are still protein molecules that have
proved resistant to study. In particular, for many proteins it has proved difficult
or impossible to obtain diffraction quality crystals. Methods have been developed
to help in the crystallization of such recalcitrant proteins. These include ‘entropy
reduction’, the expression of truncated forms of the protein molecule, and the
crystallization of the target protein complexed with engineered antibody molecules
[8]. Despite the use of these methods, it has proved possible to crystallize only about
30 % of proteins that were obtained in soluble, purified form [6].

In 1995 Yeates and Wukovitz predicted on theoretical grounds that a racemic
protein mixture – that is, a mixture of the D-protein and L-protein enantiomers of
a target protein molecule – would crystallize much more readily than the natural
L-protein alone [33]. The unnatural D-proteins that are necessary to implement
racemic protein crystallization can only be prepared by total chemical synthesis.
To be able to make D-proteins of useful size it was necessary to develop novel
synthetic methods, based on the chemistries, based on the chemical ligation of
unprotected peptides. Using these tools, we have applied racemic protein crystal-
lization (Fig. 2.1) to the determination of a number of novel protein structures by
X-ray crystallography.
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Fig. 2.1 Racemic protein crystallography. D-Protein and L-protein enantiomers are separately
prepared by total chemical synthesis. A solution containing a 1;1 mixture of the D-protein
C L-protein enantiomers is prepared and used in crystallization trials. After optimizatin of
crystallization conditions, X-ray diffraction data are acquired, and the structure solved by MAD,
molecular replacement, or direct methods [35]

2.2 Chemical Protein Synthesis

Anfinsen pointed out that a protein’s polypeptide chain will spontaneously fold
to form the defined tertiary structure of the functional protein molecule [1]. The
building blocks of the natural protein world are ‘domains’, polypeptide chains of
�140 (˙�30) amino acids that form autonomous folding units [5]. The typical
protein found in nature has two such domains, in a single polypeptide chain of
�280 amino acids. From the early years of the twentieth century, chemists set out
to make functional protein molecules by total synthesis. This endeavor was one of
the ‘grand challenges’ of synthetic organic chemistry. Despite the invention and
application of ingenious new chemistries based on novel physical principles, both
solution chemistry and solid phase methods proved able to make only the smallest
proteins [15]. By the mid-1970s, the largest protein reproducibly synthesized in
chemically defined form was the insulin molecule (51 amino acids) [10]. It was
clear that a new approach had to be found if the total chemical synthesis of protein
molecules of typical size were to become a practical reality.
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Fig. 2.2 Total chemical synthesis of VEGF-A (204 amino acid residues) [19]. (Left) Sequential
native chemical ligations and other chemical manipulations were carried out without purification
of intermediates. The bottom HPLC chromatogram shows the total crude products with a near-
quantitative yield of the desired product 6. (Right) LCMS characterization of the 102 residue
synthetic polypeptide chain, and the folded covalent dimer 204 residue VEGF-A protein molecule.
The X-ray structure of the synthetic protein was determined to a resolution of 1.85 Å

Coincidentally, at about the same time that Yeates and Woukovitz predicted
the ease of racemic protein crystallization my laboratory developed a practical
approach to the total chemical synthesis of proteins by means of chemoselective
covalent condensation of unprotected synthetic peptides (‘chemical ligation’) [16].
Synthetic peptides up to �50 amino acids are readily prepared in unprotected
form by optimized solid phase peptide synthesis. The purity and covalent structure
of the synthetic peptides are confirmed by high pressure liquid chromatogra-
phy/electrospray mass spectrometry (LCMS).

The most effective ligation chemistry is ‘native chemical ligation’ [7], in
which a peptide1-thioester is reacted with a Cys-peptide2 to give a product
peptide1-Cys-peptide2 in which the two peptides are linked by a native amide
bond. This chemical reaction is exquisitely precise. It is performed in aqueous
solution at neutral pH and a chaotrope such as 6 M guanidine-HCl is used to insure
the solubility of the reacting peptide segments. Quantitative yields of the desired
ligation products are obtained within hours. LCMS is used to follow the progress of
the ligation reactions and to confirm the identity of the products. Polypeptide chains
of more than 200 amino acids can be prepared in straightforward fashion, and can
routinely be folded in good yields to give high purity functional protein molecules
with full biological activity. The total chemical synthesis of VEGF-A (204 amino
acids) in this fashion is shown in Fig. 2.2.
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Fig. 2.3 X-ray structures of enzymes prepared by total chemical synthesis. (Left) Human
lysozyme (130 amino acids) [9]. (Right) Covalent dimer of HIV-1 protease (203 amino acids
synthetic polypeptide chain) [31]

The structure of the folded synthetic protein molecule can be confirmed by X-ray
crystallography. Examples of enzymes prepared by total chemical synthesis are
shown in Fig. 2.3.

2.3 Racemic Protein Crystallography

2.3.1 Snow Flea Antifreeze Protein

About 5 years ago, we set out to use total chemical synthesis to make a newly
discovered protein. The snow flea antifreeze protein (sfAFP) was the smaller
isoform of a novel thermal hysteresis protein, and its amino acid sequence had been
predicted from cDNA sequencing [11]. At the time, data base searches found that
sfAFP was unrelated to any known globular protein at the amino acid sequence level.
The 81 residue polypeptide chain had a highly repetitive sequence and contained
37 glycine residues. The protein was believed to be thermally unstable and could
not be expressed by recDNA techniques [11]. We used native chemical ligation
to prepare the full-length sfAFP polypeptide chain from four synthetic peptide
segments, and folded it with concomitant formation of two disulfide bonds to give
synthetic sfAFP that was fully functional in an ice recrystallization assay [27]. In
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order to determine the structure of sfAFP, we attempted to crystallize the synthetic
protein. After almost 9 months of exploring numerous conditions, we were able to
obtain a 1.0 Å diffraction data set from a piece of a deliberately fractured crystal.
Because no related proteins were known, we could not use molecular replacement
methods to solve the structure, and we were not able to obtain crystals of a selenium-
containing synthetic sfAFP.

We set out to use direct methods for structure solution. In 1989, Mackay
had suggested that cocrystallization of D-protein and L-protein enantiomers in a
centrosymmetric space group would considerably simplify structure solution [18],
because the allowed phases would be quantized (e.g. in the centrosymmetric space
group P1(bar), phases must be either 0 or  ). We made D-sfAFP, the mirror image
form of the protein, and attempted to crystallize sfAFP as a racemic mixture (i.e. L-
sfAFP plus D-sfAFP]. To our pleasant surprise, where we had struggled for almost
a year to get crystals of the L-protein form of sfAFP, now in a matter of days we
obtained crystals from half of the conditions in a standard Hampton Index screen.
It was at this point that we became aware of the 1995 prediction of Yeats and
Wukovitz [33] that racemic proteins should crystallize more readily. The structure
of sfAFP was solved by incorporating selenium into one sfAFP enantiomer only.
Facilitated crystallization was still observed for the (quasi-)racemate, and multiple
wavelength anomalous dispersion (MAD) was used to obtain phase values and solve
the structure [28]. The X-ray structure of this unique globular protein molecule is
shown in Fig. 2.4.

2.3.2 Direct Methods

Encouraged by our success with sfAFP, we set out to apply racemic protein
crystallography to protein molecules for which there was no reported X-ray
structure. Plectasin is an antibiotic protein isolated from the fungus Pseudoplectania
nigrella. We made D-plectasin and L-plectasin by total chemical synthesis using
native chemical ligation. Diffraction-quality crystals were obtained from both the
L-protein alone, and from the racemic mixture of fD-plectasin C L-plectasing. For
the racemate, diffraction data was obtained to a resolution of 1.0 Å, and direct
methods were used to solve the structure of the protein [20] (see Fig. 2.5). Another
small protein, omwaprin, was first isolated from the venom of the inland taipan
Oxyuranus microlepidotus [24]. We prepared D-omwaprin and L-omwaprin by
total chemical synthesis using native chemical ligation. Crystals were obtained
from the racemic mixture, but no crystals were obtained from L-omwaprin under
the conditions used. Omwparin crystallized in space group P21/c with 2 protein
molecules in the asymmetric unit. Data was collected to a resolution of 1.33 Å,
and the structure (see Fig. 2.5) was solved by direct methods [3]. Along similar
lines, structures of two microprotein ion channel ligands (aka scorpion toxins),
BmBKTx1 and kaliotoxin, which were difficult to crystallize as the L-proteins alone
were solved from racemic crystals by direct methods [21, 29].
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Fig. 2.4 Total chemical synthesis and X-ray structure of sfAFP [27, 28]. (Top) Characterization of
D-sfAFP and L-sfAFP by LCMS and circular dichroism. (Bottom) Left – the secondary structure of
sfAFP consists of two stacked sets of three antiparallel polyproline type II (PPII) helices. Right –
the protein has a compact brick-shaped structure, with an upper polar surface, and an apolar lower
surface (not shown)

2.3.3 Recalcitrant Proteins

We have applied racemic protein crystallization with considerable success to
protein molecules that are resistant to crystallization by conventional methods. The
predicted 94 residue Rv1738 protein from Mycobacterium tuberculosis is a notable
example. Rv1738 is the most upregulated gene product when the M. tuberculosis
bacterium enters persistent dormancy [30]. For that reason Rv1738 has been a
major objective of an international consortium for structural genomics. However,
in the Baker lab at Auckland University Rv1738 produced by recDNA expression
was resistant to crystallization over a period of several years using a wide variety
of methods to enhance crystallizability (EN Baker, personal communication). We
prepared the D-protein and L-protein forms of Rv1738 using native chemical
ligation, and obtained crystals from the racemic protein mixture. Diffraction data
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Fig. 2.5 Some structures determined by racemic protein crystallography in the Kent lab

were obtained to a resolution of 1.6 Å, and the structure was solved in the Baker
lab by a modified direct method [Bunker, Mandal, Pentelute, Baker and Kent,
unpublished data]. The structure suggests a critical biochemical function for the
Rv1738 protein molecule as the bacterium enters persistent dormancy.

To date we have used racemic crystallization for about a dozen proteins that
were known to be resistant to crystallization by conventional methods. In each case,
the protein racemates gave diffraction quality crystals, with the single exception of
the proinsulin protein molecule. Despite extensive efforts, we have been unable to
crystallize proinsulin from a racemic protein mixture.

2.3.4 Quasi-Racemate Crystallization

The membrane-associated protein crambin (46 amino acid residues) has not been
used for protein engineering because of its poor expression in microbial systems.
Native crambin is isolated from plant seeds and has been used to determine the
X-ray structure of this protein to a resolution of 0.54 Å [14]. We set out to use a
covalent bond to replace an ion pair between the side chain of Arg10 and the alpha-
carboxylate of the polypeptide chain at Asn46. The resulting protein would have
a novel linear-loop polypeptide chain topology. Successful synthesis of this protein
topological analogue (‘topologue’) required us to develop novel synthetic chemistry
for the condensation of unprotected peptides [2]. Ultimately, we were able to prepare
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Fig. 2.6 X-ray structure determined by racemic crystallography of a heterochiral protein complex
containing six chemically synthesized protein molecules; the complex has a structure weight of
73.2 kDa [23]

the topologue polypeptide chain by convergent synthesis of a branched peptide
chain, followed by intramolecular native chemical ligation. The product 46 residue
linear-loop polypeptide folded in quantitative yield to give a protein with three
disulfide bonds. We were not able to obtain crystals from the L-topologue alone.
To facilitate crystallization, we used a quasi-racemic mixture of fL-topologueC D-
crambing. Diffraction-quality crystals were readily obtained, and the X-ray structure
was solved by molecular replacement [22]. The structure of the topological analogue
protein is shown in Fig. 2.5. We have observed facilitated crystallization of quasi-
racemic mixtures for a number of different protein molecules.

2.3.5 Protein Complexes

X-ray structures of interacting protein molecules enable the elucidation of the
details of the interface between the protein molecules involved. This is of particular
importance for the rational design of protein drugs. A D-protein that bound with
good affinity to VEGF-A was developed by phage display of a library of designed
variants of a novel small protein scaffold that was screened against the mirror
image protein target D-VEGF-A [23]. In order to obtain the crystal structure of the
D-protein bound to VEGF-A, we crystallized a mixture consisting of D-VEGF-A
and L-VEGF-A with two equivalents of each of the D-protein binder and L-protein
binder. The resulting crystals diffracted to 1.6 Å resolution, and the structure of the
unique heterochiral complex was solved using molecular replacement. Each VEGF-
A L-protein molecule was bound to two D-protein binder molecules, one at each end
of the homodimeric VEGF-A protein (Fig. 2.6).
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2.4 Summary and Future Prospects

In our hands, racemic protein crystallography has proven to be very useful for
obtaining novel protein X-ray structures. Facilitated crystal formation from racemic
protein mixtures has been almost invariably observed. What size protein molecules
can be used for racemic protein crystallography? We have demonstrated the facile
crystallization of a 35 kDa protein complex as the racemate. Furthermore, modern
methods for the total chemical synthesis of proteins enable the practical preparation
of proteins of typical size, up to �30 kDa [16], including integral membrane proteins
[17]. Thus, there is every reason to believe that racemic protein crystallography
will prove useful for the determination of the structures of a wide range of protein
molecules.

An important application of racemic protein crystallography is for the de-
termination of the X-ray structures of natural glycoproteins. We have already
demonstrated successful structure determination by quasi-racemic crystallization
of a glycoprotein bearing a complex natural glycan with the corresponding non-
glycosylated D-protein [25]. We are extending this approach to the determination of
the X-ray structures of complex glycan moieties of natural glycoproteins by the use a
of chemically synthesized L-neoglycan-D-protein crystallized as the quasi-racemate
with the corresponding glycoprotein of natural configuration (i.e. D-neoglycan-L-
protein).

The theory and practice of racemic protein crystallography are described in a
current article in Annual Reviews of Biophysics [35].
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Chapter 3
Crystal Pathologies

Todd O. Yeates

Abstract Truly ideal crystals are rarely realized in macromolecular crystallography.
The conformational complexity of protein molecules and the promiscuity of
their chance interactions often conspire to give crystals in which the molecules
are present in alternative configurations. When the alternative configurations
occur randomly throughout the crystal, one is faced by a case of static disorder
(often indistinguishable from thermal motion), leading to limited resolution and
potential challenges in modeling the underlying structural variations. Despite those
challenges, the case of random disorder is arguably the simplest to understand and
interpret. A variety of more complex categories of crystal disorder occur when
alternative molecular configurations, orientations, or positions are not random, but
correlated to each other in one way or another throughout the crystal specimen.

Keywords Twinning • Crystal disorder • Intensity statistics

3.1 Twinning

Twinning describes a broad set of situations where a crystal specimen is composed
of multiple domains, which individually behave like ideal crystals, but which are
oriented differently relative to each other (Fig. 3.1). The subject of twinning in
macromolecular crystals has been well-reviewed [3, 8, 11, 24, 25, 27, 28]. The
misorientation of distinct crystal domains in a twinned specimen is made possible
(or even probable) by the ability of molecular spacings to be matched at the
interfaces between differently oriented twin domains. A fairly non-specific type
of twinning, referred to as non-merohedral twinning, gives rise in a diffraction
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Fig. 3.1 Hierarchy of various types of twinning (Adapted from Yeates and Tsai [28])

experiment to a pattern composed of two (or more) independent, interpenetrating
reciprocal lattices. This is usually easily recognized. Continual improvements in
software have made it possible to deal effectively with diffraction patterns of this
type, by integrating spots from distinct lattices separately, accounting for perfectly
or closely overlapping reflections, etc.

Merohedral twinning is a more interesting, or at least more insidious, phe-
nomenon. Here, the different twin domains of the specimen occur in (typically)
two different orientations, related by an operation that is obeyed by the symmetry
of the lattice (i.e. the holohedry) but which is not part of the crystal space group
symmetry. This is possible whenever the lattice symmetry is higher than the space
group symmetry. Figure 3.2 illustrates the case of space group P4; the underlying
tetragonal lattice has extra rotational symmetry (422) not obeyed by the space group;
the alternate twin domains are related by this extra operation. With merohedral
twinning, the separate diffraction patterns arising from the multiple distinct twin
domains are exactly superimposed, giving no visual indication that things are amiss.

The chief consequence of merohedral twinning is that the measured intensities
are not really the true crystallographic intensities of individual reflections. Instead,
each is a weighted sum of two twin-related but crystallographically independent
reflections, I(h1) and I(h2), according to the value of the twin fraction, ’

Iobs; 1 D .1 � ’/ I.h1/C ’ I.h2/

Iobs; 2 D ’ I.h1/C .1 � ’/ I.h2/

One challenge in recognizing and dealing with merohedral twinning is that the
problem can manifest itself in different ways, depending on the twin fraction. When
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Fig. 3.2 A cartoon depicting partial merohedral twinning in space group P4. (a) Two twin domains
growing together, related by a twofold twin-operation perpendicular to the fourfold symmetry axis.
(b) The diffraction patterns of individual domains and their overlapping combination expected in
a diffraction experiment (Adapted from Yeates and Fam [25])

’ is equal to or very nearly equal to 1/2 (a situation often referred to as ‘perfect
twinning’), the outcome is erroneously high symmetry in the recorded X-ray data.
For a successful structure determination, the crystallographer must come to realize
that the true crystal space group symmetry is lower than it seems. When ’< 1/2
(‘partial twinning’), the observed symmetry is correct, but one must realize and
deal with the fact that the observed intensities do not reflect correct crystallographic
quantities. Understanding which of these two scenarios is at play is essential in
arriving at a correct interpretation in the end.

3.1.1 Testing for Twinning

It is possible to delineate two distinct effects that twinning has on intensity data.
Each effect gives rise to various statistical tests for twinning. These are now broadly
implemented in macromolecular software packages. Here again, understanding the
distinction between the different effects of twinning and their respective tests, and
how they relate to the dichotomy between perfect and partial twinning, is critical for
a proper analysis.

First, twinning causes twin-related reflection pairs, which should be crystallo-
graphically independent, to have intensities more similar to each other than expected
by chance; in the extreme case of ’D 1/2, they are exactly equal. The magnitude
of the effect depends on ’, and statistical tests based on a comparison of twin-pairs
(sometimes referred to as tests for partial twinning) typically return an estimate
for ’. A variety of useful comparison metrics have been developed over the years
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[5, 15, 23]. One of these gives an easy to remember interpretation. If H is defined
to be the difference between two twin-related observed intensities divided by their
sum, then the mean value of jHj over the data set should be equal to (1�2’)/2 [23].
Rearrangement gives a quick estimate for ’ as 1/2 �< jHj>. Methods for treating
errors in estimating ’ have been developed [4, 5, 9, 15].

Two points of caution are called for in estimating the twin fraction by comparing
potential twin-pairs. First, non-crystallographic symmetry (NCS) can cause the
same effect as partial twinning – i.e. similarity between potentially twin-related
reflections – so tests of this type, without further scrutiny, can lead to false
conclusions of twinning. Second, tests of this type are of no utility in situations of
perfect or near-perfect twinning; the equivalence between twin-related reflections
would already be implicit from the apparent higher symmetry obtained during data
reduction. And reducing data in a lower symmetry and then performing a test for
partial twinning (i.e. comparing potentially twin-related reflections) can only lead to
confusion; such a comparison would necessarily report near-equivalence of potential
twin-pairs, which is consistent with perfect twinning, though no twinning may be
present.

Various statistical measures are commonly employed to examine overall intensity
distributions for evidence of perfect or very-high twinning [14, 18]. Perhaps the
easiest to remember is <I2>/(<I>2), which should be 2.0 for untwinned (acentric)
data, and 1.5 for perfectly twinned (acentric) data. A more recent approach
was designed to try to circumvent the obfuscating effects of anisotropy, whose
presence along with other phenomena such as pseudo-translational symmetry can
shift distributions in a way that masks the presence of twinning. In this more
modern variation, the overall intensity distribution is not evaluated over individual
reflections, but instead for reflection pairs nearby in reciprocal space (but not related
by a potential twin operation). The local difference, L D (IA � IB)/(IA C IB) obeys
a simple distribution and has a simple expected mean value: <jLj>D 1/2 for
untwinned (acentric) data and 3/8 for perfectly twinned (acentric) data [10]. This
local test is generally more robust than the traditional approaches that date back to
Wilson [22] (Fig. 3.3).

3.1.2 NCS

Non-crystallographic symmetry can confound attempts to analyze diffraction data
for twinning. This situation is worsened by the observation that NCS very often
occurs as an underlying feature in cases of twinning, typically with an NCS
operator nearly parallel to a twin-operator. Although dissecting the two effects can
be problematic, a generally useful approach can be to examine the behavior of
various tests as a function of resolution; the effects of NCS typically break at higher
resolution, whereas the effects of twinning persist across all resolution ranges.

Tests that give resolution-dependent results can be illuminating. For example, if
an initial test for partial twinning (by comparing twin-pairs) suggests that twinning
may be present, but repeating the test using only higher resolution data shows
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Fig. 3.3 Robustness of local intensity difference statistics in the presence of anisotropic scattering.
Theoretical distributions for acentric data are shown by bold curves, while those for centric data are
shown by the thinner curves. Distributions for observed acentric data are shown by open circles.
The example (PDB code 1awu) illustrates a case where anisotropic scattering partially obscures
the presence of twinning based on a traditional intensity distribution test (a), while the test of
local differences, L, gives a clear indication of twinning, as seen in (b) (Adapted from Padilla and
Yeates [10])

strongly reduced evidence for twinning, one might suspect that the situation results
from simple NCS falsely mimicking twinning at lower resolution. Alternatively, one
might examine the overall intensity statistics (in a test for perfect twinning) and find
weak or ambiguous evidence for twinning at low to moderate resolution, but much
stronger shifts in the intensity distribution based only on higher resolution data. This
is consistent with true twinning nearly coincident with a nearly crystallographic
NCS operation. At low resolution, the twin operator would mix together reflections
whose intensities are already nearly equal to each other because of the NCS.
Therefore, the intensity distribution might be almost normal at low resolution,
and show strong evidence for twinning only at resolutions where the nearly
crystallographic nature of the NCS breaks down.

3.1.3 The End Game for Twinning

If twinning is properly recognized, chances for successful structure determination
are often good, especially by molecular replacement. Assuming that the true crystal
symmetry has been correctly assigned, modern programs provide robust routines
for refining structures against twinned data. How is this possible, given that the true
intensities were never measured? In one type of approach, it is sometimes possible
to effectively correct the observed data and estimate what the observed intensities
should have been in the absence of twinning; this is referred to as ‘detwinning’. In
contrast, most approaches to structure determination and refinement take the reverse
strategy, modeling the effects of twinning into the calculated intensities instead.
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As a precautionary note, it should be understood that the averaging effects of
twinning tend to produce lower R-values for purely statistical reasons not reflective
of model quality. Therefore, obtaining a lower R-value in atomic refinement when
twinning is invoked is, by itself, not evidence for the presence of twinning. More
careful analyses of the type described above (and in more thorough reviews) are
essential.

3.1.4 Other Variations on Twinning

The twinning situations noted above cover only the simpler types; there are
numerous more complicated scenarios (Fig. 3.1). Pseudo-merohedral twinning can
occur in space groups where twinning is not ordinarily expected, if a fortuitous
unit cell geometry causes a low symmetry lattice to have nearly higher rotational
symmetry. A rare situation known as reticular merohedral twinning can occur
when only a subset of the reflections superimpose on each other; this can lead
to strange diffraction patterns. Finally, twinning of higher order – i.e. with more
than two distinct domain orientations – is possible. Several macromolecular cases
of tetartohedral twinning (n D 4) have been reported in recent years [1, 6, 16, 29],
and equations for handling such cases have been introduced [26].

3.2 Other Disorder Pathologies

Other kinds of disorder, distinct from twinning, have been reported in macro-
molecular crystals. One broad category includes cases where a single molecular
configuration is maintained in a crystallographically ordered fashion in one layer (or
row), but successive layers (or rows) might contain the molecule in an alternative
configuration. When this occurs stochastically from layer to layer, the result has
been described as an order-disorder (OD) phenomenon. Although cases are known
where the distinction between alternate molecular configurations is a difference
in orientation [12], most cases occur as a difference in relative position between
molecules in different layers or rows [7, 17, 19–21, 30]. These cases are often
described as lattice translocation disorders (LTD); their discovery dates to the
case of methemoglobin in 1954, before the first crystal structures of proteins were
determined [2].

LTD and other OD cases do not typically give the kinds of intensity distribution
shifts seen in twinning; the short length scale of the stochastic variations between
molecules causes structure factors to sum by interference in the usual way; complex
F’s add rather than intensities. LTD is therefore diagnosed in different ways.
During the middle stages of structure determination, the presence of interpenetrating
molecular density may provide a clue, echoing the presence of unmodeled molecular
configurations that cannot exist simultaneously. Warning signs can often be seen
before this stage. Intensity statistics can be ‘hyper-centric’ (shifted opposite from
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Fig. 3.4 A lattice translocation disorder in crystals of a bacterial microcompartment shell protein.
(a) Prominent streaking is observed in certain directions, along c* in this case. (b) Impossibly
close packing peaks in a native Patterson map; the indicated molecular positions are not all
simultaneously possible (Adapted from Tsai et al. [19])

the case of twinning) because of the modulating effects of translationally related
molecules. However, hyper-centric intensity distributions are fairly common (e.g.
whenever pseudo translational symmetry is present) even in crystals that do not
suffer from disorder. Two features that appear to be common in LTD cases are
systematic streaking of a subset of the reflections in a defined direction (Fig. 3.4a),
and strong packing peaks in native Patterson maps at positions so close to the origin
or to each other that they would imply impossibly close molecular packing if all the
molecular positions were simultaneously occupied (Fig. 3.4b).

As with twinning, if a suitable model of the OD/LTD disorder can be developed,
the structure can be determined correctly. As before, in some cases the observed
intensities can be corrected by undoing the effects of having multiply shifted,
partially occupied molecular positions. Alternatively, refinement can be performed
in a way that incorporates the disorder into the model.

Beyond these kinds of disorders, others even more complex have been noted.
Systematic off-Bragg peaks in crystals of a profilin-actin complex have been
interpreted in terms of a complex modulated filament, whose period may not
necessarily be commensurate with the lattice spacings in the crystal [13].

3.3 Concluding Remarks

Despite progress in identifying and dealing with disorder in macromolecular
crystals, one thing that remains relatively clear is that the treatments employed
are only approximations for what must be occurring in real crystals. The failures
of final models to fully capture reality are especially evident in the cases of LTD
treated so far. The models give reasonable approximations to the Bragg scattering
(i.e. satisfactory R-values), but they do not account for the substantial scattering
observed as streaking around Bragg peaks. To better understand and treat problems
of disorder, renewed efforts are needed in the area of modeling diffraction from
non-crystalline materials.
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Chapter 4
Crystallizing Membrane Proteins
for Structure-Function Studies Using
Lipidic Mesophases

Martin Caffrey

Abstract The lipidic cubic mesophase or in meso method for crystallizing
membrane proteins has posted some high profile successes recently. This is
especially true in the area of G protein-coupled receptors with over a dozen new
crystallographic structures emerging in the past 5 years. Slowly, it is becoming an
accepted method with a proven record and convincing generality. However, it is not
a method that is used in every membrane structural biology laboratory and that is
unfortunate. The reluctance in adopting it is attributable, in part, to the anticipated
difficulties associated with handling the sticky, viscous cubic mesophase in which
crystals grow. Harvesting and collecting diffraction data with the mesophase-grown
crystals is also viewed with some trepidation. It is acknowledged that there are
challenges associated with the method. However, over the years we have worked
to make the method user-friendly. To this end, tools for handling the mesophase in
the pico- to nanolitre volume range have been developed for efficient crystallization
screening in manual and robotic modes. Glass crystallization plates have been
built that provide unparalleled optical quality and sensitivity to nascent crystals.
Lipid and precipitant screens have been implemented for a more rational approach
to crystallogenesis such that the method can now be applied to a wide variety
of membrane protein types and sizes. These assorted advances are outlined here
along with a summary of the membrane proteins that have yielded to the method.
The challenges that must be overcome to further develop the method are described.

Parts of this article have been adapted from Caffrey [6] and Caffrey et al. [9].
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Keywords Alpha-helical membrane protein structure • Beta-barrel membrane
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Peptide • Precipitant • Rational design • Rastering • Remote data collection •
Robotics • Screen • Sponge phase • Video demonstration • Workshop • X-ray
crystallography

4.1 A Model for In Meso Crystallisation

A proposal has been advanced for how in meso crystallogenesis takes place at the
molecular level [2–5]. It begins typically with an isolated biological membrane
that is treated with detergent to solubilize the target protein. The protein-detergent
complex is purified by standard wet-lab biochemical methods. Homogenizing with
a monoacylglycerol (MAG) effects a uniform reconstitution of the purified protein
into the bilayer of the cubic phase. The latter is bicontinuous in the sense that
both the aqueous and bilayer compartments are continuous in three-dimensional
space. Upon reconstitution, the protein ideally retains its native conformation and
activity and has partial or complete mobility within the plane of the cubic phase
bilayer. A precipitant is added to the mesophase, which triggers a local alteration
in mesophase properties that include phase identity, microstructure, long-range
order and phase separation. Under conditions leading to crystallization, one of
the separated phases is enriched in protein, which nucleates and develops into
a bulk crystal. The hypothesis envisions a local lamellar phase that acts as a
medium in which nucleation and three-dimensional crystal growth occur. Molecular
dynamics simulations highlight the hydrophobic/hydrophilic mismatch between the
protein and the surrounding bilayer in the lamellar phase as a driving force for
oligomerization in the membrane plane [19]. The local lamellar phase also serves
as a conduit or portal for proteins on their way from the cubic phase reservoir to
the growing face of the crystal. Initially at least, the proteins leave the lamellar
conduit and ratchet into the developing crystal to generate a layered-type (Type I)
packing of protein molecules. Given that proteins reconstitute across the bilayer of
the cubic phase with no preferred orientation and the three-dimensional continuity
of the mesophase, it is possible for the resulting crystals to be polar or nonpolar.
These correspond to situations in which adjacent proteins in a layer have their long-
axis director oriented in the same or in the opposite directions.

The proposal for how nucleation and crystal growth occur in meso relies abso-
lutely on the three-dimensional continuity of the mesophase. Under the assumption
that the sample exists as a single liquid crystallite or mono-domain, continuity
ensures that the mesophase acts essentially as an infinite reservoir from which all
protein molecules in the sample can end up in a bulk crystal. Neither the lamellar
liquid crystal (L’) nor the inverted hexagonal (HII) phases, both of which are
accessible mesophases in lipidic systems, have three-dimensional continuity and,
alone, are unlikely to support membrane protein crystallogenesis by the in meso
method.
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However, it is possible to envision crystal growth that occurs by way of a local
inverted hexagonal (HII) phase. Indeed, there are several crystallization conditions,
such as high salt, that favour this mesophase and that support crystal growth. As is
the case with the cubic and lamellar phases, the cubic and HII phases can and do
coexist. Transitions between the two can be envisioned to involve inter-mesophase
continuity. Since bitopic and polytopic membrane proteins span the bilayer at least
once, the need to remain integral to the bilayer prevails also in the HII phase. Indeed,
locations where this can happen exist throughout the HII phase, specifically at points
of closest contact between lipid coated, water-filled rods. At such locations proteins
can diffuse one-dimensionally along the length of the HII phase rods to associate
with one another – along and between rods – in nuclei first that, in time, evolve
into macroscopic crystals. As with the lamellar phase model, the cubic phase will
act as a reservoir to provide a continuous supply of proteins to the growing face of
the crystal. A consequence of this growth mechanism type is that crystal packing,
initially at least, will be hexagonal as opposed to layered or Type I.

That the in meso method works with bitopic and polytopic proteins, having one
to several membrane crossings, respectively, is well proven. It has also been shown
to support the crystallization of water-soluble proteins that include lysozyme and
thaumatin. While there are no examples of the method working with monotopic or
anchored proteins, we can anticipate these emerging in the not too distant future.
A simple mechanism for crystallization would involve a form of inter-digitation.
Here, the acyl chains of monolayers with which the protein are associated, inter-
penetrate across the bilayer mid-plane. This would enable contact between proteins
in and orthogonal to the membrane plane facilitating 3-D nucleation and crystal
growth.

Because of the proposed need for the diffusion of proteins in the bilayer and of
precipitant components in the aqueous channels of the mesophase, the expectation
is that crystal growth rates might be tardy in meso. However, crystals have been seen
to form within an hour, which suggests that the slowness associated with restricted
diffusion can be compensated for by a reduction in dimensionality. The latter is a
result of the protein being confined to a lipid bilayer with its long axis oriented
perpendicular to the membrane plane. Thus, the number of orientations that must be
sampled to effect nucleation and crystal growth is few in meso compared with its in
surfo counterpart, in which all of three-dimensional space is accessible.

That crystal growth takes place in a mesophase implies it is happening in
a convection-free environment. This is analogous to growth under conditions of
microgravity or in a gel, which offers the advantage of a stable zone of depletion
around the growing crystal and thus a slower and more orderly growth. Settling
of crystals and subsequent growth into one another are also avoided under these
conditions, as is the likelihood that impurities are wafted in from the surrounding
solution to poison the face of the crystal and limit growth. For all these reasons
in meso crystallogenesis is similar to crystallization in space with the prospect of
producing high-quality, structure-grade crystals.
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4.2 The In Meso Method. Practicalities and the Challenges
It Presents

Setting up an in meso crystallization trial is straightforward. Typically, it involves
combining two parts protein solution with three parts lipid at 20 ıC. As noted, the
lipid most commonly used is monoolein. According to the monoolein/water phase
diagram [27], and assuming there is no major influence on phase behaviour of the
protein solution components, this mixing process should generate, by spontaneous
self-assembly, the cubic mesophase at or close to full hydration. The original method
for mixing lipid and protein solution involved multiple cumbersome centrifugations
in small glass tubes. Harvesting crystals required cutting the tubes and searching for
small crystals through curved glass which was not simple, and required experience,
time and patience.

The cubic phase is sticky and viscous in the manner of thick toothpaste. As such,
it is not easy to handle. In the course of our earlier lipid phase science work we
had developed tools and procedures for manipulating such refractory materials.
One of these, the coupled-syringe mixing device, was ideally suited to the task
of combining micro-litre volumes of monoolein with membrane protein solution
in a way that produces protein-laden mesophase for direct use in crystallization
trials with minimal waste [10]. The mixer consists of two Hamilton micro-syringes
connected by a narrow bore coupler. Lipid is placed in one syringe, protein solution
in the other. Mixing is achieved by repeatedly moving the contents of the two
syringes back and forth through the coupler. The coupler is replaced by a needle for
convenient dispensing of the homogenous mesophase into wells of custom-designed
glass sandwich crystallization plates. Precipitant solutions of varying compositions
are placed over the mesophase and the wells are sealed with a cover-glass. The
plates are incubated at 20 ıC and monitored for crystal growth. Optical quality is
the best it can be given that the mesophase is held between two glass plates and the
mesophase itself is transparent. This means that crystals, just a few micrometres in
size, can be seen readily by microscope, whether or not the proteins are coloured.
The use of cross-polarizers enhances the visibility of small crystals which usually
appear birefringent in a dark background; the cubic phase itself is optically isotropic
and non-birefringent. An added feature of the glass sandwich plates is that the
double sided tape used to create the wells provides almost hermetic sealing ensuring
minimal change in well composition during the course of trials that can last for
months. Step-by-step instructions, complete with an open access, on-line video
demonstration of the entire in meso crystallization process just described, have been
published [7, 8, 24].

4.3 In Meso Robot

The protocol just described refers to the manual mode of setting up crystallization
trials. Accurate and precise delivery of the protein-laden mesophase in volumes
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that range from pico- to micro-litres was made possible by use of an inexpensive
repeat dispenser in combination with differently sized micro-syringes [8, 11, 12].
The smaller volumes means that the in meso method works with miniscule quantities
of target protein. Thus, extensive crystallization trials can be set up with just a few
micrograms of valuable membrane protein making the in meso method one of the
most efficient in terms of protein requirement.

Whilst the repeat dispenser greatly facilitated the in meso method it was still
a manual set-up with limits to the numbers of trials that any one person could
comfortably set up at a sitting. The need to automate the process was obvious
which led to the building of an in meso robot [15, 23]. The robot has two arms
programmed to move simultaneously. One dispenses the viscous protein-laden
mesophase while the other dispenses precipitant. Typical volumes used are 50 nL
mesophase (consisting of 20 nL protein solution and 30 nL monoolein) and 800 nL
precipitant solution. Custom, 96-well glass sandwich plates were designed which
take about 5 min to fill using an 8-tip robot. The robot enables the precise and
accurate setting up of in meso crystallization trials in high-throughput mode and,
if required, under challenging conditions of reduced temperature and controlled
lighting. Given the in meso robot’s success, several are currently in use in labs
throughout the world.

With the success that the in meso method has had it perhaps is not unexpected
to find products appearing on the market in support of this novel crystallogenesis
approach. In addition to the in meso robots, these include a number of precipitant
screen kits, glass and plastic sandwich plates, and a plate that comes complete with
lipid-coated wells. The vendors indicate that the latter can be used with a liquid
dispensing robot for protein solution delivery first and precipitant post-swelling.

4.4 Mesophase Compatibility with Protein Solution
Components

As alluded to above, what happens during in meso crystallization is intimately tied
up with mesophase behaviour. The working hypothesis for how nucleation comes
about begins with the protein reconstituting into the continuous bilayer of the cubic
phase. Precipitant is added which triggers local formation of a lamellar phase into
which the protein preferentially partitions and concentrates in a process that leads to
nucleation and crystal growth. Experimental evidence in support of aspects of this
model has been reported [9].

Experience built up over the years working with the in meso method suggests
that the mesophase behaviour observed during the course of crystallization mimics
that of the monoolein/water system [4]. The implication therefore is that the protein
solution has minimal effect on the phase behaviour of the hosting lipidic mesophase
into which the protein is reconstituted. That solution, along with the target protein,
typically includes lipid, detergent, buffers, and salt at a minimum. Other components
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such as glycerol, sulphydryl reagents, denaturants, etc., are not uncommon. Each
of these can impact on phase behaviour and, by extension, on the outcome of a
crystallization trial. In the interests of learning about component compatibility, the
sensitivity of the monoolein/water cubic phase system to their inclusion has been
evaluated. Our findings indicate that the default cubic mesophase is remarkably
resilient and retains its phase identity in the presence of a vast array of different
additives. These include glycerolipids, cholesterol, free fatty acids, detergents,
denaturants, glycerol and sulphydryl reagents, among others. Of course, for each
there is a concentration beyond which the cubic phase is no longer stable. In most
cases, these limits have been identified [14].

Occasionally, the concentration of a protein solution component is not known
exactly. Detergent is a case in point. This poses a problem because if there is too
much detergent the bulk lamellar phase may form, but it alone will not support
crystallization. It may also be that a new detergent is being used who’s compatibility
with the cubic phase is not known. In this case, a small amount of the buffer used to
solubilise the protein or the protein solution itself can be used to prepare mesophase.
The physical texture, appearance between crossed polarizers, or small-angle X-ray
scattering (SAXS) behaviour of the mesophase will indicate which phase has been
accessed. If, for example, it is a lamellar phase that forms suggesting too much
detergent then another purification step where its concentration in the final protein
solution is reduced may be enough to solve the problem. We have encountered
situations with bacteriorhodopsin where the particular preparation ended up having
an excess of detergent. The mesophase first formed was lamellar but when it
was used in combination with certain precipitants a transition back to the cubic
phase was induced which went on to support crystal growth. This highlights the
importance of understanding mesophase behaviour for more rational crystallisation.

4.5 When Protein Concentration Is Low

The driving force for nucleation is greater the more supersaturated is the system.
Thus, a common strategy in the area of crystallisation is to work at the highest
possible protein concentration to favor nucleation and to lower its concentration
subsequently to just above the solubility limit for slow, orderly growth of a few
good quality crystals. It is likely that the same principles apply to crystallization
in meso where initially, the highest possible protein concentration should be used
in support of nucleation. There are at least two issues that must be dealt with in
this context that apply to membrane proteins. Firstly, most membrane proteins are
prepared and purified in combination with detergents. Thus, the detergent is carried
along with the protein into the crystallization mix. It follows then that as the protein
concentration increases, the detergent concentration will rise in parallel. This may
work against crystallization because high levels of detergent destabilize the hosting
mesophase. Of course, the sensitivity to added detergent will depend, among other
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things, on the identities of the hosting lipid and detergent. Completely removing
the detergent before folding the protein into the crystallization mix is usually not
an option because it is commonly required to keep the protein soluble as a mixed
micelle. One alternative is to reduce the detergent load to an acceptable level before
combining the protein with the hosting lipid. This can be done with BioBeads or
by eluting the protein in a highly concentrated form from an affinity column. Using
detergents with low critical micelle concentration values, such as lauryl maltose
neopentyl glycol (MNG-DDM) is also worth investigating.

Raising the protein concentration in the solution used to make the mesophase
without simultaneously elevating detergent concentration is an important goal to
work toward. This can be approached by selecting only the peak fractions from
a final polishing gel filtration column and using the largest workable molecular
weight cut-off filters for protein concentration. Glycerol can raise protein solubility
and is compatible with the cubic phase. If this approach is used however the
glycerol should be removed or its concentration dramatically reduced prior to
running in meso crystallization trials. Simply equilibrating the mesophase so
formed with excess precipitant under standard crystallization conditions (50 nL
mesophase C 800 nL precipitant) will reduce glycerol concentration by �40-fold.
Further reductions are possible following the protocol described in the next
paragraph.

The second issue has to do with raising the concentration of protein in the lipid
bilayer of the cubic phase to facilitate nucleation. Two approaches can be tried that
are quite different but that achieve the same end. The first exploits the water-carrying
capacity of the cubic phase, a property that varies with lipid identity. Thus, the
reconstituted protein will be more concentrated in the bilayer of the cubic phase
prepared with a lipid of high water-carrying capacity than would obtain for a less
hydrating lipid. The second approach involves sequential reconstitutions where the
protein concentration in the bilayer rises with each round. The membrane protein
preferentially partitions from the aqueous solution into the bilayer of the cubic
phase. If the reconstitution step is repeated using a single mesophase bolus and with
a series of solutions of protein at low concentration, the protein load in the bilayer of
the mesophase will increase with each reconstitution round leaving excess aqueous
solution depleted of protein. This protein-depleted solution is removed before the
next round of reconstitution commences.

4.6 Screen Solution Compatibility

As noted, in meso crystallization relies upon a bicontinuous mesophase which acts
as a reservoir to feed protein into nucleation sites and for crystal growth. The
crystallization screening process requires that chemical space be interrogated over
wide limits to find conditions that support crystal growth. In the screening process
therefore, the protein-laden mesophase is typically exposed to precipitant solutions
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that encompass hundreds, perhaps even thousands of different chemical composi-
tions. Screen solution components typically include buffers that cover a wide pH
range, polymers, salts, small organics, detergents, apolar solvents, amphiphiles, etc.,
and all at different concentrations. Each component can potentially destabilize the
mesophase. In a separate study using SAXS, we examined the compatibility of
the default monoolein/water cubic phase with various commonly used precipitant
screen solutions [13]. What we found was hardly surprising. Compatibility was
temperature dependent and the usual suspects, that included organic solvents,
destroyed the cubic phase rendering these screen solutions effectively useless.
A goal of the study was to design screens that were mesophase friendly. However,
that goal was not pursued then instead we opted for the convenience of commercial
screen kits mindful of the fact that certain conditions are not relevant. As a result,
certain kits are simply not used because they contain too few conditions that are
compatible with the cubic phase.

4.7 Sponge Phase

During the course of mesophase compatibility studies we noticed that some screen
components caused the cubic phase to ‘swell’ and, under certain conditions, to form
what is referred to as the sponge phase. The latter evolves from the cubic phase
as a result of the ‘spongifying’ component lowering bilayer interfacial curvature
thereby enabling the mesophase to imbibe more lyotrope (aqueous solution). This
is revealed in the SAXS pattern where the lattice parameter of the cubic phase
rises [16]. Eventually, the mesophase looses order and the low-angle diffraction
pattern becomes diffuse. Fortunately, the sponge phase retains its bicontinuity and,
as a result, can support in meso crystallogenesis. One advantage of the sponge phase
is that its aqueous channels are dilated. Thus, proteins with large extra-membranal
domains should be accommodated in and amenable to crystallogenesis from the
sponge phase [25, 29]. Further, the reduced interfacial curvature is likely to facilitate
more rapid and long range diffusion within the lipid bilayer. Since net movement
of protein from the bulk mesophase reservoir to the nucleation and growth sites
is a requirement for crystallization this effect alone should contribute to improved
crystallization. Interestingly, many of the proteins that have yielded to the in meso
method have been crystallized under conditions that favour sponge phase formation
(www.mpdb.tcd.ie).

Reflecting the utility of the sponge phase for in meso crystallogenesis a number
of commercial screening kits now include spongifiers such as polyethyleneglycol,
jeffamine, butanediol, among others. Some of these provide a preformed sponge
phase to which the protein solution is added directly. We continue to use the original
method that involves an active protein reconstitution step and where the entire
crystallization screen space is available for sampling.

www.mpdb.tcd.ie
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4.8 Rational Lipid Design for Low Temperature
Crystallogenesis

Over the years, we have devoted considerable time and effort to establishing the
rules for rationally designing lipids with specific end uses. One such application
concerned the development of a host lipid for use in in meso crystallogenesis at low
temperatures. Certain proteins are labile and require handling at low temperatures.
The problem with the in meso method, in the default mode at least, is that it relies
upon monoolein as the hosting lipid. The cubic phase formed by monoolein is
not thermodynamically stable below about 17 ıC and performing crystallization
trials in a cold room at 4–6 ıC is risky. For this low temperature application
therefore a cis-monounsaturated monoacylglycerol, 7.9 MAG, was designed, using
the rules referred to above [26]. The target MAG was synthesized and purified in-
house and its phase behaviour mapped out using SAXS. As designed, it produced
the cubic phase stable in the range from 6 to 85 ıC. 7.9 MAG has been used
in the crystallization of a number of membrane proteins in the MS&FB group.
The objective now is to make it, along with other synthetic MAGs (see below),
available to the community by way of a commercial vendor.

The word ‘risky’ was used in the previous paragraph when referring to low
temperature crystallization with monoolein as the hosting lipid. This reflects the
fact that it is possible to do successful in meso work with monoolein, and indeed
other MAGs, at 4 ıC provided the system undercools. Fortunately, the cubic phase is
noted for this capacity and regularly we perform successful crystallization trials with
monoolein in the 4–17 ıC range. As expected, occasionally under these metastable
conditions the mesophase will convert to the lamellar crystalline or solid phase
which is useless as far as crystallization is concerned.

4.9 Additive Lipid Screening

Early on in the development of the in meso method the author recognized that
monoolein, as the lipid used to create the hosting mesophase, is a most uncommon
membrane lipid. The sense was that this MAG might rightly be regarded as foreign
by certain target proteins and cause them to destabilize. One possible solution was
to use a natural membrane lipid that would form the requisite cubic phase at 20 ıC.
None was available. An alternative was to use monoolein as the hosting lipid and
to augment it with typical membrane lipids thereby creating a more native like
environment. Accordingly, the carrying capacity of the monoolein cubic phase for
a number of different lipids was established using SAXS [14]. This amounted to
about 20 mol % in the case of phosphatidylcholine, phosphadidylethanolamine,
and cholesterol with lesser amounts of phosphatidylserine and cardiolipin being
accommodated. The approach of using additive lipids has had spectacular successes
in the GPCR field where cholesterol doping of the cubic phase was critical to the
production of structure yielding crystals [9, 29, 30].
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4.10 Host Lipid Screening

Monoolein was the first lipid used for in meso crystallogenesis. From the outset,
it was recognized that this one lipid may not work with all target membrane
proteins. These, in turn, come from a variety of native membranes which differ in
lipid composition, surface charge and packing density, fluidity and polarity profile,
bilayer thickness, intrinsic curvature, etc. Thus, having a range of MAGs that
differed in acyl chain characteristics with which to screen was deemed important.
Using principles of rational design a number of suitable MAGs were identified with
the requirement that they form the cubic phase at 20 ıC under conditions of full
hydration. A number of lipids meeting this specification have been synthesised and
characterized in-house [31]. They constitute a successful hosting lipid screen in
the MS&FB group [21, 22]. With several targets, that include “-barrels, ’-helical
proteins and an integral peptide antibiotic, crystals have been grown by the in meso
method using these alternative MAGs [18, 21, 22, 25, 29]. In a number of cases,
monoolein either failed to produce crystals or the crystals it did produce were not of
diffraction quality. It was only when MAGs from the hosting lipid screen were used
that structure grade crystals were obtained.

4.11 In Meso Structures

As of this writing, the in meso method accounts over 100 records in the PDB that
relate to integral membrane proteins and peptides ([9]; www.mpdb.tcd.ie). This
corresponds to about 10 % of all published membrane protein structures represent-
ing 8 distinct membrane protein types. With successes that include bacterial and
eukaryotic rhodopsins, light harvesting complex II, photosynthetic reaction centres,
“-barrels, GPCRs and their complexes, cytochrome oxidase, an ion exchanger and
an integral membrane peptide the method has a record of versatility and range. Each
of these membrane protein types represents bigger families the members of which
become suitable candidates for in meso crystallogenesis. The GPCR family is a case
in point with almost 800 distinct GPCRs coded for in the human genome alone. The
in meso method therefore, in combination with the necessary protein engineering
and receptor stabilization strategies, is now poised to contribute to the generation of
GPCR structures in, what amounts to, production line fashion. Evidence in support
of this statement is the recent spate of receptor structures (26 to date, see [9]; www.
mpdb.tcd.ie) courtesy of the in meso method. We can only hope for the same degree
of success with other membrane protein families.

The further development of the in meso crystallogenesis approach is an important
goal for members of the MS&FB group. One direction this has taken recently
concerns the utility of the method with small membrane proteins. A separate
analysis performed using a model cubic phase under restricted conditions indicated
that suitable targets would need to include at least five transmembrane helices. Our
experience with the sponge phase variant of the cubic phase suggested otherwise.

www.mpdb.tcd.ie
www.mpdb.tcd.ie
www.mpdb.tcd.ie
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Accordingly, the utility of the method with a ‘mini-protein,’ the pentadecapeptide
antibiotic, linear gramicidin, was investigated. It worked remarkably well providing
a structure with a resolution better than 1.1 Å [18]. This result is significant because
it highlights the utility of the method with proteins having small transmembrane
domains which abound in Nature.

4.12 The Membrane Protein Data Bank, Statistics On-line

Further details regarding the structure and function of integral, anchored and
peripheral membrane proteins are available online in a convenient and searchable
database, the Membrane Protein Data Bank (MPDB, [28]; www.mpdb.tcd.ie).
Whilst records in the MPDB are obtained from the PDB, the former only includes
entries for membrane proteins. Statistical analyses on the contents of the database
can be performed and viewed online. Examples include detergents used for mem-
brane protein structure work, number of structures published annually by method,
and the like.

4.13 Prospects

The in meso method burst on the scene a decade and a half ago. It was received
with great anticipation for what it would deliver; perhaps it was to be the panacea.
However, output in the early years was limited to naturally abundant, bacterial
’-helical proteins bedecked with stabilizing and highly colored prosthetic groups
(www.mpdb.tcd.ie). The perceived restricted range, coupled to the challenges
associated with handling the sticky and viscous cubic mesophase, meant that
subsequent interest in the method waned. This was countered to some degree with
the introduction of the in meso robot, a growing understanding for how the method
worked at a molecular level, and a continued demonstration of the method’s general
applicability. However, interest in the method has rocketed of late with the success
it has had in the GPCR field.

Improvements are needed of course if the method is to have longevity. Critically,
the specialized materials and supplies upon which the method relies must be made
more generally available and the method itself must be made user-friendly and
routine. New and improved in meso robots available on the market are tackling the
user-friendliness issue. Workshops that involve hands-on demonstrations contribute
to making the method more accessible. Open access video demonstrations of the
method are available online [8, 23, 24]. Recently, a simple and robust manual
protocol for producing crystals in the lipidic cubic phase in less than an hour has
been introduced. It is designed to provide newcomers to the in meso method with
experience of preparing, handling and growing crystals in the sticky and viscous
lipidic mesophase [1].

www.mpdb.tcd.ie
www.mpdb.tcd.ie
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Developments are needed in the area of crystal identification. Optical clarity is of
the highest quality with the glass sandwich plates currently in use and this provides
for ready detection of colourless, micrometre-sized crystals in normal light and
between crossed polarizers. Detection by UV fluorescence is particularly powerful
and convenient for tryptophan containing proteins. Fluorescence labelling is also
a route worth considering for the sensitive detection of early hits. Second-order
nonlinear optical imaging of chiral crystals (SONICC) is a novel approach. It has
been shown to sensitively and selectively detect membrane protein crystals growing
in meso [20].

Recovering crystals from the mesophase for data collection is a non-trivial
undertaking [24]. This is especially true when harvesting is done directly from glass
sandwich plates. Typically, a glass cutter is used to open the well and to expose
the mesophase. Teasing out and harvesting the crystal for immediate cryo-cooling
is most conveniently done with a cryo-loop. This is a slow, pains-taking and
cumbersome process especially if it must be done in a cold room and/or in subdued
light. This whole area of harvesting calls out for innovation.

Data collection at the synchrotron is not exactly straightforward either. Given that
in meso-grown crystals tend to be small, a mini-synchrotron X-ray beam is required.
Oftentimes, the crystal of interest is hidden from view in a bolus of mesophase on
the cryo-loop. This means that locating the crystal and centring it requires rounds
of diffraction rastering with a beam of progressively smaller size [17]. This same
approach is used to advantage in finding the best diffracting part of a crystal. Lo-
cating crystals and centering based on X-ray fluorescence from heavy atoms in the
sample is in development. Effective and efficient rastering is recognized now as an
important feature of the latest MX beamlines at synchrotron facilities worldwide and
steady improvements in the rastering process are being made. In situ screening and
data collection are other areas under active investigation. Increased efforts should
be devoted to implementing protocols for crystal manipulation and diffraction data
collection, viewing and processing remotely from the experimenter’s home lab with
the same ease and speed as are available (remotely) at the synchrotron lab.

The structures determined using in meso-grown crystals have, until very
recently,1 relied on molecular replacement for phasing. Increasingly, experimental
phasing will be required. In our hands, with poorly diffracting crystals, this has
proved to be a challenge. Several targets have been tackled using seleno-methionine
labeling and pre-labeling, cocrystallization, and soaking with heavy atoms with
only limited success. Problems derive, in part, from a low anomalous signal to noise
due to a combination of background low- and wide-angle scatter from adhering
mesophase and the need to work with small and sometimes poorly diffracting,

1The recent successes in using experimental phasing for structure determination have occurred
with channelrhodopsin from C. reinhardtii (PDB entry 3UG9; mercury-MAD), the NaC-Ca2C

exchanger from M. jannaschii (PDB entry 3V5U; samarium-SAD), “-barrels from E. coli (PDB
entry 4E1S; seleno-methionine-SAD), and Y. pseudotuberculosis (PDB entry 4E1T; seleno-
methionine-SAD) and with a membrane kinase from E. coli (D. Li, J. Lyons, V. Pye, D. Aragao,
and M. Caffrey, in preparation; seleno-methionine-SAD).
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radiation-sensitive crystals. As often as not, data must be collected in angular
wedges on different parts of a single crystal or on multiple crystals, and merging
data satisfactorily is a challenge. This part of the in meso pipeline is in need of work.

Finally, the method should begin to be used with really big proteins and
complexes. The sponge phase, with its open aqueous channels and flatter bilayer,
should prove particularly useful in this regard. Using it in combination with novel
hosting and additive lipid screens will go a long way toward producing crystals and
ultimately high resolution structures where interactions that are integral to human
health are revealed.
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Chapter 5
Searching for Needles in Haystacks: Automation
and the Task of Crystal Structure Determination

Seán McSweeney

Abstract Chambers dictionary defines the expression look for a needle in a
haystack as to undertake a hopeless search. Crystallographic investigations seem
on many occasions to fit this definition closely. The use of synchrotron radiation
sources with automated methods for beam delivery and sample changing has
revolutionised the process of finding those crystals that have the properties required
to elucidate a crystal structure.

Keywords Structural Biology • Synchrotron Radiation • Automation •
MX: Macromolecular Crystallography

5.1 Introduction

There has been a dramatic growth in the use of Macromolecular Crystallography
(MX) over the last 15 years. This growth has been coupled with some spectacular
scientific successes. These have been achieved across the whole spectrum of biology
including (but not limited to) membrane proteins (G-protein coupled receptors [34],
ABC transporters [12], ion channels [14], photosystems I and II [2, 16, 37], viruses
(Blue tongue virus [17]) and more recently lipid bilayer containing bacteriophages
[7]), molecular machines such as F1-ATPase, the bacterial ribosome [28], DNA
polymerase II [10], the muscle contractile protein myosin [9], macromolecular
complexes (the proteosome, tumour necrosis factor) and high throughput ligand
screening for improved medicines (human cytochrome P450 [35, 36] and human
phosphodiesterase structures [32]). The impact of these results has extended from an
improvement of the basic understanding of Molecular Biology to wealth generation
in the European Community.
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Spurred on by the successes that have already been achieved, Structural
Biologists are tackling ever more ambitious projects, for example more complex
membrane proteins and larger macromolecular assemblies. Almost invariably, these
projects pose significant challenges both in terms of specimen preparation and
of obtaining sufficient material of the appropriate levels of purity and stability
for crystallisation trials. These problems are particularly an issue for mammalian
membrane proteins, which are very unstable in the detergents that are used for
crystallisation, and for which the cost of obtaining sufficient quantities of sample is
extremely high.

It is very common for crystals of large biological macromolecules, even when
obtained under notionally identical conditions, to show considerable variation in the
quality of their diffraction. This is almost certainly the result of the intrinsic physical
properties of the systems being studied. The molecules involved are frequently
very flexible, leading to conformational heterogeneity. In the case of complexes
of several proteins, there is also the risk of compositional heterogeneity where
some complexes have lost one or more components. When the crystals obtained
are small (less than �50�m) they are also often mechanically fragile, and therefore
susceptible to damage during transfer (from the crystallisation trays to the sample
holders) or essential cryo-protection steps.

Advances in technology have played a significant role in realising these
achievements. For MX this includes improvements in protein expression and
crystallisation and, crucially, the development of intense, tunable beamlines at third
generation synchrotron sources. During the last 5 years, two further developments
at synchrotrons have played important roles, namely high levels of automation of
sample handling and access to microfocus beamlines that are optimised for MX
applications.

Current data collection trends at the ESRF MX beamlines show clearly that
automation has led to a fundamental change in the way that MX data are collected.
With the introduction of the automatic sample changer [6] at the ESRF MX
beamlines circa 2005, a dramatic increase in the number of samples that were tested
for diffraction quality before any full data collections were carried out was observed
(Fig. 5.1), where we define a dataset as the collection of 20 or more images in one
sweep. As is clear from the figure we are reaching a point where fewer than one
sample in 20 or 30 is deemed suitable for further investigation by data collection.

These examples are not atypical of many ongoing structural biology projects.
Access to highly automated, high throughput screening facilities, with the pos-
sibility to then transfer the best crystals to another beamline optimised for data
collection, will become an increasingly important element for success in Structural
Biology. In practice, the ability to identify those “one in a thousand” samples that are
well ordered will enable new science to be performed with new projects becoming
viable. However providing turnkey systems that will be usable by scientists who are
inexperienced remains challenging and describing our efforts in this direction is the
subject of the remainder of this chapter.
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Fig. 5.1 The change of beamline use since the availability of a reliable MX sample changer
described in the form of the ratio of data collection experiments to screening experiments. The
rapid increase in the number of samples tested before a data collection is launched is obvious.
Here we define Screening as the collection of four or fewer non-contiguous images, data collection
being 20 or more contiguous images

5.2 Specification of an Automated MX System

Based upon the feedback from the ESRF User community and the use of automated
systems at synchrotrons worldwide we identify some essential elements for an
optimised automated system supporting MX. The principle components of this
definition include the following elements:

• It is expected that the number and nature of crystals requiring screening
will increase (intra-crystal, inter-crystal, micro-crystals, in plate screening, low
resolution. . . ).
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• Rapid data collection after the screening even if the optimal experiment must be
performed on a different beamline.

• Remote access to the beamline as a major necessary enhancement.
• It is expected that an increased synergy with different, complementary techniques

including small angle scattering, time resolved MX, Cryo-electron-microscopy,
imaging, micro-specrophotometry is highly desirable.

Primary among these requirements is the need for reliable and accurate data
collection. To achieve this on all samples it is expected that increased levels of
beamline automation will be required. To achieve a measure of success in these two
requirements it is to be expected that significant effort in technology development
will be required. Inevitably the number of partial datasets to be handled will
increase. Because radiation damage plays a major causative role in this situation it
is likely that new data handling methods will be necessary. Ultimately we expect that
resolution of the requirements outlined above need also be matched with a beamline
capable of supporting the concept of the evaluation of “1000 crystals per day”.

5.3 Beamline Automation

A concern to the user of a synchrotron beamline are two sources of automation
that must be taken in to account before the task of determining the best diffraction
strategy can take place. These are the delivery of an appropriately conditioned
X-ray beam with which one may perform the experiment and a mechanism for the
changing of samples that is both reliable and convenient to use. Space does not allow
for a full exploration of all the details of the methods so a summary of the major
themes is provided.

5.3.1 X-ray Beam Delivery

When thinking about the automated provision of X-ray beams it is important to keep
in mind that the task is to provide an intense X-ray source, RMS stability to better
than 1 % on intensity and with a positional stability of order 2�m whilst handling
distances from X-ray source to sample of 60 m or more. It is not surprising then that
the “simple” task of delivering the X-ray beam has taken many years of effort to
achieve the level of performance we experience today.

In the alignment of a beamline an important first step if the definition of the X-ray
beam emerging from the storage ring. This step is made by aligning (typically water
cooled) apertures thereby providing a defined and characterised starting point for
subsequent alignment. Due to the high power density generated by third generation
sources most beamlines use liquid-nitrogen-cooled silicon monochromators. At the
ESRF we have chosen to standardise on the use of channel cut crystals, although
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other designs have been used with success elsewhere. In our experience with this
system it is possible to provide reliable automatic energy variation on request with
good positional reproducibility and error in the photon energy of less than 0.2 eV in
the range 6 and 25 keV.

Automated beam focusing has two objectives: it must optimize the X-ray flux
at the sample position and ensure a smooth beam cross section. This latter point is
crucial when dealing with highly collimated beams and micrometre-sized crystals.
The automatic-focusing procedure we use performs an alignment of the mirror to
the beam (necessary in our case because of the properties of the monochromator)
and followed by an optimisation of the focal spot at the sample or at the detector
front face. A principle objective in this process is to be able to match the beam
dimensions to those of the crystal.

By employing these techniques we are able to allow complete control of the
beamline configuration to the scientists using the beamline. They are assured that
the X-rays are as they requested, we are reassured that no damage or mishap can
come to the expensive optical components of the beamline.

5.3.2 Automatic Sample Changers

A major bottleneck encountered by a user at a synchrotron MX beamline has been
the time required to get the sample of interest mounted/centred in the X-ray beam
and ready for data acquisition. Analysis of manual method of sample changing
revealed that the process was amenable to automation and a number of groups have
successfully developed methods for automatic sample handling [6,8,20,29,30,33].

Automation of sample handling procedures allows one to streamline the data-
collection process and ideally reduces the error rate encountered during manual
mounting and dismounting of samples. When initially deployed at the ESRF
we envisaged that the provision of an intelligent automated mounting system
would ultimately allow for the tracking of crystal samples throughout the entire
experimental process. It is perhaps obvious that when combined with a suitable
data management system we have paved the way for the automation of screening
procedures for the purpose of identifying the best available sample for subsequent
careful data acquisition.

From the initial soundings undertaken with the User community it was clear
that if the goal of routine sample exchange was to be provided a preliminary first
step was required. Consequently the development of a standard sample holder for
use with robotic sample changers was undertaken. By adapting existing models
(available in 2004) it was possible to provide a solution that allowed synchrotron
users to use several different sample changers without having to resort to specialised
holders for each robot. Therefore, although the definition of the SPINE standard
sample holder [6] was a decisive step for moving from manual to automatic sample
handling, the design and size are nevertheless based on a concept initially developed
for manual use. In the future, further optimization of sample throughput will
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probably require the design of a sample holder specifically optimized for handling
by robotic systems. Despite the compromises made this system has nevertheless
proved to be an extremely useful – enabling the loading in excess of 120,000
samples per year since 2006 at the ESRF.

5.4 Sample Evaluation and Screening

With automated systems in place for delivering X-rays and exchanging samples,
the chief problem that remains is finding and exploiting to the full the diffraction
potential of “good” crystal samples. We have attempted to produce software
infrastructures to enable automated data evaluation this is most visible in the EDNA
project [19]. In addition we attempt to provide advanced tools for the evaluation
of samples and in particular understanding the diffraction potential of the crystal
sample throughout the crystal volume.

5.4.1 EDNA

Typical data collection in macromolecular crystallography (MX) using the rotation
method [1] involves preliminary steps: measuring a few diffraction patterns (refer-
ence images) of a crystal under investigation, and their evaluation. The procedure
aims to determine the basic crystallographic parameters (unit-cell dimensions and
putative Laue class, crystal orientation, mosaicity, diffraction spot shapes) and to
evaluate the signal-to-noise ratio in the data. On the basis of these processing results,
the data collection parameters (data collection resolution, rotation range, oscillation
width and exposure time, jointly called a ‘data collection strategy’) are determined,
along with the decision on suitability of a sample for a particular crystallographic
problem. An additional consideration that must be taken into account in a modern
data collection procedure at third-generation beamlines is an anticipated sustainable
radiation dose for the crystal [24, 26]. At weaker sources, the total time available
for the experiment may form a significant restriction. Such procedures are essential
for obtaining acceptable quality diffraction data and may not be replaced by, for
example, a set of ‘standard’ data collection conditions that are satisfactory for most
samples [11, 15]. The main goal of the EDNA MX application is to provide the
software which implements the procedure described above in a fully automated way
[19, 22]. Thus as deployed on a beamline the EDNA MX package will initiate the
collection of indexing images, determine unit cell parameters using both mosflm
[21], and Labelit [27]. Following success at this level the integrated images are
passed to BEST [3, 25] where a data collection strategy (taking into account
radiation damage) is provided.
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5.4.2 Diffraction Cartography

As has been noted it is very common for crystals of biological macromolecules,
even when obtained under apparently identical conditions, to show variation in the
quality of their diffraction.

As sample evaluation, automation and microbeams have become more widely
available, more advanced screening methods have evolved. These include locating
the best region of a crystal on which to perform data collection [18], locating and
evaluating the diffraction properties of crystals in crystallization drops [20, 23]
and locating and evaluating the diffraction properties of very small crystals con-
tained in large sample mounts [5]. These types of sample evaluation are already
performed empirically by many crystallographers. However, we have sought to
formalize and automate these procedures and thus allow them to become routine.
To achieve this goal requires the combination of current ‘line’ and ‘mesh’ scans
[31] with diffraction-quality characterization and experiment planning using EDNA
and BEST.

Two typical cases are common to most crystallographers [4] “Lilliput” where
a small beam is used to scan a support for small crystals – in this case almost
any diffraction information is valuable and may be happily compared to the cases
exemplified for GPCR proteins [5]. The other example being “Brobdinnag” where
crystal dimensions are larger than the beam probing it, interestingly in this case we
were able to demonstrate intra-crystal heterogenity that could be advantageously
used in planning experiments [4]. Since the results of both these investigations is a
type of map of the diffraction potential of the sample it will be possible to transfer
this information with the sample as data collection advances or screening concludes.

5.4.3 Screening for Samples

The selection of samples of suitable quality is a task that comes naturally to
an experienced crystallographer. Indeed the term (and the task) is used for the
generation of crystals in the first place as well as the initial testing for the diffraction
properties of crystallisation hits. In our terms the screening step means testing
if the diffraction observed from a crystal (or set of crystals) corresponds to the
requirements for the experiment. This assumes of course that it is possible to
articulate the needs of the experiment in a way that is understandable. We have
chosen to apply the constraint that we will strive to deliver the best possible datasets
given the samples available rather than, for example, attempting to generate the
greatest number of datasets per experimental session. Our approach is shown
schematically in Fig. 5.2 where samples of the same type are sequentially tested
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Fig. 5.2 With a conventional CCD detector the screening process (S) tends to involve more data
analysis of the individual samples (DA step). When several samples have been observed the relative
merits of each are evaluated (Rank) and a selection for data collection made

Fig. 5.3 With a high speed detector the screening strategy can shift. Here collection of data is so
fast that it is often tempting to initiate data collection using the simpelest strategy possible as soon
as the crystal is centered. Of course this act only postpones the inevitable need to check that the
data are consistent with the desired out come

on one beamline. When all are checked a ranking is applied associated to a
number of possible criteria : diffraction limits; minimum data collection time; lowest
mosaicity; or combinations of these values. Data collection can then proceed on the
most appropriate crystal. Of course other schemes are possible (and implemented)
of which the most popular is the option to the collect the first sample that meets a
certain minimum diffraction resolution.

The availability of fast read out detectors posses a problem for the screening
scheme we favour. The initial data analysis is now probably longer than the likely
data collection time for a simple data collection strategy (most people request 180ı
rotation). Thus provided diffraction is seen a dataset will be collected (Fig. 5.3).
However appealing this approach is it simply delays the sorting process until later
in the analysis process since not all datasets will be useful. Given the high cost
of delivering the X-rays and maintaining the beamlines we find this approach
unconvincing and prefer to enable an approach that will provide the best possible
data from a wide variety of samples in a flexible manner.

The current focus of our efforts at the ESRF is to provide the next level of au-
tomation to allow for more rapid initial sample screening (Fig. 5.4). The techniques
described will be backed by a data management system ISPyB [13] capable of
recording the data and meta-data of the experiment and diffraction analysis. The
key concept is that with an analysis of the crystallographic potential of each sample
it will be possible to decide which of the beamlines has the characteristics to allow
for a optimal experiment to be performed. This idea does require that the sample
handling allows for redistribution of crystals between beamlines.
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Fig. 5.4 As envisaged samples will be able to be screened before being reorganised for data
collection on beamlines where the X-ray characteristics most closely match the needs of the
experiment

5.5 Conclusion

Automation and advances in technology are the key elements in addressing the
steadily increasing complexity of MX experiments. Much of this complexity is
due to inter- and intra-crystal heterogeneity in diffraction quality often observed
for crystals of multi-component macromolecular assemblies or membrane proteins.
Such heterogeneity makes high-throughput sample evaluation an important and
necessary tool for increasing the chances of a successful structure determination.

The screening approach described here raises the challenge of handling (and
reporting) large quantities of diffraction meta-data and will require considerable
work to understand how to use these data. Employing the tools available to find
these “crystallographic needles” in the haystack of our data will open the possibility
to elucidate ever more challenging crystallographic projects.
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Chapter 6
Data Processing: How Good Are
My Data Really?

Kay Diederichs and P. Andrew Karplus

Abstract Since its inception more than 60 years ago, a “reliability index”, later
called “R-value”, has been used to measure the agreement of model and averaged
data, and a similar quantity, Rmerge, has been defined to assess the quality of the
averaged data.

However, a little known fact is that the two kinds of R-values have very different
properties and asymptotic behaviors, and cannot be compared with each other. This
is the reason that decisions concerning the high-resolution cutoff of data that are
based on these R-values are questionable, and also helps explain why disagreements
between journal authors and the manuscript reviewers have been so common.

Here, the authors will show that a different statistic can be used to overcome these
deficiencies, and will establish a direct quantitative relation between data and model
quality. This relation is important to judge the extent to which the data are useful,
and also gives insight into the quality of the model that is derived from the data.
The theoretical and practical consequences are at variance with several commonly
employed crystallographic concepts and procedures.

Keywords Data quality • Model quality • Resolution • R-value • Rmerge •
Rwork • Rfree • Correlation coefficient

K. Diederichs (�)
Department of Biology, University of Konstanz, Universitätsstr.
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6.1 How to Measure Data Quality?

The quantity that is most often used to indicate the quality of data used to solve a
crystal structure is Rmerge. This quantity, named Rsym at the time, was invented by
Arndt and coworkers [1] to characterize the data that were obtained from the first
two-dimensional detector with electronic readout. Until the present, its overall and
highest-shell value is an important part of both the “Table 1” of crystallographic
papers, and of structures deposited in the PDB.

About 15 years ago, we pointed out [2] deficiencies of Rmerge and suggested
alternative formulas both for the characterization of data consistency (Rmeas in place
of Rmerge), and data quality (Rmrgd-I) and suggested that only the latter of these is
relevant to making a decision about the high resolution cutoff. Since then, we have
been contacted many times by colleagues who reported to us that reviewers rejected
their papers due to high values of Rmerge in the highest-resolution shell. These
reports confirm a view often held in the crystallographic community, namely that
use of data that are characterized by high Rmerge values has a detrimental influence
on the quality of structural models, and that these data should therefore not be
used for refinement. Based on the latter assertion, a high-resolution data cutoff
is often employed such as to reduce Rmerge in the highest-resolution shell to an
“acceptable” value.

After enumerating data quality indicators in crystallography in Sect. 6.2, Sect. 6.3
is concerned with the question of selecting a suitable high-resolution cutoff for
crystallographic data. It will be shown that the inclusion of weak high-resolution
data improves the refined model, and that there are substantial problems with
understanding the meaning of high-resolution R-values.

Section 6.4 introduces a new concept and indicator, which quantitatively links
model and data quality in crystallography.

6.2 Crystallographic Statistics – Which Indicators
Are Being Used?

To calculate aspects of data quality, the formulas given in Table 6.1 are in use;
note that Rmrgd-I [2] has been superseded by Rpim. For these “data R-values”, the
following relation holds:

Rpim < Rmerge < Rmeas

However, since neither Rpim nor Rmeas are regularly used, they will not be
discussed further.

In addition to Rmerge, the mean signal-to-noise ratio (<I/¢>) of the merged data
is often cited, both as an overall value and as a value for the highest-resolution shell.
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Table 6.1 Data R-values that are in common use

Name Formula Reference

Merging R-value Rmerge D
P

hkl

nP

iD1
jIi .hkl/� NI .hkl/j

P

hkl

nP

iD1
Ii .hkl/

Arndt et al. [1]

Redundancy-independent
merging R-value

Rmeas D
P

hkl

p
n

n�1

nP

iD1
jIi .hkl/� NI .hkl/j

P

hkl

nP

iD1
Ii .hkl/

Diederichs and
Karplus [2, 10]

Precision-indicating
merging R-value

Rpim D
P

hkl

p

1=n�1
nP

iD1
jIi .hkl/� NI .hkl/j

P

hkl

nP

iD1
Ii .hkl/

Weiss et al. [11]

Model quality is most often also measured by R-values (“model R-values”); the
formula is

Rwork=free D
P

hkl

jFobs .hkl/ � Fcalc .hkl/j
P

hkl

Fobs .hkl/

where the summation extends over those reflections against which the refinement
target is minimized (the “working set”), or (for Rfree) the “free set” which is usually
a small, randomly selected subset of all reflections and is only used for cross-
validation of the refinement progress.

Unfortunately, X-ray crystallography is disconnected from mainstream statistics,
when it comes to R-values: “The linear residual is actually an odd statistic; you will
not find anything like an R-value in a “real” statistics textbook. The insufficiency
of this basic linear residual becomes painfully obvious in the merging R-values for
intensities : : : ” [5, p 331].

Concerning the relation of data and model R-values, this means that no proper
theory exists: “Note that the meaning of the merging R-value for a shell with random
noise data is entirely different from the maximum expected R-value on F for a
random structure (RF D 0.59)” [5, p 415].

6.3 What Is a Suitable High-Resolution Cutoff to Be Chosen
for Refinement?

Obviously, higher resolution means better accuracy and more detailed maps. How-
ever, experience shows that a cutoff that is chosen at “too high” resolution yields
high overall Rwork and Rfree values. The following questions must be answered:

1. Are any of the data R-values (overall, and by resolution) really a good predictor
and indicator of model quality?
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Fig. 6.1 Histogram of high
resolution Rmerge values for
structures deposited in 2010
(Figure from Karplus and
Diederichs [4])

2. To what extent does the data quality influence the refinement result?
3. What to refine, and when to stop refining?
4. How to discover and avoid overfitting?

It is enlightening to investigate what the high-resolution Rmerge values are for
structures deposited in the PDB in 2010 (Fig. 6.1). This distribution peaks around a
cutoff of 50 %, consistent with published recommendations [13].

We believe that a choice of cutoff around 60 %, which we call “conservative
cutoff” in the following, is not the best possible one. First, the decision for
this cutoff is not based on values derived from first principles, or arising from
statistical insight. In the absence of these, such a decision should be validated
with refinement programs that are currently available. Second, a mechanism of
self-fulfilling prophecy seems to be at work: the practical decisions of principal
investigators are strongly influenced by rejections of their manuscripts by reviewers
who favor the conservative cutoff. When these principal investigators are themselves
reviewers, the request for a conservative cutoff that they were forced to choose
sometimes seems to spread into their own reviews.

6.3.1 The Problem with R-Values at High Resolution

In the absence of a proper theory, most crystallographers expect a quantitative
relationship to exist between data R-value and model R-value; in particular, they
expect the data R-value to be a lower limit for the model R-value (“the model
R-value cannot be lower than the data R-values since the data prevent it”).

In case of the model R-value, it can be shown [12] that its value is limited, for a
random or wrong model, to 0.584 and 0.828 for acentric and centric reflections,
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respectively. This explains why a maximum value of Rmerge around 0.6 is often
suggested and employed. Interestingly, even if this argumentation were correct
(which it is not as shown below), since data R-values are calculated from intensities,
a more suitable cutoff for data R-values would be 1.00 and 1.273 for acentric and
centric reflections, respectively.

6.3.2 The Asymptotic Behavior of Model and Data R-Values
Is Different at High Resolution

However, when the signal vanishes at high resolution, data R-values (Rpim, Rmerge,
Rmeas) diverge to infinity since the numerator of their respective formula is then
constant (being determined by variation of counts in the background), and the
denominator approaches zero. The factor 1/

p
n present in the Rpim formula does

not fundamentally change this asymptotic behaviour. This is in stark contrast to
the behaviour of model R-values, which asymptotically approach a constant as
mentioned above.

6.3.3 Is There Information Beyond the Conservative
High-Resolution Cutoff?

To investigate the influence of the high-resolution cutoff on the quality of the model,
we developed a novel procedure for the quality comparison of two models and
employed it to data from cysteine dioxygenase (CDO; [7, 8]) collected previously.
The dataset that we used was 15-fold weaker than the one that the model was refined
against originally (Fig. 6.2).

For these data, a conservative resolution cutoff would be around 1.8 Å
(Rmerge D 70 %); a less conservative cutoff (using a <I/¢>D 2 cutoff) would
be around 1.6 Å.

To judge the quality of different models, we developed the following “paired
refinements technique”:

• Refine at two different resolution cutoffs, e.g. at 2.0 Å and at 1.9 Å, using the
same starting model and refinement parameters

• Since it is meaningless to compare the resulting R-values at different resolutions,
calculate the overall R-values (Rwork and Rfree) of the higher-resolution (1.9 Å)
model at the lower-resolution (2.0 Å) cutoff, without any change of the model.

• Calculate�R D R1.9(2.0)�R2.0(2.0) i.e. compare the R-values of the two models
at the same (lower) resolution. This is meaningful because the same set of
reflections is used for the comparison. If the Rfree-value difference is negative,
the data in the resolution shell between 2.0 Å and at 1.9 Å are beneficial for model
quality.
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Fig. 6.2 Statistics for cysteine dioxygenase (CDO), PDB 3ELN, re-refined against 15-fold weaker
data. Main canvas: upper black curve (square markers) is Rmerge; lower black curve (filled circle
markers) is Rpim; upper dashed curve (red/dark grey): Rfree; lower dashed curve (blue/light grey):
Rwork; continuous grey curve is<I/¢>. Inset: close-up beyond 2 Å resolution (Figure from Karplus
and Diederichs [4]) (Color figure online)

Fig. 6.3 Comparisons of
Rwork and Rfree reveal that
high-resolution data improve
the model. For each
resolution shell, the left bar
(blue/light grey) indicates the
difference in Rwork and the
right (red/dark grey) that in
Rfree (Figure from Karplus
and Diederichs [4]) (Color
figure online)

The results shown in Fig. 6.3 demonstrate clearly that Rfree drops when including
higher-resolution data, and that also Rwork � Rfree drops. The latter is a measure
of overfitting; a smaller Rwork � Rfree difference indicates less overfitting. In this
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case, even the last shell of data out to 1.42 Å improves the results, although only
marginally. This result demonstrates that the inclusion of weak high-resolution data,
well beyond the conservative cutoff, improves the refinement result.

6.4 Relation of Data to Model Quality

6.4.1 Beyond R-Values – Measuring Data Quality
with a Correlation Coefficient

In this chapter, we investigate a correlation coefficient (CC) as an alternative to
using an R-value. Generally, a CC has clear meaning and well-known statistical
properties: the significance of its value can be assessed by Student’s t-test: e.g.
CC> 0.3 is significant at p D 0.01 (i.e. may be obtained by chance in 1 % of the
cases) for n> 100 pairs, and CC> 0.08 is significant at p D 0.01 for n> 1,000.

To obtain a meaningful quantity, we are guided by our work on random half-
datasets [2] and by experience with a CC that has been shown to be useful for
assessing the quality of the anomalous signal in a dataset. Two “random half-
datasets” are obtained when all observations of each unique reflection from a full
dataset are evenly but randomly assigned to two subsets. Each half-dataset subset is
then merged individually and the desired signal (e.g. the anomalous difference) is
extracted. For substructure solution, it was found that useful data can be identified
by employing a CCanom cutoff at around 0.3 [6].

We define CC1/2 as the CC between intensities of crystallographic random half-
datasets. This quantity has been available from the SCALA [3] logfile under the
name CCImean. CC1/2 has the useful property [4] that we can analytically estimate
CC*, the CC of the full dataset (i.e. after merging the random half-datasets) against
the true (usually unmeasurable) intensities, using

CC� D
s

2CC1=2

1C CC1=2

In Fig. 6.4, we show CC1/2, CC* and <I/¢> for the CDO data. It is striking
how steep the drop of the CC-based indicators is beyond a resolution of 1.6 Å. In
comparison, the slope of<I/¢> is much shallower since its second derivative is pos-
itive. If a cutoff (like 0.5) at a specific value of CC* were chosen, it would be fairly
accurately determined by the data. However, we prefer to use the paired refinements
technique to prove that the high-resolution data improve the model; the technique
can be applied to CCwork, CCfree and in this case (and other cases we investigated)
indicates that CC1/2 values somewhat lower than 0.2 still indicate the presence of
data that help to improve the model when using today’s refinement programs.

We can define CCwork, CCfree as CCs calculated on Fcalc
2 of the working

and free set, against the experimental data. Since they are based on the same



66 K. Diederichs and P.A. Karplus

Fig. 6.4 CC1/2 (squares),
CC* (triangles) and <I/¢>
(grey) for the CDO data
(Figure from Karplus and
Diederichs [4])

mathematical formulas and quantities of the same type, CCwork and CCfree can be
directly compared with CC*. This quantitative relation between data and model CCs
means that:

1. At the end of refinement, the CCwork, CCfree of a good model should approach
CC* from lower values.

2. An inadequate model (where the term inadequate includes not only missing or
wrong parts, but also e.g. cases of wrong spacegroup assignment and undetected
twinning) results in CCwork and CCfree remaining less than CC*.

3. Systematic errors in data processing may (but not necessarily do) produce a
higher CC* than is warranted by the data. In that case, too, CCwork and CCfree

remain less than CC*.
4. If CCwork is higher than CC*, the model is closer to the data than the truth is to

the data: this is an operational definition of overfitting; the model fits the noise.

In the case of the CDO data, there is good agreement between CC* and
CCwork/CCfree at high resolution (Fig. 6.5), and it is obvious that the data quality
indeed is limiting for CCwork/CCfree. At low resolution, we observe a similar gap
between CC* and CCwork/CCfree as is usually observed between data and model
R-values at low resolution, indicating a failure of today’s crystallographic models
to fully account for the experimental data.

In this particular case, the strong data originally used for the refinement of CDO
can be considered a good approximation to the (unobservable) true data. If we
compare the Fcalc

2 from the model with these strong data (Fig. 6.5), we find, at first
surprisingly, that their CCwork,free is significantly higher at high resolution than the
CCwork,free against the noisy (weak) data. The model is therefore more accurate than
the fit to the weak data at high resolution suggests. The reason is that the model is
parsimonious, and over-determined by the data – its Fcalc

2 are much less influenced
by noise than the data.
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Fig. 6.5 Comparison of data
and model Ccs. Shown is
CC* (black) as well as
CCwork (dashed blue/light
grey) and CCfree (dashed
red/dark grey). Also included
(dotted lines) is the
comparison of CCwork/CCfree

(blue/light grey, red/dark
grey) against the original
(strong) CDO data (Figure
from Karplus and Diederichs
[4]) (Color figure online)

Fig. 6.6 Graphical scheme of relationships between correlation coefficients

6.5 Summary

The following summarizes our findings concerning the high-resolution cutoff of
crystallographic data and the relation of their quality to that of the model. Important
relationships are graphically presented in Fig. 6.6.

• Data should be used out to a higher resolution than is suggested by current
conventions. It is misleading that the overall Rwork/Rfree from refinement may
be higher, and the paired refinement technique may be used to prove that the
model is actually better.
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• CC1/2 directly assesses information content of data in a statistically meaningful
way

• CC* is an upper limit for CCwork and CCfree

• Crystallographic models at high resolution may have a better correlation of their
Fcalc

2 against the (usually unknown) true data than the experimental data have,
and their phases are meaningful. This is the origin of what has been called the
free lunch algorithm [9].

It should also be noted that current methods for estimating the model error from
high-resolution R-values yield too high estimates: the data error needs to be taken
into account.
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Chapter 7
Radiation Damage in Macromolecular
Crystallography: What Is It and Why
Do We Care?

Elspeth F. Garman

Abstract Radiation damage inflicted during diffraction data collection in
macromolecular crystallography has re-emerged in the last decade as a major
experimental and computational challenge, as even for crystals held at 100 K it can
result in severe data quality degradation and the appearance in solved structures
of artifacts which affect biological interpretations. Here, the observable symptoms
and basic physical processes involved in radiation damage will be described and
the concept of absorbed dose as the basic metric against which to monitor the
experimentally observed changes outlined. Investigations into radiation damage in
macromolecular crystallography are ongoing and the number of studies is rapidly
increasing as the topic has now become of mainstream interest.

Keywords Radiation damage • Dose • Diffraction • Cryocrystallography

7.1 Introduction

The advent of highly intense wiggler and undulator beamlines fed from synchrotron
sources has reintroduced the age-old problem of X-ray radiation damage in macro-
molecular crystallography (MX) even for crystals held at cryogenic temperatures
(100 K). Unfortunately, such damage to macromolecular crystalline samples during
the experiment is a problem that is inherent in using ionizing radiation to obtain
diffraction patterns and has presented a challenge to MX since the beginning of
the field. For room-temperature (RT) data collections, it often necessitates the use
of many crystals to assemble a complete data set, because the crystalline order of
the sample is damaged and decreases during the experiment and thus the diffracted
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intensity fades. The root cause of this damage is the energy lost by the beam in the
crystal owing to either the total absorption or the inelastic scattering of a proportion
of the X-rays as they pass through the crystal. The measure of this energy loss
is the ‘dose’ measured per mass of the sample, given in SI units of grays (Gy;
1 Gy D 1 J/kg). Dose may also be quoted in terms of the non-SI unit rad (radiation
absorbed dose; 1 rad D 10 mGy). In MX, dose measurements are generally of the
order of a million grays (1 MGy or 100 Mrad) and the programme RADDOSE can
conveniently be used to compute the absorbed dose for a protein crystal [15, 18].

The earliest investigation of radiation damage at RT in MX was carried out just
over 50 years ago by Blake and Phillips [1] on a sealed-tube (copper) X-ray source.
By making seven sets of successive measurements, they monitored the decay in
the diffraction intensity of a particular set of reflections from crystals of sperm-
whale myoglobin over a period of 300 h. They concluded that the damage was
proportional to the irradiation time, which they assumed was linearly proportional
to the absorbed dose. They deduced that a single 8 keV X-ray photon disrupts
around 70 protein molecules and disorders a further 90 protein molecules for
doses up to about 20 Mrad (0.2 MGy) absorbed after 100 h of X-ray exposure.
Blake and Phillips [1] also suggested that the protein molecules suffered specific
structural damage. This conclusion was reached without knowledge of either the
sequence or the three-dimensional structure of the protein, and the postulate was
only confirmed many years later when radiation damage to disulfide bridges was
noted in electron-density difference maps calculated from data collected from des-
pentapeptide insulin crystals [10].

Up until the 1990s, MX data were almost exclusively collected at RT, where at the
beginning of the experiment the recommended practice was to monitor the intensity
of a strong reflection at the beginning if the experiment I0 and then periodically as
the experiment proceeded and to discard the crystals once the intensity had dropped
to 0.85I0, or at the very worst 0.70I0 if the particular crystals were in very short
supply [2].

Now most data are collected at 100 K: starting in the 1990s cryocooling
techniques for MX blossomed and were made technically more accessible for
routine use in MX because of two pivotal developments: the loop-mounting method
[22], in which the protein crystal is held by surface tension in a film of liquid ‘cryo-
buffer’ across a small-diameter (1 mm down to 0.1 mm) nylon, fibre or plastic
loop, and the availability of reliable open-flow unpressurized cryostats [4] with
flexible stainless-steel hosing to supply a stream of cooled gaseous nitrogen at a
stable temperature of around 100 K with which to surround the sample during data
collection. Initially, problems with the technique included ice formation within and
outside the crystal and an increase in mosaic spread, particularly when cryocooling
protocols were not optimized. Methods for improving the data quality obtainable
were soon developed [7, 9, 21] and there was widespread adoption of the technique.
In fact it has been estimated that over 90 % of all protein structures are now
determined at cryo-temperatures.

The advantages of cryocooling for MX are a very significant reduction in the
rate of radiation damage; the use of a mounting technique (the loop) that is usually
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more gentle than the capillary method historically used for RT collection; the fact
that higher resolution data can more easily be obtained because the crystal order
is preserved for longer; a lower background in the diffraction experiment as it is
not necessary to enclose the crystal in a glass, quartz or plastic tube to prevent
dehydration; that fewer crystals (and thus a lower quantity of protein) are required
for a project; that crystals can be shipped ahead of time to the synchrotron (more or
less) safely; and that crystals can be flash-cooled when in peak condition for future
use before they start to degrade in the crystallization drop.

These positive aspects of cryocooling commonly outweigh the disadvantages.
The latter include the requirement for expensive cryostat cooling equipment, a
frequent increase in crystal mosaic spread (but not necessarily if the cryoprotection
concentration and crystal handling are carefully optimized), the need to invest time
for optimization of cryo-buffers and cooling protocols, and the fact that there are
as yet no protocols that guarantee success, although progress is being made in this
direction.

The improvement in dose tolerance for a crystal held at 100 K compared with
a crystal irradiated at RT has been estimated to be approximately a factor of 70
on average [16]. Thus, cryocooling is clearly a highly effective mitigation strategy.
However, radiation damage is now routinely observed at synchrotrons in cryocooled
crystals and the experimenter would be wise to be aware of the artifacts that
can be produced. Here, the symptoms of radiation damage at cryotemperatures
and the basic physical processes involved are described, the reasons why the
crystallographer should care about this issue are addressed. Our current knowledge,
as reflected in the published literature, is summarized in more detail in Garman [8],
Ravelli and Garman [19], and an article entitled ‘A beginner’s guide to radiation
damage’ Holton [11].

7.2 What Are the Symptoms of Radiation Damage
at Cryotemperatures?

Systematic studies of this phenomenon have identified two separate indicators of
damage as a function of dose: global and specific damage. The former results in a
loss of the measured reflection intensities (particularly at high resolution), expansion
of the unit-cell volume, increasing values of the measure of the internal consistency
of the data which quantifies the difference between reflection intensities that should
ideally be the same (Rmeas), an increase in both the scaling B factors for the data and
the atomic B values of the refined structure, rotation of the molecule within the unit
cell and often (but not always) an increase in mosaicity. Visible differences in the
samples as the experiment proceeds, including colour changes, are also observed.
On warming of the sample following irradiation, bubbles of gas, now proposed to be
hydrogen [13] and perhaps some CO2, are emitted and discolouration of the sample
is common (see Fig. 7.1).
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Fig. 7.1 Photograph of a
400 �m neuraminidase
crystal (subtype N9 from
avian influenza isolated from
a Noddy Tern), space group
I432, that has been irradiated
on ID14-4 at the ESRF at
100 K and then allowed to
warm up to RT. The three
black marks are from the
100 � 100 �m2 beam; the
discolouration is an indication
of radiation damage
(Reproduced courtesy of the
IUCr from Garman [8]. http://
dx.doi.org/10.1107/
S0907444910008656)

Various metrics have been suggested and used for monitoring global damage,
among which are the following.

(i) ID/I1, where ID is the summed mean intensity (Imean) of a complete data set
(or equivalent sections of data) after a dose D, and I1 is the mean intensity of
the first data set. The intensity decay is weakly exponential (almost linear: see
Fig. 7.2) at cryotemperatures but clearly exponential at RT. The dose which
results in a drop of total intensity to half of the original value, D1/2, has
been measured to be 43 MGy for apo and holo ferritin crystals. However,
the associated electron density maps exhibited significant damage of the
amino acids at 0.5 � I1, and an upper limit of 30 MGy has been suggested,
corresponding to 0.7 � I1 [17].

Note that using I/¢(I) (where ¢(I) is the standard deviation of the signal, i.e.
the ‘noise’) normalized to the intensity I1/¢(I1) of the first data set is not a robust
metric since the noise ¢(I) increases with dose and thus In/¢(In) reduces by an
amount that more than represents the true loss of diffracting power.

(ii) Rd, the pairwise R factor between identical and symmetry-related reflections
occurring on different diffraction images, plotted against the difference in dose,
�D, between the images on which the reflections were collected. The plot of
Rd against �D is a straight line parallel to the x axis if there is no damage, but
rises linearly in the presence of damage (see Fig. 7.3). This plot can be used to
correct the intensity values of the reflections back to their ‘zero-dose’ values to
improve the data quality [6].

(iii) The isotropic B factor (Brel) has been found to be a robust measure of radiation
damage at 100 K and to be linearly dependent on it [12]. An example of Brel

plotted against dose is given in Fig. 7.4. The relative B factors can be interpreted
as proportional to the change in the mean squared atomic displacements.
A coefficient of sensitivity to absorbed dose, SAD D�Brel/(�D8 2), was also

http://dx.doi.org/10.1107/S0907444910008656
http://dx.doi.org/10.1107/S0907444910008656
http://dx.doi.org/10.1107/S0907444910008656
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Fig. 7.2 Global radiation-damage indicators as a function of dose for four holoferritin crystals
held at 100 K for data collection as detailed in Owen et al. [17]. (a) Mean In/mean I1, (b) unit-cell
volume, (c) R value and (d) Wilson B value. Each symbol represents the values of the respective
parameter for one complete dataset (processed between 58 and 2.2 Å). A linear intensity decay
against the absorbed dose is observed, with all four crystals decaying at the same rate (Reproduced
courtesy of the IUCr from Garman [8]. http://dx.doi.org/10.1107/S0907444910008656)

no damage

damageRd

Δ (image number or dose)

Fig. 7.3 An idealized plot of Rd, the pairwise R factor between identical and symmetry-related
reflections occurring on different diffraction images, plotted against the difference in dose, �D,
between the images on which the reflections were collected [6]. The plot is a straight line parallel
to the x axis if there is no damage, but rises linearly in the presence of damage (Reproduced
courtesy of the IUCr from Garman [8]. http://dx.doi.org/10.1107/S0907444910008656)

http://dx.doi.org/10.1107/S0907444910008656
http://dx.doi.org/10.1107/S0907444910008656
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Fig. 7.4 A plot of Brel (one value per data set collected on ID14-4 at the ESRF) against dose
for two HEWL crystals, one native (black squares) and the other (orange circles) cocrystallized
with the scavengers ascorbate (Asc) and 1,4-benzoquinone (Quin). The solid lines represent
linear fits to the data: the increase in Brel is only marginally slower with dose for the scavenger
cocrystals, showing (when combined with an analysis of the resulting electron-density maps) that
this particular combination is not effective in reducing the rate of damage (Reproduced courtesy of
the IUCr from Garman [8] (Color figure on line). http://dx.doi.org/10.1107/S0907444910008656)

defined, where �Brel/8 2 is the change in relative isotropic B factor and �D is
the change in dose as above, i.e. SAD is the slope of the line in a graph such as
that shown in Fig. 7.4. This metric relates the increase in mean-squared atomic
displacements to the dose and it has been postulated that it is similar within
quite a narrow range of values for most protein crystals [12].

(iv) The volume of the unit cell increases more or less linearly with dose and was
originally thought to be a possible metric for judging the extent of radiation
damage; however, systematic work has shown that it is not a reliable indicator
since crystals of the same size and type expand at different rates with increasing
absorbed dose [14].

(v) Although mosaicity commonly increases with dose, it is not a reliable metric
for quantization of radiation damage, since it does not behave in a reproducible
or predictable manner.

Of more direct relevance to the biological interpretation of structures than
the global indicators detailed above is the fact that specific structural damage to
particular covalent bonds is observed to occur in a reproducible order in many
proteins [3, 20, 23]: first disulfide bridges elongate and then break, then glutamates
and aspartates are decarboxylated, tyrosine residues lose their hydroxyl group and

http://dx.doi.org/10.1107/S0907444910008656
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subsequently the carbon–sulfur bonds in methionines are cleaved. Covalent bonds
to heavier atoms such as C—Br, C—I and S—Hg are also ruptured. Clearly, it is not
feasible to monitor the specific structural damage during the experiment, since the
refined structures are required. However, it is known that this damage often occurs
well before there is any obvious degradation of the diffraction pattern.

The manifestations of radiation damage in the diffraction experiment can now
be monitored over a range of time scales and doses. For instance, the formation of
the disulfide-anion radical, RSSR•� can be observed in real time using UV/UV–vis
microspectrophotometry after a few tens of milliseconds of X-ray irradiation as a
400 nm absorption peak, and a peak corresponding to solvated electrons having a
maximum absorbance at 550–600 nm also appears. This specific structural damage
is often apparent in electron density maps calculated using the structure factors of
a data set that took around 30 s to collect and the resulting structure represents
a time and space average over the 30 s of irradiation and over all the molecules
in the crystal. Metal centres are also reduced very swiftly by the X-ray beam and
increasingly this can be monitored on-line during the X-ray experiment. The global
intensity loss owing to radiation damage is clearly evident following the collection
of several data sets in succession from the same crystal when the summed intensity
for each data set is plotted normalized to the intensity of the first data set (Fig. 7.2a).

7.3 Why Should We Care?

Radiation damage in MX is an increasingly important and limiting problem for
several reasons. Firstly, as the diffraction experiment proceeds, creeping non-
isomorphism occurs on three simultaneous fronts: the unit-cell volume increases,
there is often movement of the protein molecule within the unit cell, and structural
changes are induced by the damage, so that the protein conformation is changing
during the measurements. This non-isomorphism is thought to be a major cause
of unsuccessful MAD (multiple-wavelength anomalous dispersion) structure de-
terminations, since by the time the second or third wavelength is collected, the
cell and atomic structure can have changed such that the reflection intensities
are significantly altered. This effect can obscure the anomalous signal required
for structure solution. It has been calculated that a 0.5 % change in all three
dimensions of a unit cell would change the intensity of a 3 Å reflection by 15 %
[5] so the MAD/SAD phasing signals (typically 4–8 % signal) would be completely
overwhelmed by such a volume increase.

Secondly, the radiation-sensitivity of some crystals at 100 K means that it is
not possible to collect a complete data set from a single crystal and data must
be merged from several (or many) of them to measure all the unique reflection
intensities. Although this was routinely the case when data were collected at RT,
most crystallographers have become accustomed to being able to measure all unique
reflections from just one cryocooled crystal. Use of multiple crystals to assemble a
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complete data set in general increases the errors arising from non-isomorphism,
thereby potentially reducing the ease of structure solution as well as increasing the
mounting/ dismounting time burden.

Finally, the radiation-damage-induced structural changes can affect the apparent
biological properties of the macromolecule under study. Enzyme mechanisms can
involve redox research papers susceptible residues, so special care is required when
interpreting structures that may have been modified by X-ray damage during the
data collection. For instance, irradiation can change the oxidation state of metal ions
in structural/ active sites from that in their native state and cause the decarboxylation
of glutamate and aspartate residues. X-ray-induced structural changes can also be
misleading in studies of intermediates. In such circumstances, separating radiation
damage from an enzymatic mechanism can be extremely difficult and can cast doubt
on the validity of biological conclusions drawn from crystal structures [19].

In summary, radiation damage ultimately results in lower resolution structures,
failed MAD structure solutions and sometimes the inaccurate interpretation of
biological results if no control experiments are carried out to account for radiation-
damage artifacts. It is thus an issue to be taken seriously by the structural biologist.
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Chapter 8
Elemental Analysis of Proteins by Proton
Induced X-ray Emission (microPIXE)

Elspeth F. Garman and Oliver B. Zeldin

Abstract The identification and quantification of metals bound to proteins is a
crucial problem to be solved in structural biology. This chapter will describe the
technique of proton induced X-ray emission with a microfocused proton beam
(microPIXE) as a tool for analysing the elemental composition of liquid and
crystalline protein samples. The proton beam induces characteristic X-ray emission
from all elements in the protein, which can be interpreted in terms of the metal
content of the protein molecule with a relative accuracy of between 10 and 20 %.
The compelling advantage of this method is that the sulphur atoms in the methion-
ines and cysteines of the protein provide an internal calibration of the number
of protein molecules present so that systematic errors are minimised and the
technique is entirely internally self-consistent. This is achieved by the simultaneous
measurement of the energy of backscattered protons (Rutherford backscattering),
to enable the matrix composition and thickness to be determined, and so correct
the PIXE data for the self-absorption of X-rays in the sample. The technical and
experimental procedures of the technique will be outlined, and examples of recent
measurements given which have informed a range of investigations in structural
biology. The use of the technique is increasing and we are in the final stages of
developing it to be a routine high-throughput method.
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8.1 Introduction

The characterisation of metal atoms in proteins and other large bio-molecules
is a crucial problem to be solved in structural biology. The structure–function
relationship of molecules is often pivotally dependent on bound metal ions or
co-factors, so that understanding function requires knowledge of their identity and
concentration. In X-ray crystallography, the electron density commonly indicates
the presence of a metal ion, but at present there is no optimum technique for
assigning a unique atomic number to that density. In addition, there are a variety of
other questions that can be answered by knowing the elemental composition of the
molecule, such as whether or not DNA is bound, how much selenium–methionine
has been substituted for sulphur–methionine during expression, and whether or not
a protein subjected to site directed mutagenesis binds a particular metal ion. For
structure determination by NMR techniques, the presence of paramagnetic atoms
can make measurement impossible, and it is problematic to identify them uniquely
so that they can be removed. For any of the above reasons, performing a trace
element analysis on our samples may be necessary.

Metal detection and quantification in proteins imposes stringent requirements
on the analytical techniques employed. Three key performance indicators need to
be considered: sensitivity (minimum detectable limit, MDL, or limit of detection,
LoD), spatial selectivity, and quantitative accuracy and precision.

The sensitivity is constrained by the mass fraction of the metal in the protein, i.e.
typically one metal atom of mass around 50 Da in a molecule of around 100 kDa,
or 500 �g g�1, and so any method must be able to provide adequate analytical
precision at these concentration levels.

Spatial resolution is necessary in order to distinguish small crystals or dried
protein precipitate from the surrounding buffer material. The small size of typical
samples requires a spatial resolution of less than 10 �m. It is also necessary to have
a mapping capability in order to identify the sample or regions of contamination.

The quantitative accuracy and precision must be sufficient to give an unambigu-
ous determination of the number of metal atoms present in a protein molecule.
This determination can be facilitated by forming ratios to the sulphur present in
the protein (or phosphorus in nucleic acids) and so the accuracy requirements
are relaxed. Nonetheless, determining the ratio MZ/MS (where MZ and MS are
the mass of the unknown metal and sulphur, respectively) to an accuracy and
precision of better than 10 %, as is typically required for reliable determination
of stoichiometries, can be difficult to achieve.

It is additionally highly desirable for an assay to have the ability to identify unex-
pected elements (i.e. with no pre-selection of analytes): multi-elemental capability
is essential when trying to determine the identity of unknown metals. Speed and
convenience are also very important factors in the selection of appropriate analytical
methods.

The technique which forms the subject of this chapter, microbeam proton
induced X-ray emission (microPIXE) [6], is the only option readily available at
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present which satisfies all the above constraints. PIXE relies on the interaction of
high energy (2–4 MeV) protons with the electron shells of the target atoms to
stimulate the emission of characteristic X-rays which can be detected to identify and
quantify the atoms present [9]. This is in many ways analogous to energy dispersive
X-ray analysis (EDX) using an electron microprobe, but the crucial advantage for
analytical purposes is that the relatively high mass of the primary particles compared
with the electrons with which they are interacting means that the continuous
background of bremsstrahlung X-rays, which seriously degrades the MDL of EDX,
is essentially absent. This gives PIXE the potential to achieve detection limits
in the region of �g g�1, as is required for the determination of metalloprotein
stoichiometries. MeV proton beams can be focused to micrometre dimensions and
this provides the basis of a high performance scanning microanalytical instrument,
the nuclear microprobe [7].

The application of the microPIXE technique to protein analysis has been
developed over the last 15 years. The systematics of the technique have been
established [3, 4] and the method has been well proven through measurements
carried out on well over 150 different proteins in crystalline or liquid form, with
multiple studies being carried out on a number of them.

The compelling advantage of proton beam trace element analysis compared to
other currently available techniques for proteins is the internal normalisation. Since
every element heavier than fluorine can be observed simultaneously, the sulphur
from the methionines and the cysteines in the protein can be used as an internal
standard for the amount of protein present. Concentrations of all elements of interest
can be simultaneously measured relative to the sulphur signal, and since the primary
sequence of the protein is known, the number of atoms of sulphur per molecule is
also determined.

The measured ratio can thus be trivially computed into a stoichiometric
ratio for the number of atoms of the element of interest per protein molecule,
NX, and can then be determined in a straightforward manner using the
relationship:

NX D CX

CS
� MS

MX

�NS (8.1)

where Nx D number of atoms of X per protein molecule,
CX D PIXE measured concentration of element X,
CS D PIXE measured concentration of sulphur,
MS/MX D Mass ratio of sulphur and element X, and
Ns D Number of sulphur atoms per protein molecule, already known from the

primary amino acid sequence.

Samples containing DNA offer an alternative internal standard, as the phosphorus
content is proportional to the length of the DNA strand. In DNA-protein complexes,
this can be used to determine the number of DNA molecules per protein molecule
[1], or in place of the sulphur standard, as an internal normalisation.
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The internal normalisation aspect of the method applied to proteins makes any
absolute measurements unnecessary, thus minimising the systematic errors. The
initial protein concentration does not have to be known, as long as it is above a
minimum required concentration (see below). The internal standard provided by
nature allows an accuracy of between ˙10 and ˙20 % to be achieved: this level of
error would be very difficult to reach if absolute measurements were necessary.

8.2 Implementation of the Technique

Our microPIXE analyses are carried out with 2.5 MeV protons focused to a diameter
of 2–3 �m using the University of Surrey Ion Beam Centre’s microbeam facility
(beamline described as installed at Oxford in Grime et al. [8] and subsequently
moved to Surrey). Characteristic X-rays are detected using an 80 mm2 solid state
Si(Li) detector (giving high energy resolution), and the detector is fitted with a
130 �m Be filter. During exposure to the proton beam, samples are held under
vacuum on a thin organic film. The film is mounted on an aluminium holder, which
is held in a ‘ladder’ capable of holding up to four samples, within the vacuum
chamber. Both liquid and crystal samples can be mounted in this way.

For a measurement, first a coarse scan (150 � 150 �m up to 2.0 � 2.0 mm2

depending on the sample size) is collected over the protein drop or crystal by
scanning the proton beam spatially in X and Y. A software window is placed round
the X-ray peak in the spectrum associated with a particular element of interest, and
the counts are sorted into an XY grid to give individual elemental maps.

Simultaneous detection of Rutherford backscattered (RBS) protons (e.g. Fig. 8.1)
allows the thickness and matrix composition of the sample to be accurately
determined [5]. Quantitative information is obtained by collecting spectra (e.g.
Fig. 8.1) at three or four points on the sample and also on the backing film alone
for 3–10 min each. These spectra are analysed using the program OMDAQ to fit the
RBS spectra, and which also provides an interface to GUPIX [2] for processing the
PIXE spectra. The number of atoms of each element of interest per protein molecule
can then be computed from Eq. (8.1). In order to avoid the generation of spurious
signals from the material of the target chamber, the beam is stopped in a Faraday
cup fabricated from spectroscopically pure graphite. Beam currents are in the range
0.1–1 nA.

8.3 Experimental Considerations

Both liquid and crystalline protein samples can be investigated using microPIXE
and its application to proteins is now well established [3, 4].
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Fig. 8.1 PIXE (top) and RBS spectra (bottom) from a 2 � diameter point on a thin liquid protein
sample from which the S/Se ratio was sought, and which had been buffer exchanged from KCl into
KBr to avoid overlap of the sulphur and chlorine peaks. The spectra were recorded simultaneously
in 5 min using a beam of 2.5 MeV protons at a current of 100 pA. In each spectrum, the recorded
data are shown as black points and the theoretical fit generated by the spectrum processing software
is shown as a solid red line. In the PIXE spectrum, the identity of the major peaks is marked:
note the log y scale of this spectrum. The shaded regions indicate the energy limits used to generate
elemental maps such as those shown in Fig. 8.3. The RBS spectrum is modelled as a 6.15 � thick
layer of material with chemical formula C5N1.15O2.28K0.21Br0.13 mounted on a 1.85 � polymer film
with composition C5O1.8. Coloured lines indicate the partial spectra corresponding to each element
in the sample structure, and energy of the protons interacting with the surface layer of each element
is indicated by vertical lines (Color figure online)

8.3.1 Required Concentration of Protein

The concentration of a liquid protein sample does not have to be known accurately
for microPIXE, because the internal sulphur normalisation provides the standard.
However, there is an MDL for an individual element of approximately 1–10 ppm
of the dry weight, corresponding to a minimum concentration of liquid protein
samples necessary for reliable quantitation by microPIXE. This minimum has been
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Fig. 8.2 Graph showing the minimum concentration of dried liquid protein residues (mg ml�1)
required for analysis by microPIXE as a function of the number of amino acids per sulphur atom in
the protein molecule. The points represent actual experimental measurements and the dotted line
represents an empirical guide as to whether or not analysis by microPIXE is feasible. Crystalline
samples have concentrations of 100–1,000 mg ml�1 and are thus all of sufficient concentration for
PIXE analysis

carefully investigated over the last few years, and an empirical limit has been
derived. Figure 8.2 shows a graph of measurements performed on liquid samples
over a range of fairly low concentrations, defined for convenience in terms of mg
ml�1. The concentration has been plotted against the number of amino acids per
sulphur atom in the protein, known from the primary sequence information.

The sulphur signal from the samples lying below the dotted line on the plot was
too weak to be measured with any confidence. All the samples lying above the
line were successfully analysed and reliable quantitative results obtained. It is thus
recommended that proteins are concentrated so that they definitely lie above the line
before microPIXE analysis is attempted.

8.3.2 Protein Buffer and Crystal Mother Liquor

A major issue that must be addressed for every sample prior to the experimental
preparations is that of the constituents of the protein buffer (for liquid samples)
or the mother liquor (for crystals). Any buffers containing sulphur will affect the
internal normalisation standard and thus result in an unreliable analysis. Many
additives used in protein crystallisation include one or more sulphur atoms in their
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composition: for instance HEPES, BES and MES. This makes them undesirable
buffers for PIXE measurements. This problem is exemplified in the following case
study from one of our samples.

A protein was supplied for measurement at a concentration of 1.3 mg ml�1 in
10mM HEPES. The HEPES corresponded to a concentration of 2.38 mg ml�1 and
thus a sulphur concentration of 0.32 mg ml�1. In contrast, the 15 kDa protein
contained 8 cysteines and 1 methionine, so the protein sample had a sulphur
concentration of 0.025 mg ml�1, 13 times lower than that of the HEPES. A reliable
measurement was thus impossible, and in these circumstances buffer exchange into
a non-sulphur containing solution would be essential.

Protein solutions and mother liquors also often contain salts. Most of these do not
interfere with the microPIXE analysis, a notable exception being sodium chloride,
which for liquid samples can give a chlorine peak stronger than the sulphur peak.
Since they have consecutive atomic numbers (16 and 17), they give X-ray peaks
close in energy. The low energy tail of an intense chlorine peak can affect the
accuracy with which the sulphur peak can be fitted by GUPIX and quantified. In
a number of cases, proteins have been successfully exchanged into potassium (or
sodium) bromide. Although the chlorine peak is still large, it is no longer a major
problem. Both the potassium and bromine X-ray peaks are well separated from other
peaks of interest, and they can also be used to check for internal consistency, since
they should be detected in a 1:1 atomic ratio.

Given a free choice, ammonium acetate is the perfect buffer, since it contains
only organic elements which produce X-rays too low in energy to be detected in
these experiments.

8.4 Sample Preparation

The samples are dried and then for the experiments, they are held under vacuum on
thin organic polypropylene (C3H6) film (4 �m thick), stretched and mounted with
adhesive across a 1 cm diameter hole in a 1 mm thick aluminium holder.

For liquid protein samples, a volume of between 0.1 and 0.3 �l of the necessary
minimum concentration (see above) is required. This is pipetted very gently onto
the film under a microscope and allowed to dry at room temperature in a covered
environment to prevent dust contamination.

If heat is applied to accelerate drying, we find that the dried drop is more
likely to peel off the film either before or during the measurement. Usually,
three approximately 0.15 �l drops are deposited onto the film to allow for some
redundancy and multiple measurements if required. The drops often dry as a ring,
or the protein concentrates at the edge of the drop and the buffer crystallises out in
the central part.

For crystalline samples, the crystals are deposited gently onto the film using
a cryo-loop and allowed to dry. Both unwashed and washed crystals are usually
investigated to check the effect of the mother liquor on the measurements. Washing
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is carried out by moving the crystal in a cryo-loop from its growth drop to a
microbridge containing 10 �l of milliQ water (tap water contains chlorine which
contaminates the samples). It is moved around the drop of water in the loop, and then
transferred to a second drop of fresh water, and so on five or six times. This often
results in disintegration of the crystal, but this does not matter because microPIXE
does not require a crystal of diffracting quality, as it is sensitive only to the atomic
species present.

8.5 Examples

During the last 15 years, we have accumulated a body of results from the analysis of
more than 150 different proteins by microPIXE. Proteins have been quantitatively
analysed for a range of elements, including magnesium, phosphorus from DNA,
potassium, calcium, manganese, iron, cobalt, nickel, copper, zinc, selenium, iodine,
barium, platinum, gold, mercury, and tungsten. We describe just one case below in
order to illustrate the use of microPIXE analysis and how it has informed various
aspects of structural studies on particular proteins. Many more examples can be
found in Garman and Grime [4].

MicroPIXE analysis was carried out of the third KH domain of hnRNP K in
complex with ‘single-stranded’ DNA. hnRNP K is one of the major proteins found
in hnRNP particles which are ribonucleoprotein complexes containing protein and
pre-messenger RNA. hnRNP K contains hnRNP K homology (KH) domains which
bind both Cytosine-Thymine rich single-stranded DNA (ssDNA) and Cytosine-
Uracil rich ssRNA. Co-crystallization of the third KH domain of human hnRNP
K with a 15-mer ssDNA gave both rod shaped and square plate crystals in the same
crystallization drop. The square plates were similar in morphology to native crystals
obtained previously.

Using X-ray diffraction data from the rod shaped crystals, initial molecular-
replacement trials using the structure of the native protein alone as a search
model failed to allow the structure of the putative protein-DNA complex to be
solved. No heavy-atom derivatives could be obtained to enable phase determination.
MicroPIXE experiments showed that these crystals contained large amounts of
phosphorus (Fig. 8.3a, b).

The phosphorus to sulphur atomic ratio was measured to be 4.4 and 4.7 in
two different rod shaped crystals. This agreed well with a theoretical ratio of
4.67, corresponding to a stochiometry of three KH3 domains (protein molecules)
per 15-mer ssDNA, taking into account the fact that the synthetic DNA has only
14 phosphates. For the square plate crystal form (Fig. 8.3c, d), the microPIXE
measurements gave a maximum phosphorus to sulphur atomic ratio of below the
LoD at 1.1 � 10�2, showing that DNA was not bound.

Knowledge of the protein to DNA molecular ratio from the microPIXE measure-
ments forced a re-examination of the X-ray data and of the self-rotation calculations.
This added further evidence for a crystal asymmetric unit containing three KH3
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Fig. 8.3 (a) Sulphur and (b) Phosphorous elemental maps (150 � 150 �m2) of ssDNA binding
crystal (rod shape): DNA bound. Result: 4.4 phosphorus/sulphur atom (1 methionine per protein
molecule) and thus 3 protein molecules per 15mer ssDNA. (c) Sulphur and (d) Phosphorus
elemental maps (250 � 250 �m2) of a ssDNA crystal (plate shape): DNA is not bound: the
faint crystal outline is due to an increase in the background bremsstrahlung when scanning over
the crystal (Reproduced courtesy of the IUCr from Backe et al. [1]. http://dx.doi.org/10.1107/
S0907444904002628)

domains per 15-mer of DNA in the rod shaped crystals. Subsequent molecular-
replacement trials using just one copy of the KH3 domain gave a cross-rotation func-
tion plot revealing three peaks, in good agreement with the self-rotation function.
An electron density omit map was then calculated and gave clear difference density
for the DNA, showing that there were two KH3 domains in contact with each DNA
molecule and one KH3 domain positioned away from it (Fig. 8.4). Thus the structure
of the KH3-DNA complex was solved with the aid of microPIXE analysis [1].

http://dx.doi.org/10.1107/S0907444904002628
http://dx.doi.org/10.1107/S0907444904002628
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Fig. 8.4 Ribbon representation of the three KH3 domains in the asymmetric unit (coloured red,
yellow and green) and an omit map showing the electron density around the single stranded DNA
drawn at the 1¢ level. Only two of the KH3 domains (red, yellow) interact with the DNA. The third
KH3 domain (green) interacts with the second (yellow) via the strand “1 edges of their respective
“1 sheets, an interaction also seen in crystals of the uncomplexed protein [1] (Reproduced courtesy
of the IUCr from Backe et al. [1]. http://dx.doi.org/10.1107/S0907444904002628) (Color figure
online)

8.6 Current Developments

The main bottlenecks presented by the current generation of microPIXE assays
are in turnaround time and access to beamline facilities. These can be effectively
addressed by a high-throughput approach. Current work is focusing on creating a
fully integrated pipeline with the goal of making the technique available as a routine
assay to laboratories worldwide. Samples are printed into micro-arrays using a non-
contact printer, and data collected using automated protocols on the beamline. Data
processing will be automated, allowing a large number of samples to be handled in
any single 24 h run. Current proof of principle experiments indicate that it is realistic
to increase the throughput from �10 samples/day to �200 samples/24 h. Such a
large increase in throughput opens up the possibility of applying the technique to
new areas of research, or as a routine assay within a structural genomics pipeline.
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Chapter 9
X-rays-Induced Cooperative Atomic Movement
in a Protein Crystal
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Abstract Protein molecules are damaged during X-ray diffraction experiments
with protein crystals, which is in many cases a serious hindrance to structure
solution. It is still not well understood whether radiation-induced local chemical
changes lead to global structural changes in protein and what the mechanism is.
We present experimental evidence at atomic resolution that irradiation causes the
displacement of big parts of the protein molecule and water network. Radiation-
induced structural changes in a protein molecule were studied in a series of
diffraction experiments in which multiple data sets corresponding to increasing
absorbed doses were collected from the same crystals of human aldose reductase
(h-AR) and elastase at atomic resolution. There is a pronounced correlation between
collective atomic movements and local and global damage to the crystal. Radiation-
induced atomic shifts start at places with the pronounced local damage and are the
largest for the damaged residues and structure fragments connected to damaged
residues. An analysis of atomic displacement parameters (ADPs) revealed a distinct
increase in the anisotropic character of ADP’s for the atoms of some segments
of the structures. This effect was pronounced for those atoms that initially had
approximately isotropic ADPs and shifted over relatively large distances during
irradiation. Because their displacements in different cells of the crystal occur not
exactly at the same moment, this leads to an additional static disorder component.
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9.1 Introduction

The X-ray-induced damage to protein crystals during diffraction data is a serious
hindrance to structure solution. A deep understanding of radiation damage to protein
crystals is of great interest not only for fundamental science but also for the
biological interpretation of structural data at the atomic level. This knowledge may
also provide hints on how to mitigate X-ray damage.

The radiation damage to protein crystals manifests itself at different levels:

(a) as local specific chemical and structural changes in a protein molecule,
(b) as overall structural changes of a protein molecule, and
(c) as global effects related to the general crystal disorder.

On the local level, chemical and structural changes induced by radiation include
the reduction of bound metal ions [1, 22] and the breakage of some covalent
bonds with subsequent disordering of atoms involved in disrupted bonds. Examples
of X-ray-induced covalent bond breakage are the disruption of disulfide bonds
[3, 17, 21] and of covalent bonds between C and some heavy atoms, e. g., Se,
Br, I, Hg [4, 13, 16], the decarboxylation of glutamate and aspartate residues [3,
5, 17], and the loss of the hydroxyl groups of tyrosines and the methylthio groups of
methionines [3]. It is believed that the atoms involved in ruptured bonds become
mobile and diffuse through the sample. Sometimes they can be observed in the
electron density map in a new position close to the initial one [16].

The overall crystal disorder makes itself evident as an impairment of crystal
diffraction properties, changes in the unit cell dimensions, and an increase in the
mosaicity and Atomic Displacement Parameters (ADP, also known as atomic B
factors).

All radiation-induced effects increase with the absorbed dose [18, 19], which
is defined as the absorbed energy per unit cell of the crystal. It was also found
that specific local structural changes occur at a very different “dose-scale”, with the
weakest covalent bonds being disrupted first [7]. Moreover, the residues of the same
type within a given structure exhibit different susceptibility to radiation [3, 5, 6, 12],
probably due to their different chemical environments. Some radiation-induced
chemical changes occur long before any significant loss of diffraction [2, 17], which
emphasizes the role of local damage in overall crystal decay. However, in spite of
numerous studies devoted to structural damage, the link between local and global
changes of the protein in the crystal and their relation to progressing crystal disorder
are still poorly understood.

Based on the data on X-ray-induced changes in bond lengths in peptide crystals
and radiolysis experiments, Meents and colleagues proposed that it is the hydrogen
abstraction from organic molecules with subsequent formation of gaseous hydrogen
bubbles that causes global changes in the crystal [8, 9].
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The impact of local chemical changes on the whole protein structure and the
relationship of these changes with general crystal disorder is difficult to catch
experimentally because the absorbed X-ray dose causes the diffraction intensities to
decay. As the intensities and resolution limit degrade, experimental errors increase
and small structural changes are masked by an increase of ADP values. We studied
the radiation-induced damage to a protein molecule by conducting diffraction
experiments at atomic resolution using the crystals of h-AR and elastase [14, 15].
We investigated X-ray-induced overall structural changes in the protein molecule
and attempted to reveal their relation with local and global damage to a protein
crystal.

9.2 Experiments with an h-AR Crystal

9.2.1 Movements of Protein Domains and Water Molecules

The experiments were conducted with a crystal of the complex of h-AR with
the inhibitor IDD 594 and co-factor NADPC. Four complete data sets were
consequently collected from one and the same crystal. The crystal was additionally
exposed to an X-ray beam for 5 and 10 min before collecting data set3 and set4,
correspondingly, to enhance damage and catch different stages of X-ray-induced
deterioration. The total dose the crystal received by the end of the complete
experiment was estimated using the program RADDOSE [11] to be 0.64 � 107 Gy.
This value is approximately equal to one third of the Henderson limit. Therefore, our
data sets correspond to the early stages of radiation damage to the protein crystal.
The deterioration of the crystal during the experiment manifested itself mainly as a
decrease of the maximum resolution limit from 1.0

0

Å for set1 to 1.2
0

Å for set4 (the
number of unique observations were reduced by 41 %).

Four atomic models (M1–M4) corresponding to four stages of radiation damage
were refined. A comparison of these models revealed that, along and simultaneously
with the progressively increasing site-specific damage, irradiation causes displace-
ments of big parts of the protein molecule and the water network (Fig. 9.1). These
movements have a cooperative character: the displacement of individual helices,
strands, and loops can be roughly treated as the movement of rigid bodies. In
addition to the displacement of protein atoms, we observed the displacement of
water molecules, which move in the same direction and in concert with the nearest
protein atoms. It appears as if the atoms of the expanding protein molecule pull
along the hydrogen-bonded network.

The collective movement of protein atoms leads to the expansion of the protein
globule. A detailed analysis shows that the movement of the majority of atoms in the
h-AR structure is anisotropic, and the atoms are predominantly displaced along the a
axis. Approximately half of the protein molecule (residues of the N-terminal region)
predominantly moves along the a axis (to the right of Fig. 9.2a), while most residues
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Fig. 9.1 Distinct
displacements of atoms in
model M4 relative to their
positions in model M1.
(a) The main chain atoms
of models M1 and M4 in the
enlarged regions of the loop
301–310, loop 112–115,
’-helix 86–99, and ’-helix
232–240. (b) Residues Tyr82,
His46, and Phe121 of models
M1 and M4 and water
molecules in their vicinity.
Most water molecules move
approximately in the same
direction as the nearest
residues of the protein model

in the C-terminal region, 156–315, also move along the a axis but in the opposite
direction. The movement of atoms within each lobe is not consistent with the rigid
body movement, whereas the displacement of individual helices, strands, and loops
can be approximately treated as the movement of rigid bodies. The expansion of the
h-AR molecule is correlated with both the X-ray dose and the expansion of the unit
cell in the a direction (Fig. 9.2b, c, d).

9.2.2 Local Radiation-Induced Chemical Changes
and the Movement of Protein Secondary Structure
Elements

The divergence of secondary structure elements is synchronized with the site
specific local damage (Fig. 9.3a, b). The largest atomic displacements correspond
to the atoms of helix 86–100 (Fig. 9.3b). This helix is connected by only two
direct (not mediated by water molecules) hydrogen bonds with other secondary
structure elements (the hydrogen bond between OG1 of Thr95 and OE1 of Glu
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Fig. 9.2 Overall expansion of the h-AR molecule, induced by irradiation. (a) Surface representa-
tion of the model of h-AR. Protein residues whose Ca atoms move in the negative direction of the
X axis (to the right) are colored light, and residues whose Ca atoms move in the positive direction
of the X axis (to the left) are colored dark. (b), (c), (d) Histograms of the distribution of atoms
with respect to their displacement along the 0X (b), 0Y (c), and 0Z (c) directions for the M4 model
relative to the M1 model. Only atoms with the absolute displacement value exceeding 0.1

0

Å are
included in the analysis

51 (Fig. 9.3a) and the hydrogen bond between NZ of Lys 89 and OE2 of Glu
150). Both hydrogen bonds are deteriorated during the diffraction experiment due
to the damage of Glu 51 and Glu 150 by X-rays. The next largest displacements
are revealed for the atoms of Asp 284, which is also damaged by X-rays during the
experiment and to the atoms of the helix 231–240, which is connected to Asp 284
by hydrogen bonds (residues His 240 and Lys 239). The next largest displacements
are observed for the atoms of Thr 113, which is related by halogen bond to Br of
the inhibitor and the atoms of the inhibitors. This bond is deteriorated during the
experiment due to the debromination of the inhibitor. Thus, there is a pronounced
correlation between the site-specific damage and the radiation-induced movement
of the atoms of h-AR. Radiation-induced atomic shifts start at the places with the
pronounced local damage and are the largest for the damaged residues and for the
structural fragments of the structure connected to the damaged residues. Based on
these findings, we can conclude that there is a pronounced correlation between local
damage and overall structural changes in the protein molecule.
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Fig. 9.3 Decarboxylation of Glu 51 involved in the contacts between different secondary structure
elements of the h-AR model and concurrent displacements of atoms. (a) An enlarged region
between ’-helix 50–63, ’-helix 86–99, and strand 73–78. Residues Glu51, Ser76, and Thr95
involved in hydrogen bond contacts between the secondary structure elements are shown using
sticks. (b) The absolute values of atomic displacements of C’ atoms for model M5 relative to
model M1. Only displacements of atoms in single conformations are shown

9.2.3 Analysis of Anisotropy of ADPs. Possible Link Between
Local and Global Radiation Damage

Because radiation induced processes are likely to occur randomly in different unit
cells of the crystal, radiation causes the overall crystal disorder, which manifests
itself as an increase in atomic ADP values. For some structure segments, we found
a distinct increase in the anisotropic character of ADPs. This effect is distinguished
for those atoms that initially had approximately isotropic ADPs and were displaced
by a relatively large distance during irradiation. The increase in the anisotropy of
ADPs may be explained by the fact that atomic displacements occur not exactly
at the same moment in different cells of the crystal, which leads to an additional
component of crystal disorder.

For instance, an elongation of ADP’s ellipsoids is clearly seen for the atoms
of the inhibitor (Fig. 9.4a) and of the nearest residues. The atoms of the inhibitor
(except Br atom) are displaced by a relatively large distance with dose. The
occupancy of the Br atom decreased to 0.33 at the end of the experiment. The
debromination causes the break of the halogen bond between Br and atom OG1 of
Thr 113. The atoms of the inhibitor in debrominated copies move towards residue
Thr 113. This movement in different cells of the crystal occurs with some mismatch
in time. Therefore, in different crystal cells, there is either an inhibitor at its initial
position or debrominated inhibitor, which is displaced relative to its initial position
(Fig. 9.4b); the value of this shift is slightly different in different cells. Thus, local
chemical and structural changes eventually increase the crystal disorder.
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Fig. 9.4 Increase in
anisotropy for the atoms
of the inhibitor. (a) An
increase in the anisotropic
character of B’s for inhibitor
atoms of model M4 compared
with the atoms of model M1.
Ellipsoids of B’s for the
atoms of model M4 have a
more elongated shape, and
the direction of the long axis
of the ellipsoid coincides with
the direction of atomic shift.
(b) Superposition of different
copies of the inhibitor, which
contain Br atom and which
are debrominated. In
debrominated copies, atoms
of the inhibitor moved
towards Thr 113

9.2.4 Model of h-AR at Different Temperatures. Comparison
with X-Ray-Induced Atomic Displacements

The radiation-induced expansion of the protein globule resembles changes induced
by temperature increase. In order to understand the nature of the radiation-induced
structural changes in the protein molecule, we compared them with structural
changes induced by temperature. A comparison of the models of AR at room
temperature and 100 K shows that, in the case of temperature increase, the molecule
expands mostly due to the movement of protruding loops and helices on the surface
of the molecule. In the case of irradiation, a similar movement of loops and helices
on the surface is observed as well. However, the largest shifts are revealed for
those segments of the structure that were connected with the other segments by
deteriorated during X-rays experiments bonds (Fig. 9.5a, b). The difference is due
to the fact that some protein residues and crucial bonds between secondary structure
elements are deteriorated during irradiation, while in the case of temperature
increase these bonds remain unchanged.
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Fig. 9.5 Comparison of X-ray-induced atomic displacements (marked by thick line) and absolute
difference of atomic coordinates for the models of h-AR at room temperature and 100 K (marked
by line with circles). Normalized •r norm D (r �< r>)/¢ atomic displacements of C’ atoms for
residues 1–144 (a) and 145–310 (b) are shown

9.3 X-Ray Diffraction Experiment with an Elastase Crystal

Another series of experiments was performed with a crystal of elastase. Elastase
was chosen for the experiments because it is easily crystallized and contains
four disulfide bridges. During the experiment, eight data sets (set1–set8) were
consecutively collected from a single region of one and the same crystal at 100 K.
Sets 1, 3, 5, 7 were collected with an attenuated beam, while sets 2, 4, 6, 8
(“killing”) were collected without attenuation to enhance crystal damage. Global
damage manifests itself in a decrease of the high resolution limit of the data
from 1.2 to 1.82 A. A number of unique reflections decreased approximately three
times.
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Fig. 9.6 Local and overall radiation-induced damage to the elastase molecule. (a) A ribbon
diagram of the elastase molecule. Main chain segments that are displaced by more than 0.17

0

Å
in model E5 relative to the model E1 are shown in dark. (b), (c), (d) Radiation-induced changes
of the bridge Cys42–Cys58. A decrease in the occupancy of S” atoms and the gradual appearance
of a new rotamer of Cys42. (b) At the beginning of irradiation, the bridge is slightly damaged.
The 2Fobs-Fcalc density map for model E1 is contoured at 1¢ . (c) A 2Fobs-Fcalc electron density
map calculated for model E3 with the initial and new conformations of Cys42. (d) A 2Fobs-Fcalc
electron density map for model E5 with the initial and new conformations of Cys42

9.3.1 X-Ray-Induced Atomic Movements

A comparison of the atomic coordinates for the refined models E1–E8 correspond-
ing to different stages of radiation damage revealed X-ray-induced displacements
of the atoms of elastase (Fig. 9.6a) and water molecules. The elastase molecule
expands with increasing absorbed dose. The absolute values of atomic displace-
ments are small. For example in model E7, 84 % of well ordered protein atoms with
full occupancy are shifted by more than 0.1

0

Å and 17 % of atoms are shifted by
more than 0.3

0

Å relative to their initial positions. The shifts increase with dose and
correlate with changes in the unit cell size. Water molecules in the vicinity of the
protein surface move in concert with and in the same direction as, adjacent protein
atoms.
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9.3.2 Local Damage to the Elastase Molecule

The most prominent radiation-induced local structural damage to the elastase
molecule is the breakage of disulfide bonds. As the absorbed dose increased, we
observed three kinds of effects for S”–S” bonds, namely, an increase in the S”–S”

bond length (from 2.05 to 2.50 Å), a steady decrease in occupancy for all S” atoms
and the appearance of new conformations for some cysteine residues (Fig. 9.6b,
c, d). The second conformation of one of the cysteine residues is clearly seen in
three disulfide bridges: Cys42–Cys58, Cys168–Cys182, and Cys191–Cys220. Note
that one cysteine residue in each of these bridges has only a single conformation
corresponding to the original position, and the second cysteine residue assumes two
conformations, both are different from the original one. As the dose increases, the
occupancy of the second conformation of Cys42 exceeds the occupancy of the initial
conformation (Fig. 9.6d). On further increase in the dose, the occupancy values
remain almost unchanged.

The displacement of secondary structure elements in the elastase molecule
is synchronized with site-specific damage. It appears as if the radiation-induced
movements of protein domains result in a slight divergence of the parts of the main
chain that are connected by disulfide bridges, which leads to a small elongation of
the disulfide bonds.

9.3.3 Comparison of X-ray-Induced Damage to Elastase
at 100 and 15 K

We also studied the radiation-induced local and global damage at temperature of
15 K. In the last case, crystals were cooled by a cold helium stream. During this
experiment, two series of data sets were collected from two different regions of one
and the same crystal, one series from region A, and the other from region B. Each
series consisted of five consecutive complete data sets (set1a–set5a from region A
and set1b–set5b from region B). The experiment was designed so that the first,
third, and fifth data sets were collected with an attenuated beam and at the same
temperature, while the second and forth sets were collected without attenuation and
at different temperatures, at 100 K from part A and at 15 K from part B of the
crystal. In the last case, crystals were cooled by a cold helium stream. The dose the
crystal received during data collection without attenuation was significantly higher
than that during data collection with attenuated beam.

A comparison of the atomic coordinates of models A1, A2, A3, A5 and B1,
B2, B3, B5 shows that the expansion of the protein molecule and the displacement
of water molecules occurs at both 100 and 15 K. However, the absolute values of
radiation-induced atomic displacements for models B2, B3 and B5 are smaller than
for models A2, A3 and A5, correspondingly (Fig. 9.7a).
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Fig. 9.7 Comparison of X-ray-induced local damage and atomic displacements at 15 and 100 K.
(a) Atomic displacements for model A5 relative to model A1 are shown by a continues line;
atomic displacements for model B5 relative to model B1 are shown by line with circles. (b),
(c) Appearance of new conformations for Cys residues at 100 K (b) and 15 K (c). The 2Fobs-Fcalc
maps for models A5 (b) and B5 (c) are shown in the vicinity of Cys42–Cys58 and are contoured
at the same level of electron density of 0.53 e/A3

A comparison of the models A1-A5 and B1-B5 also showed that lowering
the temperature from to 100 to 15 K decreases the disulfide bond deterioration,
the decrease being somewhat greater than twofold (Fig. 9.7b, c). Therefore, the
radiation-induced breakage of disulfide bonds and atomic displacements occurred
on approximately the same time scale (slightly ahead of local damage), which was
an indirect confirmation of the interrelation of these effects.

Concerning the global damage in this experiment, lowering the temperature from
100 to 15 K, allowed us to collect data of a high resolution limit of 1.55

0

Å instead
of 1.75

0

Å (in another series of experiments, 1.4
0

Å instead of 1.6
0

Å). A number of
unique observations increased by about 40 %.
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9.4 The Origin and the Role of X-ray-Induced Overall
Structural Changes in a Protein Molecule

The expansion of a protein molecule and the cooperative movement of its large
parts have been reported previously for the case of gradually increasing temperature.
Indeed, X-rays heat the sample. However, both numerical simulations [10] and
experimental studies [20] give a rather small temperature increase (less than 15 K)
inside the crystal even at the highest flux density rates during our experiments
[14]. Therefore, thermal effects cannot explain the observed anisotropic atom
movements in the structure. On the other hand, the movement of protein domains
occurs concurrently with the deterioration of the residues which mediate contacts
between structural elements. It is likely that X-ray-induced local damage causes the
movement of secondary structure elements.

What is the role of X-ray-induced overall structural changes in global crystal
disordering? We suggest that, because the atomic movements occur with a mismatch
in time in different cells of the crystal, the movement of big fragments of the
molecule contributes to the overall crystal disorder. It remains unclear how great
this contribution is. This is a subject of further investigations.
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Chapter 10
Everything Happens at Once – Deconvolving
Systematic Effects in X-ray Data Processing

Dominika Borek and Zbyszek Otwinowski

Abstract Diffraction intensities measurements are influenced by random errors and
complex patterns of systematic effects. The systematic effects can be physically
modeled if their sources are known, resulting in deconvolution of experimental data
into: the signal arising from crystal structure, other signals, for instance absorption
or specific radiation-induced changes, and experimental errors. The systematic
effects that are not properly modeled contribute to the error estimates, effectively
decreasing the, already low, phasing signal-to-noise ratio. Data processing pro-
grams, for instance Denzo and Scalepack, have built-in hierarchy that allows for
optimal deconvolution of signals and errors. Their analysis relies on comparing the
intensities of symmetry-equivalent reflections using multivariate statistics methods.
Multicomponent modeling of variance is particularly useful for correcting the
diffraction data affected by radiation damage.

Keywords Diffraction • Data Processing • Scaling • Radiation Damage •
Estimation of Uncertainty

10.1 Introduction

Crystallography is a biophysical technique that provides the majority of structural
models used for mechanistic interpretation of chemical actions, to design more
efficient drugs, and to study the interactions of molecules with each other.
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Nowadays the process of solving a macromolecular structure is highly
automated, which means that for well-behaving crystals, a structural model ready
for deposit is frequently obtained with limited input from the researcher, who
simply applies default protocols in one of the many integrated software solutions.
This is the reason why many non-crystallographers perceive structure solution
of any macromolecular structure as a straightforward task, often neglecting the
understanding of methods that underlie the crystallographic software.

There are several reasons why such attitude may lead to failure, two of them
being especially important. First, even with methods constantly improving, there are
always borderline solvable cases; it is the limits that are changing. For these difficult
projects, better software may streamline calculations, but conscious intervention is
essential for the successful solution of the structure. The second reason is due to
inherent difficulties in solving the phase problem, which is a process of obtaining
a structural model from a set or sets of X-ray diffraction intensities – an example
of an ill-defined inverse problem. This means that we do not have a guarantee of
solving the structure, data quality being not the only defining factor. When phase
or model building problem is not solved, one must decide how to proceed. Should
I get a new crystal? Should I try a different phasing approach? Is it sufficient just
to change some of the defaults in the automatic software? Should I simply give up,
because this project has no future? There are many possible choices and a good
understanding of crystallographic methods is needed to make optimal decisions.

10.2 Inverse Problems and Sources of Errors

For a given structure, the physical model of the experiment defines our expectations
about the collected data. Structure solution has to invert the physical model of
data dependency on the crystal structure. Solving an inverse problem is achieved
by building a detailed model of the process that generated the observed data, so
that one can relate experimental observations to model parameters. The success of
solving inverse problems greatly depends on the type of problem and the amount
and quality of data. The crystallographic phase problem is a difficult case of a highly
non-linear inverse problem. We could build an infinitely detailed description of all
the things that happen during diffraction data collection. However, the amount of
diffraction data is usually limited, so the physical model used in this inverse problem
must be simplified as much as possible, without missing the most important effects.
These simplifications are not straightforward and the procedures to define them are
still being developed. The model must be sufficiently detailed to get a structure
solution, but not so complex that the calculations lead to an ambiguous or uncertain
result due to the high ratio of model’s parameters to the available experimental
observations. Therefore, we use hierarchical approach, in which at every stage we
reassess our level of knowledge about the problem. This allows us to build a more
detailed description of the problem, even with a limited amount of data. For instance,
we typically assume at the beginning that our crystals are not twinned. However,
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if we detect the signature of twinning in the data, we should revisit the model
of the phase problem to include in it the possibility of twinning. We don’t do it
always, because it creates severe complications, so without the signs of twinning
it is not worthwhile to go through potentially less stable calculations. Problems
with deciding which potential complications to consider arise when we can detect a
systematic pattern of correlation in experimental data, but cannot identify a source
for it. We would modify the physical model used in the process of structure solution
to include a description of the detected phenomenon. However, without identifying
the source of the problem, we cannot build a good physical model for it; at best,
we can rely on generic correlation patterns, e.g. the ones used in local scaling.
The resulting incompleteness of the description can affect the structure solution
in unpredictable ways, and it is equivalent to increasing the systematic error in
experimental data.

Finally, our experimental data are affected by complex patterns of errors. Errors
associated with diffraction intensities have very diverse sources, and different types
of errors affect the chances of obtaining the structure solution differently.

The combination of the non-linearity of the phase problem, the unavoidable
incompleteness of the physical models used in crystallographic calculations, and
the measurement errors that are always present in experimental data is the reason
why solving macromolecular structures is still a challenging task.

10.3 Errors and Uncertainty of Diffraction Intensities

Error is the difference between the true value and the measured value of a quantity.
We typically do not know the true value of the measured quantity, so the error value
is not known either. Instead, we approximate error by statistical distributions and
properties of these distributions define the uncertainty of measurements. Estimates
of uncertainties for diffraction intensities have two main groups of contributors:
those originating from random errors and those resulting from systematic errors.

Random errors are uncorrelated and described by well-defined probability
distribution functions. The random error affecting diffraction intensities results from
the quantum nature of X-rays. It is described by the Poisson distribution of X-ray
photon counting statistics and approximated by a Gaussian function. The magnitude
of the random error arising from counting statistics is equal to the square root of the
expected number of photons, thus the relative error of a diffraction peak intensity
measurement owing to counting statistics is equal to 1 over this number.

Systematic errors result from physical phenomena that affect the intensities
of reflections in a correlated manner. A systematic error becomes a systematic
effect if we discover its source and include its description in our physical model
used in calculations. It means that any significant effect which is not included
in the physical model used during data processing will increase estimates of
uncertainty of diffraction intensities. However, including the physical description of
any systematic effect in the data processing will require a good physical model for
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the particular effect and efficient and stable procedures to propagate its description
and consequences across the hierarchical procedures used to get the structure
solution.

Bayesian methods are particularly well-suited for propagation of information in
multi-level procedures, where our knowledge about the problem changes between
different stages of the procedure, and they are explicitly or implicitly used at every
step of crystallographic calculation [1–5].

10.4 Multiplicity of Observations

Crystallographic data have a very special property – due to the symmetry of the
crystal lattice, properly scaled intensities of symmetrically-equivalent reflections
should be the same within measurement errors.

This property has important consequences: (1) we can average the symmetrically-
equivalent reflections to get better estimates of diffraction intensities and the
uncertainties associated with them and (2) we can validate whether our models
describing the physics of the diffraction experiment are adequate. If our description
of the experiment is inadequate, intensities of symmetrically-equivalent reflections
will not agree with each other. They could be different due to higher than expected
levels of measurement errors. However, the differences between these intensities
may also be caused by systematic effects that were not included in the physical
models applied during merging reflections. By adjusting this model, we can improve
the agreement between symmetrically-equivalent reflections, which is equivalent to
obtaining better estimates for merged diffraction intensities and their uncertainties.

10.5 Systematic Effects in Diffraction Data

There are three main groups of sources that contribute to the systematic effects: (1) a
crystal, (2) instrumentation used in the process and (3) the diffraction process itself.
For each source, we have a data model with some general initial assumptions about
reasonable values of the parameters associated with it.

All data models have to be simplified. Crystals may be more mosaic than
expected or may be twinned; the crystal lattice may have anisotropic order or various
defects; the diffraction can be contaminated with ice. An experimental setup, which
in general consists of a source of X-rays, a goniostat, cryo-stat, and a detector,
may be less stable than expected. For instance, the X-ray intensity can fluctuate,
a goniostat may rotate unevenly, the cryo-stream may cause vibrations of the loop
holding crystal, etc. However, we cannot assume at the start that everything has gone
wrong. We start from the simplest possible description and then add new features
only if the simpler model cannot explain observed patterns in experimental data.
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For instance, we know that crystals not only diffract but also absorb X-ray
photons. Therefore, we can model how crystal absorption attenuates observed
diffraction intensities. If the model is sufficient, intensities of symmetrically-
equivalent reflections acquired at different crystal orientations will agree with each
other after correction for absorption. However, if a crystal is very large or grew
in unusual crystallization conditions, we may have to generate a more complex
description to accommodate the more complex absorption surface.

10.6 Radiation Induced Systematic Effects in Data

During diffraction experiments, absorbed photons participate in chemical and
physical reactions by interacting with atoms in the molecules of the crystal lattice
and with solvent molecules in water channels. Some of the chemical reactions
are temperature-dependent, so cryo-cooling can be used to slow them down.
However, some processes, for instance tunneling, are temperature-independent, so
they progress even in cryo-protected crystals [6].

The model of radiation-induced decay of diffraction intensities has been used in
Scalepack since the very beginning [7–9] and it follows an approach established
earlier in ROTOVATA/AGROVATA. In this model, collisions between the atoms
building the crystal lattice and the primary and secondary photons generated
during X-ray exposure results in small random movements of the atoms, and these
small movements affect distances between atoms. In real space, it is described by
convolution of the initial positions of the atoms with Gaussian functions describing
displacements of the atoms. The scaling B-factor models these patterns in reciprocal
space. We and others have shown that scaling B-factor is a good proxy for X-ray
dose [10–12], which is convenient to use in X-ray experiments.

However, the scaling B-factor is insufficient to describe all effects of the X-ray
radiation-induced changes acquired during data collection. Tunneling and other
reactions resulting from secondary damage generate specific chemical changes
in the molecules building the crystal lattice. It was shown multiple times that
their patterns depend on the specific chemistry, electrostatics or even the type
of crystallization solution [6, 10, 13–21]. Observed specific changes represent
departures from the average dispersion of atomic positions described in data space
by the scaling B-factor. In reciprocal space, specific changes induced by X-ray
radiation result in changes in magnitudes of structure factors, which are specific to a
particular crystal, so every protein, or sometimes even different crystal forms of the
same protein, will have different patterns of specific changes induced by radiation
damage. These changes significantly affect all calculations relying on intensities,
for instance estimates of Bijvoet differences or dispersive differences, both used for
phasing.

We asked: (1) Whether it is possible to build a physical model that would
be detailed enough to correct diffraction data for the effects of specific chemical
changes induced by X-rays? (2) Would the model work even though specific
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changes induced by X-rays are different in different crystal lattices? Finally,
(3) would the model be simple enough so that calculations would work even in
cases where the amount of data is very limited?

10.7 Modeling Radiation-Induced Systematic Effects

Multiple experiments indicate that the specific changes induced by radiation damage
result in mostly linear changes of the intensity of scaled reflections [10–12,
20, 22, 23]. These intensities are already corrected for radiation-induced decay
described with the scaling B-factor. Therefore, the observed discrepancies and their
linear behavior, which depend on X-ray dose, result presumably from radiation-
induced specific changes in the crystal structure. Regression-based methods could
be used to extrapolate from observed patterns the corrected intensities of reflections
at zero-dose [24]. However, for data sets with low multiplicity of observations, for
instance crystals in triclinic or monoclinic space groups or for incomplete data sets
collected from multiple crystals, such a simple method would not work. Thus, we
built a framework that would solve the problem in a general case.

Specific chemical changes induced by radiation at the level of diffraction data
behave like a type of non-isomorphism. A crystal structure is changing during
the data collection and this change depends on the X-ray dose, which allows it
to model the problem with a specific functional dependence. However, changes of
the structure factors resulting in changes of intensities of symmetrically-equivalent
reflections during data collection may also happen in other situations. For instance,
the cryo-cooling induces a crystal lattice contraction that does not have to be
uniform across the crystal. When different parts of the crystal enter the beam
they will produce intensities that differ for symmetrically-equivalent reflections,
but these differences will depend on rotation angle rather than on the X-ray dose.
Similarly, when we collect data from multiple crystals, there will be differences
between the intensities of symmetrically-equivalent reflections that originated from
different crystals. In this case, it will be described by a function which includes
information regarding which crystal contributed to which observed reflection.
Specific types of discrepancies between intensities are also related to anomalous
signal. If the level of anomalous signal is low, the reflections contributing to
the Bijvoet pair have the same intensities, but when signal is increasing the
intensities of the Bijvoet pair start diverging. This also can be modeled as a type
of, in this case desirable, non-isomorphism. Other desirable non-isomorphisms
could result from the heavy-atom or ligand-binding. The model, which includes
the non-isomorphism induced by radiation, non-isomorphism induced by cryo-
cooling, non-isomorphism between the crystals and non-isomorphism due to the
presence of anomalous signal, requires hierarchical calculations, in which signals
and uncertainties are estimated in a specific order. To estimate the significance
of the non-isomorphisms involved in a particular experiment, we compare the
expected level of a particular signal to its uncertainty for each merged reflection.



10 Everything Happens at Once – Deconvolving Systematic Effects in X-ray. . . 111

However, anisotropic diffraction would significantly affect estimates of the expected
level of signals, so at the first step we normalize all observed intensities to
include impact of this potential effect. Then, the maximum likelihood function,
which includes all five types of non-isomorphisms, is optimized against differences
between weighted intensities of symmetrically-equivalent reflections. The obtained
estimates of signals and uncertainties are used in the next step to determine whether
a particular reflection contributes to a particular type of signal, and if so how big
the contribution is. Finally, the most optimal estimates for each signal can be used
in the subsequent steps of the crystallographic calculations. How they are used
depends on whether the software performing subsequent calculations is capable
of handling continuously weighted signals. Optimal estimates of weak anomalous
signals improved the structure solution in many cases. The extrapolated to zero-
dose intensities are valuable when analyzing the impact of X-rays on the chemical
properties of the structure, so the radiation-induced effects can be separated from
desirable biological signals. The analysis of non-isomorphisms within the crystal
provides a feedback when decisions have to be made about optimization of cryo-
cooling conditions. Finally, the estimates of non-isomorphisms between crystals in
experiments involving incomplete data from multiple crystals can be used to cluster
crystals into the most isomorphous groups, which clearly benefits the subsequent
structural analysis.
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Chapter 11
Extending the Reach of Molecular Replacement

Randy J. Read, Airlie J. McCoy, Robert D. Oeffner, and Gábor Bunkóczi

Abstract Molecular replacement is already able to solve the majority of structures
in the Protein Data Bank, thanks to the rapidly increasing number of template
structures available and continuous improvements in the algorithms. Chances of
success can be optimised by proper preparation of models, for instance by trimming
poorly-conserved regions, creating an ensemble of alternative models or applying
advanced homology modeling tools. The sensitivity of the molecular replacement
search can be improved by using likelihood targets; these lend themselves to
automation, which makes it possible to carry out extensive searches and helps to
avoid user errors. The convergence radius of model completion can be extended by
using methods that smoothly deform the starting model or apply advanced modeling
techniques. Even more difficult structures can be solved by combining molecular
replacement with other phasing methods, such as SAD phasing or multi-crystal
averaging.

Keywords Molecular replacement • Likelihood • Molecular modeling • SAD
phasing • Multi-crystal averaging

11.1 Introduction

When the second protein crystal structure was solved (haemoglobin; [16]), it was
already seen to resemble the first protein crystal structure (myoglobin; [7]), and
the seeds of the molecular replacement method were sown. In the subsequent
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half-century it has become very clear that proteins with similar amino acid
sequences have similar 3D structure, and for a long time molecular replacement
has been an essential tool for the macromolecular crystallographer [22].

By now about two-thirds of protein structures are solved by molecular replace-
ment [10] and, as the Protein Data Bank continues to expand, the method can
only become more prominent. The rise in molecular replacement is also fuelled, in
large part, by improvements in the algorithms, from model preparation through the
molecular replacement search algorithms and on to the methods used to complete
structures from poor starting models.

11.2 Model Preparation

To carry out molecular replacement, it is necessary to find a template (a related
structure in the PDB) and then, possibly, to modify this template to be more similar
to the target structure in the unknown crystal. Until a few years ago, the application
of any molecular modelling protocol that changed the coordinates of the atoms
tended to make the model worse for molecular replacement than the underlying
template; in essence, there are many more ways to degrade the model than to
improve it.

11.2.1 Model Trimming

One simple way to improve a template is to trim off the parts that are not expected
to be conserved in the target, such as a domain or a large surface loop. At times
it has been popular to trim back all the side chains to give a poly-Ala model,
avoiding uncertainty about side-chain conformation; we find, in general, that this
is too extreme and throws away useful signal.

Schwarzenbacher et al. [24] carried out a careful study of model trimming and
drew two important conclusions. First, it is generally better to leave the side chains
of conserved residues in the model, because their conformation is likely to be
conserved as well, but to trim back non-identical side chains (and non-conserved
surface loops). Even for non-identical residues, the first torsion angle is often
conserved, so it is usually a good idea to keep the gamma atom of the residue.
Second, as the sequence identity drops, it becomes essential to use the best possible
sequence alignment, such as one obtained by profile-profile alignment methods, so
that the right side chains and surface loops are actually modified.

Another form of model preparation is carried out in MOLREP [28]. Rather than
simply deleting uncertain side chains, their B-factors can be inflated to reduce their
influence on the calculation in a more subtle fashion [9].
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The program Sculptor [3] combines these approaches and allows a number of
different model preparation protocols to be tested. Side chains and loops can be
trimmed in different ways, and B-factors can be adjusted according to surface
accessibility, local sequence conservation, or a combination of both. By carrying out
a series of molecular replacement calculations with a number of different variations
on the starting template, the overall success rate can be increased significantly.

11.2.2 Molecular Modelling

In recent years, the sophistication of molecular modelling algorithms has finally
reached the point where the starting templates can be improved for molecular
replacement. Impressive results have been obtained using the Rosetta modelling
package to improve starting models derived from NMR experiments or from the
crystal structures of homologues [17].

11.2.3 Ab Initio Modelling

In fact, even an ab initio model created by Rosetta in a blind structure prediction
test was shown to be sufficiently accurate to be used successfully for molecular
replacement [17]. The computational resources required to fold ab initio models of
this level of accuracy are substantial, but it has subsequently been shown that, at
least in favourable cases, ab initio folding methods making a more modest use of
CPU time can also succeed [20].

11.2.4 Ensembles

As sequence identity drops, structures become less similar and the success rate of
molecular replacement also drops. However, there is also often a greater number
of choices of model at a lower sequence identity level. By collecting these into
an ensemble, in which the conserved features are enhanced and the variable features
are downweighted, the success rate can again be boosted. The likelihood framework,
discussed below, allows a statistical weighting of the contributions of members of
an ensemble, which can be helpful [18].

The success rate can also be enhanced by trimming off surface loops that are
not conserved among members of the ensemble, leaving a conserved core. This was
essential, for instance, in solving the structure of angiotensinogen using a collection
of models with about 20 % sequence identity (Fig. 11.1; [29]). An automated
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Fig. 11.1 Solving the
structure of angiotensinogen
[29] with a trimmed
ensemble. (a) Individual
structures of heparin cofactor
II, ’1-antitrypsin and
thyroxine-binding globulin.
(b) Ensemble of
superimposed structures. (c)
Trimmed ensemble. Only the
molecular replacement search
with the trimmed ensemble
gave a clear solution

trimming option has been implemented in the Ensembler program (Bunkóczi
and Read unpublished), along with a robust multiple-superposition method that
optimises the superposition of the conserved core.

11.3 Molecular Replacement Calculations

In principle, molecular replacement is a 6n-dimensional search to find the
orientations and positions of n models, but such a large space is impractical to
search exhaustively. One approach is to use stochastic methods such as genetic
algorithms (EPMR; [8]) or Monte Carlo (QoS; [5]) to search in the full space.
However, most molecular replacement programs, such as our program Phaser,
break the problem down into a series of 3D searches with rotation functions to
find the orientation of a molecule and translation functions to find its position. For
problems where the model is sufficiently accurate to yield a useful map, the signal
in the individual searches is usually strong enough that the correct solution at each
step is found in a relatively short list of plausible partial solutions. This enables a
tree-search-with-pruning strategy [14].
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11.3.1 Likelihood

Traditional molecular replacement calculations were based on the properties of the
Patterson map, but the use of likelihood scores has a number of advantages [18]: the
influence of data at different resolutions is weighted sensibly based on the expected
quality of the model, information from partial models can be taken into account, and
the likelihood score can be used robustly to rank different potential solutions, which
is useful for automation strategies.

The molecular replacement likelihood functions [18] are relatively expensive to
compute but, fortunately, it is possible to derive good approximations that can be
computed efficiently. Likelihood-based fast rotation [25] and fast translation [13]
functions can be used to generate a short list of plausible solutions, which can then
be ranked using the full likelihood score.

The idea of likelihood is simple: models or hypotheses can be tested by how
well they agree with the measured data. Likelihood gives a probabilistic measure of
agreement with the data, i.e. likelihood measures the probability that the set of data
would have been measured, given the model and any associated uncertainties in the
model parameters or the data. A more in-depth understanding can be obtained from
the review on likelihood in crystallography by McCoy [11].

11.3.2 Automation

A molecular replacement calculation can be thought of as testing a series of
hypotheses about the orientation and then the position taken by molecules in the
crystal. Since likelihood is an effective measure to rank hypotheses, it lends itself
to decision-making in an automated molecular replacement strategy. As noted
above, Phaser uses a tree-search-with-pruning strategy. Heuristic rules (e.g. the
correct solution is usually above 75 % of the distance between the mean and the
top in any step of the search) are used to keep a list of plausible solutions and
discard the less plausible ones. Multiple alternative models for a component can
be evaluated at the same time, and the best one can be chosen by its likelihood
score. Even different possible choices of space group can be evaluated. If the crystal
contains a complex of different components, then the search order for the different
components can be evaluated by considering how well each component would
explain the data.

Increasingly, molecular replacement is being implemented as part of a pipeline,
such as MrBUMP [6], BALBES [10] and AutoMR in the Phenix package [1]. Ideally,
such pipelines are started by supplying only the diffraction data and the sequences of
the proteins in the crystal, and then they fetch the template structures, modify them,
carry out molecular replacement, and even follow that with automated building and
refinement.
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11.3.3 Pathologies

Experience has shown that likelihood targets are more sensitive than the traditional
Patterson-based methods in finding the solution. However, this sensitivity is a
double-edged sword, because likelihood is also more sensitive to errors in the
assumptions used to derive the likelihood targets. One such assumption is that the
crystal diffracts isotropically (i.e. equally strongly in all directions in reciprocal
space). Likelihood-based molecular replacement is severely degraded by the effects
of anisotropic diffraction, unless a correction is applied. Fortunately, likelihood also
provides the tools to characterise the anisotropy and correct for its effects [14], and
anisotropic diffraction no longer presents a problem.

Similarly, the presence of translational non-crystallographic symmetry (tNCS)
also severely violates the assumptions of the original likelihood targets. In tNCS,
two or more copies of the molecule are found in the same orientation in the
crystal. Depending on their relative position, and how this relates to the Bragg
planes for a particular reflection, they can scatter in phase (leading to exceptionally
strong reflections) or out of phase (leading to exceptionally weak reflections). Until
recently, the presence of tNCS was one of the leading causes for Phaser to fail
in cases that would otherwise be expected to succeed. Methods to characterise
tNCS and account for its statistical effects on the diffraction pattern have now been
implemented in Phaser, dramatically increasing success rates in these cases (McCoy
and Read unpublished).

11.4 Model Completion

When the available models are poor (typically low sequence identity) or incomplete,
or the resolution of the data is limited, it has frequently been found that the
molecular replacement problem can be solved but the electron density maps are too
poor to see what needs to be done to complete the structure. Fortunately, a number
of recent developments have markedly improved this situation.

11.4.1 Morphing and Other Smooth Deformations

Looking at distant homologues, one often sees that the basic fold is preserved, but
the relative positions and orientations of structural elements have changed slightly.
Even though such movements might be difficult to see in a density map at the
local level, there are weak signals that can be combined over a larger region. Tom
Terwilliger (personal communication) has developed a “morphing” algorithm that
takes advantage of these signals. It looks for rigid-body movements that would
improve the fit to density of a window of residues along the chain, and then applies
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that shift to the central residue in the window. By sliding the window along the chain,
a smooth transformation (“morphing”) of the model is achieved. In a number of test
cases, this has led to sufficient improvement in the model, and thus the phases, that
further improvements to the model become clear in the density.

Refinement methods that lead to smooth deformations, such as the jelly-body
method [15] or DEN refinement [23] are also very helpful in the initial stages of
refinement from a poor molecular replacement model. This is illustrated clearly in
a test case using DEN refinement to complete a structure that had been stuck in
refinement [2].

11.4.2 Rosetta Modelling

In particularly difficult cases, the largest convergence radius in rebuilding and
refining from a poor model is probably achieved by using the advanced mod-
elling algorithms in Rosetta [4], combining the Rosetta energy functions with
electron density fit scores to build into noisy density maps. The phenix.mr rosetta
pipeline [27] provides a convenient interface giving access to Rosetta modelling,
molecular replacement in Phaser, and automated building and refinement in
AutoBuild [26].

11.4.3 Arcimboldo

Completing the structure starting from a highly incomplete model presents similar
challenges to starting from a poor but relatively complete model. The Arcimboldo
procedure [21] is discussed elsewhere in greater detail by Isabel Usón. Briefly, this
exploits the power of density modification and automated building algorithms to
extend incomplete models comprising only a few helices, placed using Phaser.

11.5 Combined Methods

11.5.1 MR-SAD

A molecular replacement model can be used as a starting point for the computation
of log-likelihood-gradient (LLG) maps to find anomalous scatterers using single-
wavelength anomalous diffraction (SAD; [12, 19]). In some cases, the anomalous
signal may be too weak to find the anomalous scatterers with ab initio substruc-
ture determination methods, but nonetheless significant phase information can be
obtained once the sites have been found using SAD LLG maps, even if those are
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based on a poor molecular replacement model. In other cases, locating anomalous
scatterers in a refined model can be a valuable tool for identifying unknown
components, such as bound ions.

11.5.2 Using Density as a Model

Proteins frequently crystallise in multiple crystal forms and, at times, experimental
phase information can only be obtained for one of these forms. In such cases, the
electron density can be cut out of one map and used as a molecular replacement
model to solve another crystal form.

Such a procedure was used in solving the structure of angiotensinogen [29].
A poor electron density map was available for crystals of the human form of this
protein, combining information from molecular replacement with an ensemble of
distant models at 3.3 Å resolution with SAD phases from a GdCl3 derivative at 4 Å
resolution. Molecular replacement with the same ensemble model did not succeed
in solving the structures of crystals from rat or mouse angiotensinogen, but electron
density extracted from the map of the human form did give a clear solution for two
copies of angiotensinogen in one of the rat crystal forms. In turn, averaged density
from this rat crystal form could be used to find two copies in the second rat crystal
form, allowing 4-fold multi-crystal averaging to be initiated between the two rat
crystal forms.

Molecular replacement serves two purposes for multi-crystal averaging, in such
cases: it defines the rotation and translation operators that superimpose the density
in one crystal on the density in the other crystal, and it provides initial phases for
the second crystal form.

11.6 Future Developments

There has been rapid progress in recent years in the power and reach of molecular
replacement, and there are good reasons to believe that this will continue. As density
modification and model-building algorithms improve, it will become possible
to solve structures from even less complete and less accurate starting points.
Improvements in our understanding of the likelihood targets will feed into better
automation strategies, both by allowing us to predict how good the model must be
to have a chance of success, and by providing measures of confidence in partial
solutions obtained along the solution path. Even if there were no improvements in
the algorithms, the continued rapid growth of the PDB would ensure that there are
good models for an ever-expanding set of targets.
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Chapter 12
Phasing Through Location of Small Fragments
and Density Modification with ARCIMBOLDO

Isabel Usón, Claudia Millán, Massimo Sammito, Kathrin Meindl,
Iñaki M. de Ilarduya, Ivan De Marino, and Dayté D. Rodrı́guez

Abstract The International School of Crystallography held a course at the Ettore
Majorana Centre in Erice in 1997 on “Direct methods for solving macromolecular
structures”. In those days, Dual Space recycling methods, introduced by Hauptman
and Weeks had allowed the breakthrough of extending atomic resolution phasing
to macromolecules. The largest previously unknown macromolecule to have been
phased by such methods was hirustasin at 1.2 Å resolution, with 400 independent
atoms. At the time of the meeting, triclinic lysozyme at 1.0 Å, with 1,001 equal
atoms was solved with SHELXD. Fifteen years later, ab Initio phasing has pushed
the size and resolution limits of the problems it can tackle. Macromolecules with
several thousands of atoms in the asymmetric unit can be solved from medium
resolution data. One of the successful approaches is the combination of fragment
location with the program PHASER and density modification with the program
SHELXE in a supercomputing frame. The method is implemented in the program
ARCIMBOLDO, described in this chapter.

Keywords Ab initio phasing • Fragment search • Molecular replacement •
Density modification • Supercomputing

12.1 Introduction

Crystallography provides a view into the three-dimensional structure of biological
macromolecules that is unsurpassed in its degree of detail and precision by
any other structural technique. Nevertheless, the structural model product of the
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crystallographic analysis cannot be directly calculated from the data. Even with
optimal experimental data the phase problem underlies the determination as only the
diffracted intensities and not the phases are amenable to the current X-ray diffraction
experiment. Phases are essential for structure determination. Providing starting
phases to establish an initial model is often a bottleneck in structure determination,
demanding previous structural knowledge on the structure to be determined [16]
or an additional experimental effort to derivatise the macromolecule or its crystals
and collect data at suitable wavelengths. Phasing from the native amplitudes of one
dataset, exploiting general assumption but not particular stereochemical knowledge,
is what is termed ab Initio.

The modest resolution to which most biological crystals diffract further
complicates the problem, making the construction of an objective model more
difficult, as the parameters describing it are not enough overdetermined by the
experimental data.

Macromolecular crystallography is computationally intensive. In the midst of
the vertiginous increase in computation speed experienced in the last years,
crystallography – unlike modelling – has largely turned its back on the use of large-
scale parallelization. In 2009, our group launched the multisolution parallel phasing
software ARCIMBOLDO. The present chapter will describe the antecedents,
achievements and prospects of this method.

12.2 Ab Initio Solution of Macromolecular Structures
and Structure Determination in a Supercomputing
Frame

In the field of chemical crystallography, where most structures are composed by
less than 200 independent atoms, crystal structures are generally solved by direct
methods [9, 10]. Based on probabilistic relations and the possibility of evaluating
many starting phase sets through reliable figures of merit, they provide an initial
model that is derived exclusively from the experimental intensities measured on a
native crystal, without the need of previous stereochemical knowledge or additional
experimental data and are therefore termed ab initio methods.

In the field of macromolecular structures the situation is radically different: two
barriers sever both fields. In the first place, the much larger number of independent
atoms increases the complexity of the problem for biological molecules. On top of
this, crystals of biological molecules tend to diffract to a much lower resolution than
is required for the success of direct methods, even in the case of small molecules
[13]. This shortcoming is essentially derived from the nature of macromolecular
crystals: containing a large proportion of disordered solvent (typically around 50 %),
their periodicity is less perfect, their size smaller, their diffraction signal to noise
ratio lower, their resistance to mechanical stress and radiation damage impaired, etc.

From these two barriers, lack of resolution appeared to be the most resilient one.
Indeed, thanks to the pioneering work of Hauptman and Weeks in the early 1990s the
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Fig. 12.1 Schematic representation of the dual-space recycling algorithm. Starting from a trial set
of atoms, phases are generated. These are refined applying direct methods probabilistic formulae.
From the modified phases, an electron density map can be computed, from which a new set of
atoms is selected. This strategy is iterated, relying only on the strongest E values. Finally, a figure
of merit is calculated using all data and the partial solution is then optimised or discarded. The
process is started once again. One of the possible starts to the program is using fragments of known
geometry. Some of the structures solved, like cycloamiloses were only tackled when starting from
a small but accurate piece such as a diglucose fragment

use of ab initio methods could be extended to the determination of macromolecular
structures diffracting to atomic resolution [12] affording a completely model bias
free model. Figure 12.1 schematically illustrates the algorithm underlying dual-
space recycling methods [20, 21, 24]. These have made it possible to extend the
power of traditional direct methods from 200 independent atoms to over 1,000 in the
case of equal atom structures (the most common case in biological molecules) while
the presence of elements heavier than sulphur, such as metals in the active centre
or in structural roles, constitutes a favourable circumstance, which has allowed to
successfully solve structures with over 2,000 independent atoms, provided data to
atomic resolution, around 1 Å are available.

In macromolecular crystallography, where atomic resolution is exceptional, these
methods have found their main application in the determination of anomalous
scattering or heavy atom substructures at medium resolution in SAD, MAD or
SIRAS experiments [17, 27]. For the substructures, the sites are resolved even at
low resolution. Substructures up to 160 independent selenium atoms have thus been
determined; while conventional Patterson and direct methods run into difficulties in
the location of more than 12 selenium sites (see http://www.hwi.buffalo.edu/SnB/
StructureDetails.htm).

http://www.hwi.buffalo.edu/SnB/StructureDetails.htm
http://www.hwi.buffalo.edu/SnB/StructureDetails.htm
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The technological advances in beamline and crystallization technologies,
together with the increase in data collection time availability and beamline speed
are leading to better determined datasets to higher resolution. Even if atomic
resolution is likely to remain exceptional, it is foreseeable a significant increase
in the number of projects where high resolution data, below 2.0 Å, will become
available. Currently, they already make up almost 50 % of the PDB entries, with
an additional 30 % corresponding to structures diffracting from 2.0 to 2.5 Å.
Under such conditions, dual-space recycling methods are not successful, as they
are tied to atomic resolution and applying the atomicity constraint in either real
or reciprocal space is not useful anymore. To overcome this barrier and push
the limit to lower resolution, additional information or alternative constraints are
required. Exploiting the presence of heavy atoms in the structure [6], extrapolating
unmeasured reflections up to atomic resolution ([5, 25, 28]); and the application
of density modification techniques such as the VLD algorithm [2–4], have proven
useful. Our group has pursued an alternative, based on enforcing stereochemical
knowledge in the form of mainchain fragments of the predicted secondary structure
elements, rather than atomicity, especially alpha-helices. This has allowed the
solution of over a score previously unknown crystal structures where conventional
approaches in the hands of competent crystallographers had failed. The fact that
macromolecules are made up of building blocks of known geometry that can be
predicted from their amino acid sequence, such as alpha helices, can be enforced
as an alternative to atomicity, as a means of bringing in prior stereochemical
information. One of the problems atomic resolution ab Initio methods suffer from
at lower resolution is that the figures of merit are no longer reliable. Indeed, the
E-based correlation coefficient [8] of partial solutions is invariably high for the
expected number of atoms. In a multisolution frame, there is no use in producing
correct solutions if they cannot be discriminated from among the rest, as a manual
check of all solutions would not be practicable. Fragment location in combination
with density modification has enabled the solution of previously unknown protein
structures at resolutions up to 2 Å, and to identify the correct phases on the figures
of merit characterizing the partial mainchain trace of the resulting map through
its CC and number of residues traced [19]. This method has been implemented in
the program ARCIMBOLDO [14], which combines multisolution location of small
(10–14 amino acids), extremely accurate models such as poly-alanine alpha helices,
with the program PHASER [11] and density modification and autotracing with the
program SHELXE [18]. Despite this procedure being computationally intensive,
it can be parallelized and run on a grid or a multiprocessor cluster. In our case,
we have set up a local grid of linux computers running Condor [23] as well as a
Condor grid on the supercomputer Calendula at FCSCL (http://www.fcscl.es). So
the processes are distributed within a large pool of CPUs.

The program is named after the Italian painter Giuseppe Arcimboldo (1527–
1593) who assembled portraits from fruits and vegetables. Analogously, the method
tests many hypotheses assembled from secondary structure fragments and while
most of them remain a “still life”, density modification is effective in revealing and

http://www.fcscl.es
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Table 12.1 Summary of previously unsolved structures phased by ARCIMBOLDO

Protein from Space group Nres Fragment d (Å)

P. Czabotar* P3121 120 1H14 1.30
M. Graille P21 310 1H16 1.45
K. V. Hecke P432 165 2H14 1.60
J. Hermoso P61 50 1H10 1.70
J. M. Pereda C2 240 Composite frags

2H17
1.70

D. Cavalcante Hissa*,
K. Gruber

P21 204 2H14 1.70

K. Zeth P21 428 Composite frags
2H16

1.70

S. Trakhanov P212121 144 1H14 1.75
V. Arcus (4E1P) [22] P21 112 2H12 1.80
K. Zeth P3121 twin 74 1H20 1.90
K. Zeth (4AEQ) [26] C2221 90 1H12 1.90
R. Bunker P1 200 Model helices 1.95
S. Becker (3GHW) P21 222 3H14 1.95
A. Thorn, G.M.

Sheldrick (3SZS)
I422 327 2nmr31 1.95

J. Hermoso (2Y8P) [1] C2221 378 2hom85 2.00
X. Gomis-Rüth P212121 700 Frags C Se-MAD 2.00
N. Verdaguer P6322 50 3H14 2.10
O. Mayans P21 240 Helices with SC 2.10
C. Artola, J. Hermoso P21 700 Frags, mod-

elling C BUSTER
2.70

N. Valadares, R. Garrat Pseudo-merohedral 60–240 Coiled coils, twins 1.60–2.80

* Peter Czabotar and Denise Cavalcante Hissa are the participants whose structures were solved
with ARCIMBOLDO during or as a result of the crystallographic school.
During this 45th edition of the Crystallographic School dedicated to “Present and future of
biomolecular chemistry” the unsolved structure of one of the participants, Peter E. Czabotar from
the WEHI institute in New Zealand, was phased with ARCIMBOLDO. Diffracting to 1.3 Å and
composed of 120 amino acids, a single 14 amino acids polyalanine helix was enough to phase the
whole structure. Calculations initiated at the time on the structural problem from other participant,
Denise Hissa Cavalcante, from the University of Graz, culminated later on in the solution of a 204
amino acid structure at 1.7 Å

identifying the true portrait of the protein being solved. ARCIMBOLDO can be
downloaded free for academics (http://chango.ibmb.csic.es/ARCIMBOLDO).

Phasing the 220 aminoacid structure of PRD2 from data to a resolution of 1.95 Å
required location three helices of 14 alanines each. Three of the 1,500 generated
partial solutions were correct and accurate enough to lead to the complete solution.
These and other cases are summarized in Table 12.1. During this 45th edition
of the Crystallographic School dedicated to “Present and future of biomolecular
chemistry” the unsolved structure of a participants was phased in an analogous way
and a second structure initiated during the meeting was overcome shortly after, when
better data became available.

http://chango.ibmb.csic.es/ARCIMBOLDO


128 I. Usón et al.

Fig. 12.2 Scheme of the multisolution parallel phasing program ARCIMBOLDO. Beyond the
initial Ab Initio approach, complementary sources of information may be combined within the
supercomputing phasing process

Moving on from its first use for the ab initio case, ARCIMBOLDO has expanded
to other scenarios (Fig. 12.2) enabling it to tackle larger structures on poorer data
[15]. User friendliness improved through the incorporation of a GUI to help the
user setup and parameterize an ARCIMBOLDO run. The same frame as that used
for ab initio, allows the exploitation of other sources of previous stereochemical
knowledge, such as low homology models or experimental phases from derivatives
that are too noisy to be interpretable on their own. At the same time, analysis of
the figures of merit characterizing partial structures, and their geometry and phases
allows to control the flow of the program by devising an “express lane” to give
priority to partial solutions more likely to succeed and reduce the number of jobs to
be computed. This is needed as it is possible to run 10,000 jobs in parallel on the
CONDOR grid but the next order of magnitude becomes intractable.

Table 12.1 shows most of the new structures phased with ARCIMBOLDO. They
are ordered according to resolution and present different complexity derived from
their size and available information. The fragments used are given. These cases
illustrate the various algorithms incorporated to the ARCIMBOLDO framework.
Either integrated within the ARCIMBOLDO code or in separate programs, as
ancillary procedures.

From a practical point of view fundamental aspects to be considered are [15]:
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12.2.1 Resolution Requirement

In general, complete data of good quality to a resolution of 2 Å is required for
ab Initio solution. Often, the resolution limits for the fragment search stages are
limited to resolutions between 2.5 and 2.1 Å anyway for the rotation function and
occasionally for the translation function. This speeds up the procedure and seems
to be as effective. Still, the density modification expansion from a very reduced
part of the total scattering mass is greatly enhanced through the availability of the
higher resolution, and its success is instrumental to identifying the correct solutions.
Otherwise, more previous stereochemical information or experimental phase infor-
mation may help. Nevertheless, some of the phased structures summarized in the
table correspond to pathological cases such as non-merohedral and merohedral or
pseudo-merohedral twins.

12.2.2 Strategy Control Within ARCIMBOLDO

Running many hypotheses in parallel is prone to run out of control. Even if ARCIM-
BOLDO can run 10,000 jobs in parallel, 50,000 become intractable. Besides,
computing time should be invested where it may succeed. Thus, an “express lane”
has been established to prioritize the most likely to succeed hypotheses. Thus,
the flow control of the procedure checks average values of figures of merit to
terminate part of the partial solutions or pursue their expansion. It is possible
to search for different fragments, either sequentially or by evaluating different
fragments, including extensive libraries, as alternatives at a given stage. It is difficult
to give ideal parameters that will work for all cases but the default values provided
correspond to our experience so far.

12.2.3 Combining Fragments and Experimental Phases,
Strategy Control Within ARCIMBOLDO

Experimental phase information should be exploited whenever possible. In partic-
ular, phases derived from MAD/SAD or SIRAS, even if noisy or limited to the
low resolution data can be very effective. It is not trivial to combine weak phase
information from different sources because in most spacegroups they may relate to
a different origin. There are three possibilities:

Searching for anomalous fragments against MAD or SAD data,
Searching for normal fragments once an anomalous substructure is known,
Determining the anomalous substructure once initial phases are known from a

partial fragment structure finding the scatterers in the anomalous map and
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combining the experimental and fragment phases within the density modification
part. It requires some recycling to optimise the substructure but it is effective and
much faster than autotracing.

12.2.4 Clustering Fragments

The most effective way of exploiting information already present and increasing
efficiency is to fuse partial solutions at early stages, clustering phases in reciprocal
space or fragments in real space. The intrinsic symmetry of the helix has to be taken
into account, as well as its occurrence, several times within one structure. Thus,
clustering runs the risk of merging solutions incorrectly as it depends on the origin
shift.

12.3 Larger Structures: SHREDDER, Supercomputer
Calendula

Low homology models tend to be unsuccessful for Molecular Replacement. Recent
successes have been attained by their improvement through modelling with the
software suite Rosetta [7]. Our method exploits very small fragments but requires
high accuracy, thus our approach is to shred low homology models to produce
manifold fragments of comparable size and let them compete against each other
within the ARCIMBOLDO frame.

12.4 Composite Fragments: A Custom Builder for Libraries

The program BORGES allows to extract customized, secondary structure fragments
from the PDB (e.g. all mainchain variations of the theme helix-turn-helix within
given length and orientation constraints). The program further clusters the libraries,
scoring and refining them against the experimental data.

12.4.1 Lower Resolution: BUSTER Refinement, SHELXE
from its HL-Coefficients and Modeling

When resolution beyond 2 Å is not available, density modification of phases
derived from very small fragments is not likely to succeed anymore. In this case,
more sophisticated phase treatments, through Maximum-Likelihood refinement,
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better accounting for missing information and errors, provide better starts to the
autotracing algorithm. Also, modelling side-chains onto the mainchain leads to more
complete fragments and thus better starts. As it is not possible to know the sequence
of the partial traces, again massive calculations consistent with a secondary structure
prediction have to be generated, filtered to discard those with clearly unfavourable
energies and refined in parallel.

12.4.2 Problem Cases: Twins

Coiled coil structures would appear to present ideal cases as they are completely
helical. Still, they are deceptively simple as they tend to be markedly anisotropic
and frequently twinned. We have encountered a number of cases where twinning
involved two domains with the same mainchain structure, showing higher symmetry
than the sidechains. Solution is favourable but sequence assignment and model
building and refinement is complicated, especially if resolution is poor.

12.5 Future Developments

Current plans are centered in setting up a public ARCIMBOLDO web server that
will accept data from external users, generate input for structure solution, run it on
our grid and return the best solutions. Given the computational requirements, this is
being developed in collaboration with the supercomputer FCSCL in León.
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Chapter 13
SAD/MAD Phasing

Zbigniew Dauter

13.1 Introduction

Currently, the most common ways of solving novel macromolecular crystal
structures are based on the anomalous signal provided by some atoms present
in the investigated structures. They can be implemented as the Single- or Multi-
wavelength Anomalous Diffraction (SAD or MAD) method. Instead of collecting
diffraction data from the native crystal and a number of derivatives, as in the classic
Multiple Isomorphous Replacement (MIR) approach, these techniques utilize one
or more data sets, recorded from only one crystal containing suitable anomalous
scatterers. Whereas with MIR the protein phases are estimated from the additional
scattering of the heavy atoms present in the derivative crystals, in SAD and MAD
they are calculated from the wavelength-dependent quantitative differences in the
anomalous scattering contribution of certain atoms contained in the crystal.

The potential usefulness of the anomalous signal for phasing novel structures
has been known since the early days of protein crystallography [1]. However, the
anomalous signal is usually much smaller than the isomorphous signal provided by
heavy atoms such as Hg, Pt, or Au, so initially it was only used as auxiliary in-
formation in phasing by the Isomorphous Replacement approach; the photographic
methods of data collection were simply not accurate enough to measure the minute
anomalous (a.k.a. Bijvoet or Friedel) differences for use as the sole source of
reflection phases.

Historically, the first protein structure solved exclusively from the anomalous
signal was crambin phased by SAD signal of sulfur using data measured on a
four-circle, single-counter diffractometer [5]. Also, in the early 1980s B.C. Wang
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proposed that SAD phasing could be effectively combined with the process
of iterative modification of the solvent region in the protein crystals (solvent
flattening; [16]).

The theory of MAD was also formulated early by Karle [6], but its practical
implementation is attributed to Hendrickson [3], and coincided with the introduction
of automatic and accurate Imaging Plate and then CCD detectors. The usage of
anomalous signal was quickly accepted as a method of choice for the solution of
novel structures, first as the MAD version, and in the last decade as SAD. Currently,
the majority of novel macromolecular crystal structures are currently solved by the
SAD technique.

13.2 SAD Phasing

The structure factor equation Fh D P
j fj exp

�
2 i h � rj

� D P
j fj

�
cos

�
2 i h � rj

� C
i sin

�
2  h � rj

�� D Ah C i Bh D jFhj exp.i®/ can be represented as a summation
of vectors in the Argand diagram, as in Fig. 13.1, where fj exp

�
2 i h � rj

�
is the

contribution of an individual atom j, located at the position rj in the unit cell, to
the scattering of a reflection with index h (or, fully, h,k,l in three-dimensional
space). The scalar product

�
h � rj

�
stands for

�
hxi C kyii C lzj

�
. fj is the scattering

power contributed by one atom (the length of vector fj in Fig. 13.1) and the term
exp

�
2 i h � rj

�
defines the phase ®j of this contribution (the direction of this vector).

Here and in the following the terms related to the atomic displacements or vibrations
(the B factors) are neglected for simplicity.

If the structure contains some “special” atoms, for example heavier (H) than the
common protein (P) atoms, their contribution FH can be grouped separately in the
structure factor equation and in the Argand diagram (Fig. 13.2).
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f9

Fig. 13.1 Atomic scattering
factors fj of individual atoms
in the structure add-up as
vectors, resulting in the total
protein structure factor FP
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Im

FP

FPH

FH

Fig. 13.2 The total scattering
factor FPH can be divided into
contribution from common
protein atoms FP and from
heavy or otherwise special
atoms FH

FPH D
XP

j
fj exp

�
2 i h � rj

� C
XH

j
fj exp.2 i h � rj/ D FP C FH

D jFPj exp.i®P/C jFHj exp.i®H/

Under certain circumstances, when the energy of the incident X-rays is higher
than the excitation energy of the inner electrons of some atoms, those atoms become
the source of additional, resonant or “anomalous” scattering with its phase shifted
forward with respect to the “normal” scattering fj. The anomalous scattering can
therefore be represented as additional terms contributing to the atomic scattering
factor:

f D fo C f0 C if00

where f0 is the real part of the anomalous correction in phase with the normal
scattering factor fo, and if00 is the imaginary part representing the forward phase
shift by 90ı with respect to fo, as illustrated in Figs. 13.3 and 13.4

f D �jfoj C ˇ
ˇf0ˇˇ C i

ˇ
ˇf00ˇˇ� exp.i®/ D �jfoj C ˇ

ˇf0ˇˇ� exp.i®/C ˇ
ˇf00ˇˇ expŒi.®C 90ı/�

which is evident after a simple trigonometric rearrangement, since i exp(i®)

D i Œcos.®/C i sin.®/� D i cos.®/ � sin.®/

D i sin.®C 90ı/C cos.®C 90ı/ D expŒi.®C 90ı/�

The normal atomic scattering factor fo depends on the scattering angle ™, but
not on the X-ray wavelength. In contrast, the anomalous corrections f0 and f00 are
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Fig. 13.3 Diffraction
contributions of an
anomalously scattering atom.
The real correction f0 is
usually negative and its
direction is therefore
antiparallel to fo, but the
imaginary correction f00 is
rotated positively by 90ı with
respect to fo
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Fig. 13.4 The total structure
factor FT consisting of the
contributions of
non-anomalously scattering
atoms FN and some
anomalous scatterers FA

independent of ™, but vary with changing X-ray energy (i.e. wavelength). Figure 13.5
shows schematically that normal scattering originates from all electrons, scattering
elastically as electron cloud, diffused around an atom, so that in consequence
interference of rays scattered from individual electrons diminishes with increasing
scattering angle. The anomalous contribution is provided by a single electron, which
is small in comparison with the wavelength of the X-ray, so that there is no angular
dependence of its scattering; instead, its excitation critically depends on the energy
of the X-ray quanta.

It is possible to estimate the anomalous effect by recording the fluorescence
emitted by the investigated sample while scanning the wavelength (and energy) of
the X-rays. The f00 component changes in pace with the absorption and fluorescence,
whereas the f0 component is proportional to the first derivative of f00. A typical
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Fig. 13.5 Normal atomic scattering (top) results from interference of all electrons and diminishes
with increasing diffraction angle. The anomalous effect (bottom) does not change with the angle,
but depends on the energy of the X-ray quanta
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Fig. 13.6 The excitation spectrum (sometimes called the “fluorescence” spectrum) of a sample
containing selenium. The black line is calculated theoretically for a single atom in vacuum, the
blue line is from experimental measurements (Color figure online)

spectrum obtained from a selenomethionine-containing protein crystal is shown
in Fig. 13.6, together with a theoretical curve calculated for an isolated Se atom.
Interactions with atoms surrounding the anomalous scatterer in the real chemical
compound modulate the energy levels of Se resulting in the additional fine features
in the spectrum, notably the “white line” with f00 increased to the “peak” value above
the absorption edge.

Normally the structure factor amplitudes of centrosymmetrically related reflec-
tions constituting a Friedel pair, F(h) and F(-h), are equal. However, the presence of
the imaginary anomalous contribution if00 breaks of this Friedel’s law, as shown in
Figs. 13.7 and 13.8.
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Fig. 13.7 Since the
anomalous vector F00

A is
rotated forward by 90ı for
F(h) with its phase ®(h) and
for F(-h) with its phase –®(h),
the amplitudes of the
Friedel-related pair are
different, jF(h)j ¤ jF(-h)j
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Fig. 13.8 It is customary to
represent the F(-h) vector as
its complex conjugate, on the
other side of the Argand
diagram, illustrating clearly
that Friedel’s law is broken in
the presence of anomalous
effect

In the diffraction experiment, the total reflection amplitudes jFTj are measured.
As shown in Fig. 13.8, in general the amplitudes of Friedel-related reflections are
different. In fact, this depends on the phase difference between the contributions of
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Fig. 13.9 The measurable
anomalous effect is maximal
when the vectors of the
normal and anomalous
scatterers are orthogonal and
is minimal when they are
(anti)parallel
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Fig. 13.10 The dependence
between the measurable
Bijvoet difference �F˙ and
the anomalous scatterers
contribution FA is sinusoidal

the normal FN and anomalous FA atoms. Figure 13.9 shows that when the phase
difference between FN and FA is ˙90ı, the measured anomalous difference jFC

Tj –
jF�

Tj (customarily called Bijvoet difference) is maximal and equal to 2 F00
A. If the

phase difference between FN and FA is close to 0ı or 180ı (their vectors are parallel
or antiparallel), the Bijvoet difference is minimal and not measurable. There is a
sinusoidal relation between the apparent Bijvoet difference �F˙ and the phase
difference .®T � ®A/W�F˙ D 2F00

A sin.®T � ®A/ D 2 .f00=fo/FA sin.®T � ®A/

illustrated in Fig. 13.10.
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Fig. 13.11 If the anomalous
substructure is known, then
the size and orientation of the
red/pink vectors are also
known, and they can be
positioned in two places
indicating two alternative
protein phases (Color figure
online)

To locate the positions of the anomalous scatterers in a crystal, by the use of
Patterson or direct methods, the most appropriate are the values of FA, representing
the normal scattering contribution of these atoms, but these values are not available
within a single wavelength data set. Direct and Patterson methods rely mostly on
strong reflections. Since large Bijvoet differences always correspond to large FA

values, it is possible to use them for the location of the anomalous scatterers in
the cell, as first suggested by Rossmann [11]. After appropriate rearrangement, the
observed Bijvoet difference consists of two terms, one directly proportional to jFAj2

and the second related through the cosine of phase difference.

ˇ
ˇ�F˙ˇ

ˇ2 D 4.f00=fo/2jFAj2sin2 .®T � ®A/ D 2.f00=fo/2jFAj2

C 2.f00=fo/2jFAj2cos2 .®T � ®A/

It can be assumed that the phases of all reflections are distributed randomly
between 0 and 360ı, so that the second term contributes only random noise to a
Patterson map or to direct methods calculations using j�F˙j instead of the more
appropriate jFAj values.

When positions of the anomalous scatterers are found, it is possible to calculate
their contribution to the total diffraction. However, even in the ideal case of error-
free measurements, this does not provide a unique solution to the phase problem
since, in general, there are two possible arrangements satisfying the vector relations.
They lead, for each reflection, to two possible total protein phase angles, ®T,
symmetrically placed around the ®A�90ı direction in Fig. 13.11. The alternative
values of ®T are [9]

®T D 90ı C ®A ˙ • where • D cos�1 �
�F˙ ı

2F00
A

�
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Fig. 13.12 Since it is not
known which of the two
alternative phases is correct,
it possible to compute the
map using the averaged
structure factor

Only for the largest Bijvoet differences this SAD ambiguity degenerates to a
single solution with ®T �®A D ˙90ı.

Since it is not known which of the alternatives is correct, one can calculate
a Fourier map using structure factors that are vectorial averages of the two
possibilities, as indicated in Fig. 13.12, with their amplitudes weighted by the
corresponding figure of merit, FOM

FSAD D jFSADj exp .2 i ®SAD/ D jFTj FOM exp .2 i ®SAD/

where FOM D cos Œ.®T1 � ®T2 / =2 � and ®SAD D .®T1 C ®T2 / =2

The figure of merit FOM is the highest (and approaches unity) when the two
alternative phases are close to each other, and it approaches zero when they differ
by close to 180ı.

The average FSAD vectors approximate the sum of two alternative solutions and
the corresponding Fourier map is a superposition of two maps, one originating
from the correct phases, representing the true structure, and the other one from
the wrong phases representing featureless noise, as illustrated in Fig. 13.13. It may
be therefore possible to distinguish in such a map the regions belonging to either
the protein or to solvent. As proposed by Wang [16], modifying the solvent region
and making it flat (with a constant value of the electron density) and subsequently
calculating the inverse Fourier transform, one should obtain a new set of phases,
closer to the true ones, thus likely indicating the correct solution. An iterative
application of such solvent flattening (and other types of density modification)
should eventually produce an interpretable map, revealing the whole structure,
or at least a large part of it. This procedure also discriminates between the two
possible enantiomeric solutions, producing meaningful results only for one of the
two enantiomeric constellations of the anomalous substructure.
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Fig. 13.13 The correct structure factors Fgood produce an interpretable electron density map of
the structure, while the wrong structure factors Fwrong lead to featureless noise. However, structure
factors that are averages of the two give a map in which the regions corresponding to the protein
and to solvent are discernible
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Fig. 13.14 In the presence of
measurement errors the
phases are not indicated
sharply, but spread with
certain probability, marked by
the outer red curve (Color
figure online)

In practice, the estimation of SAD phases is not so straightforward and unequiv-
ocal, since the reflection intensities measured in a diffraction experiment inevitably
contain errors. The anomalous scattering signal is usually small, at most at the level
of a few percent of the total crystal diffraction intensity. The anomalous diffraction
data should be therefore collected very carefully, with proper estimation of the errors
(standard uncertainties) associated with all measured intensities. If measurement
errors are taken into account, the modified SAD vector diagram (Fig. 13.14) shows
that instead of two sharp solutions, there are two regions where the total protein
phase, ®T, may lie.
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Fig. 13.15 The two SAD
solutions are not symmetric,
the one with FN and FA

vectors parallel is more likely
than the other, as marked by
the outer green probability
curve (Color figure online)

The probability P that the protein phase has a particular value ®T for the known
Bijvoet difference, �F˙, the calculated anomalous scatterers phase, ®A, and the
imaginary contribution, F00

A, is according to Hendrickson & Teeter [5]

Panom.®T/ D N exp
n
��
�F˙ C 2F00

A sin .®T � ®A/
�2 ı

2E2
o

where E is the standard error and N a normalization factor. This can also be
expressed using the Hendrickson-Lattman [4] coefficients, A, B, C, D:

Panom.®T/ D N exp.A cos®C B sin®C C cos 2®C D sin 2®/

As illustrated in Fig. 13.15, the two alternative SAD phase indications are not
fully symmetric. The case where j®T – ®Aj< 90ı and the FN and FA vectors are
parallel, is more probable than when j®T – ®Aj> 90ı and the FN and FA vectors
are antiparallel, since the amplitude jFNj of the normal scatterers in the former
case is smaller than in the latter case. This results from the fact that the part of
the structure, namely the anomalous substructure, is known. The theory of protein
phase probability resulting from a known partial structure has been worked out by
Sim [13, 14]

Ppart.®T/ D N exp f2 Œ.FT FA/ =FN2 � cos.®T � ®A/g

where FN represents the scattering amplitude of the unknown part of the structure
and N is the normalizing factor. The probability resulting from the known partial
structure depends on the cosine function of the phase difference ®T �®A and, as
a result, the combined probability is different for the two alternative solutions for
®T (Fig. 13.16). Ramachandran and Raman [9] first postulated that the total phase
closer to the anomalous phase should be chosen for map calculation, which agrees
with the Sim probability indication based on the partial structure.
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Fig. 13.16 The fluorescence spectrum of Se with indicated three wavelengths, corresponding to
the peak (pink top arrow), inflection (green/light grey arrows) and high energy remote (blue/dark
grey arrow) points of the spectrum (Color figure online)

13.3 MAD Phasing

The anomalous substructure provides different contributions to reflection structure
factors at different wavelengths, since the f0 and f00 values depend on the wavelength,
as for example shown in Fig. 13.16 for selenium.

The largest differences between f0 and f00 can be obtained if data sets are measured
at the wavelengths corresponding to the peak, edge (inflection point), and a high
energy (shorter wavelength) point on the X-ray absorption curve of the anomalous
scatterer present in the crystal, as indicated in Figs. 13.16 and 13.17.

The original MAD technique, developed by Hendrickson [2], was based on the
analytical approach of Karle [6], where the unknown amplitudes and phases were
calculated algebraically.

Various vectors representing a single structure factor with a significant anoma-
lous diffraction contribution are shown in Fig. 13.18. The blue vectors FT

C and
FT

� are the total measured amplitudes for both Friedel mates, FT
o is the (unknown)

amplitude corresponding to the total diffraction without any anomalous contribution
and FA, FA

0 and FA
00 are the normal and anomalous contributions of the anomalous

substructure. To solve the structure it is necessary to estimate the amplitude jFT
oj

and its phase ®T as well as jFAj and ®A. From the law of cosines

jFTC j2 D jFTo j2 C y2 � 2 jFTo j y cos’
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Fig. 13.17 Vector
representation of the three
points in the spectrum: peak
with largest f00, inflection with
largest f0 and remote with
substantial f00 and small f0
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Fig. 13.18 Structure factors
and phases used in the
algebraic approach to MAD

where

y2 D ˇ
ˇF0

A

ˇ
ˇ2 C ˇ

ˇF00
A

ˇ
ˇ2 D jFAj2��f02 C f002�ıfo2� since F0

A D FA.f0=fo/

and F00
A D FA.f00=fo/

y cos’ D x1 C x2 D F0
A cos •C F00

A sin • D FA.f0=fo/ cos •C FA.f00=fo/ sin •

After substituting •D®A �®T and taking into account that FA
0 is negative in

Fig. 13.18, the resulting equation [3] takes the form (for both Friedel mates)
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Fig. 13.19 If two
measurements recorded at
two different wavelengths
with different combinations
of f0 and f00 are available, then
there is only one common
case between the two
solutions, indicating the
correct phase

ˇ
ˇFT

˙ˇ
ˇ2 D jFTo j2 C a.œ/ jFAj2 where a.œ/ D �

f02 C f002�ıfo2

C b.œ/ jFTo j jFAj cos.®T � ®A/ b.œ/ D 2 f0 =fo

˙ c.œ/ jFTo j jFAj sin.®T � ®A/ c.œ/ D 2 f00 =fo

For each such equation there are three wavelength-independent unknowns, jFT
oj,

jFAj and (®T �®A), one known measured value of jFT
Cj (or jFT

�j), and three
parameters a(œ),b(œ),c(œ) related to the anomalous scattering factors and common
for all reflections at a given œ. If a Friedel-related pairs of reflections are measured
for two or more wavelengths, this system of four or more equations can be
solved for the three unknowns. The estimated amplitude FA is then used to locate
the anomalous substructure and subsequently to calculate its phase ®A, which
eventually provides the FT

o and ®T that are needed to calculate the Fourier map
of the entire structure.

Currently MAD phasing is executed in the probabilistic version, which can be
explained as a combination of multiple SAD approaches with the use of several
data sets measured at different wavelengths with different values of f0 and f00. Each
wavelength will indicate a different combination of the alternative phases, of which
only one will agree amongst all the wavelengths, providing therefore a solution to
the SAD ambiguity, as illustrated in Fig. 13.19.

A number of computer programs use sophisticated probabilistic approaches for
estimation of the MAD phases, taking into account various effects, such as uncer-
tainties of the measured amplitudes, potential non-isomorphism between data sets,
etc. (SHARP [7], SOLVE [15], PHASER [10], SHELXE [12], MLPHARE [8]).
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Chapter 14
Macromolecular Phasing: Solving
the Substructure

Tim Grüne

Abstract The phase problem is one crucial step in order to create an atomic
model from crystalline diffraction data. There are mainly three methods to solve
the phase problem for macromolecular diffraction data: molecular replacement,
isomorphous replacement, and anomalous dispersion. The latter two methods are
so-called experimental phasing methods, both of which require firstly to solve a
substructure and secondly to expand the phases from the substructure to the whole
structure. This article explains the term ‘substructure’, how the substructure data
are extracted from the total data, and how the substructure is used to solve the phase
problem. While these steps may only take a few minutes in real-time, understanding
the underlying basics is important in order to properly carry out the data collection.

Keywords Direct methods • Harker construction • Phase problem • Substructure
• Tangent formula

14.1 Substructure

Any subset of the atoms present in the asymmetric unit of a crystal structure is called
a “substructure”. In the context of macromolecular phasing one usually refers to the
substructure as those atoms which contribute to experimental phasing (Fig. 14.1):

heavy atoms for isomorphous replacement (MIR, SIR, SIRAS, . . . )
anomalous scatterers for anomalous dispersion methods (MAD, SAD,

SIRAS, . . . )

In a very simplified view, crystal structures can be solved by direct methods from
one single (native) data set, if the atoms are separated further than the resolution of

T. Grüne (�)
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Fig. 14.1 Left: A protein
structure and its unit cell with
the S-atoms marked by CPK
presentation. Right: The
S-atoms can be used to
acquire phases for this
crystal. They form the
substructure for this protein
in the context of phasing

Data Integration (Anomalous)
Differences

Substructure
Solution

HKL2000, xds, mos-
flm,...

xprep,              shelxc,
solve,...

shelxd, SnB, HySS,
...

Phasing & Density
Modification

Building &
Refinement

shelxe, resolve, pi-
rate,...

coot, refmac5, phenix,
...

< 1h < 1h ...

... days–weeks

Fig. 14.2 Simplified view of macromolecular structure solution with experimental phasing. While
the phasing step takes only a relatively short time, it is both a crucial step and requires as good data
as possible

the data set1. For real crystals this restricts direct methods to about 1.2 Å [3], the
order of magnitude of chemical bond lengths.

Experimental phasing methods, however, are based on the creation of an
artificial data set which would have been produced by the substructure in within
the unit cell of the real crystal;

1. Collect data, e.g. native and derivative, or peak and inflection point
2. Extract the substructure contribution to the data
3. Solve the substructure by direct methods
4. Use the substructure coordinates to expand the phases to the full data-set.

as depicted in Fig. 14.2. The extraction of the artificial data and the subsequent
extension of the phases make use of rather crude approximations that require the
input data set to be of as good quality as possibly for the respective phasing scenario.

1This statement is an untested extrapolation of “Sheldrick’s Rule” [3]
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14.2 The Phase Problem

�.x; y; z/ D 1

Vcell

X

h;k;l

jF.h; k; l/jei�.h;k;l/e�2�i.hxCkyClz/ (14.1)

Equation 14.1 mathematically expresses the relationship between an data of
a crystallographic X-ray experiment and the chemical model which is finally
submitted to the PDB: The “independent atom model” (IAM) calculates the electron
density �.xyz/, which is represented by the chemical model, from

1. the reflection intensities I.hkl/ D pjF.h; k; l/j
2. a phase angle �.h; k; l/ associated with each reflection
3. the unit cell parameters (hidden in the fact that .x; y; z/ are fractional coordi-

nates)

The intensities are the direct result of the X-ray experiment. The phase angle
�.h; k; l/, however, cannot be measured directly. It is essential for the calculation
of the electron density map – hence the origin of the term phase problem in
crystallography.

14.3 Macromolecular Solutions to the Phase Problem

Typically for small molecule crystallography are small unit cell dimensions
(few atoms in the asymmetric unit) and high resolution data. This allows for
solving the phase problem with direct methods, nowadays usually based on the
tangent formula published by [6].

tan.�h/ �
P

h0 jEh0Eh�h0 j sin.�h0 C �h�h0/
P

h0 jEh0Eh�h0 j cos.�h0 C �h�h0/
(14.2)

The tangent formula is a relation between the phases reflection triplets which allows
to refine a starting set of phases. The starting set of phases is picked at random or
semi-random in many attempts/trials. Despite this random picking they often refine
close enough to the real phases.

The success rate of direct methods depends on the resolution and the unit
cell dimensions, and for macromolecular crystals they are often not an option.
The most common methods to solve the phase problem in macromolecular
crystallography are

• Molecular Replacement (MR): placement of a similar structure in the unit cell
and calculation of the phases from its coordinates
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• Isomorphous replacement (MIR, SIR, SIRAS, RIP, . . . ): comparison of data sets
in the presence and absence of heavy atoms

• Anomalous Dispersion (MAD, SAD, SIRAS, . . . ): exploitation of the break-
down of Friedel’s law at element specific wavelengths

The latter two methods are called “experimental phasing methods”. They are
based on the extraction of an artificial substructure data set from one or more data
sets as it would have been created if the substructure atoms where the only content
of the unit cell. Because the substructure atoms are usually further away than the
(anomalous) resolution, direct methods can be applied to determine their positions
in the asymmetric unit.

14.4 Solving the Phase Problem with a Substructure

Both the structure factor amplitude jF.h; k; l/j and the phases �.h; k; l/ for the
substructure can be calculated for each reflection once the substructure coordinates
are known. It remains to determine the phase angleˆT for the actual data set.

Historically isomorphous replacement problems were then solved using the
Harker construction, which is explained in most text books about macromolecular
crystallography [1, 2, 5].

In the case of anomalous dispersion, the determination of the artificial substruc-
ture data set and of ˆT is based on a relationship published by [7] and [8]:

jFCj2 D jFT j2 C ajFAj2 C bjFAjjFT j C cjFAjjFT j sin˛ (14.3)

jF�j2 D jFT j2 C ajFAj2 C bjFAjjFT j � cjFAjjFT j sin˛ (14.4)

jFCj2 � jF�j2 D 2cjFAjjFT j sin ˛ (14.5)

The angle ˛ used in Eq. 14.5 is defined in Fig. 14.3. It fulfills

ˆT D ˆA C ˛ (14.6)

The quantities jFCj2 and jF�j2 form the Bijvoet pairs. They are the actually
measured quantities.

jFT j is the non-anomalous contribution of all atoms, i.e. without the contribu-
tions of f 0 and f 00.

jFAj is the non-anomalous contribution of the substructure atoms. It represents
the artificial substructure data set, from which the substructure can be solved by
direct methods.

The constants aDf 002Cf 02

f 2
, bD 2f 0

f
, and cD 2f 00

f
depend only on the atomic

scattering factor componentsftotal.	; 
/Df .	/Cf 0.
/Cif 00.
/ and are determined
by the fluorescence scan or from tabulated values [4].
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Fig. 14.3 Left: Friedel’s Law (jF.hkl/j D jF. Nh Nk Nl/, ˆ.hkl/ D �ˆ. Nh Nk Nl/) holds for all
contributions except for the anomalous part if 00

� . Right: Definition of the phase angle ˛ as the
angle between the total and the substructure non-anomalous structure factor

14.4.1 MAD/ MIR/ SIRAS Phasing

A MAD data set consists of at least two measurements at different wavelengths.
This results in four equations (Eqs. 14.3 and 14.4 for each wavelength) for three
unknown variables (jFAj, jFT j, and ˛)2.

Therefore, jFAj and ˛ can be determined exactly up to experimental error, i.e.
even with an anomalous signal up to only 7 Å MAD provides an unbiased, correct
electron density map provides the heavy atom positions are determined as exact as
possible.

Density modification can reduce the effect of experimental errors but also extend
the phases to the resolution range of the whole data set.

A similar argumentation holds for MIR and SIRAS.

14.4.2 SAD/ SIR Phasing

N.B.: The following SAD phasing. For SIR phasing there are minor differences, but
the idea is similar.

In the case of SAD, even though there are less equations than unknowns, one can
still get to an initial electron density map.

shelxd applies a couple of very sophisticated tricks to reduce Eq. 14.5 to one
single unknown (jFAj) and the difference of the Bijvoet pairs.

2All three unknowns are based on non-anomalous contributions to the total structure factor, hence
all three a wavelength independent!
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1. small anomalous difference:

jFT j � 1=2.jFCj C jF�j/
) jFCj � jF�j � cjFAj sin˛

2. using normalised structure factors jEj instead of jF j. Normalised structure
factors have proven more efficient in direct methods and remove the wavelength
dependency and hence the presence of the factor c (this statement oversimplifies
the impact of using normalised structure factors)

3. the largest normalised anomalous differences will have ˛ � 90ı or ˛ � 270ı,
depending on the sign of jFCj � jF�j
Putting everything together and using only the strongest anomalous differences,

jjECj � jE�jj � sign.jECj � jE�j/jEAj (14.7)

Equation 14.7 provides the desired artificial substructure data set which can be
solved by “conventional” direct methods.

14.5 “Phase Extension”: Density Modification

The previous section describes how to extra a “virtual substructure data set”,
represented in the above equations by jFAj, from the Bijvoet pairs in the presence of
an anomalous scatterer. The substructure coordinates can be solved from this data
set by direct methods. The phase angle ˆA can be calculated from the substructure
coordinates.

Since the phase angle ˆT is the sum of ˛ and ˆA, the electron density map can
then be calculated.

MAD/ MIR/ SIRAS provide exact and close estimate of ˛, and the quality
electron density is limited by experimental errors and the accuracy of the sub-
structure coordinates. In this case, density modification serves to reduce the impact
of these errors to get an accurate as possible electron density map to start model
building.

SAD/ SIR are based on crude assumptions and approximations, so the substruc-
ture coordinates are likely to have large errors. Furthermore the angle ˛ can only be
estimated to be either 90ı or 270ı (SAD; 0ı or 180ı for SIR). An electron density
map based on these values will not be interpretable to the human eye. Density
modification is essential in order to improve these estimates.
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Chapter 15
Advanced Applications of Shelxd and Shelxe

Tim Grüne

Abstract The programs shelxc, shelxd, and shelxe by G. Sheldrick provide a
powerful pipeline for experimental phasing of various phasing scenarios, like MAD,
SIRAS, or MR-SAD. They are command line programs, which is the reason why
many people are discourage from using them and exploiting their power. This
tutorial shows that shelx c/d/e are not very difficult to use and only little knowledge
is required to solve the phase problem and create and initial poly-Alanine model and
an interpretable map with very little effort.

Keywords Shelxc • Shelxd • Shelxe • Anode • Auto-tracing • Free-lunch
algorithm • Experimental phasing • Shelx c/d/e tutorial

15.1 Tutorial Data

A tutorial for phasing with instructions and data is available through my
web-site http://shelx.uni-ac.gwdg.de/�tg/teaching/anl-ccp4/. This tutorial is much
more detailed than this short introduction.

15.2 Introduction: Phasing with shelx c/d/e

The triad shelx c/d/e [18] by G.M. Sheldrick form a set of programs to carry
out experimental phasing for macromolecular crystallographic data. They can be
used for

• MAD / SAD (multi-/single-wavelength anomalous dispersion)
• SIRAS (Single Isomorphous Replacement with Anomalous Signal)
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• SIR (Single Isomorphous Replacement)
• MR-SAD (partial MR-solution to improve SAD phasing [12])
• RIP (Radiation Induced Phasing [14])

They perform the tasks

shelxc : data preparation, statistics for evaluation, e.g. resolution cut-off
shelxd : application of direct methods to find the substructure coordinates
shelxe : density modification to extend and improve the substructure phases to all

of the data set.

All three programs are command line programs, i.e., they are run from a terminal.
They do not produce graphical output. They are designed to run fast and robust but
maintain an enormous flexibility (the program shelxd was originally written and is
still being used to solve small molecule structures and could be extended to protein
phasing with virtually no modification).

When called without any arguments, both shelxc and shelxe print short usage
instructions to the terminal.

15.2.1 shelxc

Shelxc reads the data formats

.hkl native shelx [17]-format

.sca HKL2000 [3] scalepack output
XDS ASCII.HKL XDS [7] output file

shelxc extracts the anomalous difference from the Add “Bijvoet” to dictionary
pairs, pre-calculates or approximates the angle ˛, and sets up the input file required
to run shelxd.

An example input file my shelxc.input for a MAD experiment:

NAT jia_nat.hkl
HREM jia_hrem.sca
PEAK jia_peak.sca
INFL jia_infl.sca
CELL 96.00 120.00 166.13 90 90 90
SPAG C2221
FIND 8
SFAC SE

would be called as

shelxc mymad < my_shelxc.input | tee shelxc.log

to create the files

mymad.hkl Native data used by shelxe
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mymad fa.hkl Anomalous differences and an estimate of the phase angle ˛.
shelxe calculates the phase angle�P from �A (calculated from the substructure
coordinates found by shelxd) and ˛:

�P .hkl/ D �A.hkl/C ˛.hkl/ (15.1)

Ignore "mymad" during the current session fa.ins Instruc-
tions for shelxd.

The log-file shelxc.log contains important information, e.g. the pairwise
anomalous correlation coefficients by which one should decide about the resolution
cut-off for shelxd (SHEL keyword where CCano >30 %) and one can detect outliers
that ought to be rejected, e.g. due to radiation damage.

15.2.2 shelxd

The command

shelxd mymad_fa

asks shelxd to read the data from mymad fa.hkl and the instructions from
mymad fa.ins.

shelxd applies (small molecule) direct methods to find the substructure coordi-
nates.

shelxd automatically writes a logfile mymad fa.lst, so no redirection (as in
the case of shelxc) necessary.

While shelxd is running, it writes the currently best substructure solution to
mymad fa.res, based on the correlation coefficient between the coordinates
and the data. mymad fa.res contains the substructure coordinates in fractional
coordinates that are later read by shelxe.

REM Best SHELXD solution: CC 60.74 CC(weak) 49.22 CFOM 109.96
TITL mymad_fa.ins MAD in C2
CELL 0.98000 109.02 61.75 71.74 90.00 97.08 90.00
LATT -7
SYMM -X, Y, -Z
SFAC SE
UNIT 192
SE01 1 0.758774 0.508636 0.246391 1.0000 0.2
SE02 1 0.792908 0.398262 0.138903 0.8845 0.2

[...]
SE10 1 0.925819 0.231575 0.191291 0.5569 0.2
SE11 1 0.495239 0.183609 0.416278 0.5352 0.2
SE12 1 0.643097 0.029221 0.210653 0.4897 0.2 <---
SE13 1 0.811539 0.048553 0.227752 0.1453 0.2 <---
SE14 1 0.600281 0.156860 0.149628 0.0764 0.2
HKLF 3
END
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The sixth column contains the occupancy of the corresponding atom. A sharp
drop (here between SE12 and SE13) is a promising sign of a correct solution.
Because weak atoms are weighted down by the occupancy shelxd can even find
a substructure composed of different atom types, e.g. Se- and S-atoms.

The correlation coefficient (CC and CCweak) in the first line measures the
reliability of the solution. For MAD phasing a CC>40 % is almost certainly a
solution; for SAD phasing the line is at CC>30 %.

15.2.3 shelxe

shelxe does not, as opposed to shelxd, require an instructions file but takes all
parameters from the command line option. For the above example it would read

shelxe mymad mymad_fa -s0.65 -h12 -a -q

The native data are read frommymad.hkl,mymad fa.res provides the heavy
atom positions (and thus ˆA), and mymad fa.hkl provides the angle ˛.

-a run 5 (default) cycles of poly-ALA autotracing. This feature is most
useful and currently available in the ˇ-version of shelxe (send an email to
gsheldr@shelx.uni-ac.gwdg.de)

-q by default, shelxe searches for tri-peptides during the auto-tracing cycles. –q
lets shelxe explicitly search for ˛-helices. Unless you know there are no helices
(e.g. no protein at all), this option should always be used since it significantly
improves the result.

shelxd cannot distinguish between the original and the inverted hand of the
substructure. Therefore shelxe must be run a second time with the option ‘–i’ to
invert the substructure coordinates.

The output file mymad.pdb contains the poly-ALA trace from shelxe, the file
mymad.phs the improved phases which can be displayed by coot [5] as electron
density map.

15.3 Substructure Recycling

The anomalous signal usually does not reach as far as the actual data set. It may
well be that it drops at, say, 3 Å below CCano 30 %, even though the crystal itself
diffracts to 2 Å. Since shelxe uses the full resolution range for density modification,
it can improve the position of the substructure atoms. The improved coordinates are
written to the .hat-file (mymad.hat). It has the same format as the .res-file.
By renaming the .hat-file to the .res-file and rerunning shelxe with the same
options, the result can sometimes improve.
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Fig. 15.1 The free-lunch algorithm. Left: “conventional” experimental phases after density
modification with a MapCC of 0.57. Right: Expansion of the data to 1.0 Å with calculated data
(MapCC = 0.94) [20]

Sometimes only a large number of iterations leads to a positive result 1 [9].
Sharp/autoSHARP [1, 21] provide more versatile possibility to improve the

substructure coordinates.

15.4 Free-Lunch-Algorithm

The free-lunch algorithm was published independently in [2] and [6]. The modified
electron density is used to calculate structure factors (both amplitudes and phases) to
higher resolution than originally measured. The methods works well with native data
measured to 2 Å and better. The map resulting from this type of density modification
is sometimes easier to interpret and can be used for automated model building
(Fig. 15.1).

NB: These calculated data must not be used for refinement!

15.5 Autotracing

The ˇ-version of shelxe2 is capable of producing a poly-ALA trace into the modified
electron density map. To my knowledge shelxe was the first program to iteratively
combine model building and density modification which has proven to be extremely

1NB: this was before the auto-tracing capabilities of shelxe by which the effect of recycling the
substructure has become less important.
2ˇ-versions of the shelx-Programs are available to registered shelx-users upon email request to
either George Sheldrick or me. Registration is free of charge for academics and only requires the
sending of a fax to the institute. See http://shelx.uni-ac.gwdg.de for details.

http://shelx.uni-ac.gwdg.de
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Fig. 15.2 Autotracing of Fibronectin: starting from a very noisy S-SAD map shelxe traced
more than 94 % the mainchain correctly within 1.0 Å after only three cycles (Figure courtesy G.
Sheldrick)

powerful, and even very poor phase information can lead to a valid poly-ALA trace
also at moderate resolution (30ish–40ish Å).

The autotracing of shelxe can improve phases from very poor starting phases.

1. Find potential ˛-helices in the density and try to extend them at both ends.
Then find other potential tripeptides and try to extend them at both ends in the
same way.

2. Tidy up and splice the traces as required, applying any necessary symmetry
operations.

3. Use the traced residues to estimate phases and combine these with the initial
phase information using sigma-A weights, then restart density modification. The
refinement of one B-value per residue provides a further opportunity to suppress
wrongly traced residues.

There is not much configuration possible: simply starting shelxe with the option
‘–a’ starts the auto-tracing option and shelxe will build as much as possible.

The option ‘–q’ makes shelxe look for helices (as secondary structure element)
and not just for tri-peptides.

The option ‘–tX’ makes shelxe search helices and peptides X-times longer than
the default.

The resulting trace is output to mymad.pdb. The header lists the correlation
coefficient of the trace against the data and the number of peptides and fragments.

A CC>25 % and/or an average fragment length >10 is a good sign for a correct
solution. At moderate solution (better than 2.5 AA) one should also start seeing
side-chains.

The power of autotracing is demonstrated by the Fibronectin test structure [16]
(2 Å resolution at 
=1.77 Å, short wavelength dataset to 1.5 Å resolution). The
progress and success of autotracing is show in Fig. 15.2. In the presence of NCS,
the results are sometimes further improved by the ‘–nN’ switch. It makes shelxe
search for up to N-fold NCS in the substructure and apply the NCS operators to the
traces.
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15.6 MR-SAD

MR-SAD was first described in [12] and has been made widely available via the
autorickshaw server [11]. It can be used when an MR solution provides too weak
information in order to start model building but still contains valid information (of
course one cannot tell a priori, but it is usually worth a try).

The solution produced by the MR-program of choice must be renamed to
‘mymad.pda’ (appropriate for the ‘mymad’ example used throughout here) and
shelxe started as e.g.

shelxe mymad.pda mymad_fa -s0.65 -a10 -q

The MR-solution will be used to locate the substructure which are in turn used
to produce experimental phases. Thus the model bias from the poor MR-solution
is removed, but the phase information it contains is used to produce a better
substructure than would be possible with SAD alone.

15.7 Anode – Post-Analysis

Anode [19] was written by G. Sheldrick as post-analysis program of the anomalous
signal in the data. The command line

anode name

expects the files name.ent or name.pdb as the current model, and
name fa.hkl as source of the angle ˛ in order to calculate the substructure
phases ˆA.hkl/ by inverting Eq. 15.1. The anomalous difference map is written to
name.pha and a list of main peaks as putative substructure to name fa.res.
The latter can be used together with name.hkl to rerun shelxe and e.g. test in the
case of MR-SAD whether SAD would have been sufficient as phase information
provided accurate enough substructure coordinates.

15.8 Collaboration with Other Programs

15.8.1 Add “Arcimboldo” to Dictionary

Add “Arcimboldo” to dictionary [15] is one of the fancier recent development
in macromolecular crystallography because it allows ab initio solution of protein
structures at 2 Å and better, i.e. the phase problem is overcome and a single
native dataset can be used without the danger of model bias as in molecular
replacement.
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Arcimboldo uses phaser to place short model ˛-helices in the asymmetric unit.
While these provide usually too little phase information for an interpretable map,
they can be used by the autotracing capabilities of shelxe to be extended into a poly-
ALA trace.

This methods appears to work to resolution of about 2 Å and better.

15.8.2 hkl2map

All shelx-programs are command line programs which sometimes deters people
from using them. Some GUIs exist to facilitate learning shelx c/d/e. Most recom-
mended is hkl2map [13]. It sets up the necessary scripts and plots useful graphics
from the shelx output that help making decisions like finding the correct resolution
cut-off for shelxd, etc. Its usage is fairly intuitive.

15.8.3 Sharp/ AutoSharp

Sharp [1] and autoSharp [21] both use shelxd to locate the substructure which sharp
further refines. The refinement and combination with various density modification
programs like dm [4] and auto-building programs like arp/warp [8] can be crucial in
borderline cases and are particular useful for low-resolution structures.

15.8.4 Autorickshaw

The web-service autorickshaw [11] offers a “brute-force” approach to phasing and
was one of the first pipelines to offer MR-SAD. The pipeline applies a vast number
of combinations of various programs in order to get to a solution. It is probably the
best demonstration that there is not the best program – it always depends on your
particular data.

15.8.5 Crank

Like autorickshaw, Crank [10] combines and tests several combinations of programs
and is suitable for SAD, MAD, and SIRAS phasing. It is available through CCP4 [4]
and as such can be run standalone.

Acknowledgements Discussions with and presentations from G. Sheldrick are the main source
of information for this document. Some parts of this document were copied verbatim from his
presentations with permission.
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Chapter 16
Use of a Weak Anomalous Signal for Phasing
in Protein Crystallography: Reflection
from Personal Experience

Felix Frolow

Abstract Determination in the past and the contemporary re-determination of
several protein structures are considered in the context of our personal experi-
ence with the use of single-wavelength anomalous dispersion (SAD) techniques.
A unifying feature of these cases is that in each event, the anomalous signal
generated by metal ions was not optimized to the peak of the absorption edge, but
was, nevertheless sufficient for structure re-determination. Examples are described
with the emphasis on educational aspects. Determinants of success are discussed
in each case. In addition, briefly discussed are some concepts related to the quality
of the diffraction data used in experimental phasing, with special attention to SAD
phasing.

Keywords Protein crystallography • Diffraction experiment • Non-optimized
anomalous signal • Phasing • SAD • HKL-2000

16.1 Introduction

In the present and past Erice courses many concepts related to the determination of
structures of protein molecules and complexes by experimental phasing have been
discussed. Single-wavelength anomalous dispersion (SAD) and multi-wavelength
anomalous dispersion (MAD) methods, which characterize contemporary crys-
tal solution practice, have been extensively elaborated. Here we discuss several
examples of structure re-determination of macromolecules and their complexes
of various sizes using SAD method. Previously, these structures were determined
with much effort, by the use of MIRAS and SIRAS techniques. These cases are
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characterized by the anomalous signal generated by metal ions, but non-optimized
to the peak of the absorption edge. Reasons for success with both past and present
modes of structure determination will be analyzed for each case, and some concepts
important for the successful experimental phasing of macromolecules will be
discussed. We will focus on few topics related to data quality that are essential
for a proper conduct of the experimental phasing but are often overlooked in
the adrenaline-induced urgency and enthusiasm when working on a synchrotron
experimental floor. Graphical results are from HKL-2000 [7], SHELXC/D/E [9],
and COOT [2] programs. Some graphical material are provided here and the rest in
the Power Point presentation that can be found in the site of the course.

16.2 Ferredoxin from Haloarcula marismortui

16.2.1 Background

Haloarcula marismortui is an archaebacterium that flourishes in the world’s saltiest
body of water, the Dead Sea. The cytosol of this organism is a supersaturated
salt solution in which proteins are soluble and active. We determined the crystal
structure of a 2Fe-2S ferredoxin from H. marismortui and found that the structure
is analogous to those of plant-type 2Fe-2S ferredoxins of known structures, but
with two important differences. First, the entire surface of the protein, except
the vicinity of the iron-sulphur cluster, is coated with acidic residues. Secondly,
two amphipathic helices are inserted near the N-terminus, forming a separate
hyperacidic domain whose postulated function is to provide additional surface
carboxylates for solvation. These data, together with the fact that bound surface
water molecules have on the average 40 % more hydrogen bonds than a typical
non-halophilic protein crystal structure, support the notion that haloadaptation is
dependent on better water-binding capacity [4].

16.2.2 Methodology, Past and Present

Previously (in the early 1990s) we solved the structure of ferredoxin at 3 Å with
difficulty, using a weak Pt derivative and an anomalous signal of the [2Fe-2S] cluster
of the native crystal. We collected data on a CAD-4 diffractometer equipped with
a Cu sealed tube, at a wavelength of 1.5418 Å. We used the PHASES package
[5] because of its unique ability utilize the anomalous signal of the native crystal
in the phasing procedure. We used the FRODO [6] program to trace the structure,
albeit with difficulty, on an Evans & Sutherland PS300 graphics workstation. After
acquiring the data to 1.9 Å resolution on a Xentronix multiwire area detector,
we were able to extend the phases by the refinement procedure using XPLOR
(A.T. Brunger, 1990, New Haven, Yale University). Subsequent improvement in
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the crystallization of ferredoxin enabled us to collect the high-resolution data to
0.87 Å at CHESS in 2001, and the structure was swiftly re-determined using the
SHELXC/D/E pipeline.

16.2.3 Conclusions/Significance

The data set was collected on an ADSC area detector from a distance of 50 mm,
in 400 diffraction images, covering 80ı with 0.2ı per frame, at a wave length
of 0.949 Å. Collinear with the rotation axis, a stream of cold nitrogen was used
to cool the crystal. We carved a segment of exceptional quality from the data,
comprising 300 diffraction frames, 80,596 unique reflections with the redundancy
of 2.49, 88 % completeness, Rsym D 0.024, and exhibiting an excellent anomalous
signal (Fig. 16.1a). Segmentation of the data and quality assessment were assisted
by the information from HKL-2000 in the graphical form, which was very easy to
understand (Fig. 16.1b).

16.3 Bacterioferritin from Escherichia coli

16.3.1 Background

Bacterioferritin (also known as cytochrome b1) of Escherichia coli is a hollow,
nearly spherical shell made up of 24 identical protein subunits and 12 haem groups.
We solved this structure in a tetragonal crystal form at 2.9 Å resolution. Each haem
is bound in a pocket formed by the interface between a pair of symmetry-related
subunits. The quasi-twofold axis of the haem group is closely aligned with the local
twofold axis relating these subunits. The axial ligands of the haem group are sulfur
atoms of two equivalent methionyl residues (Met 52) from the symmetry-related
subunits. A cluster of four water molecules is trapped in the gap between the upper
edge of the haem and two extended protein loops that close off the haem from the
outer aqueous environment. This was the first structure of a bis-methionine ligated
haem-binding site and the first case of a twofold symmetric haem-binding site.

16.3.2 Methodology, Past and Present

In 1994, we determined the structure of bacterioferritin using the SIRAS method
based on a UO2-acetate heavy-atom derivative with four distinct sites in each
monomer [3]. The main difficulty in this project was to determine the subset
structure of the heavy atoms. Owing to complications related to the relatively high
symmetry (P42212), as well as to the relatively large number of heavy atoms in the
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Fig. 16.1 Demonstration
of selected results for the
processing of diffraction data
of ferredoxin that was
measured at CHESS.
(a) Linear (strongly falling
due to the short beam lifetime
of CHESS) and exponential
(representing radiation decay,
almost constant) components
of the scale factor.
(b) Presence of the excellent
anomalous signal as exhibited
by results of HKL2000

asymmetric unit (44 atoms) and the pseudo-symmetry (close to cubic), it was impos-
sible to start de-convolution of the heavy-atom structure from the Patterson function,
which exhibited very crowded Harker sections. By experimenting with the pseudo-
cubic platinum derivative, we were able to determine partial structure, which after
transformation into the tetragonal space group of bacterioferritin produced phases
sufficient to locate heavy atoms. By applying methods of electron density mod-
ification, including solvent flattening and non-crystallographic symmetry (NCS)
averaging, we produced an electron map of sufficient quality to trace the molecule.

In 1995, we collected data from the UO2-acetate derivative to extend the
resolution using imaging plates mounted on a Weissenberg camera at the KEK
Photon Factory in Tsukuba, Japan. We used a wavelength of 1 Å and a parallel but
broad beam of 0.15 mm. The beamline we used was not equipped with a cryo-device
but was kept at 1 ıC and in very dry atmosphere with slight overpressure. Despite
the large size of the imaging plate, we were able to collect data only to 2.5 Å.
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Fig. 16.2 Demonstration of selected results for the determination of heavy atom substructure of
bacterioferritin molecule. (a) Just few trials in 1,000 attempts using SHELXF produce the correct
substructure determination. (b) Around 100 sites are visible, and can be divided into two groups:
group 1, of 28 atoms with occupancies changing rapidly between 1.0 and 0.4, and group 2, of 62
atoms with occupancies changing slowly between 0.4 and 0.1

We recently used this data set to re-determine the structure using the SHELXC/D/E
pipeline in SAD mode (Fig. 16.2a, b). Although the heavy-atom substructure was
determined very rapidly, an electron-density map at 2.5 Å resolution is not easy to
trace automatically. Substantial manual intervention was required.

16.3.3 Conclusions/Significance

Structure determination of complicated systems such as bacterioferritin is made
less work-intensive because of development of the SAD method and its efficient
implementation in SHELXC/D/E.
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16.4 Concanavalin A from the Jack-Bean Canavalia
ensiformis

16.4.1 Background

Concanavalin A (ConA) is a lectin (carbohydrate-binding protein) originally
extracted from the jack-bean Canavalia ensiformis and consequently crystallized
by Sumner [10] in 1919. It is a member of the legume lectin family and binds
specifically to certain structural elements found in various sugars, glycoproteins
and glycolipids, mainly internal and non-reducing terminal ’-D-mannosyl and
’-D-glycosyl. The structure of a complex of ConA with ’-D-mannopyranoside was
determined in 1989 by Derwenda et al. [1] by molecular replacement and refined in
1994 by Naismith et al. [8] to 2 Å. We examined the affinity of various sugars for
the ConA binding site and re-determined the structure of the ConA complex using
SHELXC/D/E SAD approach. A measurable anomalous signal was generated by
Mn and Ca ions associated with the sugar-binding site in ConA. The added value
obtained with this re-determination was in the corrections of certain regions of
the structure, including some external loops that were not visible in the structures
determined by molecular replacement.

16.4.2 Methodology

We collected an excellent data set using the RAXISIVCC area detector. Data
were complete to 1.6 Å resolution with Rsym D 0.027 and redundancy of 4.29.
An anomalous signal of good quality exhibited itself on the graphical display of
HKL-2000 GUI. The SHELXD program was remarkably successful in enabling
us to determine correct heavy-atom subset in almost every trial (Fig. 16.3a, b).
Experimental phases after electron-density modification in SHELXE were used for
auto-tracing, revealing the complete structure by the end of the process.

16.4.3 Conclusions/Significance

Structure determination by the molecular replacement method may, especially if
the model used is not entirely correct, introduce significant model bias that will be
almost impossible to eliminate. The ultimate solution to this problem is to attempt
to use experimental phases derived from anomalous signal.
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Fig. 16.3 ConA: selected results of the heavy atom substructure determination. (a). Correct
substructure is determined in 87 % of trials. The remaining 13 % are similar and easily lead to
the correct protein structure. (b) Clearly visible four Mn and Ca atoms with occupancies of 1–0.75
and 0.43–0.39 respectively

16.5 Photosystem I from Higher Plants

16.5.1 Background

Oxygenic photosynthesis is the principal producer of both oxygen and organic
matter on earth. The conversion of sunlight into chemical energy is driven by
two multi-subunit membrane protein complexes termed photosystem I and II. We
determined the crystal structure of the complete photosystem I (PSI) from a higher
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plant (Pisum sativum var. Alaska) to 4.4 Å resolution. Its intricate structure shows
12 core subunits, 4 different light-harvesting membrane proteins (LHCIs) assembled
in a half-moon shape on one side of the core, 45 transmembrane helices, 167
chlorophylls, 3 Fe-S clusters, and 2 phylloquinones. About 20 chlorophylls are
positioned in strategic locations, in the cleft between LHCIs and the core. This
structure provides a framework for exploration not only of energy and electron
transfer but also of the evolutionary forces that shaped the photosynthetic apparatus
of terrestrial plants after the divergence of chloroplasts from marine cyanobacteria
one billion years ago.

16.5.2 Methodology

The core structure of the plant and bacterial PSI are relatively similar. Applying
the molecular replacement method we found a solution with two molecules in
the asymmetric unit. However, because of the large size of the plant PSI and the
unknown mode of association of LHCIs and accompanying modifications in the
core, we decided to determine the structure using heavy-atom derivatives. Molecular
replacement was instrumental in generating phases for detection of the heavy-
atom superstructures of each of 20 different heavy-atom derivatives. When we
calculated anomalous difference map for each derivative, in each case we found
6 equivalent prominent peaks with a large gap to the next peaks. These peaks were
present also in the anomalous map of the native structure. We understood that these
peaks were generated by an anomalous signal from Fe4-S4 inorganic clusters that
are present in the stromal part of PSI, where they serve to transfer electrons to
shuttling ferredoxins (part of the activity of PSI). The slow and tedious development
of the structure was supported by contribution of the phases generated by this
anomalous signal. This contribution was of the paramount importance (unpublished
results), because heavy-atom derivatives were found to be not very isomorphous
to the native crystal and of partial occupancy with almost undetectable anomalous
contribution.

16.5.3 Conclusions/Significance

Even for the structure determination of very large systems such as plant PSI, a
well-defined anomalous signal may have ultimate influence on structure determi-
nation.
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16.6 Phasing Using an Anomalous Signal from Metal Ions
of Low Occupancy – The Case of Tetragonal Hen
Egg-White Lysozyme

16.6.1 Background

We postulate that cocktails of ions of the various transition metals, such as Co,
Ni, Cu and Zn, can be used during the crystallization process of protein molecules
to increase the probability of their specific incorporation into the protein structure,
thereby enabling determination of diffraction phases by the use of an anomalous
diffraction signal associated with the ion’s presence. We performed a feasibility
study on the phasing of the protein diffraction data using an anomalous signal from
the ZnC2 ion. The research was aimed at determining the lower limit of ZnC2

concentrations in the crystallization solution. Using the model protein molecule
hen egg-white lysozyme (HEWL), we obtained groundbreaking results showing
that even with only a fraction of the occupancy (�0.2) of ZnC2 binding sites it
was possible to allow us to determine the protein’s structure by SAD techniques
using SHELXC/SHELXD/SHELXE. This finding implied that the concentration
of transition-metal ions introduced into the crystallization solution could be much
lower (approximately 0.2 M) than was previously thought.

16.6.2 Methodology

Diffraction data from HEWL crystals were measured in two separate sessions of
synchrotron radiation at ID23-1 and ID29 beamlines at the European Synchroton
Radiation Facility in Grenoble, France. An ADSC Q315 detector was used in both
cases. The X-radiation wavelength was determined for each diffraction experiment
by analysis of the X-ray fluorescence scattering from each individual crystal before
the diffraction data were measured. For data collection, crystals were mounted on
a MiTeGen stiff micromount made of polyimide. Consequently, they were flash-
cooled in a nitrogen stream produced by an Oxford Cryostream low-temperature
generator at a temperature of 100 K.

16.6.3 Conclusions/Significance

A surprising result was that relatively low concentrations of ZnC2 acetate
(0.2–0.3 mM) in the protein crystallization solution were sufficient to produce
crystals with anomalous signals that allowed us to determine the protein structure.
This low concentration was associated with a low molar ratio of Zn2C to protein and
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a relatively low occupancy of Zn2C-binding sites. Our results enabled us to define
the concentration limits of transition metals in crystallization solution formulations.
We have developed a limited kit of such solutions to be used in crystallization
experiments.

16.7 Utilization of Unexpected Anomalous Scatters:
CBM3b-ScaA from Acetivibrio cellulolyticus

16.7.1 Background

The carbohydrate-binding module (CBM) from the major scaffoldin subunit ScaA
of the cellulosome of Acetivibrio cellulolyticus binds cellulose and is classified
as the family 3b CBM module. The CBM3b was overexpressed, purified and
crystallized. The crystals belonged to hexagonal space group P6122 with unit-cell
parameters a D b D 52.50, c D 193.97 Å, and diffracted to a resolution of 1.08 Å
with synchrotron radiation.

16.7.2 Methodology

The structure was determined by molecular replacement and refined to a final R
and Rfree of 0.103 and 0.145 respectively [11]. In addition to a “classical” CBM3
calcium-binding site, the structure contained a nickel-binding site located in the
vicinity of the N terminus (remains of the His-tag sequence designed for cleavage
by thrombin). The structure could also be determined independently by the SAD
method using data collected at the Ni absorption peak wavelength of 1.48395 Å and
even, in a favorable case, at wavelength 0.97625 Å (Fig. 16.4a, b).

16.7.3 Conclusions/Significance

The excellent quality of the diffraction data enabled us to determine the structure
using SAD. This could be accomplished without experimental optimization of the
anomalous signals of Ni2C and Ca2C ions (i.e., collection of data at the Ni or Ca
absorption edge).
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Fig. 16.4 CBM: selected results of the structure determination. (a) Trials of heavy-atom sub-
structure determination for CBM from Acetivibrio cellulolyticus produce outstanding but marginal
substructure solution. (b) N-terminal part of the structure exhibiting the incorporated Ni2C ion
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Chapter 17
Ab Initio Low Resolution Phasing

Vladimir Y. Lunin, Natalia L. Lunina, and Alexandre G. Urzhumtsev

Abstract Low resolution ab initio phasing technique may give the first crystallo-
graphic images of macromolecules or their complexes when other crystallographic
approaches fail to do it due to poor diffraction quality of crystals, in particular those
for membrane proteins. This phasing technique uses a set of observed structure
factor magnitudes and some general (mathematical) properties of correct low-
resolution Fourier syntheses to restore phase values. The paper gives a review of
such general properties and discusses the features of their application.

Keywords Ab initio phasing • Low resolution • Connectivity • Likelihood •
Density histograms • Few Atoms Model • Cluster analysis

17.1 Introduction

Phase determination is a necessary step to transform a set of diffraction magnitudes
into images of the electron density distribution. In macromolecular crystallography
conventional ways to solve this problem involve either additional diffraction
experiments (using modified wavelengths or crystal content) or knowledge of a
model of a homologous object. There exist also methods capable to solve the
structure using a single set of structure factor magnitudes and some general
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properties of the electron density distribution (‘atomicity’ as a rule). In this paper
we call these phasing methods ‘ab initio’ or ‘direct’ although sometimes these
terms are reserved for a more broad meaning. Such methods are routine in ‘small
molecules’ crystallography. Last decades they came into the macromolecular field
[18], however their application requires a high-resolution data set (about 1 Å,
usually). In this paper we consider an opposite case, namely low resolution phasing,
when the low-resolution edge reflections only are used [11, 13, 14]. The phasing of
such reflections cannot provide one with a detailed structure of the studied object
but the information obtained may play a significant role for further success of the
structure determination. In its current state, the low-resolution ab initio phasing
procedure is laborious and requires a complete set of very low resolution data
which are often missed using standard data collection setups. This procedure is not
a routine tool of a structural analysis but can be used when standard methods fail.

In this paper we use the term low resolution to note up to a few hundred
reflections of the lowest resolution for the given crystal. Depending on the size of
the unit cell a Fourier synthesis calculated with these structure factors may present
different information on the object studied. If the structure factors correspond to
the resolution approximately dmin> 16 Å, this information concerns mostly the
macromolecular envelope and its position in the unit cell simplifying the translation
and eventually rotation search in the molecular replacement and facilitating the use
of complementary sources of information like electron microscopy reconstructed
images. If the resolution reaches approximately 8 Å, Fourier syntheses may show
’-helixes while “-sheets may be identified at the resolution of about 4–5 Å.
Syntheses of an intermediate resolution 16 Å> dmin> 8 Å are the most difficult for
interpretation and overcoming this resolution interval presents the largest difficulties
in ab initio phasing. Some examples of low-resolution phasing may be found
in [12, 13, 15].

The basic idea of the discussed approach is exploration of the configuration space
of all possible phase sets by Monte Carlo type procedures. Expected general-type
properties of electron density distribution in macromolecular complexes are used as
selection criteria to filter randomly generated phase sets and to form a collection
of admissible ones. Cluster analysis and averaging allow getting an approximate
solution and preparing advanced steps of the phasing procedure.

17.2 Basic Definitions

We suppose that the input of the phasing procedure is a set of low resolution
structure factors magnitudes

˚
F obs .s/

�
; s 2 S , and we aim to find structure factor

phases f'.s/g; s 2 S that allow calculating Fourier synthesis

� .r/ D 1

Vcel l

X

s2S
F obs .s/ exp Œi '.s/� exp Œ�2�i .s; r/�;
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an approximation to the true electron density distribution. Below, we say magnitudes
and phases implying the structure factor magnitudes and phases.

A phase variant or simply a variant (of the solution of the phase problem) stands
for any set of phases f'.s/g ; s 2 S . The final goal is to find a variant that is as close
as possible to the true solution of the phase problem. Sometimes it is convenient
to consider variants as points in M-dimensional configuration space of all possible
phase sets. (Here M is the number of reflections in the set S ).

A phase variant is considered as a good one if it is close enough to the true
solution, a variant is bad if it differs significantly from the true solution. This
definition is not strict and is used to describe phasing tendencies qualitatively. It
is obvious that the comparison of a variant with the true phases may be done only
when testing the method and not in the process of a structure determination.

A population is any set of phase variants. We start each cycle of the phasing
procedure by generating randomly a large start population and then apply some
selection criteria to reduce the start population. The leading idea is to get a
population enriched by good variants in comparison with the start one.

Random variants may be generated in different ways. In the first one all phases
are considered as independent random variables and, in absence of any phase
information, as equally probable. If a phase probability distribution for a reflection s
is available, it may be used to generate random phase values distributed no more
uniformly. Usually, a unimodal von Mises distribution (known also as ‘circular
normal’, ‘Sim’ etc. distribution) is used.

Alternatively, the phases are calculated from some randomly generated models.
For example, a phase set may be calculated from a model containing a small number
of huge ‘globs’ with randomly generated coordinates [8]. The glob coordinates may
be distributed uniformly in the whole unit cell at the beginning of phasing and inside
a molecular mask later when some phase information becomes available.

17.3 Selection Criteria

By a selection criterion we mean a rule that is applied to reduce the number of
variants in a population. Very often this criterion estimates numerically a quality of
the phase set and the selection rule consists in the rejecting a variant if the value of
this criterion is below (or above) some cut-off level. In classical direct methods such
criteria are called ‘figures of merit’, but in this paper we reserve the term figure of
merit for the reliability of the phase value of a particular reflection rather than for
the quality of the whole phase set.

Two ways to generate phase variants lead to two different types of selection
criteria. First, for each trial phase set, a Fourier map can be calculated using
experimental magnitudes. A selection rule may check whether the map looks like a
macromolecular one. If phase sets are calculated from a model, then corresponding
calculated structure factor magnitudes are also available, and their similarity to the
observed values can be used as well to estimate the corresponding phase set.

Main ideas on possible low resolution criteria are discussed below.
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17.3.1 Fourier Syntheses Histograms

The histogram of a Fourier synthesis indicates how frequently different values
appear in the synthesis (see e.g. Lunin [3] and references therein). The histogram
corresponding to a macromolecular crystal has a specific asymmetric shape. It
depends on the synthesis resolution and solvent content and may be predicted with
a reasonable accuracy. When the true (or predicted) histogram is known, it can be
used to select appropriate Fourier syntheses. For example, a selection criterion may
be defined as the correlation of the true histogram with that for the Fourier synthesis
calculated with the observed magnitudes and trial phases.

17.3.2 Connectivity

Another approach to judge the quality of a phase set is based on topological
properties of regions of high electron density, e.g. their connectivity. A visual
inspection of continuous regions in the Fourier maps and the absence of noisy
peaks are used routinely to estimate the map quality. Baker et al. [1] suggested a
formal scheme how to use the connectivity for phase improvement. These ideas
can be incorporated also into low-resolution phasing [10]. For a Fourier synthesis
calculated with the observed magnitudes and trial phases, each trial phase set
becomes associated with a mask region composed by the grid points with the
synthesis values above some cut-off level. The simplest topological characteristics
of the region are the number of connected components in the region and their size.
If the synthesis resolution is low and the cut-off level is high enough, it is expected
that the mask consists of a small number of ‘globs’ corresponding to individual
molecules. The coincidence of the number of connected components in the mask
with the desired number (for example, a known number of molecules in the unit cell)
may be used as a connectivity-based selection criterion. More sophisticate criteria
can be introduced as well.

17.3.3 Likelihood

Statistical likelihood estimates the probability to reproduce experimental values in
a framework of a suggested statistical hypothesis. The likelihood of a trial mask
region may be defined as the probability to get the values of calculated magnitudes
equal to the observed ones when placing atoms randomly and uniformly inside the
mask and calculating structure factors from such a random model [9]. The higher the
probability, the more likely the mask. Such an approach may be used to select a mask
among several alternatives. In an advanced approach this is done considering more
general prior probability distributions for atomic coordinates [2]. The likelihood
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turns to a phase-set selection criterion if every phase set is associated with a mask.
Such mask may be constructed e.g., as a region of highest values in the Fourier
synthesis calculated with observed magnitudes and trial phases [16]. The likelihood
may be calculated by a straightforward Monte-Carlo type procedure [16] or using an
analytical [5] or more complicated saddle-point approximations [2] of the likelihood
function. The set of reflection used to calculate the likelihood may be different from
the set of reflection for trial phases.

17.3.4 Few Atoms Method

At a low resolution the content of a macromolecular crystal may be represented
reasonably by a small number of large isotropic Gaussian scatterers [8], by one
sphere as an extreme case. The number of scatterers necessary for an appropriate
modeling depends on the molecular shape and the resolution. Their size, represented
by the ADP parameter (B factor), can be estimated at the first step of the procedure.
At the beginning the coordinates of the spheres can be generated randomly and
uniformly in the unit cell. For an advanced search when the molecular envelope is
already known, the spheres can be generated inside this envelope. More complicate
generation rules can be applied as well. For a generated model, a set of structure
factors is calculated and their magnitudes are compared with the experimental data.
If these values are close enough, the corresponding phase set is selected for further
analysis. In the simplest case when the molecule is approximated by a single sphere,
a systematic search of the position of this sphere in the unit cell becomes possible
instead of a random one. However the result of such a search is rather unpredictable:
the chosen center of the sphere may be in the middle of the molecule, may belong
to the solvent region, or even belong to an interface of the molecules.

17.4 General Properties of Low Resolution Selection Criteria
and Multi-filtering Phasing Method

All the selection criteria mentioned above (as well as some others tried in order to
select phase sets) show similar features when applied at low resolution [11, 13]:

• The best value of a selection criterion may correspond to a bad phase set.
• A selection criterion value for a good phase set may be rather bad.
• Local refinement of model parameters or phases may lead to significant improve-

ment of the selection criterion value without any improvement in the phases.

Owing to these features, searching for the solution of the low-resolution phase
problem by minimizing (or maximizing) a selection criterion is unreliable. At the
same time, we observed that
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Fig. 17.1 Schematic illustration of a low-resolution selection criterion in the configuration space
of phase sets. The true solution is in a vicinity of one of broad ‘principal’ maxima. In a favorable
case there is a single ‘principal’ maximum, however a few of them can coexist in the general
situation. There are also a large number of sharp ‘occasional’ maxima. Usually a local phase
refinement is trapped by one of them

• the population selected on the base of an appropriate criterion is enriched, i.e.
it has a higher percent of good variants in comparison with a random start
population.

The features of the selection criteria and phasing procedures can be summarized
in the following conclusion concerning the ‘profile’ of such criteria illustrated
by Fig. 17.1. A selection criterion has a lot of local very narrow ‘occasional’
maxima. A search procedure can generate a phase variant in a neighborhood of
such a maximum; this explains why local refinement can increase the criterion value
without real phase improvement. These occasional maxima look like modulations
of a basic ‘surface’ of the criterion. This surface contains a few large ‘principal’
maxima, one of them corresponding to the correct phase solution; usually, it is the
largest one. If the selection cut-off value of the criterion has been correctly chosen,
the selected population of phase variants contains a lot of phase variants centered
on the correct solution. Therefore, this solution can be obtained by averaging the
selected variants. In the general case, several principal maxima can be present,
the selection reveals several groups of phase variants; they should be averaged
separately giving several possible solutions to be taken and verified at further steps.

Figure 17.2 illustrates a general scheme of the phasing procedure. The cycle
may be repeated several times varying the random-phase generating mode, selection
rules, the set of reflections to be phased, etc.
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Fig. 17.2 Determination of the principal maxima of low-resolution selection criteria.
(a) A starting population of points in the configuration space (of all phase sets) is chosen covering
this space uniformly. Probability to generate such a point in an occasional maximum is small
but non-zero. (b) The criterion value is calculated for every point of the start population. The
points beyond a threshold are chosen for further analysis. (c) The selected points may form several
compact clusters corresponding to principal maxima. A small number of points corresponding to
occasional maxima may be present too. (d) Cluster analysis procedures allow removing occasional
points as isolated ones and revealing one or a few compact clusters in the configuration space. (e)
Averaging procedure performed separately for every cluster provides one with a few alternative
solutions corresponding to the principal maxima of the selection criterion
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17.5 Processing the Selected Variants

The simplest procedure consists in averaging all selected variants. For every
reflection s from the set S the best (centroid) phase 'best .s/ and its figure of merit
m.s/ are calculated as

m.s/ exp
�
i 'best .s/

� D 1

K

KX

jD1
exp

�
i 'j .s/

�
;

where 'j .s/ is the phase in j-th selected variant corresponding to the reflection s and
K is the number of variants in the selected population. The figure of merit reflects the
divergence of the phases corresponding to the same reflection in different selected
variants. It is worthy of noting that

m.s/ D 1

K

KX

jD1
cos

�
'j .s/ � 'best .s/

�
;

so that m.s/ D 1 if the phase for this reflection is the same in all selected phase
variants and m.s/ � 0 if the phases are distributed almost uniformly in the [0,2 ]
interval. The foundm; 'best values may be used to define the probability distribution
for the next cycle of random phase generation.

Two phase sets, apparently different, may result in Fourier syntheses that differ
only by an origin shift t permitted for the given space group (and/or enantiomer
choice). For example, this is the case of two syntheses calculated with the same
magnitudes

˚
F obs .s/

�
; s 2 S and with two phase sets, f'1 .s/g and '2 .s/ D

'1 .s/ C 2� .s; t/, respectively. These variants must be considered as equivalent
ones. At the same time the result of a direct comparison or averaging these sets is
unpredictable. To calculate a proper estimate of the closeness of two phase variants
a map alignment with respect to the choice of the origin and enantiomer must be
performed [4, 7]. For example, the translation vector t� and the sign 	 D ˙1 must
be found such that make the differences '1 .s/ � Œ	 	 '2 .s/� 2� .s; t/� for the set
s 2 S as small as possible, and the comparison and the averaging must be applied
to the phase sets f'1 .s/g and

˚
'�
2 .s/

�
where '�

2 .s/ D 	 	 '2 .s/ � 2� .s; t�/. This
procedure of the phase alignment is especially important at first stages of phasing
when any phase values may be generated.

A more accurate treatment of a selected population involves methods of cluster
analysis. Cluster analysis is a developed branch of applied mathematics aimed to
separate a set of points in a multidimensional space into several compact groups
of points called clusters (or classes) so that the points inside a particular cluster are
close to each other while different clusters are distanced in space. Methods of cluster
analysis use the matrix of point-to-point distances as input information. The mean
phase difference in two previously aligned phase sets (as well as other measures
for phase sets closeness) may be used to calculate such a matrix in our case. If



17 Ab Initio Low Resolution Phasing 189

the cluster analysis shows that the selected population can be divided into several
significantly different clusters, then the averaging is performed in each cluster
separately, resulting in several alternatives for the solution of the phase problem.
This creates a sort of branching of the procedure requiring multisolution strategies.

17.6 Example of Low Resolution Ab Initio Phasing:
Low Resolution Structure of NaC-NQR

The multi-subunit membrane protein complex (210 kDa, MW) of NaC-translocating
NADH:ubiquinone oxidoreductase from Vibrio cholerae generates a NaC gradient
that is essential for substrate uptake, motility, pathogenicity and efflux of antibiotics.
The crystals of NaC-NQR have low diffractive power and only a few crystals
diffracted to 4 Å resolution – a phenomenon known for many other membrane
protein crystals. After unsuccessful attempts to apply commonly used phasing
methods an ab initio phasing procedure was tried to obtain primary structural
information [15].

For a crystal with a large unit cell very-low resolution reflections are usually
shadowed by a beam-stop making their measurement difficult. To collect these data
for NaC-NQR a special experimental setup developed earlier [17] was used. Briefly,
the combination of a helium tube and a small beam stop placed at the detector side
of the helium tube allows data collection between 300 and 8 Å resolution at the
beam line ID14-4 ESRF (Grenoble, France).

The phasing procedure was based on the observation that a high-density region
in a low-resolution macromolecular Fourier synthesis is composed of a small
number of connected components. For each randomly generated phase set the
number of connected components in the high-density region of the corresponding
Fourier synthesis was calculated as well as the components’ size. A phase set was
considered as admissible and stored for further analysis if the corresponding Fourier
synthesis had acceptable connectivity properties. The phase sets were generated
until the desired number of admissible phase sets (100 in the reported work) has
been obtained. The phasing procedure for NaC-NQR consisted of 21 cycles. In
the first cycle 32 reflections in the 36 Å resolution zone were used; the number
of reflections was increased stepwise up to 838 reflections in the 12 Å resolution
zone at the final cycles. In the initial cycles, the high-density region was defined
as 15 % of the grid points possessing the highest values in the Fourier synthesis.
This region was extended to 20 % of points in the final cycles. The applied selection
rule allowed a high-density region composed of only two connected components of
equal volume.

In the phase set generation process, every phase value was generated with its
individual probability distribution, which was updated after every phasing step.
Generally, the reflections were generated according to the Von Mises distribution.
The parameter value was chosen such that the expected value of the cosine of phase
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Fig. 17.3 Ab intio phasing of NaC-NQR [15]. (a) The projections of an ab initio phased 16 Å
resolution Fourier synthesis along two crystallographic axes. The unit cell is indicated by a box.
(b) Electron microscopy 2D class averages corresponding to the projections shown at a. (c) 35 Å
filtered X-ray projections. (d) A 16 Å resolution envelope for NaC-NQR particle. (e) Superposition
of the 16 Å crystal structure (surface) and the EM reconstruction (mesh) showing similar features
and dimensions of the NaC-NQR complex

deviation from the best phase was equal to the mean deviation found at the end of
the previous step. The exception was the case when a new reflection was included
for the first time into phasing. In this case, the probability distribution was supposed
to be uniform. After the selected admissible phase sets were aligned by permitted
space group origin shifts, the best (centroid) phase value and figure of merit were
calculated for each reflection.

The effective resolution of the resulting map was estimated as 16 Å being based
on the observation [6] that newly added reflections (e.g., from some new resolution
shell) improve the quality of the Fourier synthesis if their map correlation coefficient
is greater than half the correlation coefficient for previously included reflections. A
simple consequence of this rule is that the correlation on newly phased reflections
above 0.5 is high enough to obtain an improved map. Similar to some other
phasing methods, ab initio phasing also needs to choose the correct enantiomer.
Currently the obtained resolution of the Fourier syntheses does not allow doing this
unambiguously.

The resulting Fourier map revealed the shape of the NaC-NQR complex and the
particles packing in the unit cell (Fig. 17.3). The dimensions of the particle fit well
to a protein complex with a molecular mass of 210 kDa.

3D negative-stain electron microscopy (EM) was used as a complementary
approach to check results. Three-dimensional structures obtained by EM methods
are often considered as perspective preliminary models for consequent crystal-
lographic study. In this study this order was reversed. First, in negative-stain
EM, homogenous particles with a diameter of about 100–150 Å were identified.
Multivariate statistical analysis and 2D class averaging yielded particles (Fig. 17.3)
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with features particularly similar to certain views of the ab initio calculated
molecular envelope, in particular an asymmetric particle with a central cavity. The
overall similarity of the EM and X-ray results was further confirmed by calculation
of a 3D reconstruction where the X-ray structure (filtered to 35 Å) was used as an
initial reference model. The final reconstruction is based on 9,772 particles and has
a resolution of 26 Å as estimated by the Fourier shell correlation 0.5 criterion. This
reconstruction shows similar features and dimensions (Fig. 17.3) with the exception
of three protruding elements which are not present in the EM structure. These
protrusions are poorly visible or absent in the individual images of the NaC-NQR
complex and in the 2D class averages. It is likely that these regions of the NaC-NQR
complex are poorly stained by uranyl acetate, or they may exhibit intrinsic flexibility
resulting in different conformations. Consequently, the density is not visible in the
3D reconstruction as it is averaged out. The crystal packing suggests that some
of these protruding elements are involved in intermolecular contacts and thereby
constrained to a single conformation in the crystal.
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Chapter 18
Model-Building and Reduction of Model Bias
in Electron Density Maps

Thomas C. Terwilliger

Abstract Model-building is a key element of interpretation of electron density
maps. Once a model is built it can then be used to further improve the map
and hence improve the quality of a new model. It is helpful in this process
to have effective methods for automated model-building and for ensuring that
the resulting maps are minimally biased by the model. Many powerful methods
for automatic interpretation of macromolecular electron density maps have been
developed recently. Here we describe one method based on the identification of
regular secondary structure and extension with fragments from known structures.
We then describe the use of density modification procedures (“prime-and-switch”)
to reduce the model bias in maps calculated from models. Finally we describe
how these prime-and-switch maps can be used as part of procedures to improve
molecular replacement models just after initial placement and how this can extend
the range of molecular replacement.

Keywords Model-building • Molecular replacement • Morphing • Prime-and-
switch maps • Model bias

18.1 Model-Building at Moderate or High Resolution

Crystallographic model-building is the interpretation of electron density maps in
terms of the atomic coordinates of the molecules that are present in a crystal.
As these atomic coordinates are typically used in nearly all further analyses of
the crystal structure, they are the key result obtained from a crystallographic
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experiment. In this section, approaches to interpreting electron density maps that
make use of the presence of regular secondary structure in macromolecules and that
can be applied at resolutions as low as about 3.5 Å will be described.

18.1.1 Model-Building Approaches

In recent years a number of very powerful methods for model-building have been
developed. Some of these involve manual interpretation of electron density maps
using sophisticated graphical tools (e.g., [10, 12, 13, 20, 24, 41]). Others are fully
automatic or nearly so. One automated approach begins with the interpretation of
high-resolution maps in terms of the locations of individual atoms, followed by
the interpretation of these arrangements of atoms in terms of residues, side-chains
and polypeptide (or nucleic acid) chains (ARP/wARP, [16, 28]). Another approach
begins with the identification of patterns of density corresponding to secondary
structure elements [17, 27, 34]. A third approach consists of identification of C’
positions for proteins or phosphate and base positions for nucleic acids, followed by
tracing the remainder of the chains [6, 11, 14, 25, 26]. Additional methods include
the use of extensive conformational sampling [7], analysis of low-resolution features
in maps [2], and probabilistic analyses of maps [8].

18.1.2 Identifying Short Segments of Regular Secondary
Structure in a Map and Using Them in Model-Building

Figure 18.1 illustrates how the identification of secondary structure in a map can
be used as part of model-building at moderate resolution (about 2.5 Å in this case).
An FFT-based convolution search is used to examine the map shown in Fig. 18.1a,
finding all the places in which density typical of a “-strand or of an ’-helix are
present [1, 34]. The templates used in this search are small density maps calculated
from fragments of these secondary structural elements found in the PDB (Protein
Data Bank, [3, 4]). When a position and orientation are found that match the map,
then the corresponding short fragment is placed in that location, as illustrated in
Fig. 18.1a.

A second step in model-building is to extend all these short placed fragments,
this time using segments with a wide range of conformations found in high-
resolution structures in the PDB (Fig. 18.1b). For proteins, the last residue in a
placed fragment is used to position the first residue in a tripeptide taken from the
PDB. This determines the positions of the other residues in the tripeptide. Thousands
of different tripeptides are considered for each extension, and the one that both fits
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Fig. 18.1 Interpretation of an electron density map at a resolution of about 2.5 Å. (a) Overlapping
placement of short fragments of “-structure in the map. (b) Iterative extension of fragments
with 3-residue segments from the PDB. (c) Choosing the best-fitting residues at each position.
(d) Matrix illustrating relative probabilities of each amino acid at each position (as numbered in c)
(Figure drawn with Coot Emsley et al. [10])

the density best and can itself be extended again is chosen. The process is then
repeated until no new residues can be added that fit the density reasonably well. The
result of this model-building is a set of overlapping chains that cover much of the
structure.

The third step is to connect chains that overlap and then choose the chains that
best fit the electron density and are as long as possible. Chains are connected if
two C’ in a row superimpose in the two chains within a small distance (typically
1 Å) and crossing over at this point improves the fit to the density. Once all chains
are connected, the longest and best-fitting chain in the entire structure is identified,
and all overlapping parts of all other chains are eliminated. Then the next-best-
fitting chain is picked and the process is repeated until there are no more chains
remaining. The result is shown in Fig. 18.1c, with a single best chain at each
position.
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Fig. 18.2 Finding helices in a map at 3.1 Å (PDB entry 1T5S; [32]). (a) Electron density map of
a region containing helices. (b) The same map, calculated at a resolution of 7 Å. (c) The map at
3.1 Å with helices placed based on the map in b followed by rotation and translation along the
helix axis to optimize the fit to density (Figure drawn with Coot [10]. This analysis of helices is
described in Terwilliger [38])

18.1.3 Aligning the Sequence to the Backbone Structure

Figure 18.1d illustrates how the sequence of a protein can be matched to the side
chain-density in a map once the main-chain has been built. At each position in
the chain illustrated in Fig. 18.1c, the density at the position of the side-chain is
compared to density expected of each common rotamer of each of the 20 amino
acids [35]. Then using this fit and the known sequence composition, the relative
probability for each of the 20 amino acids is calculated for that position. These are
shown in Fig. 18.1d. Finally, the table in Fig. 18.1d can be used to calculate the
relative probability of any sequence alignment. The alignment that is most probable
is then chosen (provided the overall confidence is at least 95%).

18.1.4 Knowledge-Based Methods for Identification of Regular
Secondary Structure

The overall model-building approach illustrated in Fig. 18.1 is quite effective and
only takes a few minutes for a moderate-sized structure, but there are circumstances
where it may be useful to have approaches that are even faster. One way to speed up
the interpretation of an electron density map is to look in the map for predetermined
patterns of density that can be identified quickly. Figure 18.2 illustrates how this
approach can be applied to find helices in an electron density map. Figure 18.2a
shows a section of a map from a membrane protein at a resolution of about 3.1
Å. The density clearly shows helices but their detailed interpretation as an atomic
model is less obvious. One way to quickly identify the locations of helices is to
consider the map at lower resolution (7 Å) as shown in Fig. 18.2b. The helices,
and in particular, the helix axes, are very clear in this map. As the map is at low
resolution, and as the identification of the helices at this resolution only requires
specification of the location and direction of the helix axis, this analysis can be
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carried out very quickly. Then, given each helix axis, the direction and rotational
orientation of the corresponding helix can be identified as the one that best fits the
density (Fig. 18.2c). This entire process can normally be carried out in a few tens
of seconds (typically five residues per second, [38]). A similar procedure can be
applied to find “-sheets in electron density maps [39].

18.2 Reducing Model Bias in Electron Density Maps

Once a preliminary model for a crystal structure is obtained, this model can be
used along with 2mFo-DFc exp(i'c) ¢A-weighted maps ([29]; e.g., [28]) or density-
modification techniques (e.g., [36]) to iteratively improve the crystallographic
phases and therefore the maps for that crystal structure. This approach is very
powerful because building a model for one part of the structure improves the phases,
and therefore improves the map for other parts of the structure. Then building these
other parts of the structure in turn improve the map in the first part of the structure.
In many cases the improvement in map quality through this iterative process can be
dramatic.

The use of models in phase calculations does however come with the risk of
introducing bias from the model into the electron density maps. This risk is relatively
low for model-building at high resolution (<2 Å) and when models are built
conservatively from experimental maps. It is somewhat higher for models at lower
resolution (>3 Å), particularly those obtained with molecular replacement and
refined extensively before close examination. Two methods for reducing potential
model bias are prime-and-switch phasing [37] and calculation of iterative-build omit
maps [40].

18.2.1 Prime-and-Switch Phasing

One way to reduce model bias resulting from incorrect features in a model being
used to calculate phases is to move away from the use of that model as quickly as
possible. This can be accomplished with the technique of prime-and-switch phasing
[36]. The idea of prime-and-switch phasing is to use the model to obtain initial
phases (priming), but then to switch to a different source of information for further
phase improvement. If this second source of phase information is both very strong
and unrelated to the model used to prime the process, then the resulting phases can
be improved and can remove the incorrect features introduced by the model.

To carry out prime-and-switch phasing a source of phase information that is
independent of the model is required. A very good source of phase information that
is model-independent is density modification. Density modification is a procedure in
which our expectations about features of electron density maps are used to improve
phases. For example, phases that lead to a flatter solvent region are more likely to be
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Fig. 18.3 Prime-and-switch phasing. (a) 2mFo-DFc exp(i'c) ¢A-weighted map [29] based on
PDB entry 1CV2 [19] with data from PDB entry 1BN7 [23]. (b) Prime-and-switch map using
the same model and data. This prime-and-switch analysis is described in Terwilliger [37]

correct than those that do not. They key element of using density modification as the
second step in prime-and-switch phasing is that the phase information coming from
density modification is essentially independent of the phase information coming
from the model [32]. This means that model bias that is present in the model-based
maps can be reduced by prime-and-switch phasing.

Figure 18.3 shows how prime-and-switch phasing can reduce model bias [37].
In Fig. 18.3a a 2mFo-DFc exp(i'c) ¢A-weighted maps [29] is shown based on a
model of one dehalogenase enzyme (linB, PDB entry 1CV2, [19]) and data for
a second dehalogenase enzyme that differs by an rmsd of about 1.4 Å (dhlA,
PDB entry 1BN7, [23]). The map shows features that are very similar to the
template dehalogenase linB used to calculate phases and differs substantially from
the structure of the dhlA protein in the crystals from which the data were collected.
In Fig. 18.3b a prime-and-switch map based on the same model and data is shown.
This map has features much more similar to those of the dhlA dehalogenase and less
like those of the linB protein used to calculate phases. Prime-and-switch phasing
can be used in many situations, but it is most powerful for structures with high
solvent content, with data at high resolution, or with non-crystallographic symmetry
as all these contribute to the amount of phase information that can be obtained from
density modification.
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Fig. 18.4 Iterative-build omit map calculation. (a) A density-modified map based on SAD phases
for 1VQB [31]. (b) The same region after calculation of an iterative-build composite omit map
(Figure drawn with Coot [10]. This calculation of iterative build omit maps is described in
Terwilliger et al. [40])

18.2.2 Iterative-Build Omit Maps

Although prime-and-switch phasing is very effective at removing model bias, an
even better way to prevent model bias is to avoid using a model in the first place.
It is possible to go through an entire structure determination process yet to create a
map with no model bias by calculating an iterative-build omit map [40].

The basic idea of an omit map [5] is to delete all the atoms in a certain region,
then to use the resulting model to calculate phases for a map. Then that map is
(relatively) unbiased by the model. The caveat for omit maps of this type is that
if the structure has been refined, then coordinates of all the other atoms have been
adjusted to compensate for any errors that were originally present for the omitted
atoms, so the map may retain some model bias.

In an iterative-build omit map, a series of model-building analyses are carried
out in parallel, and for each one an omit region is defined. Within this omit region,
the occupancies of all atoms are always set to zero. In this way, these atoms never
contribute to phase calculations, and therefore they do not bias the maps. The entire
process of iterative model-building, density modification and refinement can be
carried out with this zeroing of occupancies in one region of the map. As the rest of
the structure is being improved, the density map in the omitted region can improve
greatly, but with no model bias. A composite omit map can then be created by
putting together all the omit regions for all the parallel analyses. Figure 18.4a shows
a section of a density-modified map obtained from experimental SAD phasing of
gene 5 protein (PDB entry 1VQB, Skinner et al. 1994). The map has many breaks
and is somewhat difficult to interpret. Figure 18.4b shows the same region of the
composite iterative-build omit map. In this map the density is greatly improved yet
it has no model bias.
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18.3 Improving Crystallographic Models with Morphing

One of the most powerful methods for determining crystallographic phases in
macromolecular crystallography is to use the technique of molecular replacement,
in which a structure that has already been determined is used as a template for
the structure to be determined. A key step in molecular replacement is to use
the template structure, placed in the correct position in the crystal, to estimate
crystallographic phases. If the template is not sufficiently similar to the target
protein, however, then this step will yield a map that is not interpretable and the
procedure can fail. Consequently there has recently been considerable effort to
develop methods that can begin refinement or model-building with templates that
are very different from the target structure.

New methods that are particularly well-suited to this situation include DEN
refinement (deformable elastic network; [30]) and jelly-body refinement [22]. These
methods take advantage of the fact that differences among related structures often
consist of deformations, so that restraints that allow large-scale motions but restrict
small-scale ones can greatly improve refinement. A different kind of approach has
been to incorporate sophisticated modeling tools from the structure-modeling field
to improve the quality of templates, both before and after placing them in the
crystallographic cell [9].

Another approach for improving a model after it has been placed in the
crystallographic cell is to systematically deform it based on an electron density map.
This can yield a “morphed” structure that is more similar to the target structure and
that can be useful in further model-building.

The basic idea of morphing is that in many cases the template structure that
is placed in the crystallographic cell is locally correct, but globally distorted.
Figure 18.5a illustrates an example of such a situation. The molecular replacement

Fig. 18.5 Morphing. (a) Molecular replacement template (blue or upper mid grey if viewed in
b/w) and the final refined structure (yellow or lower mid grey if viewed in b/w) for the protease
XMRV PR [18]. (b) As in a, but also showing initial morphed model (in maroon or middle mid
grey if viewed in b/w). (c) As in b, but final morphed and refined model after six cycles of morphing
(Color figure online; Figure drawn with Coot [10] and Raster3D [21])
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solution for the protease XMRV PR [18] based on a related protease structure
(PDB entry 2HS1, [15]) was generally correct, but the template and target structure
had significant global changes though they are locally similar. Consequently the
template (in blue) is somewhat offset from the target structure (in yellow) in this
region.

The goal of morphing is to identify the appropriate translation to apply to a local
segment of a structure in order to optimize its overlap with the true structure. The
way this is done is to choose all atoms in the template within a sphere (typically
a radius of 5 Å) of a C’ atom in the template. Then all possible small translations
are tested to determine how well the shifted atoms would overlap with the electron
density map. The best translations are recorded for each C’ atom in the template,
and then these translations are smoothed in a window of 11 residues and applied
to all the atoms in the corresponding residues. The result is a new template that
is deformed to match the electron density map (Fig. 18.5b). The optimal electron
density map for carrying out this process is found to typically be a prime-and-switch
map as described above.

After refinement to restore geometry and optimize fit to the data, the procedure
can be repeated. Figure 18.5c shows the result after six cycles of morphing. In
this case the morphed model is now quite similar to the final refined structure of
XMRV PR. Note that as the side chains have not all been changed to match the
final sequence the side chains are not fully overlapped, though many of their atoms
superimpose.

18.4 Conclusions

Model-building and density modification procedures have become very powerful
in recent years. With diffraction data measured to moderate or high resolution
and phase information from experiment or molecular replacement, high-quality
models can be built and refined in minutes to hours. Automated model-building
can be carried out for both proteins and nucleic acids. Methods to ensure that the
model-building process does not introduce bias include prime-and-switch phasing
and iterative-build omit maps. These approaches can be carried out either during
structure determination, to obtain unbiased maps for model-building, or afterwards,
to validate that key aspects of a model are correct.
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Chapter 19
Using Coot to Model Protein and Ligand
Structures Using X-ray data

Paul Emsley

Abstract The software Coot is an on-going project to provide graphical tools to
assist with the fitting of protein and ligands to X-ray data. Presented here are tools
that manipulate side-chain rotamers and main-chain geometry. In addition, ligand
tools that interact with CCP4 software and libraries are discussed.

19.1 Introduction

Coot [4] is a molecular graphics application for particularly designed for building
and validation of protein models from X-ray data. Coot has become popular in the
UK community and is gaining popularity in Europe, China and the US both amongst
academics and for pharmaceutical companies as part of their drug-development
pipeline. It is approaching 10 years since the release of Coot and in that time various
comments have been made as to the future directions and features to be added - some
of which have been taken on board. This presentation will focus on the development
of tools to assist model building at lower resolutions and in the presence of non-
crystallographic symmetry, including “Backrub rotamers”, an optimisation based
on the “Backrub” motion described by the Richardsons and co-workers [2].

Recently tools for ligand handling have been introduced. These include 2D!3D,
interaction between Coot and programs of the CCP4 suite, particularly PRDRG and
and JLigand (with on-the-fly link determination). Also a 3D!2D tool has been
introduced and represents ligand interactions with the protein residues in the binding
pocket.
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19.2 Tool Description

19.2.1 Backrub Rotamers

“Backrub Rotamers” are based on the formalism for the identification of alternative
conformations described by the Richardsons and co-workers [2] and is used in Coot
to prevent backbone distortion when fitting the rotamer orientations of individual
residues. Given a residue of interest with sequence number N, the “backrub vector”
is the line between the C˛ atom of the previous residue and that of the next one
(typically the vector N � 1 ! N C 1). The rotation of the atoms of the central
residue and the backbone atoms of the neighbour residues to which they are attached
around the backrub vector forms one dimension of the Backrub Rotamer search.
Simultaneous to this rotation, the atoms of the individual peptides can be rotated
around vectors between the neighbouring C˛s. In Coot, this rotation is minimizes
the positional variation of the carbonyl oxygen.

The second dimension of the Backrub Rotamer search is the selection of each of
the rotamers above a particular probability density value (typically set at 1%). So,
each position on the grid provides a different model that can be tested against both
the electron density and undesirable interaction with residues of the environment.

The search provides models that have (relatively) high rotamer probability and
preserve (to a large extent) the main-chain geometry (which, one hopes at least, was
good before the Backrub Rotamer search commenced).

19.2.2 Ramachandran Restraints

At lower resolutions it is occasionally difficult to obtain a good fit to the electron
density and have the back-bone geometry (the Ramachandran plot) conform to
acceptable notions of high quality. To assist in this dual optimization problem, we
optionally add a “Log Ramachandran Plot score” (R) to the target function such
that as R improves, the position of the residue on the Ramachandran plot improves
(i.e. is consistent with high �,  probability density).

The log Ramachandran plot provides the value of the Ramachandran plot for
a particular �,  pair and the derivates with respect to both phi and psi. Using
the chain rule, this is combined with the analytical derivatives for torsion angles,
thus generating the partial derivative of R with respect to the atomic coordinates
contributing to the �,  pair.

The technique is to be used with caution. After optimization, one cannot
subsequently use the Ramachandran Plot statistics as a measure of the quality of
the geometry of the model – it is no longer a “free” statistic.
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19.2.3 Ligand Tools

19.2.3.1 Generating Ligands

When generating ligands, the starting point is often a SMILES string or a sketch
of the molecule as a 2D MDL molfile. For ligand-fitting, model-building and
refinement we typically need a 3D model of the ligand (in a low energy conformer)
and a set of restraints that describe the geometry (that is to say, details (including
estimated standard deviations) of the bond length, bond angles, torsion angles,
planar groups and chiral centres. There are several means (external to Coot) to
generate these inputs.

19.2.3.2 2D Ligand Sketcher

LIDIA, A JME-work-alike, has been introduced as a 2D molecular editor. This can
be used to hand-edit chemical diagrams in a straightforward manner. LIDIA is both
built into Coot and can be used as a stand-alone application.

19.2.3.3 Working with PRODRG

LIDIA was designed, in the first instance, to work with CCP4’s command-line
driven version of PRODRG [6] (called cprodrg). The interface has since been
generalized so that it is easy to replace the 3D engine with the tool of your choice.
The outputs of the 3D engine are a PDB file containing a 3D representation of
the ligand and restraints in mmCIF/PDBx format and these are read into Coot
automatically.

19.2.3.4 Database Searching

Chemical structures can be represented as mathematical graphs, where the graph
vertices are the atoms and the edges are the bonds. Using an improved backtracking
algorithm in the common subgraph isomorphism search [5] has increased the
search speed over more traditional methods. This has enabled a number of ligand
comparison and manipulation tools.

SBase contains information similar to that contained in the RCSB’s Chemical
Component Dictionary. However, SBase has the advantage of being rapidly accessi-
ble via a programmatic interface. Using the 2D sketcher one can generate a chemical
structure diagram that can be used to find similar structures in the database. Such
compounds (in 3D form, together with restraints) can be loaded into Coot as desired.
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19.2.3.5 Atom Name Matching, Torsion Matching

When comparing similar ligands, it is often convenient that the atom names match –
that is to say, structurally equivalent atoms have the same atom name. By graph
matching, we can rename the atoms of peer compounds to match a reference set.

By using the same mechanism, we provide tools for ligand overlaying and torsion
matching.

19.2.3.6 Ligand Chemistry Representation

Coot uses the bond-order descriptions from the restraints to represent the chemistry
of the ligands. Coot can parse the common bond types and represent the bonds
appropriately. Aromatic ring detection allows aromatic systems to be represented
using a ring rather than a number of alternating double and single bond or
delocalized bonds.

19.2.3.7 Conformer Generation

It is unlikely, in the general case, that the conformation of the ligand in the
crystal structure matches that of the ligand generated by CPRODRG (or some other
coordinates-generating software). Thus Coot generates conformers, by variation of
the torsion angles based on a probability distribution derived from the restraints.
Each conformer undergoes energy minimization before being compared to the
density.

19.2.3.8 NCS Ligands

Coot detects non-crystallographic symmetry (NCS) between the chains of the
protein model by examination of the sequence. A least-squares fit provides the
operator orienting peer molecules relative to a reference molecule. This NCS
orientation matrix can then be used to position ligands in the active site of peer
molecules.

19.2.3.9 Ligand Validation

Perhaps the most obvious way of measuring the geometric validity of a ligand
molecule is to assess the similarities of the actual geometry of the ligand to that
of the restraints, comparing actual values of bond length, bond angles and so on,
with the ideal values tabulated in the restraints.
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However, if the restraint set is incorrect, or has some distortion, then this method
may not detect such problems – particularly when using low resolution data.

The program Mogul [1] from the CCDC provides rapid comparison of the
fragments of the ligand to a range of small molecule crystal structures. Bond lengths,
bond angles and torsion angles can be compared. This analysis is on-going [3].
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Chapter 20
Crystallographic Structure Refinement
in a Nutshell

Pavel V. Afonine and Paul D. Adams

Abstract The objective of these notes is to provide a general overview of modern
crystallographic structure refinement. No specific or technical details are presented,
but concepts only. However, references are provided to the relevant literature for
those who desire to learn more.

Keywords Crystallographic structure refinement • TLS • ADP • Twinning •
Maximum-likelihood • Real-space

20.1 Introduction

Crystallographic structure refinement is a procedure that combines a large number
of complex steps (for recent reviews, see for example [6, 52, 55]). The goal is to
improve a starting model such that it better agrees with the experimental data and
a priori knowledge (such as molecule stereochemistry). Any refinement procedure
requires decisions be made about model parameterization, the refinement target and
the optimization method. These decisions are typically made by the researcher or
increasingly the refinement program itself, and are dictated by the experimental
data quality (completeness, resolution, crystal specifics such as twinning), data type
(X-ray or neutron diffraction experiment) and model quality (number of unmodeled
atoms, or current R-factors). The variety of possible data and model qualities leads
to a range of model parameterizations, refinement targets and optimization methods.
Also, the chance for errors always exists. These errors may originate from a lack of
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researcher expertize, plain accidents and/or limitations of refinement program. To
prevent these errors, the validation of inputs and outcomes of refinement should be
performed throughout the entire process.

20.2 Model Parameters

Model parameters are the variables that are used to describe the crystal contents and
its properties. Macromolecular crystals contain ordered parts (macromolecules and
ligands, for example) and bulk-solvent, which is the name for disordered solvent that
fills the space between ordered molecules and may constitute from 10 to 90 % of
the unit cell volume. Therefore model parameters can be of two categories: (a) those
that describe the atomic model (atomic model parameters) and (b) non-atomic
model parameters that describe the remainder: bulk-solvent, and crystal properties
(twinning, anisotropy).

20.2.1 Atomic Model Parameters

Atoms in crystal models are described by their positions (coordinates), degree of
small-scale (harmonic) movements or disorder (atomic displacement parameters,
ADPs or B-factors), larger scale disorder (occupancy) and anomalous scattering
parameters (f’ and f”). These parameters are used to calculate structure factors, Fcalc,
arising from atomic model.

Atomic positions can be parameterized through individual coordinates of atoms
in a Cartesian basis with three or less (if an atom is located on a special position)
refinable parameters per atom, in torsion angle space with about a 7-fold reduction
of refinable parameters [25, 48], or using a rigid-body parameterization with three
rotational and three translation parameters per selected group of atoms that are
considered to be rigid [4].

The parameterization of ADPs involves describing the different contributions to
atomic displacements. The total ADP is the superposition of motions originating
from local atomic vibration, constrained group motion (motion about a rotatable
bond, for example), residue movement as a whole, domain movement, whole
molecule movement and crystal lattice vibrations [20, 43, 49, 56]. If data and
model quality permit, the local atomic vibrations can be modeled more accurately
by accounting for their anisotropic nature (using 6 or less refinable parameters per
atom), as opposed to assuming atoms moving isotropically with only one refinable
parameter [5]. Most of ADP parameterizations assume the atomic displacements
are small enough to be within a harmonic approximation. An anharmonic approxi-
mation can be used to model larger but still not too large disorder [29]. Concerted
movements of group of atoms are described using the TLS (translation-libration-
screw) parameterization (for review see [54]).



20 Crystallographic Structure Refinement in a Nutshell 213

Atomic occupancies are used to model discrete larger-scale disorder beyond the
harmonic approximation. Occupancy is the fraction of unit cells in the crystal in
which a given atom occupies the position indicated in the model. If all unit cells
in the crystal are identical, then occupancies for all atoms are 1. Refinement of
occupancy is necessary when the molecule has several distinct conformations or
occupies different positions in different unit cells. Refining occupancies provides an
estimate of the frequency of alternative conformations.

20.2.2 Non-atomic Model Parameters

Non-atomic model parameters are included as corrections and scales at the level of
total model structure factor calculation [3]

Fmodel D k .Fcalc C Fbulk/

where k is the Miller-index-dependent scale factor which can account for crystal
anisotropy, and Fbulk is the contribution from the bulk-solvent. In case of hemihedral
twinning [28, 42], most typically observed in macromolecules, the square of the
total model structure factor is the weighed sum of squared model structure factors
corresponding to the twin domains:

jFmodelj2 D ˛1jFmodel:1j2 C ˛2jFmodel:2j2

where the weights ˛1 and ˛2 are the twin fractions – parameters describing a relative
contribution of each of the two twin domains into the total intensity.

The total model structure factor Fmodel is used virtually everywhere where the
model and experimental structure factors are compared, such as R-factors, electron
density maps and refinement targets.

20.3 Refinement Target

A crystallographic refinement target is a mathematical function that relates model
parameters (expressed through Fmodel) and the experimental data (amplitudes, Fobs,
or intensities, Iobs, and experimental phases if available). Typically, target functions
are defined such that their value decreases as the model improves. This in turn
formulates the goal of crystallographic structure refinement as an optimization
problem in which the model parameters are modified in order to achieve the
lowest possible value of the target function, or in other words, minimization of the
refinement target.

Two fundamentally different types of refinement targets are in use: real- and
reciprocal-space targets.
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A real-space target relates the atomic model directly to the best available map
by either minimizing the least-squares difference between the electron density map
calculated from the atomic model and the best available density map calculated
using the experimental data, or by guiding the atoms towards the nearest density
peaks through maximization of electron densities interpolated at atomic centers
[15, 18, 19, 30, 31, 38, 39, 53].

A simplest reciprocal-space refinement target is a least-squares target that is a
weighed sum of squared differences of observed and calculated structure factor
amplitudes or intensities. This kind of target is widely used in small-molecule crys-
tallography and used to be routinely employed in macromolecular crystallography
until maximum-likelihood target functions (ML; [32, 33, 44, 45]) were introduced
for refinement [1, 10, 38, 40, 41].

The principal reason why the ML function is the target of choice for macromolec-
ular refinement is because crystal structures of macromolecules are never complete
(for example, the flat bulk-solvent model is only an approximation, ordered or
partially ordered solvent and ligands may not be fully accounted for, all side chain
alternative conformations may not be modeled, etc.). A ML target accounts for
missing (unmodeled) atoms statistically, while LS functions do not [35]. This is
why the use of ML target in macromolecular refinement typically results in better-
refined model parameters.

Experimental phase information can be included into both least-squares or
maximum-likelihood targets ([34, 36, 37, 40]).

A major advantage of real-space refinement versus reciprocal-space refinement is
that it can be performed locally and therefore quickly (for example, for a residue or a
stretch of residues; [26]). Also, it has a larger convergence radius. The disadvantage
is that it requires an electron density map to refine against. If experimental phases
are not available or combined with the model phases, then the target map contains
model information and therefore refining against such a map could introduce model
bias. However, this bias may not be significant if real-space refinement is performed
locally for a small number of atoms.

Both, real- and reciprocal-space refinement methods are complimentary and are
used in various refinement protocols together [6].

20.4 Optimization Method

Methods to optimize the refinement target can be gradient-driven minimization,
simulated annealing, grid (or systematic) searches and interactive model manip-
ulation using a graphical environment. These methods vary in speed, scalability,
convergence radius, and applicability to current model parameters [52]. The type
and number of refinable parameters, as well as current model quality dictate the
choice of optimization method.

Gradient-driven minimization is employed in refinement of most types of
parameters. However, its convergence radius is rather small since it doesn’t allow
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parameter shifts against the gradient, and therefore a model trapped in a local
minimum cannot escape from it (see references below). Simulated Annealing
(SA) refinement extends the convergence radius of refinement of coordinates. Grid
searches can be used when there are a few (typically one to three) parameters to
optimize and the range of possible parameter values is known. An example may be
the optimization of bulk-solvent [3, 22] or bulk-solvent mask parameters [11].

20.5 Validation

Central to successful model refinement is the validation of what goes into refinement
and what comes out of it. Three entities need validation: data, model and model-to-
data fit. While validation of the data should be performed during the diffraction
experiment or at least right after it, the model and model-to-data fit need to be
validated throughout the refinement process, and not only at the very end of structure
solution [17, 47].

The part of reflection data validation that is pertinent to refinement includes
checking the reflection intensity statistics for the presence of twinning, translational
NCS and obtaining the Wilson B-factor [57].

Validation of the model includes making sure that it makes sense physically
and chemically. This includes analysis of crystal packing, steric contacts (all-atom
clashscore), molecular geometry (correctness of bond and angle values, flatness of
ring systems, such as Tyr or Phe residues, absence of unexplained Ramachandran
plot outliers and Cbeta-deviations for proteins, correct chirality and energetically
favorable choices of rotamers). It is essential that such a validation is performed
locally, that is per atom or group of atoms involved in the analyzed metric
(as opposed to only analyzing overall values averaged over the whole structure).

Finally, there are a number of metrics to quality assess model-to-data fit.
These include Rwork and Rfree factors, overall or calculated in resolution bins,
local assessment of model to electron density fit through analysis of real-space
(map) correlation coefficients, and electron density values for both, 2mFo-DFc and
residual maps, parameters describing crystal anisotropy and bulk-solvent.

20.6 Refinement Workflow

A refinement protocol typically consists of three parts: (1) initialization, (2) macro-
cycle, and (3) output of refinement results.

The initialization step includes processing of input data and making various
decisions about the refinement procedure. The input data are: a structural model
typically supplied as a PDB [8, 9] file, reflection data (intensities or amplitudes
of measured reflections, and experimental phase information, if available) and
parameters defining the refinement run. Automatic decisions include choosing
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the model parameterization (for example, whether to use isotropic or anisotropic
ADPs), selecting the refinement target (phased ML target if experimental phases
available, or twin-target in case of twinning, or switching to use a least-squares
target if the number of free-R flags is insufficient), whether or not to update ordered
solvent (water), detection of NCS and deciding how to use it, grouping occupancies
for constrained refinement of alternative conformers and more. Various restraints are
built at this step as well [21, 24, 27]. Input reflection data manipulations, if requested
or necessary, can happen at this step too. This may be filtering reflections by sigma
or resolution, converting intensities to amplitudes [23], and removing outliers [46].

A refinement protocol (macro-cycle) typically consists of multiple steps repeated
iteratively. Each step is specifically tailored to the refinement of particular
parameters. The required number of such steps should be such that the refinement
converges, which means that any additional iteration of the refinement process
does not change the model parameters significantly. Convergence of the particular
refinement run depends on the data quality and model quality. The rationale behind
this iterative procedure is based on the following:

1. The refinement target function has many local minima. Gradient-driven min-
imization can reach only the nearest local minimum, therefore sophisticated
optimization algorithms, such as local real-space searches [26, 39] or simulated
annealing [1, 12–14] may need to be applied.

2. Some model parameters are highly correlated. For example: isotropic displace-
ment parameters and the overall exponential scale factor, ADPs and occupancies
[16], components of the total ADP [2], parameters of overall anisotropic and
bulk-solvent scales [22, 51].

3. Different minimization methods imply different convergence speed and radii for
different types of model parameters [7, 50].

4. As the model improves during refinement, a different model parameterization
may be more appropriate (for example, switch from using isotropic ADPs to
anisotropic for all or selected atoms). Also, model content may need to be
updated too; for example, new water molecules may be added or/and erroneous
ones removed.

Each refinement typically produces three kinds of output information: (a) a
refined model, (b) various electron density maps and (c) a log file.

Electron density maps output by refinement programs are the Fourier syntheses
calculated with various weights to best represent the model, such as a 2mFo-DFc
¢A weighted map [44], and model errors, such as a residual (or difference) map,
mFo-DFc. Since missing (unmeasured) reflections can cause mild to severe map
distortions, often they are modeled with some non-zero values [6] obtained from the
current model. This helps to alleviate map errors due to the data incompleteness but
also introduces the risk of bias w.r.t. the model.

The log file contains information about the data, model and model-to-data fit, as
well as some components of the validation report that do not require an interactive
analysis (for example, using a graphics program).
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Chapter 21
Crystallographic Maps and Models
at Low and at Subatomic Resolutions

Alexandre G. Urzhumtsev, Pavel V. Afonine, and Vladimir Y. Lunin

Abstract Crystallographic studies at both extremes of the resolution interval, low
and subatomic, are less common in macromolecular crystallography and have their
own specific features. Ignoring these features may complicate structure solution or
lead to errors in crystallographic Fourier maps and in their interpretation.

Keywords Low resolution • Subatomic resolution • Crystallographic Fourier
maps • Macromolecular models

21.1 Introduction

The electron density distribution of an ideal crystal �exact(x,y,z) is a periodic function
of three space coordinates and can be calculated as a Fourier series containing
an infinite number of Fourier coefficients Fhklexp(i'hkl), called, in crystallography,
structure factors. In practice, the Fourier series contain only a finite number of
terms corresponding to measured (or calculated) diffraction data. The integer indices
(h,k,l) are the coordinates of a point in some basis and characterize the direction
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of the diffracted wave. In crystallography, the inverse of the distance from the
point (h,k,l) to the origin, d(h,k,l) D j(h,k,l)j�1, is called the resolution of the
corresponding reflection. The set S of reflections inside a sphere of radius D, i.e.
such that j(h,k,l)j 
 D, forms the complete data set of resolution dhigh D D�1. In
what follows, we consider only complete data sets fFhklg, hkl2S, i.e. we assume that
the Fourier series is calculated over all reflections inside this sphere.

The Fourier sum �(x,y,z) is called a Fourier synthesis corresponding to a
given set S of reflections and it is different from the electron density distribution
�exact(x,y,z). In crystallography, Fourier syntheses are visualized as a set of isosur-
faces �(x,y,z) D� where the choice of the constant � depends on specific tasks.
Such isosurfaces are often called crystallographic maps.

In some instances crystallographic studies at low resolution (dhigh> 6–10 Å
or lower) may be the only opportunity to obtain structural information. Studies
using very-high-resolution data (dhigh< 0.8–0.9 Å) may provide unique structural
information not accessible at lower resolutions or by utilizing other methods (see
for example [5], and references therein). In this article we briefly overview the key
features of Fourier syntheses and structure modeling at these extreme resolutions.

21.2 Resolution Cut-Off, Fourier Maps and R-Factors

Calculating a Fourier synthesis from a truncated set of reflections results in a loss
of detail and accuracy of the image: the lower the resolution (the larger dhigh), the
less terms are included into the Fourier summation, and the less detailed the image
is (Fig. 21.1). Another effect of a resolution cut-off is an oscillation of the synthesis
values, called Fourier truncation ripples. The ripples are most pronounced in the
regions of sharp variation of the function, in particular around its peaks (which
correspond to atomic centers in the case of electron density).

Fig. 21.1 An example of protein Fourier maps at different resolutions. The corresponding
syntheses were obtained with the structure factors calculated from an atomic model (superposed)
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Degradation of map quality due to limited data resolution dhigh complicates
building of atomic models. However a priori structural knowledge makes it possible
to build and refine atomic models at resolutions lower than atomic resolution, such
as 1.0–1.2 Å, where individual atoms are visible. These procedures have become
more and more routine and automated (see, for example, [1]).

Since the maps become less interpretable with decreasing resolution, one may
expect that models built using these maps become less accurate as well. R-factor
statistics for all PDB [8, 9] structures reveals that the most frequent values of the
R-factors grow with the resolution dhigh [38]. Comparison of these values with the
R-factors for the best models at the same resolution indicates two particular points,
one at approximately 6 Å and the second at 0.8 Å. These resolution limits are the
focus of discussion below.

21.3 Low Resolution and Bulk Solvent

A plot of mean observed structure factor amplitudes,
˝
F obs
hkl

˛
, and those calculated

from an atomic model,
˝
F calc
hkl

˛
, as a function of resolution, shows two diverging

curves starting around 6 Å (Fig. 21.2a; see also [29]). Not surprisingly, the
R-factor increases as well at this resolution (Fig. 21.2b). This divergence is because
macromolecules in crystals are surrounded by unstructured solvent, called bulk
solvent. The amount of bulk solvent can vary from 10 to 90 % of the unit cell volume
making its contribution to the X-ray scattering quite significant. The electron density
in this region is rather featureless. According to general properties of the Fourier
transform (the flatter the function, the sharper its Fourier transform, and vice versa),

Fig. 21.2 Bulk-solvent contribution to the diffraction data. (a) Average amplitude shown in resolu-
tion shells for experimental structure factors (circles) and those calculated from a macromolecular
atomic model (triangles). (b) R-factor value shown in resolution shells: data calculated from
an atomic model with (circles) and without (triangles) bulk-solvent contribution. (c) Schematic
relation between structure factors (as complex numbers) calculated from a macromolecular atomic
model, Fcalc, and from bulk solvent, Fbulk. They are of the same order of magnitude at resolutions
lower than �5–6 Å (middle diagram) but Fbulk <<Fcalc at higher resolutions (upper diagram). At
resolutions below 20–30 Å (bottom diagram) the amplitudes of Fbulk and Fcalc are proportional to
each other, and the phases differ by �180ı [37]
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its Fourier coefficients F bulk
hkl are much smaller than F calc

hkl at resolutions 1–3 Å but
are comparable at 5–6 Å and lower (Fig. 21.2c). We call this resolution limit low
resolution.

The flatness of the density in the solvent region is the basic assumption for
commonly used models, in particular that by Phillips [29] and by Jiang and Brunger
[19]. Various improvements of this model have been reported over the last decade
(see, for example, [16], and references therein).

21.4 Low- and Very-Low Resolution

Comparison of two last images in Fig. 21.1 shows a typical situation arising at
resolutions 15–20 Å or lower, which we call very-low resolution. Here the macro-
molecular Fourier maps give scarce, but important, structural information, such as
the shape of the molecule and its position in the crystal. The shape of an envelope
may also be obtained from other methods, such as electron microscopy or SAXS,
and its position may be determined by molecular replacement procedures [36], as
was done for the T50S particle [6]. However, a direct determination or analysis
of low-resolution envelopes [28] may be important when no extra information is
available, or when an independent result is needed. Some key features of very-low
resolution crystallographic studies are given below.

1. Low-resolution Fourier syntheses represent molecular envelopes at relatively low
map contouring levels. There is a common belief that they indicate the centers
of the molecules when this level is high. In fact, the peaks at such syntheses
are often shifted from corresponding molecular centers toward regions of close
intermolecular contacts (see for example Fig. 21.3).

2. Low-resolution envelopes do not cover the whole macromolecule even if the
synthesis is calculated with the exact structure factor values (Fig. 21.1).

3. Low-resolution Fourier maps are very sensitive to missing strong reflections [35],
even if their number is small (Fig. 21.4).

4. Low-resolution maps do not allow the choice of the correct enantiomer. More-
over, at a very-low resolution the overall features of the flipped (sign-inverted)
map -�(r) may be similar to that of the map �(r). This may additionally
complicate ab initio phasing [28].

5. Due to a relatively small number of reflections and their low resolution, it is
difficult to distinguish between the space-group symmetry, twinning or local
(non-crystallographic) symmetry (see for example, [26]).

6. Very-low resolution maps calculated with relatively few reflections may show a
superposition of images corresponding to different choices of the origin [25].

7. Increasing the resolution of the low-resolution Fourier maps does not always help
to interpret them better; they may stop showing the molecular envelope but do
not yet reveal secondary structure elements (Fig. 21.1, last two images).
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Fig. 21.3 Titin model [40] consisting of six quasi identical molecules per asymmetric unit,
superposed with the maps of the resolution of 22 Å shown with a high cut-off level. The maps
shown are (a) the best possible ‘experimental’ map [Fourier coefficients are Fobsexp(i'model) where
the phases take into account the contribution of both the macromolecule and bulk solvent] and
(b) the best possible model map [where Fourier coefficients Fcalcexp(i'calc) were calculated from
the atomic model only]. In both maps the peaks do not correspond to the centers of individual
molecules, with a few exceptions indicated by arrows. The same is true for the maps of both lower
and higher resolutions (not shown), and for peaks at higher and at lower cut-off levels (not shown)

Fig. 21.4 8-Å resolution maps for elongation factor G [12]. (a) Synthesis calculated with
experimental amplitudes and SIR-phases, approximately 1,700 reflections in total. (b) The same
data but 29 reflections of the resolution below 30 Å were restored and added. (c) An atomic model
[2] in an orientation approximately corresponding to the left bottom molecule at (b)

8. The standard deviation  used to define the synthesis cut-off level � becomes
very sensitive to various factors making map comparison difficult. Other units
may be used instead, for example a volume per residue or a selected percent of
the unit cell volume (see for example [23]).

9. At very-low resolutions the bulk-solvent structure factors F bulk
hkl exp

�
i'bulk
hkl

�

become quasi proportional to those F calc
hkl exp

�
i'calc
hkl

�
calculated from a macro-

molecular model (Fig. 21.2); this is also true for their sum. As a result, at
such resolutions an explicit modeling of bulk solvent becomes less critical. For
example, molecular replacement with an atomic model at �20 Å resolution does
not need modeling of bulk solvent while it may be crucial at 8–10 Å.
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21.5 Low-Resolution Models

Low-resolution crystallographic studies may be the only option in a number of
practical situations, for example when no high-resolution intensities are measured
or when usual phasing methods do not yield a solution. While phasing of low-
resolution maps is challenging [28], the interpretation of these maps and the building
of corresponding models also have specific problems. First, bulk solvent shall be
modeled and taken into account when low-resolution data are used. Also different
kinds of models may be used for the macromolecule itself.

The geometry of some structural elements (amino acids, nucleotides, ’-helices)
is known, and the structure of domains or even molecules themselves may be known
from either previous or alternative studies. This allows one to fit atomic models even
into low-resolution crystallographic maps using a kind of molecular replacement
procedures. A direct interpretation of such maps may lead to ambiguous map
interpretation and erroneous structures [11].

Non-atomic models, such as Gaussian spheres for individual residues [7, 34] or
for the whole molecule (for example [31]), may be used instead. Lunin et al. [24]
showed that modeling crystal content by a few Gaussian scatterers is ambiguous and
that quite different models may result in structure factor amplitudes equally similar
to the experimental data. Moreover, the centers of such large Gaussian spheres do
not necessarily correspond to the centers of individual components, domains, or
molecules, and may be shifted towards the interface of such components (see feature
1 of the previous Section). Therefore although these models are useful for phasing
their structural interpretation should be done with care. Other geometric objects
such as cylinders [21, 33] or spherical shells (e.g., [20, 26]) may be used as well.

Finally, at very-low resolutions the electron density in the protein region may
be modeled by a flat continuous function, similarly to bulk solvent. Low-resolution
structure factors calculated from such a model may be very close to the exact values
[27] indicating that the crystal electron density can be approximated by a macro-
molecular envelope. The border of this envelope, a two-dimensional surface that
separates the macromolecule and solvent, can be parameterized and refined [16].

21.6 Subatomic Resolution

Crystallographic maps at subatomic (also called sub-angstrom, ultra-high) resolu-
tions show macromolecules more accurately and reveal extra details that are not
available at typical macromolecular resolutions (�2 Å). Computational artifacts are
also common. Figure 21.5 shows crystallographic Fourier maps with circular peaks
around interatomic bonds, which are the Fourier truncation ripples and do not bear
any structural information [10]. The first positive spurious peaks superimpose at
the points approximately at a distance 0.9dhigh from the atomic centers. Such points
form the circles around the middle of interatomic bonds; the smaller the dhigh, the
smaller the radius of the circle.
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Fig. 21.5 Fourier ripples forming rings around interatomic bonds [10]. Note the variation of the
rings with resolution

Fig. 21.6 Difference maps calculated with a conventional (IAM) model (a,c), and with IAS model
(b,d) [4]. (a,b) tripeptide YGG at 0.43 Å [30]; cut-off levels 0.20 and 0.10 eÅ-3, respectively. (c,d)
antifreeze protein at 0.62 Å [22], cut-off levels 0.40 and 0.25 eÅ-3, respectively. IAS are shown by
spheres. In (b) there is a positive IAS at each interatomic bond and a negative one in the middle
of the aromatic ring; note that the new difference map has only four tiny residual peaks. In (d) the
closest IAS is very far from the region shown; SO4 molecule could be unambiguously identified
in the improved map instead of a water molecule as it is in the deposited model

This indicates that unbalanced Fourier syntheses should be used with care in such
cases, and difference maps are preferable, showing less Fourier truncation artifacts.
At subatomic resolution these maps would typically show positive and negative
density peaks around atoms and bonds (Fig. 21.6a), reflecting the redistribution of
the electron density due to atomic interaction and bond formation [3]. Not modeling
these densities may results in incorrect values of refined displacement parameters [3]
of atoms and overall noisier maps (Fig. 21.6c). Also, a large number of experimental
diffraction amplitudes compared to the number of atoms allows the introduction of
more detailed models which are capable of describing extra features visible at this
resolution.

An example of such a model is the multipolar model [17]. While routinely used in
small-molecule crystallography, its straightforward application to macromolecules
[18] is impractical due to the many parameters that this model introduces and
runtime considerations. Other possible techniques have been later suggested, such as
invariomes [14], transferable libraries [39] and Cartesian Gaussian multipoles [32].

A simple alternative solution is to model deformation peaks directly with Gaus-
sian interatomic scatterers, the IAS model ([3], and references therein). This mod-
eling improves refined atomic displacement parameters and maps (Figs. 21.6a, b).
This in turn may allow interpretation and modeling of details otherwise hidden in
map noise (Figs. 21.6c, d).

The high quality of data and models at ultra-high resolution allows map
calculation on an absolute scale while working in  becomes inconvenient.
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21.7 Concluding Remarks

Crystallographic studies at very-low and at very-high resolution have a number of
specific features that need to be accommodated for successful structure solution.
In particular, a usual independent-atoms model (IAM) is inappropriate in the
case of low resolution and insufficient in the case of high resolution. At these
extreme resolutions, the Fourier ripples can severely interfere with the map quality
and therefore with the map interpretation. A conventional definition of the map
contouring level � expressed in standard deviations  is inconvenient in both cases.

To date, relatively few (compared to all structures in PDB) structures have been
studied at these resolutions. Increasing interest in such studies requires a further
development of corresponding methodologies.
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19. Jiang JS, Brünger AT (1994) Protein hydration observed by X-ray diffrcation. Solvation

properties of penicillopepsin and neuraminidase crystal structures. J Mol Biol 243:100–115
20. Johnson JE, Akimoto T, Suck D, Rayment I, Rossmann MG (1976) The structure of southern

bean mosaic virus at 22.5 resolution. Virology 75:394–400
21. Kalinin DI (1980) Use of a cylindrical model of a protein to determine the spatial structure of

the rhombic modification of leghaemoglobin. Sov Phys Crystallogr 25:307–313
22. Ko TP, Robinson H, Gao YG, Cheng CHC, DeVries AL, Wang AHJ (2003) The refined crystal

structure of an Eel pout type III antifreeze protein RD1 at 0.62-A resolution reveals structural
microheterogeneity of protein and solvation. Biophys J 84:1228–1237

23. Lunin VY (1988) Use of information on electron density distribution in macromolecules. Acta
Crystallogr A 44:144–150

24. Lunin VY, Lunina NL, Petrova TE, Vernoslova EA, Urzhumtsev A, Podjarny AD (1995) On
the ab initio solution of the phase problem for macromolecules at very low resolution: the Few
Atoms Model method. Acta Crystallogr D 51:896–903

25. Lunin VY, Lunina N, Urzhumtsev A (1999) Seminvariant density decomposition and connec-
tivity analysis in very low resolution macromolecular phasing. Acta Crystallogr A 55:916–925

26. Lunin VY, Lunina N, Ritter S, Frey I, Keul J, Diederichs K, Podjarny A, Urzhumtsev A,
Baumstark M (2001) Low-resolution data analysis for the low-density lipoprotein particle.
Acta Crystallogr D 57:108–121

27. Lunin VY, Urzhumtsev A, Bockmayr A (2002) Direct phasing by binary integer programming.
Acta Crystallogr A 58:283–291

28. Lunin VY, Urzhumtsev A, Podjarny AD (2012) An initio phasing of low-resolution Fourier
syntheses. In: Himmel DM, Rossmann MG, Arnold E (eds) International tables for crystallog-
raphy, vol F. Wiley, Chichester, pp 437–442

29. Phillips SEV (1980) Structure and refinement of oxymyoglobin at 1.6 Å resolution. J Mol Biol
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Chapter 22
Recent Advances in Low Resolution Refinement
Tools in REFMAC5

Robert A. Nicholls, Fei Long, and Garib N. Murshudov

Abstract This contribution deals with some aspects of low resolution refinement
and map calculation, as implemented in the crystallographic refinement program
– REFMAC5. Refinement at low resolution is considered as a regularisation
problem. Regularisers for application in both real space and reciprocal space have
been implemented. In real space, regularisers are applied as interatomic distance
restraints. There are two types of real space regularisers: those with a target, and
those without a target. External restraints to reference structures belong to the class
with a target, where targets are calculated using corresponding interatomic distances
in the reference structure(s). Such reference structures may arise from homologous
structures, secondary structural elements, generic or specific structural fragments
(including self-restraints), and other sources of generically derived information,
e.g. hydrogen bonds. Such interatomic distance restraints are generated using
the conformation-independent protein structure comparison and analysis program
– ProSMART. Jelly-body restraints belong to the real space targetless class of
regularisers, where interatomic distance self-restraints are recalculated at every
cycle. This regulariser has the power to stabilise refinement without imposing
externally-derived information. Importantly, it is not dependent on initial values,
and does not change the extrema of the target function. Regularisers in reciprocal
space are designed to sharpen (deblur) the electron density map, whilst inhibiting the
amplification of noise. These regularisers do not affect refinement. Rather, they are
applied at the end of a refinement session, with the intention of aiding subsequent
map interpretation.
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22.1 Introduction

The intrinsic high mobility of molecules, subunits and domains inside unit cells,
coupled with long-range lattice disorder in large macromolecular crystals, often
causes poor quality diffraction from such crystals. This causes the observation of
weak, anisotropic and noisy data, resulting in the obtained data having very poor
information content. However, the structures of individual components of a complex
may have been independently determined at a higher resolution. Such information
might then be used to aid the refinement of the lower-resolution structure.

There are other factors that can reduce the information content of macromolec-
ular crystallographic data thus reducing effective resolution. These include crystal
growth peculiarities such as twinning and order-disorder. In these cases, although
the nominal resolution may be high, not all of the observations are independent.
For example, in the case of perfect hemihedral twinning, the number of independent
observations is decreased by a factor of two, corresponding to a resolution reduction
by a factor of 2

1
3 D 1:26. Therefore, in the limit, the quality of the electron density

map in the presence of perfect hemihedral twinning at 2 Å would correspond to that
of at 2:52 Å in the single crystal case. The refinement of models against data from
twinned crystals is now routine [1–3]. However, statistics after refinement against
such data should be interpreted with care [4]. It is important to remember that
R-factors and other overall statistics are dependent on the statistical properties of
the data, and therefore comparison ofR-factors from different crystals may give the
wrong impression about the comparative quality of the models.

There are many problems that need to be tackled in order to make low resolution
structure analysis routine, two of which are considered here:

1. The use of chemical and structural information as restraints to increase con-
sistency of the derived atomic models with available prior knowledge. The
use of chemical information in the form of bond lengths, bond angles, and
torsion angles has always been routine. For details on the organisation and use
of chemical knowledge in refinement, see Ref. [5], for example. Recent years
have seen an explosion of approaches towards utilising structural information
[1, 3, 6–8]. This demonstrates the importance of finding a (and the lack of a
unique) solution to the problem of exploiting structural information.

2. Calculation of electron density to aid the reduction of errors introduced during
manual and automatic model building. Data from low resolution crystals usually
exhibit high isotropic and anisotropic B-values. This contributes to observing
smeared regions of electron density, with vanishing side chains, secondary
structural elements, and even domains. Were this effect removed, the electron
density map may reveal more features. Current approaches use only one B-value
for crystal map sharpening. However, the problem is complicated by the non-
negligible influence of contributing factors such as anisotropic diffraction, rigid
body oscillation of individual structural units, and correlated motion of whole
chains.
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Many tools have been developed to aid crystallographic refinement at medium
and higher resolutions over the past few decades. One of the current challenges
is to develop complementary approaches for dealing with cases where only low
resolution data are available (lower than around 3 Å). One of the sources of available
information is the 3D structures of macromolecules deposited in the Protein Data
Bank [9]. Structural information may be utilised in various forms, such as secondary
structure restraints, homologous reference structures, and homology models, by
various modern refinement software packages including REFMAC5 [1,10] of CCP4
[11], BUSTER-TNT [12], phenix.refine [2, 13], SHELX [3], and CNS [7, 14].

The concept of calculating an electron density map showing more features, e.g.
side chains, has been proposed by many authors. Notably, Brunger et al. [15, 16]
suggest a procedure known in the field of image processing [17] as inverse filtering.
However, it is known that such filters can amplify noise, thus masking out real
signal. Unfortunately, the electron density always contains noise, which stems from
several sources:

1. Noise due to variations in the experimental data;
2. Noise due to errors in the model (e.g. atomic coordinates, model incompleteness,

misparameterisation, B-factors, scale factors), and thus in calculated phases.
Such noise correlates with the “true” electron density, and is consequently very
hard to address;

3. Noise due to Fourier series termination. When data are collected to the crystal
diffraction limit and no map sharpening is used, such noise usually dies out
approaching the high resolution limit. However, when map sharpening is used
as an inverse filter then the effect of series termination becomes pronounced.

In general, we consider refinement at low resolution as a regularisation prob-
lem [18]. In the context of parameter optimisation using the maximum likelihood
method, information derived from external sources can be used to regularise the
problem. Injecting regularisers in the form of restraints reduces the effective number
of parameters, thus increasing the effective residual degrees of freedom, resulting in
refinement stabilisation and improved resistance to overfitting. Also, regularisers
can be used in order to find a stable solution to the ill-posed problem of map
sharpening, which is considered as an inverse deblurring problem.

Various regularisers have been designed, each of which are suitable in different
situations. Regularisers for application in both real space and reciprocal space have
been implemented. In real space, regularisers are applied as interatomic distance
restraints, of which there are two types: those with a target, and those without a
target.

Here, we first describe the use of external structural information, e.g. from
reference homologous structures, generic or specific structural fragments, and other
sources of generically derived information, e.g. hydrogen bonds. We also describe
regularisers for use in the absence of appropriate external information, specifically
jelly-body restraints. Then, we describe anisotropic regularised map sharpening.
We also provide examples of practical usage.



234 R.A. Nicholls et al.

22.2 External Structural Restraints

Information from external sources can be incorporated during refinement using
a Bayesian framework, where the distribution of interatomic distances serves as
prior knowledge. Restraints generated using external structural information should
help the macromolecule under refinement to adopt a conformation that is more
consistent with previous observations. This is similar to the use of geometry terms in
refinement, which helps local structure adopt chemically reasonable conformations.

The minus log posterior distribution target used in REFMAC5 [10], may be
expressed:

ftotal D fgeom C wfxray (22.1)

where fgeom and fxray are the contributions of geometry terms (-prior distribution)
and experimental data(-loglikelihood), and w weights their relative contributions.
The geometry component is a linear combination of various factors (effectively
equivalent to the assumption that these contributors are independent), including any
available external structural information:

fgeom D fother C wext

X

.d;r;/2R
r�rmax

fext
�
d�r

; �

�
(22.2)

where fext.Or; �/ is the unweighted contribution of an external interatomic distance
restraint .d; r; / 2 R to the target function, where R is the list of external
restraints, and the function fext.Or; �/ depends on the normalised residual Or D d�r



and parameter �. The parameter wext adjusts the weight of the external restraints
relative to the other geometry components, and fother represents the contribution
of all other prior information [1]. An interatomic distance restraint comprises
the current distance d between two atomic positions, the objective value r , and
standard uncertainty  . The mechanism used for application of external restraints
in REFMAC5 is described by Mooij et al. [19]. The effect of an external restraint
during crystallographic refinement is illustrated in Fig. 22.1.

Here, we stipulate that the objective value r of an external restraint should
be lower than some threshold rmax, typically 4:2 Å, so that only reasonably short
range restraints are utilised. External restraints are designed to be longer-range than
chemical bond and angle restraints, whilst being sufficiently short to allow resistance
to differences in global conformation. This allows potential for external restraints to
be used even when the target and reference structures are, for example, in different
bound states, or from different crystal forms.

In REFMAC5, the Geman-McClure [22] robust estimation function is used for
external restraints:

fext.r; �/ D r2

1C �2r2
(22.3)
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Fig. 22.1 Illustration of the effect of an external restraint. Subfigure (a) depicts a region of
helical structure from 3v4w [20] taken from the PDB [9]. Subfigure (b) shows the same region
after refinement using an external restraint between a nitrogen and an oxygen atom (visually
identified by a dashed line), which corresponds to a single ˛-helical generic h-bond restraint,
with objective value set to 2:8 Å. Before refinement, the interatomic distance is 3:4 Å. During
refinement, the interatomic distance is gradually pulled towards the restraint objective value. At the
end of refinement, the interatomic distance is reduced to 2:8 Å, and the helical structure appears
more regular (Images were produced using CCP4mg [21])

This function, which is equivalent to least-squares for � D 0, helps to reduce the
influence of outliers, and sensitivity to conformational changes.1

Various criteria have been used for optimisation of the X-ray weight w, notably
Rfree [23], �LLfree [24, 25], and geometry statistics. Similarly, the appropriate
selection of external weight wext is not obvious. It should be acknowledged that
using Rfree as an optimisation criterion may reduce the usefulness of Rfree as
an independent indicator of refinement quality, and similarly for other statistics.
Therefore, careful consideration should be given to selection of the weight for
external structural information wext, and other parameters such as �. For example,
suitable parameters for external restraints to homologous structures might generally
be wext D 10 and � D 0:02. However, suitable parameter values will depend on
the context of application. For example, if wanting to force a particular region to
adopt specific local structure using a given reference fragment during earlier stages
of refinement when density is poor, then using a higher wext and lower � may be
more appropriate in order to enforce compliance.

1Note that a similar formulation is used for local NCS restraints. This allows the NCS-related
chains to adopt different conformations if justified by the X-ray data.
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22.2.1 Selection of External Structural Information

External structures should be selected on the basis of their reliability and similarity
to the current model. For example, suitable reference structures may include
sequence-identical, homologous, or structurally similar models solved at a higher
resolution, or generically derived structural information from non-homologous
sources (e.g. secondary structure restraints obtained from an ideal ˛-helix).

The use of external restraints may, in some cases, be justified by any resultant
increase in reliability of atomic positions. However, it should be acknowledged that
such an approach introduces bias; the influence of such bias may result in the model
adopting a conformation less consistent with the observed data. The use of external
restraints might make a particular model adopt a conformation very similar to a
high-resolution homologue, assuming it is appropriate to do so, and ideally result in
an improved model.

We suggest that external restraints should only be used if the benefits of any
improvement in reliability are deemed to outweigh the negative effects. Indeed,
this may well be the case for data of poor quality collected at low resolution. For
example, refinement of a model might cause some regions of very poor electron
density to adopt an incorrect conformation. Increasing the weight of geometry terms
may help the structure to adopt a more chemically-reasonable configuration, but the
region may still be incorrectly modelled due to the effect of the misleading density;
geometry restraints operate at a very high level of structural resolution. However,
external restraints can operate at a lower level of structural resolution, as desired
(e.g. by increasing the maximum restraint distance rmax).

22.2.2 Generation of External Restraints to Homologous
Structures

Here, we refer to the chain that is to be refined as the target chain, and to the chain
that is to be used to generate the restraints as the external or reference chain.

External restraints for use in refinement by REFMAC5 may be generated using
the tool ProSMART [26]. Amongst various other functionalities, ProSMART can
generate interatomic distance restraints utilising structural information. Whilst
reference structures would generally be near-identical in sequence, the approach
allows the alignment of, and subsequent restraint-generation using, any reference
chain(s) regardless of sequence homology. However, it is not implied that there
would be any utility of using external restraints based on dissimilar structures; a
high degree of local structural conservation would generally be required for the
successful application of external restraints. In general, we assume that the target
and external reference structures are sufficiently similar, although at present such
decisions should ultimately be made by the user.
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The alignment approach adopted by ProSMART is independent of global con-
formation, being instead concerned with the net conservation of local structure, at
a chosen level of structural resolution. Indeed, restraints generated by ProSMART
allow great global flexibility, rather than rigidly pulling the target structure towards
the same global conformation. Consequently, it is not necessary for the external
reference chain to adopt the same global conformation as the target, e.g. structures
in different bound states can be used. It is, however, necessary for local structure
to be sufficiently well conserved along the chain so that the effect on refinement is
positive.

22.2.2.1 General Approach

Suppose that we want to generate an interatomic distance restraint between two
atoms in the target structure, given knowledge of their positions and thus the
distance d between them. Given an external reference structure, and a residue align-
ment between the target and reference structures, it is possible to find the distance
r between the corresponding atoms in the reference structure. The distance r is the
objective value of the restraint.

If the target and external chains share a high degree of structural similarity,
then we might expect for d to be approximately equal to r , with some error.
Consequently, the restraint distances r , with appropriate distributional assumptions,
can be used as prior information during crystallographic refinement. Since we want
to maintain a degree of global conformational independence between the target and
reference structures, it is undesirable to generate restraints between atoms that are
far apart. Therefore, restraints are only generated whose objective values are less
than some threshold rmax. This parameter represents the structural resolution of the
restraints; lower thresholds allow better conformational independence, whilst higher
thresholds provide more information about the surrounding structural environment.

The adopted procedure of external restraint generation thus involves: the iden-
tification of the lists of corresponding intrachain atom-pairs in both the target and
reference structures; filtering these lists in order to identify only those atom-pairs
suitable for restraint generation (based on interatomic distance criteria); identifica-
tion of corresponding atom-pairs between the target and reference structures; and
finally estimation of restraint distributions.

22.2.2.2 Identification of Atom-Pairs to Be Restrained

Knowledge of an alignment between residues allows the direct inference of an
atomic correspondence between target and reference structures. Such a correspon-
dence may include both main and side chain atoms (providing aligned amino acids
are the same), or only main chain N , C˛, C and O atoms (allowing main chain
structural restraints to be generated even for residues of different amino acid type).
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The alignment may also be filtered according to conservation of local main chain
and/or side chain structure in an attempt to avoid the generation of potentially
unsuitable restraints.

Given an alignment of atoms, it is then necessary to identify the list of sufficiently
close atom-pairs, independently for each of the two structures. Various methods for
near-neighbour searching have been developed. Here, in order to efficiently reduce
the search space, we use a cell technique [27] previously used in biology [28], which
involves the uniform partitioning (voxelisation) of space into cubic cells with edge
length rmax (the value of rmax is chosen to be 1:5 times greater for the target structure
than for the reference). This approach allows the efficient identification of all atoms
with positions xi and xj such that their interatomic distance satisfies the criteria:
rmin 
 jxi � xjj 
 rmax.

Using the achieved atomic correspondence, we may then calculate the list of
all pairs of corresponding atom-pairs, only considering those identified as being
sufficiently close. The quantities of interest directly follow, namely the interatomic
distance dij D jxi

target�xj
targetj between atoms i and j in the target structure, and the

distance rij D jxi
ref � xj

refj between corresponding atoms in the reference structure.
Finally, distances between atom-pairs that are already tightly restrained by

standard geometry terms are removed from the list of external restraints. In
particular, we remove any short restraints separated by only one or two chemical
bonds. This removal is particularly vital when attempting to estimate restraint
standard deviations. Note that variability of longer-range restraints is generally very
different to that of short restraints separated by only few bonds.

22.2.2.3 Form of the Restraint Distributions

Suppose the distributions of the positions of two atoms are X1 � N.x1; 21 / and
X2 � N.x2; 22 /, where xi is the coordinate corresponding to atom i . Since we are
generally interested in low-resolution structures, we assume spherical Normality;
the variance terms are scalar to emphasise this point. Note that B-factors are closely
related to the variabilities of these distributions, which are usually chosen to be
isotropic for low-resolution structures.

The distribution of vectors from the first atom to the second is given by:

�X D X2 � X1 � N
�
x2 � x1; 21 C 22 � 2cov.X1;X2/

�
(22.4)

If the atoms are close, then their positions are likely to be positively correlated,
which will reduce the variability of the distance between them. Conversely, if
the atoms are far apart, then it is reasonable to surmise that their positions would
be more independent, and thus the variability of their interatomic distance would be
larger.

Given that, under assumption of independence of atomic positions,q
P3

kD1
�
�Xk


�2
follows a noncentral chi distribution with 3ı of freedom with non-
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centrality parameter

r
P3

kD1
�
E.�Xk/



�2
, we deduce that the interatomic distance

D D
qP3

kD1 .�Xk/
2 is related to the noncentral chi distribution; specifically,

D�1 � �0
3 where 2 D var.�X/. However, we use the approximation of

Normally distributed interatomic distances2

D � N.�; 2/ (22.5)

which constitutes the restraint to be used in refinement. Given knowledge of external
structural information, we estimate the mean as � D r , the distance between
the corresponding atoms in the reference structure. Appropriate selection of the
standard deviation  is less obvious; currently used approaches are described below.

22.2.2.4 Estimation of Restraint Standard Deviations

Restraint standard deviations (SDs) may be estimated utilising the observed distri-
bution P.d jr/ of interatomic distances in the target structure given corresponding
distances r in the reference structure. For example, estimation of uniform SDs would
allow restraints to be automatically weighted according to the overall agreement
between interatomic distances in the two structures. In this trivial case, all SDs are
estimated using:

2 D 1

n � 1
X

i

.di � ri /2 (22.6)

This would result in higher SDs (lower weights) assigned to all external restraints
when the reference structure is less similar to the target. Due to the distance-
dependence of the variability of jd�r j, using a higher distance threshold rmax would
also result in higher SDs. It follows that the restraints would naturally be weighted
down if the target and reference structures exhibit conformational differences.

Another choice would be to allow the SDs to increase with the mean in order to
account for the distance-dependence of the observed distribution of restraints. This
would allow restraints with small objective values (r) to have higher weights, whilst
naturally weighting down the longer-range restraints. For example, the restraint
variance could be allowed to increase linearly with restraint distance, that is:

2.k/ D k1 C k2r (22.7)

2The chi distribution with degrees of freedom greater than two can be approximated by a Normal
distribution. This approximation is reasonable for the purpose of parameter estimation. However,
in other applications that are sensitive to the tails of the distribution, such as statistical testing, such
an approximation may give unreliable overoptimistic results.
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where the parameters k depend on the particular chain-pair. This could be justified
by the observation that any signalling causing correlation in atomic position would
generally become weaker as restraint distance increases. Furthermore, peculiar
behaviour may be observed when there are multiple rigid substructures (e.g.
domains) present, the effect of which would be exacerbated when the maximum
restraint threshold rmax is large. The presence of multiple domains, or indeed any
deterministic conformational changes, would tend to cause a systematic increase in
observed restraint error for higher distances r .

Note that this approach allows more complicated functional forms of 2.k/.
For example, further to the restraint objective value (r), it would be possible to
allow dependency on factors such as B-values or reliability of atomic position (if
available).

Given a functional form for the restraint variances 2.k/, we then use maximum
likelihood estimation to optimise the parameters k. Optimisation is performed using
a quasi-Newton method, in which an approximation of the Hessian matrix is updated
after each procedural iteration. Specifically, we use the BFGS formula for updating
the inverse Hessian approximation, and a line search algorithm for selecting trial
parameter values as described by Nocedal and Wright [29].

If experimental data corresponding to the external prior information are available,
then we estimate individual atomic uncertainties i for atoms in the reference
structures using the using the procedure of Murshudov and Dodson [30], which
allows for dependencies on atomic B-value, crystallographic resolution, model
and data completeness, and data quality. Determination of restraint SDs is then
reduced to the problem of estimating the correlation between atomic positions.
Unfortunately, this information is lost during the experiment, and so is either set
to a fixed value or estimated as above.

Alternatively, attempts to estimate restraint SDs may be bypassed, instead
allowing the weight of external restraints to be controlled using only the weighting
terms in the refinement program.

22.2.3 Generic Interatomic Distance-Based Restraints

Further to using a reference structure, ProSMART is able to generate restraints
based on individual structural units. Specifically, these include generic bond-like
restraints and structural fragment restraints, each of which are useful in different
circumstances. Such restraints might be used when a suitable reference structure is
not available, or when the reference chain is itself not sufficiently well-refined.

Both generic bond and fragment-based restraints may have broad application,
most notably in the generation of restraints for secondary structural elements. Usage
may be varied in practical application. For example, these restraints can be used to
stabilise refinement in later stages, or temporarily force the maintenance of sensible
conformations during earlier stages of the model building/refinement process.
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22.2.3.1 Generic Bond Restraints (Hydrogen Bond Restraints)

Generic restraints representing specific atomic interactions may be generated using
ProSMART. By default, these are configured to represent backbone hydrogen bonds,
and as such can be used to help stabilise secondary structure. However, the approach
is general and thus is extensible to custom applications.

All generic bonds have a detection range (e.g. 2–3:5 Å) and a target value
(e.g. 2:8 Å). Rules may be applied that govern which atoms are allowed to interact,
e.g. only O–N atom-pairs for helices; both N –O and O–N atom-pairs for sheets
and loops. Also, specific residue separations between the atoms may be required,
e.g. 3 residues for 310-helices; 4 for ˛-helices; 5 for �-helices. Furthermore, other
criteria may be used in order to ensure chemical sense, for example a nitrogen
atom may only form one hydrogen bond restraint, and an oxygen atom may form
a maximum of two hydrogen bond restraints; where necessary the most favourable
configuration is always selected.

22.2.3.2 Fragment-Based Restraints

External restraints may be generated using a sequential n-residue fragment repre-
senting a particular local conformation. For example, an “ideal” ˛-helix may be used
to generate restraints that will keep helical structures intact. Such helical restraints
are different to generic hydrogen bond helical restraints, since they include restraints
between all sufficiently close backbone atoms. Also, the fragment based helical
restraints do not require strict compliance with ideal secondary structure conforma-
tion in order to be detected, unlike with conventional secondary structure detection
methods. This is particularly relevant at low resolution, where secondary structure
may not be sufficiently well-formed to be detected from predicted hydrogen bonding
patterns.

The suitability of other general in-sequence fragment-based restraints, such as
for ˇ-strands, is less obvious due to their comparatively high degrees of flexibility,
and the fact that hydrogen-bonding occurs between, not within, ˇ-strands. Another
potential application would be when it is desired for a particular region to adopt a
known conformation (e.g. if a specific small portion of conserved structure is found
between the target and a reference chain); the suitability of such an approach would
have to be carefully considered for the particular case. In principle, any structures
may be used as reference fragments.

Since aligned fragments may overlap (e.g. consecutive helical fragments), it is
possible for a particular atom-pair to be restrained to several atom-pairs in the
reference fragment. For example, in a helical fragment, the distances between main
chain atoms in residues i and j may be very similar to those in residues i C 1

and j C 1. In such cases, restraints for a target atom-pair in a helix might be
generated using corresponding atoms from residues i and j , or those from residues
i C 1 and j C 1. Consequently, it is necessary to decide which residues to use
for restraint generation. More generally, any restraint between atoms from residues
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i and j may result from several fragment alignments. Specifically, the reference
fragment, which has residue range Œ1; n�, may be aligned to any of the residue
ranges Œj � nC 1; j �; : : : ; Œi; i C n� 1� in the target structure, whilst still implying
correspondences for residues i and j (where j � n < i < j ). Therefore, ignoring
heterogeneities and boundary conditions, there may be up to i � j C n potential
alignments of residues i and j with some residues in the reference fragment.

The list of potential residue correspondences is reduced by fragment score
criteria, since we only want to generate fragment-based restraints for regions of
structure sufficiently similar to the reference fragment; only configurations with
associated Procrustes dissimilarity (local RMSD) scores below some threshold are
included. Of the remaining potential residue-pair alignments, if any, the one with
the most favourable associated fragment Procrustes score is selected for restraint
generation.

22.3 Jelly-Body Restraints

Similarly to external structural restraints, jelly-body restraints are real space reg-
ularisers in interatomic distance space. However, jelly-body restraints belong to a
special class of regularisers that do not have a target value. These “restraints” do not
impose any externally-derived prior information, and may in principle be applied to
any structures.

Jelly-body restraints take the following form:

wjelly

X

dcurrent�dmax

.d � dcurrent/
2 (22.8)

for all atom-pairs from the same chain separated by no greater than some maximum
distance dmax (default 4:2 Å) so that all sufficiently-close atom-pairs are conceptu-
ally restrained to their current values. However, the objective value is updated at
every step, so that for all atom-pairs we always have d D dcurrent. In effect, the
current state of the system is the prior information utilised by jelly-body restraints.

Note that jelly-body restraints inherently make zero contribution to the target
function and its gradient. Consequently, jelly-body restraints have the desirable
property that, in the absence of any external information, they do not alter
the minima of the target function. However, jelly-body restraints do contribute
to the second derivative of the target function, and so change the refinement
search direction. These restraints thus act as regularisers, improving the effective
parameter to observation ratio and thus stabilising refinement, without introducing
external bias.

This technique has strong similarity to the elastic network model calculations
[31]. It should be noted that a similar (although notably different) technique has
been implemented in CNS, termed DEN [7].
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22.4 Practical Usage

Here we present an example of re-refinement of a low resolution structure taken
from the Protein Data Bank [9]. Where appropriate, the model was re-refined
using 40 iterations of refinement by REFMAC5, using main and side chain external
structural restraints generated by ProSMART.

It should be noted that the examples of the re-refinement of deposited models
presented here may not represent typical application, since external restraints may
also be applied during both earlier and latter stages of the refinement process in order
to help models adopt more reliable conformations. Here, automated REFMAC5
refinement was performed using largely default settings (e.g. no TLS groups), and
no attempt is made to achieve “good” final models. Rather, in order to demonstrate
practical usage, our example effectively amounts to considering a snapshot during
the model building/refinement process.

22.4.1 Automated Re-Refinement of Ovotransferrin 1ryx

We consider the re-refinement of the low-resolution 3:5 Å structure 1ryx [32]
using external restraints from the higher-resolution 2:8 Å homologue 2d3i [33].
Illustrations of the models are displayed in Fig. 22.2. Consideration of this case
demonstrates that external restraints can have a positive effect on refinement even
when the target and reference structures are from different crystal forms, the models
are in different global conformations, and exhibit regions of substantially different
local structure. This indicates the approach has the potential to be both flexible and
robust with respect to these factors.

We should clarify that, in presenting this example, we do not mean to criticise
the original work of the authors of the low-resolution structure. Rather, we are
demonstrating the power of these recently-developed refinement techniques that
were not available at the time of original refinement.

As can be seen in Fig 22.3, default re-refinement of 1ryx resulted in a substantial
increase in both Rfree and �R D Rfree � R, indicating a high degree of overfitting.
However, the use of jelly-body restraints stabilises refinement, yielding small
reductions in both R and Rfree, and importantly stabilising �R. The use of external
restraints from 2d3i results in further reductions in both R and Rfree, whilst
maintaining stability of �R. Note that, according to the refinement statistics, the
jelly-body restrained refinement path is smooth (smoothly approaches the closest
local minima of the existing likelihood function), whilst that corresponding to
external restraints is more heterogeneous. This is because the use of external
restraints alters the likelihood function, and thus the model may undergo more
substantial changes in search of the local minima. Such heterogeneity will depend
on the agreement between the reference structure and the current state of the target
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Fig. 22.2 Depictions of ovotransferrin structures 1ryx and 2d3i, taken from the Protein Data Bank
[9]. Both structures comprise one chain in the asymmetric unit. 1ryx was processed assuming the
space group P43212, whilst 2d3i was processed in P21. The two models adopt different global
conformations (consider the relative orientations of the upper two domains). Also, there are regions
that exhibit clear structure dissimilarity, which could be due to genuine differences between the
crystals or due to model incorrectness (consider the lower-left domain). Note also that the lower
resolution structure has fewer regular well-defined secondary structure elements than the higher
resolution homologue (Images were produced using CCP4mg [21])

Fig. 22.3 Refinement
statistics corresponding to the
re-refinement of 1ryx, which
had original R/Rfree of
0:286/0:330. After 40 cycles,
default refinement resulted in
R/Rfree of 0:239/0:365 (light
grey lines), with jelly-body
restraints 0:265/0:322 (dark
grey lines), and with main and
side chain external restraints
from 2d3i 0:263/0:307 (black
lines). R-values are shown as
solid lines, and Rfree as
dashed lines (The image was
produced using R [34])
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Fig. 22.4 Ramachandran plots corresponding to the model 1ryx. Plots are shown corresponding
to (a) the original model, and (b) the model after re-refinement with main and side chain external
restraints from 2d3i. Note that backbone torsion angles are not explicitly restrained by the external
restraints. Rather, the general improvements in their values are a consequence of stabilisation
of local structure, which is performed in interatomic distance space (Plots were produced using
COOT [35])

model, the suitability and quality of the reference structure, and on the degree to
which the external restraints alter the phases (thus electron density) during the
refinement process.

However, it is important not to rely solely on refinement statistics when
attempting to qualify or quantify model improvement. Various validation tools are
available for accessing model reliability given prior knowledge. Figure 22.4 displays
Ramachandran plots corresponding to the model before and after automatic re-
refinement with external restraints. Overall, we see that the use of external restraints
results in greatly improved backbone geometry, indicating a more reasonable model.

22.4.2 Procedural Refinement Strategies. Example: Localised
Conformation Change due to External Restraints

Further to looking at global statistics and geometry validation, it is important to
investigate how well the localised regions of the model agree with the electron
density. Such manual inspection may reveal parts of the model that:
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• can be easily fixed by real space refinement, e.g. side chain flips;
• are spurious, perhaps incorrectly modelled or disordered, which require careful

consideration;
• have been pulled out of a sensible conformation into an incorrect one by

the external restraints, in which case external restraints should be regenerated
excluding these identified regions, and refinement should be repeated;

• have been affected by the use of external restraints, changing interpretation of the
electron density map, ultimately allowing potential for subsequent improvement
by manual real space refinement;

• have been improved by use of external restraints.

Note that, since external restraints may have a positive effect on some regions of
structure and a negative effect on other regions, overall global statistics may be
misleading. For example, in the case of improved refinement statistics, it could be
that external restraints negatively effect some regions, which would need to be fixed.
Equally, in the case of worse refinement statistics, it may be that external restraints
positively effect some regions, and that the worsened statistics are only due to the
application of external restraints in certain localised regions. Whilst the use of the
Geman-McClure function aims to allow robustness to outliers, this behaviour may
be unavoidable in some circumstances.

For example, Fig. 22.5 considers a localised region of 1ryx that undergoes
substantial conformational change due to the use of external restraints. The region
shown on the left (around Asn473) exhibits plausible improvements in both model
and density after refinement with external restraints (Fig. 22.5b). However, it is
evident that there is scope for further model improvement in this region. Conse-
quently, minor real space refinement is performed (Fig. 22.5c), before subsequent
refinement with jelly-body restraints (Fig. 22.5d). Note that in the final round of
refinement, the external restraints are removed, and only jelly-body restraints are
used. The jelly-body restraints regularise refinement, making it sufficiently stable
so that the noisy data does not cause the model to lose the sensible conformation
imposed by the external restraints. At the same time, the removal of the external
restraints means that the model is free to refine into the density, rather than
continue to have strong bias towards the reference structure. This multi-stage
process – refine with external restraints; manual real space refinement; refine with
jelly-body restraints – can thus form a powerful procedure when refining at low
resolution.

The density corresponding to the trace shown on the right side of Fig. 22.5
disappears following application of external restraints. This could be due to a
number of reasons, e.g. incorrectly built trace, model bias, disorder, insufficiently
refined phases, or inappropriate application of external restraints. In practice, careful
remodelling of this region would be considered, although this is beyond the scope
and purpose of this example.
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Fig. 22.5 Example of the re-refinement of 1ryx using main and side chain external restraints,
focussing on a region (around Asn473) that undergoes dramatic conformational change during
refinement. After automated refinement with external restraints (b), the model was manually
altered (c) by real space refinement of His472–Thr475, before subsequent refinement without
external restraints but with jelly-body restraints (d). Models corresponding to subfigures (a), (b)
and (d) had R/Rfree 0:286/0:307, 0:263/0:307 and 0:253/0:304, respectively. Electron density map
contours are shown at 1:3 . The trace shown on the right corresponds to a symmetry-related copy.
Images were produced using CCP4mg [21]

22.4.3 Refinement Strategy May Affect Biological Conclusions.
Example: Differences in Density Map Interpretation

The use of external restraints can in some cases result in new or altered features
appearing in the electron density map. For example, Fig. 22.6 depicts the N-lobe in
1ryx, which contains the two Tyr residues (Tyr92 and Tyr191) involved in liganding
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Fig. 22.6 Example of the re-refinement of 1ryx using main and side chain external restraints,
focussing on a region (around Lys209) that exhibits changes in the electron density after re-
refinement with external restraints. After automated refinement with external restraints (b), the
model was manually altered (c) by building the side chain of Tyr92 and adjusting Lys209,
before subsequent refinement without external restraints but with jelly-body restraints (d). Models
corresponding to subfigures (a), (b) and (d) hadR/Rfree 0:286/0:307, 0:263/0:307 and 0:252/0:307,
respectively. Electron density contour shown at 1:3 . Images were produced using CCP4mg [21]

Fe3C ions [32]. Note that the side chain of Tyr92 is unmodelled. However, after re-
refinement with external restraints (Fig. 22.6b), density appears for the Tyr92 side
chain. Furthermore, the Tyr191 side chain changes its rotameric state. Also note
that extra density appears in the N-lobe, which could hint at residual metal binding
– in practice, whether or not this is the case would have to be further investigated
following subsequent rounds of refinement and model improvement.

After manually building the Tyr92 side chain and adjusting the position of
Lys209 (Fig. 22.6c), we re-refine the structure using jelly-body restraints (without
external restraints, using a similar procedure to above). The resultant electron
density map (Fig. 22.6d) gives a very different picture of the N-lobe in comparison
with the original structure. Note that there may be opportunity for significant model
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improvement in this case. In fact, in this case, refining the structure with external
restraints reveals opportunities for flipping and building many other side chains (not
shown), as well as significant portions of backbone that would need to be considered
carefully (e.g. as can be seen in Fig. 22.5). As such, further rounds of model building
and refinement may have lead to further clarity regarding the structure of the N-lobe
and other regions of functional relevance (although that is not the purpose of this
example, and so is not further explored here).

This example demonstrates that recently developed techniques for refining at low
resolution can aid refinement, allowing new features to be revealed in the map. It is
evident that improving the model in this way can result in dramatically different
interpretation of the electron density, and in some cases may lead to different
conclusions being drawn regarding biologically-relevant regions.

22.5 Anisotropic Regularised Map Sharpening

The map sharpening problem can be written in the general form:

� D g.�0; k; n/ (22.9)

where �0 is the underlying signal we would like to observe (actual electron density),
� is observed signal (model of electron density, from observation), g is a process
through which blurring operates on the signal, k is a blurring function that changes
the signal (�0) before observation is carried out, and n is noise. However, this
formulation is too general to be practical. In order to make the problem manageable,
we must make assumptions regarding the functional forms of g and k, and assume
a model for the noise n. Therefore, for simplicity, we assume that noise is additive
and the blurring function is linear:

�.x/ D
Z

k.x; y/�0.y/dy C n.x/ (22.10)

If there were no noise then the problem would be a linear equation. This
problem is ill-posed, especially when k is near singular, i.e. small perturbations
in input parameters may cause large variations in output. For example, the effects
of small noise addition, an incorrectly defined blurring function, or Fourier series
termination, may result in an uninterpretable “deblurred” electron density map. It
should be noted that in crystallography we always deal with limited, noisy data,
and that Fourier series termination is always present. Even if there were no noise
and we had knowledge of the exact blurring function k.x; y/, solving Eq. (22.10)
would still not be straightforward. The numbers of equations and parameters to be
estimated are equal to the number of grid points in the electron density, which can
be very large.
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The problem becomes manageable, whilst not completely reflecting reality, when
we make the further assumption that the blurring function is independent of position.
This simplification essentially means that the whole content of the asymmetric unit
oscillates as a unit, with no rotational component, resulting in the blurring function
having the property k.x; y/ D k.x � y; 0/. Using the notation k.x/ D k.x; 0/,
Eq. (22.10) becomes:

�.x/ D
Z

k.x � y/�0.y/dy C n.x/ (22.11)

Since the problem is ill-posed, we can approach its solution utilising ideas from
the field of regularisation [36]. Under the assumption of white noise, our ill-posed
problem may be replaced by the minimisation problem:

ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ

Z

k.x � y/�0.y/dy � �.x/
ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ

2

C �f .�0/ ! min (22.12)

where jj:jj denotes the L2 norm, f is a regularisation function, and � is a
regularisation parameter to be selected. Usually, regularisers are chosen so that
the resultant function obeys certain conditions. For purposes of example, we shall
consider two popular conditions: (1) the function should be small; and (2) the first
derivatives of the function should be small (i.e. the function should vary slowly).
For the first case we have:

f1.�/ D jj�.x/jj2 D
Z

�2.x/dx (22.13)

and for the second case:

f2.�/ D
Z X

i

	
@

@xi
�.x/


2
dx (22.14)

which is known as a first order Sobolev norm. Since � is a periodic function, we can
write:

f2.�/ D �.��; �/ D �
Z

��.x/�.x/dx (22.15)

where � is the Laplace operator (� D P
i
@2

@x2i
), and (.,.) it denotes the scalar

product in Hilbert space.
Now the problem is reduced to finding the minimum of the functional:

ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ

Z

k.x � y/�0.y/dy � �.x/

ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ

2

C �.L�0; �0/ ! min (22.16)

where L D I (identity operator) for L2 type regularisers (first case), and L D ��
for Sobolev type regularisers (second case).
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Using Plancherel’s theorem, the convolution theorem, and the fact that the
Fourier transformation of the Laplacian is proportional to the negative squared
length of the reciprocal space vector, we can rewrite the problem as:

1

2

X

hkl

.F .k.x//F0hkl � Fhkl /2 C 1

2
˛t.jsj/F 2

0hkl ! min (22.17)

where Fhkl is the structure factor before sharpening (e.g. 2mFo�DFc type maps)
and F0hkl is that after sharpening, jsj D 2 sin 	=
 is the length of the reciprocal
space vector, with t.s/ D 1, ˛ D � for regularisation function f1, and t.s/ D s2,
˛ D .2�/2� for f2. This minimisation problem has a very simple solution:

F0hkl D F .k.x//

F .k.x//2 C ˛t.jsj/Fhkl (22.18)

When k.x/ is Gaussian then the equation has the especially simple form, since
K.s/ D F .k.x// D exp.�sT Bdeblurs=4/, with Bdeblur as an anisotropic de-blurring
B-value.

Unfortunately, in reality neither B-values nor ˛ are known. Whilst there are
several techniques to find an “optimal” value for ˛ when the blurring function is
known [18], in our implementation such an approach did not give consistent results.
Therefore, we used the following ad hoc procedure for selection of the regularisation
parameter. Denoting K˛.s/ D K.s/

K2.s/C˛t.jsj/ and A˛.s/ D K˛.s/K.s/, we see that
A˛ is similar to the hat function used in regression analysis [37]. We can define
the degrees of freedom of errors3 (the number of observations minus the effective
number of parameters) as:4

ndf D tr.I � A˛/ D
X

hkl

.1� A˛.s// (22.19)

Note that when ˛ D 0, ndf D 0, and when ˛ ! 1 then ndf is equal to the
number of observations. We select ˛ so that ndf is equal to 10–20% of the number
of observations. Since we do not know the exact values of B and ˛, we also perform
ad hoc integration using an empirically-derived distribution of these parameters. The
necessary integral may then be written:

F int
0hkl D

Z

˛;B

P.B; ˛/F0hkl .˛; B/d˛dB (22.20)

3This is the simplest way of defining effective degrees of freedom of errors. Another formula is:
ndf D tr.I � A˛/

2.
4The equation has a simple form in reciprocal space and position independent blurring function
when sharpening matrices are diagonal.
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D
Z

˛;B

P.B; ˛/K˛.B/Fhkld˛dB (22.21)

D Fhkl

Z

˛;B

P.B; ˛/
e�sT .BanisoCB/s=4

e�sT .BanisoCB/s=2 C ˛t.jsj/d˛dB (22.22)

where Baniso reflects anisotropy of the data, and is calculated during scaling of the
calculated structure factors relative to the observed ones, under the conditions that
it obeys crystal symmetry, and tr.Baniso/ D 0.

The joint probability distribution of B and ˛ can be written:

P.B; ˛/ D P.B/P.˛IB/ (22.23)

The mean value of the isotropic part is taken to be equal to the median value
(B) of coordinates (although it may be better to use Wilson’s B-value estimated
using the intensity curves derived by Popov and Bourenkov [38]). We approximate
the distribution of the isotropic part of the B-values using a Gaussian distribution
centred at Bsharp, with standard deviation equal to Bsharp

10
. For each B-value, we select

˛ so that ndf is 10–20% of the number of observations, and the standard deviation
of the distribution of ˛ is taken to be ˛B

10
.

Note that Eqs. (22.16) and (22.17) suggest a class of regularisers. They can be
selected to use particular knowledge about the electron density in real and reciprocal
space. For example, if it is desired to suppress of effect of ice rings, then one can
select t.jsj/ so that the corresponding reflections are weighted down.

22.5.1 Implementation and Example

We have implemented anisotropic sharpening with L2 and Tikhonov-Sobolev regu-
larisers with and without integration over the ad hoc joint probability distribution
of B and ˛ using probability distribution (22.23). We have also implemented
the regularisation function t.s/ D 1 C s2. These are available from REFMAC5
version 5:7. In our tests, all regularisation functions have given similar results.
This is not surprising, as the major problem is that the blurring function is
not position independent. Before finding accurate regularisers, the problem of
modelling position dependent blurring functions should be dealt with. All results
presented here were achieved using the L2 type regulariser.

Map sharpening was tested for many cases using data sets from the PDB [9] with
resolution below 3 Å. The best results were obtained for PDB code 2r6c [39]. For
any low resolution data taken from the PDB, before map calculation we generally
try jelly-body, local NCS (if present) and external reference structure (if applicable)
restrained refinement and take the best refined results for further analysis. For 2r6c,
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Fig. 22.7 Visual effects of map sharpening on electron density. This example was taken from
PDB code 2r6c. Images show the map with: (a) no map sharpening; (b) map sharpening using
the inverse filter (no regularisation); (c) regularised sharpened map using the L2 type Tikhonov
regulariser, with sharpening coefficients integrated over B and ˛, as described in the text. The
backbone trace of 2r6c chain C is shown in green (light grey in monochrome). The homologous
structure 2r6a chain A is shown in blue (dark grey in monochrome), superposed using residues
270–287 from 2r6a(A). The image shows unmodelled density in 2r6c that corresponds to a helix
present in 2r6a. Both sharpened maps show more features than the unsharpened map, with the
regularised map giving more connectivity. Images were produced using CCP4mg [21]

the originalR=Rfree statistics reported in the PDB were 32:1=34:4. After refinement
these values became 24:0=30:0. Figure 22.7 shows an illustration of the maps after
refinement with and without unregularised and regularised map sharpening. It is
apparent that, in this case, more features (possibly side chains) and connectivity
can be seen when using regularised map sharpening. Whilst this example shows
regularisation using the L2 type regulariser, it should be noted that the Sobolev type
regulariser gave similar results.



254 R.A. Nicholls et al.

22.6 Conclusions and Future Directions

We have presented tools to aid low resolution refinement, each of which are types
of regularisers. Specifically, these include external structural restraints, jelly-body
restraints and anisotropic regularised map sharpening. These new techniques are
intended to allow model improvement that would not otherwise be possible, and
can lead to new map features being revealed.

The use of external restraints derived from reference structural information
gives promising results. Sometimes improvements are subtle, whilst in other cases
improvements may be dramatic. In particular, we have demonstrated how improved
models can be achieved using an example of the externally-restrained re-refinement
of a deposited model. We have also shown that, following the application of
external restraints, subsequent refinement (without external restraints) can then be
stabilised by jelly-body restraints, which are very effective in providing resistance
to overfitting.

At low resolution, affects such as model bias cause difficulties in qualifying any
model improvement or impairment during the refinement process. We commonly
rely on refinement statistics (e.g. R-values) to determine model quality, but they
are not always conclusive. It is important to complement such measures with
independent validation, e.g. from considering model geometry. However, such
statistics are not always conclusive – it is often possible to have worse global scores,
but improved local structure in some regions, and vice versa. However, as seen in
our examples (see Figs. 22.5 and 22.6), the calculated electron density map may
not always be reliable. Indeed, unoptimal refinement can lead to incorrect map
interpretation. This results in low resolution structure determination having great
potential for error.

Since the use of external restraints will alter global geometry validation statistics,
such results should be interpreted accordingly, and the integrity of local structure
should always be considered. Indeed, it is important to always manually inspect
the electron density to check that the model agrees reasonably well with the
data, thus ensuring local suitability of the use of external restraints, despite any
apparent improvement or degeneracy in overall statistics. If there are any serious
artefacts that arise due to bias towards the reference structure, it may be appropriate
to re-attempt externally-restrained refinement, excluding particular residues from
external restraint generation.

In some cases, better results can be achieved by utilising information from mul-
tiple reference structures, the difficulty often being that this requires the existence
and availability of multiple structures suitable as references. Our implementation
allows the generation of external restraints based on multiple reference structures;
currently, the restraints most consistent with the target model are selected for use
during refinement, although other strategies are possible.

For practical application, we anticipate external restraints to also be of particular
use during earlier stages of model building/refinement, for stabilising local structure
and helping to achieve sensible model geometry. Of course, the degree of any
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improvement due to external restraints will be limited by the suitability and quality
of the reference structural information. Certainly, there is an immediate need
for ways to automatically validate the suitability of reference structures, most
importantly at the local level, so that destructive restraints are not generated, or
are appropriately weighted down (whilst down-weighting is already effectively
performed by using robust estimators in our implementation, other complementary
approaches would be desirable). For example, in application it may be sensible
to attempt re-refinement of any reference homologous structures before restraint
generation, in an attempt to improve the quality of the prior information. This might
be performed manually or automatically, e.g. using the protocol of PDB REDO [40].
In some cases, manual model re-building and refinement of reference structures
may be necessary/appropriate, and thus should ideally always be considered. Such
approaches may reduce any error propagation from reference to target models.

We have also implemented generic DNA/RNA basepair restraints based on
interatomic distances, torsion angles, and chirality; testing is currently in progress.
Parameters for these restraints have been taken from Neidle [41]. For accurate
refinement of DNA/RNA, it is necessary to use sugar puckering as well as base
stacking restraints. Whilst it is relatively simple to implement sugar puckering
restraints, e.g. using the elegant method presented by Cremer and Pople [42],
determining appropriate distributional parameters will take some time. Designing
restraints for base stacking is a much more challenging problem, for which we do
not currently have any satisfactory approaches.

There is much room for improvement and future exploration in the generation
and application of external structural information. Some of the more notable features
include:

1. Further investigation into the cooperative usage of external restraints from
multiple reference structures. Specifically, this would involve expanding the
approach of restraint generation and SD estimation to better utilise situations
where multiple reference structures are available. In the current implementation,
all restraints are pooled, or alternatively only the “best” restraints are selected.
A more sophisticated solution would be to more appropriately describe the
distribution of each interatomic distance restraint. This would result in the
assignment of bespoke restraints for each individual atom-pair that more closely
represent reality, being based on observed intraclass flexibility. However, this
would require an appropriate array of reference structures, which may include:
different forms/models of the same protein; classes of structurally similar
proteins; structure ensembles resulting from other experimental (NMR) or
theoretical (MD) techniques.

2. Consideration of generic restraints derived from considering the density of
fragment conformation space. This may allow the expansion and generalisation
of the presented fragment-based approach into an automated method, which
is currently only recommended for ˛-helical restraints and for cases afforded
special manual consideration.
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3. Assessment and identification of structures appropriate for use as external
references, given a target. Currently, reference structures are manually identified,
and suitability manually assessed. It would be desirable for such decisions to be
reliably automated, e.g. using BALBES [43].

4. Ability to generate external restraints to homologous DNA/RNA structures.
5. Multicrystal refinement, whereby multiple datasets are used to achieve a single

model (as with multicrystal averaging). Each model would be a refinement
target, as well as being used as a reference structure for all other models.
Successful implementation of this is an important future prospect for low
resolution refinement.

6. Further generalisations to regularised map sharpening. The implemented method
of regularised map sharpening uses the assumption that the blurring function is
position independent. However, this assumption may not always be valid – it is
expected for the oscillation of molecules within a crystal to be more complex, and
crystal disorder to be more anisotropic. One natural extension to map sharpening
would be to use TLS parameters [44] as a blurring function. However, we are
not aware of a simple solution to this problem. Another problem with the current
approach is that we assume that noise and signal are uncorrelated, and that the
noise is white noise. This may not reflect reality, especially when atomic model
errors are dominating contributors to the noise. For density modification, the
problem may become even more complicated.
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16. DeLaBarre B, Brünger AT (2006) Considerations for the refinement of low-resolution crystal
structures. Acta Crystallogr D Biol Crystallogr 62(8):923

17. Gonzalez RC, Woods RE (2002) Digital image processing. Prentice Hall, Upper Saddle River
18. Vogel R (2002) Computational methods for inverse problems. SIAM, Philadelphia
19. Mooij W, Cohen S, Joosten K, Murshudov G, Perrakis A (2009) “Conditional Restraints”:

Restraining the Free Atoms in ARP/wARP. Structure 17(2):183
20. Bollati M, Barbiroli A, Favalli V, Arbustini E, Charron P, Bolognesi M (2012) Structures of the

lamin A/C R335W and E347K mutants: Implications for dilated cardiolaminopathies. Biochem
Biophys Res Commun 418(2):217–221

21. McNicholas S, Potterton E, Wilson KS, Noble MEM (2011) Presenting your structures: the
CCP4mg molecular-graphics software. Acta Crystallogr D Biol Crystallogr 67(4):386

22. Geman S, McClure D (1987) Statistical methods for tomographic image reconstruction. Bull
Int Stat Inst LII:5
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Chapter 23
High Resolution Macromolecular
Crystallography

Mariusz Jaskolski

Abstract Atomic resolution is achieved when diffraction data extend beyond 1.2 Å.
Structure refinement at this resolution allows anisotropic ADPs, reliable interpre-
tation of static disorder, solvent structure and H atoms. Stereochemical restraints
can be relaxed or removed, providing unbiased high-quality information about
macromolecular stereochemistry, which in turn can be used to define improved
conformation-dependent libraries. The surplus of data allows estimating least-
squares uncertainties in the derived parameters, analogously to small-molecule
standards. Atomic resolution data provide the most reliable information about
macromolecular structure, especially important for validating new discoveries or
resolving subtle issues of molecular mechanisms. At ultrahigh resolution it is
possible to study charge density distribution by multipolar refinement of electrons
in non-spherical orbitals. The current limit for macromolecular crystal X-ray
diffraction is 0.55 Å for nucleic acids (Z-DNA) and 0.48 Å for proteins (crambin).
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23.1 Introduction

The criteria for high resolution in macromolecular crystallography are drifting in
the desired direction (i.e. towards smaller dmin values) with time; a 2.5 Å data set
that would be considered “high-resolution” 30 years ago is medium resolution,
at best, today. Also different techniques have different criteria: a cryo-EM image
reconstruction at 6 Å would be proudly classified as high-resolution while in X-ray
crystallography it’s almost beyond the limit of even low resolution. Although
NMR spectroscopists sometimes borrow this term to describe their models, this
is actually misleading because NMR-derived models simply do not have a clearly
defined resolution. Even in crystallography, strictly speaking, “resolution” refers
to the diffraction data and electron density maps (as their Fourier transform) and
not to models, which are only interpretations of electron density (and could be
even incorrect!). Crystallographic resolution is defined as the minimum d-spacing
in Bragg’s Law (œD 2dminsin™max) corresponding to the maximum glancing angle
™max at which statistically significant reflections are still observed. With rigorous
application of optical principles, it can be demonstrated that this dmin limit cor-
responds almost exactly to the minimal separation of two points that can be still
distinguished in electron density maps generated by Fourier transformation. To
add to the terminological confusion, we note that even crystallographers are not
always precise in their vocabulary, as illustrated by the contradictory term “super-
resolution with low-resolution data” and its controversial [42] elaboration that “a
structure derived from low-resolution diffraction data can have quality similar to a
high-resolution structure” [30].

On the somewhat arbitrary scale of resolution intervals (Fig. 23.1), the point
at dmin D 1.2 Å has been defined by Sheldrick [31] as atomic resolution. This
definition was later supported by a thorough mathematical argument [8] but its
usefulness is obvious as at this level all non-hydrogen atoms should be resolved,
including those in the shortest (1.2 Å) CDO bond. In this article, we will limit
discussion of high-resolution macromolecular crystallography to atomic-resolution
studies satisfying the Sheldrick criterion. By “ultrahigh” resolution we will mean at
least 0.8 Å, roughly corresponding to a full sphere of Cu K’ data. Atomic resolution
macromolecular crystallography has been recurring in systematic reviews. The
present article is based on the previous reviews (e.g. [12, 33]) but also discusses
the most recent developments.

23.2 Experimental Aspects

Although personal preferences and case-to-case requirements may differ (e.g.
demanding high redundancy to enhance weak anomalous signal or, conversely,
reduced exposure to minimize radiation damage), if a single advice is to be
given, it would be: always get the highest resolution during your diffraction
experiment. This will ease all subsequent steps, will help reduce model bias, and will
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Fig. 23.1 Division of resolution into descriptive intervals. Only the criterion of atomic resolution
has precise definition (1.2 Å). The annotations above the resolution bar indicate the allowed level
of interpretation. The histogram illustrates, on a relative scale, the growth of the data set with
increasing resolution

authenticate any unusual features discovered in the structure. With high-brilliance
third-generation synchrotron sources and modern highly sensitive, fast and reliable
detectors, achieving 2 Å resolution or better, is now almost a norm in routine stud-
ies, although difficult cases, especially of large macromolecular complexes, will
continue to challenge the frontiers of macromolecular crystallography.

However, collecting meaningful high-resolution data is not equivalent to
“visiting” high-order hkl indices in the reciprocal space for which no statistically
significant intensity signal can be detected. As a rule of thumb, one should expect
the average signal-to-noise ratio (<I/¢(I)>) in the highest resolution shell to be
at least 2. Setting <I/¢(I)> at 2 is typically equivalent to having about 50 % of
the data in the last resolution shell with I> 2¢(I), i.e. with statistically significant
non-zero intensity. The above criteria are rather conservative but should guarantee
a high-quality data set. A resolution-oriented approach could, however, push dmin to
the extreme limit where adding more observations does not add information [15].
Statistically, this would correspond to a correlation coefficient CCtrue between the
experimental data and ideal noise-free signal of about 0.4. Diederichs and Karplus
[21] have shown that CCtrue can be estimated by CC1/2, which measures correlation
between two half-sets and should be acceptable down to �0.1. It is also good to have
the last resolution shell as complete as possible. (Parenthetically we note that at very
high resolution, e.g. with dmin< 1 Å, diffraction data statistics should be analyzed in
more shells of resolution, e.g. 20, especially for large unit cells.) It does not mean,
however, that one should artificially truncate high-resolution data only to see high
completeness in the last resolution shell. On the contrary, all reflections are precious
and should always be included, particularly at high resolution. If completeness in the
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last resolution shell is really poor (for instance, as a consequence of a rectangular de-
tector, which captures high resolution only at the corners), it is possible to estimate
effective resolution (as opposed to the nominal resolution of the sparsely populated
last shell), by finding deff at which a reciprocal lattice sphere with radius 1/deff would
be filled completely with the available data points. Alternatively, one can estimate
optical resolution dopt by a Gaussian analysis of the Patterson map based on optical
principles, as proposed by Vaguine et al. [36] and implemented in SFCHECK.
Another reason for the rapidly deteriorating data completeness at high resolution is
the rejection by most data processing programs (with default setting) of reflection
intensities with large negative values (I<�3¢(I)). This practice, which is equivalent
to outlier rejection, is acceptable, but the threshold (�3¢(I)) should not be manip-
ulated (raised) to “improve” (the appearance of) the data set. Likewise, no ¢-cutoff
should be applied to select reflections for refinement. However, in algorithms that
use jFoj for refinement, the data will be effectively truncated at 0¢(I), by eliminating
negative intensities during the jFoj D p

I conversion. From this point of view, refine-
ment programs utilizing reflection intensities, such as SHELXL [7], are preferred.

It should be noted that the ¢(I) values, estimating the errors of intensity
measurements, obtained from area detectors are typically not very accurate, as
there is no good way to estimate them from signal-accumulating measurements.
Consequently, the statistics based on ¢(I) values could be flawed.

The second most important parameter of a good data set is high redundancy,
which always improves data quality but has to compete with radiation damage. In
addition to reducing random errors, multiple observations can be used to estimate
standard deviations of intensity measurements.

Rmerge as a resolution-limiting criterion is not recommended (although in
accurate high-resolution studies high-quality data characterized by low R-values are
desirable). Rmerge is naturally higher at high symmetry and with high redundancy,
although multiple observations are certainly improving data quality. Better,
redundancy-independent parameters (e.g. Rrim) have been proposed by Diederichs
and Karplus [13] and Weiss and Hilgenfeld [37, 38].

Most (16-bit) detectors do not have sufficient dynamic range to reliably record
very strong and very weak data at the same time. It may be thus necessary to
measure the strongest, low-resolution data in a quick additional pass. At ultrahigh
resolution, three runs may be necessary, e.g. 1–2.0, 2.4–1.0 and 1.5–0.7 Å, with
relative 1:10:100 exposure, to eliminate detector oversaturation in the respective
resolution ranges. The quick low-resolution pass should be recorded first, before
extensive radiation damage takes place.

23.3 Application of Direct Methods at Atomic Resolution

Although this chapter is mainly concerned with high-resolution refinement, it may
be appropriate to mention that at atomic resolution, solution of the phase problem by
direct methods, either in their classic form or as dual-space recycling (“shake and
bake”), is possible. Indeed, the formulation of the 1.2 Å criterion was motivated
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by the applicability of direct methods [31]. Although originally deemed limited
to small-molecule structures (100 independent non-H atoms), direct methods can
now solve routinely macromolecular structures of 1,000 atoms, provided accurate
atomic-resolution data are available. The list of successful phase determinations
includes difficult cases (e.g. with unexpected special-position heavy atom; [34]) and
is crowned with a protein structure (T4 lysozyme) comprised of over 1,300 non-H
atoms [25].

23.4 Model Refinement at High Resolution

Historically, high order refinements were carried out with careful gradual extension
of resolution. This strategy, originally dictated by limited computer power, is
no longer necessary if the starting model is very good. However, when only an
approximate model is available, starting the refinement at about 2 Å, and even
inclusion of a rigid-body refinement step may be indicated to increase the radius
of convergence.

The first round of refinement at full resolution is done with isotropic atomic
displacement parameters (ADPs), and is followed by model adjustment in electron
density maps and inclusion of the most evident solvent molecules. Switching from
isotropic to anisotropic model at this stage more than doubles the number of model
parameters and brings about a dramatic decrease of the R factors (up to 0.05).
Anisotropic ADPs are used for the macromolecule and solvent atoms and must not
be combined with modeling of anisotropic rigid-body motion (TLS parameters).
The subsequent steps of the refinement protocol are listed in Table 23.1.

Table 23.1 Protocol of
macromolecular refinement
at atomic resolution

Step Action

1 Full resolution
2 Isotropic ADPs
3 Correction of model errors,

evident solvent molecules
4 Bulk solvent correction
5 Anisotropic ADPs
6 Modeling of disorder
7 Riding H atoms
8 Partial water molecules
9 Refinement/adjustment of

occupancies
10 Relax/remove restraints
(11) (H-atoms refined)
12 All reflections
(13) (Multipolar refinement)
14 Full-matrix least-squares

Steps listed in parentheses are only
possible at ultrahigh resolution
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As a rule, the proportion of fragments modeled in dual (or sometimes triple)
conformation increases, as resolution permits distinction between closely spaced
alternate occupancies. This only applies to static disorder. Dynamic disorder can be
reduced by collecting diffraction data at the lowest possible temperature. Fractional
occupancies of light atoms (C/N/O) are considered from ca. 0.2, or exceptionally
from 0.1 at ultrahigh resolution, i.e. from electron density contribution equivalent to
an H atom.

At 0.9 Å resolution or better, stereochemical restraints of well-ordered fragments
can be gradually relaxed and even removed altogether at ultrahigh resolution. Poorly
ordered or multiple-conformation fragments should remain restrained as they are
poorly defined by diffraction data.

Usually, refinement at very high resolution is carried out in SHELXL, which
uses conventional (accurate) structure-factor summations [32]. Test calculations
with minimization of least-squares targets seem to indicate that on convergence,
the results of SHELXL and Refmac [26] are similar (S. Krzywda, personal commu-
nication). However, newer versions of programs such as Refmac or phenix.refine
[1] allow refinement against maximum-likelihood targets, not available in the least-
squares oriented SHELXL algorithm, and it is yet to be seen if this offers any benefit
at high resolution. SHELXL does have, however, very strong advantages, which
include (i) refinement on intensities rather than structure factor amplitudes and (ii)
the possibility to calculate the least-squares variance-covariance matrix providing
estimations of the uncertainties of individual parameters, and for these reasons
should be recommended as the program of choice for meticulous high-resolution
refinement.

23.5 Use and Validation of Stereochemical Restraint
Libraries

At lower resolution, the use of stereochemical restraints is absolutely necessary
simply to improve the data/parameter (d/p) ratio. At 1.2 Å, d/p is about 3 even
for anisotropic models and approaches 5 at 1.0 Å, making restraints dispensable
from the mathematical point of view. However, while they can be relaxed in
well ordered segments, other areas, such as flexible side chains, still need to be
restrained. At ultrahigh resolution, for well ordered structures, the refinement is
highly overdetermined and stereochemical restraints can be eliminated altogether,
as illustrated by the structure of Z-DNA at 0.55 Å resolution, where the macro-
molecule was refined without any restraints whatsoever [10]. Under strict control
of stereochemical restraints at lower resolution, model deviations from the target
values should not exceed the uncertainties of the target estimates. In the case of
protein bond lengths [14], this is on the order of 0.015–0.020 Å [19]. At very high
resolution, the results are dominated by the diffraction terms and the root-mean-
square deviations (r.m.s.d.’s) from the target values are likely to reflect errors in the
targets. Deviations as high as 0.02–0.03 Å could be still acceptable.
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The target values were compiled from an analysis of small-molecule databases
about 20 years ago, for protein structures by Engh and Huber [14] and for nucleic
acids by Parkinson et al. [27]. Although they are largely correct, some adjustments
seem to be necessary. For instance, the protein dictionary entry for the peptide C-N
bond may need re-evaluation [19] and the peptide group planarity is most certainly
enforced too strictly, deforming in many cases the Ramachandran geometry [2].
The nucleic-acid parameters for the phosphate group and the valence angles at the
guanine glycosidic bond certainly should be re-examined [10]. The situation is now
very interesting because not only is the small-molecule CSD database [5] about 10
times larger than when originally used for target generation, but we also have a
subset of ultrahigh resolution structures in the PDB [7], with minimal target bias,
from which the targets can be derived independently.

In addition to covalent geometry, other model parameters, such as ADPs or
non-bonded contacts, are also restrained. Main-chain torsion angles should be left
unrestrained to guarantee bias-free model validation via Ramachandran plots.

23.6 Conformation-Dependent Stereochemical Restraints

Macromolecular models refined at ultrahigh resolution are largely independent
of stereochemical targets, even if restraints are included, and can be used for
their validation and improvement. It has been noted in a number of studies
that some (especially angular) parameters of such models have surprisingly wide
spread that could be correlated with conformation and other characteristic features
(e.g. hydrogen-bonding patterns) of macromolecules [19]. For instance, the N–C’–
C angle of the polypeptide backbone has a wide spread [2] and is correlated not
only with residue type but also with the local ®/§ backbone conformation [6]. By
modeling main-chain bond distances and angles in proteins characterized at 1 Å
resolution or better, as functions of the ®/§ torsion angles, Tronrund and Karplus
[35] were able to create a conformation-dependent stereochemical library (CDL)
that allows achieving better models at lower resolution and, when applied at higher
resolution, does not distort the models from the diffraction-driven target (r.m.s.d. for
bonds �0.007–0.010 Å) but, indeed, improves the results.

23.7 Restraint-Free Refinement and Disorder

Although restraint relaxation is practiced at atomic resolution and restraint-free
refinement is mathematically possible at ultrahigh resolution, from the point of
view of the d/p ratio it is somewhat contradictory that the degree of discrete (static)
disorder that can be modeled by fractional-occupancy conformations increases with
resolution. As demonstrated with BPTI, even in the same crystal structure the
percent of disordered residues increases with resolution [2, 11] and reaches 21 %
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at 0.86 Å. In the 0.66 Å crystal structure of human aldose reductase, one-third
of all residues were modeled in multiple conformations [18]. This makes the
improvement of d/p less spectacular (many parameters have to be “wasted” in
poorly defined fragments) and requires the retention of stereochemical restraints in
multiple-conformation areas. The disorder is usually visible in the macromolecule
and in the solvent region, and it is often found to form correlated “networks”. Such
networks should be identified and refined with common occupancy parameters.
There are, however, exceptions from the “more disorder at higher resolution” rule,
as illustrated by the structure of Z-DNA [10], where there is no detectable disorder
in the macromolecule even at 0.55 Å resolution. On the other hand, only 15 % of
the water sites have full occupancy in that structure, which may be perceived as a
very rigid macromolecule immersed in a highly fluid milieu.

23.8 Treatment of H Atoms

The X-ray scattering power of the H atom (in particular in polarized X–H bonds) is
very low and, therefore, H atoms are omitted in modeling macromolecular crystal
structures. Although at high angles the scattering cross section diminishes further,
paradoxically H atoms can be better visualized using high-resolution data because
the disproportion to C, N or O scattering is less drastic. Besides, only at better than
1 Å resolution is it possible to resolve H atoms, as typical X–H covalent bonds are
0.9–1.1 Å long. Even if H atoms are not fully resolved by the diffraction data, it is
recommended to include their contribution to Fc (even at 2 Å resolution), simply
to improve the jFoj–jFcj agreement and to remove bias from the location of their
parent atoms X, which otherwise are placed at the centroid of the X–H electron
cloud, i.e. form an “expanded” skeleton. The positions of most H atoms in proteins
and nucleic acids are easily generated from the skeleton of the remaining atoms, and
their contribution at atomic resolution typically decreases the R factor by ca 0.01. H
atoms in –NH3

C and –CH3 groups, in the ambiguously protonated His residue, –OH
groups and (possibly) carboxylic groups cannot be generated automatically and have
to be analyzed individually, usually based on logical H-bonding circuits. Generation
of H atoms with fractional occupation is not a sensible proposition, especially that
dealing with geometry of multiple-conformation groups easily leads to errors in H
atom placement.

Generation of H atoms in water molecules cannot be done fully automatically,
although there are algorithms that claim to challenge even neutron scattering data
(C. Lecomte, personal communication). Considering the high proportion of water
molecules with fractional occupancy, it is doubtful if en bloc generation of water H
atoms is very meaningful. Those special cases where water H atoms are important
and are clearly defined in electron density (Fig. 23.2) can be dealt with manually.

With the overwhelming overdeterminacy of ultrahigh resolution structures, full
refinement of H atom parameters (x,y,z,Biso) is possible as in small-molecule
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Fig. 23.2 A chain of water molecules linked by homodromic hydrogen bonds in the 0.86 Å
structure of BPTI [2]. The positions of H atoms (not included in the model) are clearly marked by
the (smaller) spheres of Fo–Fc electron density, contoured at the 2.9¢ level. The 2Fo–Fc electron
density, centered on the O atoms, is contoured at the 2.0¢ level

crystallography. Such tests have been carried out but the minimal gain in
convergence (e.g. R factor drop from 0.0768 to 0.0764 in the case of Z-DNA;
M. Gilski, personal communication) does not justify the massive effort needed to
verify the results. It is thus concluded that even at very high resolution, conventional
refinement should include riding H atoms, and if necessary only the key H atoms
should be refined individually.

Some protocols, especially applied in ultrahigh charge density studies, place or
shift H atoms along the X–H bonds to neutron distances [4]. While this procedure
yields a geometrically correct model, it is not necessarily compatible with X-ray
refinement of spherical atoms. Moreover, normalization of H atoms in very short
(and thus of key importance) hydrogen bonds may be entirely unjustified.

23.9 Use of Rfree for Validation

Calculation of Rfree [9] is now a common method for validating crystallographic
models and the process through which they are generated. Although atomic
resolution refinement is typically not frustrated with profound strategic ambiguities,
some decisions are clearly validated by reference to Rfree. It is usually enough to set
aside 1,000–2,000 test reflections, rather than applying the 5–10 % rule, which could
be very wasteful concerning the large data set size at high resolution. One should
ensure, however, that the test reflections are selected at random from thin slices of
resolution, covering the entire range, i.e. including the highest resolution shell as
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well. When the model has been completed, the test reflections should be included in
the working data set for a final round of refinement and for the generation of final
electron density maps. This will further improve the final d/p ratio and reduce series
termination errors in the Fourier transform, i.e. will lead to better results, which is
the ultimate goal of any high-resolution study.

23.10 Estimation of Standard Uncertainties

Most of the refinement cycles in SHELXL are done via the conjugate-gradient
algorithm, which, in the interest of speed, circumvents the inversion of the normal-
equation matrix. The last refinement cycle (for diagnostic purposes, without
application of parameter shifts) should be calculated in the full-(or blocked)
matrix least-squares mode to estimate standard uncertainties (s.u.) in the atomic
parameters. This is done for all reflections but without restraints and usually for
positional parameters only (to obtain s.u.’s of geometrical parameters). If the
problem is prohibitively large (over 100 residues), the matrix can be blocked into
50-residue segments (with 5-residue overlap) that will be refined in alternating
cycles. Accurately estimated s.u.’s are a treasure trove because they allow
meaningful interpretation of model geometry. For instance, it is possible to gauge
significant vs insignificant geometry differences, or even evaluate potential errors
in stereochemical standards. At ultrahigh resolution, s.u.’s in bond lengths, for
example, are as low as, or lower than, in small-molecule crystallography. In the
0.55 Å structure of Z-DNA, the ¢(bond) values are 0.002–0.004 Å, while in the
0.86 Å structure of BPTI they are on the order of 0.005–0.02 Å.

23.11 Electron Density Maps at High and Ultrahigh
Resolution

Work with electron density maps at better than atomic resolution is very gratifying
and indeed pleasant because they show most of the atoms in a structure as well
resolved spheres. Electron density maps can use 2Fo–Fc coefficients, or 3Fo–2Fc

coefficients as recommended by Lamzin and Wilson [23], but the difference is not
very obvious. At very high resolution even Fo maps can be used as series termination
effects are negligible (Fig. 23.3). For difference maps, ¢A-derived coefficients are
usually used [28]. At ultrahigh resolution difference electron density maps will not
only unambiguously indicate most H atom sites but will also reveal subtler effects,
such as free electron pairs or ¢-orbital electrons at midpoints of covalent bonds
(Fig. 23.3).

For methodological correctness, accurate electron density maps should be
contoured in absolute e/Å3 units, but the values from Fourier summation are
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Fig. 23.3 A fragment of the
Z-DNA structure refined at
0.55 Å [10]. The
experimental Fo map,
reflecting the covalent
structure of a GC base pair,
is contoured at 3¢ . The Fo–Fc

map, calculated without
H-atom contribution, is
contoured at 3.5¢ in the
upper panel, where it clearly
shows H-atom positions
(full arrows), and at 2¢ in the
lower panel, where it also
reveals bonding electrons
between atoms (empty
arrows)

not absolute for macromolecular structures where the astronomically strong low-
order reflections are usually missing and the F(000) term is not known altogether.
Consequently, maps continue to be contoured in ¢ units. It should be noted that
because of the low level of noise in accurate maps, the ¢ unit is usually low and any
meaningful features are represented by high-level contours, higher than in medium-
resolution crystallography.

23.12 Multipolar Refinement and Deformation Density
Studies vs “Interatomic Scatterers”

At ultimate resolution, higher than 0.7 Å, one may contemplate charge (or deforma-
tion) density studies and multipolar refinement. Deformation density studies aim at
mapping deviations of atomic electrons from the classical (but incorrect in covalent
molecules) spherical independent-atom models (IAM). Such studies require data
of very high resolution and are special even in small-molecule crystallography. In
multipolar expansion, atomic electrons are partitioned into core and valence shells,
and the latter ones are described by multipolar functions [17]. Refinement of a
multipolar atom requires 3 (for H) to 27 (for heavy elements) extra parameters
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(depending on the level of multipolar expansion), in addition to the usual 3
coordinates and 6 anisotropic ADPs. Usually, the first round of refinement uses
reflections from the high-resolution shell alone, to distill thermal motion parameters
of non-H atoms from the electron distribution functions. Subsequent cycles refine
the multipolar parameters of a substructure with excellent order and low thermal
motion.

Even if ultimate resolution is not fully achieved, deformation density studies
are still possible through the principle of transferability of experimental library
multipolar atom models (ELMAM; [43]) or of libraries obtained by theoretical
calculations [22].

Experimental charge-density studies of macromolecules are extremely rare and
are limited at present to the enzyme human aldose reductase, which is a TIM-
barrel protein comprised of 316 residues, analyzed at 0.66 Å resolution [16], and
to the 46-residue crambin, analyzed at the record-setting resolution of 0.48 Å [29].
There is no charge-density analysis or multipolar refinement of a nucleic acid
structure reported in the literature, although work has already started in this direction
(M. Kubicki, personal communication).

Rigorous deformation density studies require sophisticated refinement software,
such as MoPro [20]. As an alternative, a simple-minded approximation has been
proposed to refine “pseudo-atom” scatterers at midpoints of covalent bonds that
would take care of bonding electrons [3]. This simplistic approach is not quite on a
par with the meticulous and accurate character of high-resolution studies.

23.13 Solvent Structure

As a rule of thumb, one is allowed to model about (3-dmin/Å) water molecules per
residue in protein structures [41]. For ultrahigh resolution structures, for which the
Matthews [24] volume is usually low, it is often possible to locate nearly all water
molecules. The situation is, of course, not crystal clear because solvent molecules
also (or particularly) in high resolution structures show a high degree of disorder,
populating many sites with partial occupancy. In fact, modeling the outer hydration
shell in high resolution macromolecular structures is usually the most frustrating
step, well justifying the opinion that “a macromolecular refinement against high-
resolution data is never finished, only abandoned” [32]. Despite the near-complete
atomic interpretation of the solvent region at high resolution, it is a common (and
not very harmful) practice to include in the refinement a bulk-solvent correction,
for instance based on Babinet’s principle (Fourier transforms of a mask and its
complement have the same amplitudes, but opposite phases), which holds only at
very low resolution (d>15 Å).

The site occupation factors of (even all) water molecules could be refined
together with their ADPs but a more prudent approach (at least at modestly high
resolution) is to fix them after manual or automatic adjustment. In a pragmatic
approach, after a round of occupancy (occ) refinement, one would (i) eliminate
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phantom molecules (occ <0.2), (ii) fix those refined to occ >0.9 at 1.0, (iii) couple
the occupancies of alternate sites (O : : :O distance<2 Å), and (iv) let the remaining
occupancies refine freely. A water molecule that is retained in the model should
have, after refinement, clear 2Fo�Fc electron density at the 1¢ level, should form at
least one reasonable hydrogen bond (2.3–3.2 Å), and should not have prohibitively
short contacts, e.g. with C atoms; however, the possibility of forming C–H : : :O
hydrogen bonds (which are usually long, with C : : :O �3 Å) should be taken into
account.

Water molecules should not be confused with metal cations. Although such
species can be isoelectronic (e.g. H2O/NaC/Mg2C), metal cations are likely to form
shorter bonds (e.g. Mg : : :O �2 Å), do not have typical proton donors (such as
amide N–H) in their coordination sphere, and will often have more than four ligands,
e.g. six in the case of octahedral Mg coordination.

23.14 Benefits of Atomic Resolution

The benefits of atomic-resolution macromolecular structures have been discussed in
several excellent reviews. They are certainly worth the considerably higher effort
that must be invested in the experiment, computations and interpretation of the
results. By improving the d/p ratio, high-resolution data help to remove model
bias, which often blights crystallographic structures, especially solved by molecular
replacement. More reflections and better resolving power allow accurate interpre-
tation of multiple conformations, thus yielding more realistic models and better
agreement with experiment. Unusual stereochemical features are best confirmed at
atomic resolution. Conversely, the possibility to refine macromolecular models with
relaxed or eliminated stereochemical restraints is the best road to scientific discovery
of phenomena that could be blurred by paucity of data and/or prejudiced ideas about
the result. Restraint-free refinement can ultimately produce accurate dictionaries
of macromolecular stereochemistry, for use as restraints at lower resolution. From
a methodological point of view, restraint-free refinement with sufficiently high
d/p ratio allows the application of full-matrix least-squares, from which standard
uncertainties of the geometrical parameters can be estimated. Calculation of both,
the parameters and their error estimates, places the discussion of macromolecular
geometry on an entirely new, statistically significant level. Although H atoms
have only minimal contribution to X-ray scattering and are normally omitted
from models of macromolecular structure, they are often of key importance for
understanding the functioning of macromolecules, e.g. in enzyme catalysis or fine-
tuned intermolecular recognition. Any sensible experimental interpretation of H
atoms requires very high resolution X-ray diffraction data. Indeed, there is evidence
suggesting that careful ultrahigh resolution X-ray analysis could be superior in this
respect to macromolecular neutron diffraction, which requires prohibitively large
crystals (�1 mm) and is normally limited to only medium resolution. Even if H
atoms are not visualized in electron density maps, their placement (e.g. in carboxylic
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groups) can be often unambiguously predicted in atomic-resolution structures
from the pattern of bond distances between the heavier atoms, which changes on
protonation [40]. Also, solvent molecules, which are often disordered and not very
amenable to accurate modeling at lower resolution, can get sensible interpretation
(even if involving circuits with extensive disorder) at atomic resolution. Finally,
when ultimately high resolution data are available, it becomes possible to interpret
the macromolecular structure at a level of detail that goes far beyond the localization
of atoms. Such charge density studies, which involve refinement of multipolar
parameters describing atomic orbitals, are still very rare but they are beginning
to unveil a fascinating inner world of macromolecules, at the level of electrons in
atoms, in interatomic bonds and in intermolecular interactions.

23.15 Survey of Highest-Resolution Structures in the PDB

The first protein structures at atomic resolution appeared in the PDB in mid 1980s
(although the current definition of “atomic resolution” was coined much later). The
very first case was the structure of BPTI determined at 1.0 Å resolution by joint
refinement using X-ray and neutron diffraction data [39]. Even by today’s standards,
it is an outstanding achievement. Currently there are over 1,700 atomic resolution
structures in the PDB, i.e. only 2 % of all entries. A surprising observation from
Table 23.2 is that the relative rate of accumulation of atomic resolution structures
is today not much faster than nearly 30 years ago. This leads to a rather pessimistic
conclusion that the tremendous methodological progress in macromolecular crystal-
lography is mainly fueling quantity (more and bigger structures) but not necessarily
quality. Ultrahigh resolution macromolecular studies are still very rare, although the
technical possibilities are available (primarily high-brilliance synchrotron sources)
to expect more. There are only a few structures refined at the ultimate resolution of
at least 0.66 Å and most of them are for rather small biomolecules. In Table 23.3,
only lysozyme and aldose reductase have a molecular weight >10 kDa. In this
list, the case of human aldose reductase has to be singled out as an exceptionally
large protein (316 residues) for this type of study. It is to be particularly admired
as it has been also studied (without a PDB deposit) by multipolar refinement, the
only other such case being the small protein crambin. Crambin sets currently the
limit of macromolecular crystal diffraction at 0.48 Å and it is not likely that this

Table 23.2 Growth
of atomic- and
ultrahigh-resolution entries
in the Protein Data Bank

Resolution
(Å) at least All holdings 1.2 0.8

1981 98 0 0

1991 1,103 15 0

2001 17,694 284 6

2011 78,191 1,609 34

July 2012 83,000 1,723 36
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Table 23.3 Eight highest-resolution structures in the Protein Data Bank (March 2012)

Code Macromolecule Resolution (Å) R Year Authors Remarks

3NIR Crambin 0.48 0.127 2011 Schmidt et al. Charge density; R!
1EJG Crambin 0.54 0.090 2000 Jelsch et al. Charge density
3P4J Z-DNA 0.55 0.078 2011 Brzezinski et al. Lowest R
1I0T Z-DNA 0.60 0.160 2001 Tereshko et al. Suboptimal; R!
1J8G RNA tetraplex 0.61 0.103 2001 Deng et al.
1UCS Antifreeze protein 0.62 0.137 2003 Ko et al. Suboptimal; R!
2VB1 Lysozyme 0.65 0.085 2007 Wang et al.
1US0 Aldose reductase 0.66 0.094 2004 Howard et al. IAM refinementa

Convergence with unexpectedly high R-factor is highlighted in bold. The lowest R-factor is
shown in italics
aFollowed by a charge-density study (model not deposited) via substructure ELMAM multipolar
refinement with R D 0.087 [16]

limit will be pushed very much farther very soon. Although there are protein and
nucleic acid (DNA and RNA) structures in Table 23.3, there is no charge density
study of a nucleic acid structure with multipolar refinement. This situation should
be rectified because electron density distribution in nucleic acids is as important, or
possibly more important, than in proteins. It is noticeable that some of the structures
in Table 23.3 were refined with surprisingly high R-factors. At this resolution one
should expect an R factor of 0.10 or less, as illustrated by the refinement of the
Z-DNA structure 3P4J at 0.55 Å resolution with R D 0.078 [10].
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59:615–617
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Chapter 24
Publishing in Proteopedia: The Guide

Jaime Prilusky, Wayne Decatur, and Eric Martz

Abstract Proteopedia (http://proteopedia.org) is an interactive web resource with
3D rotating models that react and change following user interaction. The main
goals of Proteopedia are to collect, organize and disseminate structural and func-
tional knowledge about protein, RNA, DNA, and other macromolecules, and their
assemblies and interactions with small molecules, in a manner that is relevant and
broadly accessible to students and scientists. This Guide provides instructions for
the potential author of pages in Proteopedia, and for educators and teachers in
incorporating Proteopedia when teaching proteins, and protein-functions. Of course
you can use Proteopedia as a reference resource without authoring content.

Keywords Teaching protein structure function • Molecular biology • Computer
aided instruction • 3D protein models • Interactive media • Education • Wiki •
Online • Tutorial • Molecular visualization • Jmol

24.1 Introduction

This guide for authoring in Proteopedia [5, 8] has three sections. Section 24.1 is
oriented to the prospective Proteopedia author, providing step by step directions
on how to get started with Proteopedia and how to achieve professional

J. Prilusky (�)
Bioinformatics Unit, Weizmann Institute of Science, Rehovot, Israel
e-mail: jaime.prilusky@weizmann.ac.il

W. Decatur
Department of Molecular, Cellular and Biomedical Sciences,
University of New Hampshire, Durham, NH, USA

E. Martz
University of Massachusetts, Amherst, MA, USA

R. Read et al. (eds.), Advancing Methods for Biomolecular Crystallography,
NATO Science for Peace and Security Series A: Chemistry and Biology,
DOI 10.1007/978-94-007-6232-9 24, © Springer ScienceCBusiness Media Dordrecht 2013

277

http://proteopedia.org
mailto:jaime.prilusky@weizmann.ac.il


278 J. Prilusky et al.

looking pages. Section 24.2 can be used as handout material for teaching,
providing an easy and short path to creating a real Proteopedia page.
Section 24.3 describes advanced Proteopedia authoring and its use in teaching.
If you have questions that are not answered here, please email the Proteopedia Staff
at contact@proteopedia.org

24.2 Section A. Help: Getting Started in Proteopedia

The online version for this part is available at http://proteopedia.org/w/Proteopedia:
Getting Started

This article, Getting Started, is intended to help orient beginners who wish to
author content in Proteopedia. A good way to get oriented to using Proteopedia is to
watch some of the Proteopedia:Video Guide (http://proteopedia.org/w/Proteopedia:
Video Guide).

24.2.1 Login

Everything below assumes that you have applied for, and been given, a login
account. Applications are usually approved within 24 h. Your account name will
be your real, full name, as it would appear when you are an author on a scientific
publication. Indeed, your name will appear at the bottom of every Proteopedia page
to which you contribute. Look at the bottom of any page and you will see the names
of members who have contributed to it. (The name “OCA” refers to automated
software.)

Please login now. You can tell when you are logged in because your name appears
at the very top of the page.

24.2.2 Your User Page

When you are logged in, your name appears at the top, above every page in
Proteopedia. Click on your name. Now you should see your User: page, with the title
User:Your Name. This is a good opportunity to expand or correct the biographical
information in your User page, if you wish. Your User page is also a great place
to keep an organized set of links to articles in Proteopedia to which you have
contributed – see below for more about this.

http://proteopedia.org/w/Proteopedia:Getting_Started
http://proteopedia.org/w/Proteopedia:Getting_Started
http://proteopedia.org/w/Proteopedia:Video_Guide
http://proteopedia.org/w/Proteopedia:Video_Guide
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24.2.3 Editing in Proteopedia

The process of editing a page in Proteopedia is explained in one of the videos in
the Proteopedia:Video Guide (http://proteopedia.org/w/Proteopedia:Video Guide).
This would be a good time to watch that video. Most of the points in this video will
not be repeated below.

Click on the tab edit this page at the top of your User page. A box will appear
containing the wikitext for your User page. The wikitext of a Proteopedia article is
the editable text and wiki markup that appears in the box after you click the tab edit
this page.

You can type plain text in this box, change text, or delete text. The history tab
of every page keeps a record of all changes made to that page. If necessary, using
the history tab, you can undo a change by reverting the page to an earlier step in its
history.

24.2.4 Formatting and Styling

24.2.4.1 Appearance

An overview of wikitext formatting and styling markup is given in the Cheatsheet
(http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet). Some is covered in the Pro-
teopedia:Video Guide (http://proteopedia.org/w/Proteopedia:Video Guide). More
details are available at Help:Editing (http://proteopedia.org/w/Help:Editing). Below
we cover some basics to get you started.

Paragraphs: Separate paragraphs with a blank line. If you want greater separation,
use several blank lines.

Boldface, italics, subtitles, etc. have convenience buttons at the top of the
wikitext box.

If you need to push a paragraph below a graphic object (image, table, Jmol),
insert ffCleargg.

You can always see how a page is formatted by clicking on edit this page to see
the wikitext, then clicking Cancel instead of making any changes.

24.2.4.2 Links

Internal links, to other pages within Proteopedia, are made by enclosing the exact
title of the page within double square brackets. For example, [[Help:Contents]]
generates the link Help:Contents (http://proteopedia.org/w/Help:Contents), while
[[Help contents]] produces the red link Help Contents because the colon was
omitted. When a link is red, it means that the page does not exist.

http://proteopedia.org/w/Proteopedia:Video_Guide
http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet
http://proteopedia.org/w/Proteopedia:Video_Guide
http://proteopedia.org/w/Help:Editing
http://proteopedia.org/w/Help:Contents
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If you forget the double square brackets, [[ : : : ]], you can simply type (or paste)
the title, block it, and then click the convenience button Ab at the top of the wikitext
box. If you want to change the label of the link, put a vertical bar “j” after the page
title followed by the new label. For example, you could link to Help:Contents but
label the link “list of help pages”: [[Help:Contentsjlist of help pages]] appears as
list of help pages.

External links to pages outside Proteopedia are made by enclosing the http
address within single square brackets. However, if the topic concerns structural
biology, the link should be to a page within Proteopedia (which you may need to cre-
ate – see How To Create A New Page [http://proteopedia.org/w/Help:Editing#How
To Create A New Page]). That page within Proteopedia is the correct place to put a
link to an external source, such as an article in Wikipedia (see Proteopedia:Policy).
For example, if you wish to link to the Wikipedia page on HIV, you should link to
the Proteopedia page Human Immunodeficiency Virus, which in turn contains a link
to HIV in Wikipedia (http://proteopedia.org/w/Human Immunodeficiency Virus).

If the topic does not concern structural biology, and needs no page in Proteopedia,
you can link within the text of an article, or in a footnote (see below). For exam-
ple, [http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet Wiki Markup Cheatsheet]
makes the link Wiki Markup Cheatsheet (http://en.wikipedia.org/wiki/Wikipedia:
Cheatsheet).

The label in an external link is placed within the single square brackets, after
a space. For example, [http://proteopedia.org/w/Human Immunodeficiency Virus
HIV in Wikipedia] makes the link HIV in Wikipedia (http://proteopedia.org/w/
Human Immunodeficiency Virus).

24.2.4.3 References and Footnotes

References to published literature are easy to make – please see Citing Literature
References (http://proteopedia.org/w/Help:Editing#Citing Literature References).
Footnotes are also straightforward – please see http://proteopedia.org/w/Help:
Editing#Footnotes.

24.2.4.4 Advanced

HTML (if you happen to know some) can sometimes be used. Only a very limited
subset of HTML is allowed, but it often gives you more control than wiki markup.
You can use unordered list or ordered list tags, or make tables in HTML.

CSS styling can also be used to a limited extent. For example, to make a font
150 % of the base size, <span styleD“font-size:150 %”>Larger Font</span>.

Not covered here? Please ask: contact@proteopedia.org.

http://proteopedia.org/w/Help:Editing#How_To_Create_A_New_Page
http://proteopedia.org/w/Help:Editing#How_To_Create_A_New_Page
http://proteopedia.org/w/Human_Immunodeficiency_Virus
http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet
http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet
http://en.wikipedia.org/wiki/Wikipedia:Cheatsheet
http://proteopedia.org/w/Human_Immunodeficiency_Virus
http://proteopedia.org/w/Human_Immunodeficiency_Virus
http://proteopedia.org/w/Human_Immunodeficiency_Virus
http://proteopedia.org/w/Help:Editing#Citing_Literature_References
http://proteopedia.org/w/Help:Editing#Footnotes
http://proteopedia.org/w/Help:Editing#Footnotes
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24.2.5 Make A Personal Sandbox

A good place to get started is to create a page Sandbox 1 in your User space. Here are
step by step instructions. A Sandbox page is a page reserved for temporary, practice
work – see http://proteopedia.org/w/Help:Sandboxes.

Note that by placing the page in your user space (http://proteopedia.org/w/User:
Your Name/Sandbox 1) it is protected. Nobody else can edit it. However, anyone
can read it. Please see http://proteopedia.org/w/Help:Protected Pages. It is also
possible to create hidden, protected pages – please see http://proteopedia.org/w/
Proteopedia:Workbench.

There are also numerous Sandbox pages that can be edited by anyone – many
are, however, reserved for use by university classes. See Teaching Strategies Using
Proteopedia.

24.2.6 Link Your Work to Your User Page

Notice that by using a link on your User page to create Sandbox 1 (see previous
section), whenever you login, you are just 2 clicks away from that page (click on
your name, then on the link to Sandbox 1).

A good way to make it easy to find pages you are working on, or have worked
on, is to put links to those pages in your User page. You can always click my
contributions (at the top of the page), but that lists individual edits. By making your
own links, you can organize them, and have only a single link per page.

24.2.7 Best Practices

Guides are available to help you produce articles of good quality:
http://proteopedia.org/w/Proteopedia:How to Make a Page and http://proteo-

pedia.org/w/Proteopedia:Guidelines for Ethical Writing

24.2.8 Molecular Scenes

The present article concerns primarily the text content of an article, but of course
the most exciting part of Proteopedia is the ease with which you can create green
links that show customized interactive molecular scenes. Plenty of help is available
to get you started with these:

http://proteopedia.org/w/Help:Sandboxes
http://proteopedia.org/w/User:Your_Name/Sandbox_1
http://proteopedia.org/w/User:Your_Name/Sandbox_1
http://proteopedia.org/w/Help:Protected_Pages
http://proteopedia.org/w/Proteopedia:Workbench
http://proteopedia.org/w/Proteopedia:Workbench
http://proteopedia.org/w/Proteopedia:How_to_Make_a_Page
http://proteo-pedia.org/w/Proteopedia:Guidelines_for_Ethical_Writing
http://proteo-pedia.org/w/Proteopedia:Guidelines_for_Ethical_Writing
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Several of the videos in the Proteopedia:Video Guide (http://proteopedia.org/w/
Proteopedia:Video Guide) are the best place to start. The page http://proteopedia.
org/w/Proteopedia:Primer describes creation of a molecular scene, step by step (see
also Sect. 24.2 below).

24.2.9 How Do I Display My Molecule?

24.2.9.1 Published Model

First, you should search pdb.org (http://www.pdb.org) (the Protein Data Bank) to
see if the molecule you wish to display has a published empirically-determined
structure. The best way to search is by protein sequence (Advanced Search,
Sequence). If you find a suitable model, be sure to write down the 4-character PDB
code that uniquely identifies that model. The PDB code can simply be entered into
Proteopedia’s Molecular Scene Authoring Tools. Proteopedia will get the model
automatically, directly from the PDB. Watch the relevant videos in the Video Guide
(http://proteopedia.org/w/Proteopedia:Video Guide) to see how easy this is, once
you have a PDB code in hand.

24.2.9.2 Biological Unit

Often, the model published in the Protein Data Bank is not the “biological unit”
or specific oligomeric form the molecule is believed to adopt when functional.
However, it is easy to generate the biological unit and show it in Proteopedia: see
Biological Unit: Showing (http://proteopedia.org/w/Biological Unit: Showing).

24.2.9.3 Hiding Parts of the Molecule

It is easy to hide parts of a molecule. In the Scene Authoring Tools, select the part(s)
you wish to display. Then, under selections, click the button invert current selection.
Then under representations, click hide selection. Now, invert the selection again, so
you can color and display the visible part as you wish.

24.2.9.4 Uploading

If you have a custom model, not available (at least in the form you wish to use)
from the Protein Data Bank, you can upload it into Proteopedia, and then use it in
a molecular scene. Instructions: Help:Uploading molecules (http://proteopedia.org/
w/Help:Uploading molecules). Please note that if the model in question is available
from the Protein Data Bank, there is no need to upload it. Simply request it using its
PDB code when creating a molecular scene.

http://proteopedia.org/w/Proteopedia:Video_Guide
http://proteopedia.org/w/Proteopedia:Video_Guide
http://proteopedia.org/w/Proteopedia:Primer
http://proteopedia.org/w/Proteopedia:Primer
http://www.pdb.org
http://proteopedia.org/w/Proteopedia:Video_Guide
http://proteopedia.org/w/Biological_Unit:_Showing
http://proteopedia.org/w/Help:Uploading_molecules
http://proteopedia.org/w/Help:Uploading_molecules
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24.2.9.5 Homology Models

If there is no empirically-determined 3D structure for the protein sequence of
interest, you may be able to create (and then upload) a homology model. For more
about this, please see Homology modeling (http://proteopedia.org/w/Homology
modeling). An example of an article based on a homology model is Structure of
E. coli DnaC helicase loader (http://proteopedia.org/w/Structure of E. coli DnaC
helicase loader).

24.2.10 Publishing Your Sandbox

Even while you are working on an article in a Sandbox page, any visitor to
Proteopedia who searches for terms in your article will find your Sandbox page,
and be able to read your work in progress.

Once you feel your article is reasonably complete, you can move it to
a permanently titled page (see instructions, http://proteopedia.org/w/Help:
Sandboxes#Publishing Your Completed Article). By doing so, you are announcing
that the page is reasonably complete, and inviting others to contribute additional
information or to improve the portions you have written. Proteopedia, like
all wikis, is intended to foster such collaborations. For example, see the
many contributors to the article Avian Influenza Neuraminidase, Tamiflu and
Relenza (http://proteopedia.org/w/Avian Influenza Neuraminidase%2C Tamiflu
and Relenza).

24.2.11 Other Help

Please consult http://proteopedia.org/w/Help:Contents for a list of help articles
in Proteopedia. If you don’t find an answer easily, don’t hesitate to ask: con-
tact@proteopedia.org

24.3 Section B. Proteopedia:Primer

Note for teachers: For teaching purposes, you may copy, adapt and distribute
this document. Please remember to replace ‘ YOURSCHOOL’ by some unique
identifier for your group, so Sandboxes from other courses will not interfere.
Download this Primer as a Word document at http://proteopedia.org/support/
ProteopediaPrimer.doc

http://proteopedia.org/w/Homology_modeling
http://proteopedia.org/w/Homology_modeling
http://proteopedia.org/w/Structure_of_E._coli_DnaC_helicase_loader
http://proteopedia.org/w/Structure_of_E._coli_DnaC_helicase_loader
http://proteopedia.org/w/Help:Sandboxes#Publishing_Your_Completed_Article
http://proteopedia.org/w/Help:Sandboxes#Publishing_Your_Completed_Article
http://proteopedia.org/w/Avian_Influenza_Neuraminidase%2C_Tamiflu_and_Relenza
http://proteopedia.org/w/Avian_Influenza_Neuraminidase%2C_Tamiflu_and_Relenza
http://proteopedia.org/w/Help:Contents
http://proteopedia.org/support/ProteopediaPrimer.doc
http://proteopedia.org/support/ProteopediaPrimer.doc
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24.3.1 A Proteopedia Worksheet

24.3.1.1 Getting to Know Each Other

Use a web browser to access http://proteopedia.org.Proteopedia’s Main Page should
greet you. Take a few minutes to familiarize yourself with the Proteopedia layout.

Proteopedia has a top banner, a left hand side bar and a central area. The left hand
side bar has three sections, from top to bottom: navigation, search, toolbox.

From the navigation area, remember the ‘Help’ link. It will become handy.
From the toolbox, the ‘Export this page’ link allows you to save a self-contained

version of a page, complete with interactive 3D molecules and working green links.
Excellent for exporting pages for display or lessons, even when you don’t have
internet access.

The search area has two text input boxes. The top one uses Proteopedia’s own
searching engine and also allows for jumping directly to any page, as long as you
enter it’s full name. Let’s call this input area ‘Proteopedia’s search’. The bottom
text input area uses Google’s powerful search engine to find pages in Proteopedia
related to the word or words you enter. Let’s call this bottom slot ‘Google’s search’.

24.3.1.2 Logging into Proteopedia

Proteopedia allows free anonymous access, but editing and creation of pages is
allowed only to registered users. To identify yourself to Proteopedia, click on the
“Log in/request account” link on the top right hand side of the top banner.

Enter your Username, Password and click ‘Log in’. For the purpose of this
exercise, your instructor will provide you with a temporary Username and Password.
You may also request your own Username by clicking on the “request one” link
above the Username input field.

24.3.1.3 Creating Your First Proteopedia Page

Type into the Proteopedia’s search slot the name of the page you want to create.
For the purpose of this exercise, enter Sandbox YOURSCHOOL## (where ## is
a unique number you will get from the instructor) and click ‘Go’. From now own
we’ll use the name ‘Sandbox YOURSCHOOL##’, but, of course, you will see the
name you composed yourself.

After you click ‘Go’, as expected, you will get a message reporting that
‘There is no page with the exact title : : : ’ and, a little further, a red link ‘You
can create a page titled Sandbox YOURSCHOOL##’. Click the red link and
Proteopedia will enter into editing mode. You should get a page entitled ‘Editing
Sandbox YOURSCHOOL##’ and a large central text input area, called the wikitext
box. This is the area where you will enter the text for the page.

http://proteopedia.org
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A little further down, you see the access link to SAT, the ‘Scene authoring tools’.
We will use them later on.

Then you will find three buttons: ‘Save page’, ‘Show preview’ and ‘Show
changes’, that do exactly what they are named for. You can use ‘Show preview’ to
evaluate the effect of the editing you are working on, and ‘Save page’ to permanently
save the page, in its current state, into Proteopedia’s database.

24.3.1.4 Let’s Start with Some Text on a Clean Page

For this tutorial, we want to have a clean and fresh page, so please select anything
you find in the text input area and delete it, before starting.

Now, type enter two or three times into the text input area, making several empty
lines, and then ‘Hello World, this is my Proteopedia page’. Now, click the button
‘Show preview’ at the bottom, and you will see, under the ‘Editing : : : ’ line a
preview of your page, with a clear label ‘Preview’, still displaying the large text
input area down below.

We will now apply some boldface and italics. Scroll down the browser window,
back to the wikitext box. Use the mouse to select (highlight) the word Proteopedia
and click the button with the bold ‘B’. Now, select (highlight) the words Hello
World, and click the button with the slanted I. Click ‘Save page’ and behold: your
first Proteopedia page is ready.

24.3.1.5 Next, a Rotating 3D Protein Structure

Click the tab [edit this page] located on the top banner. Click in the text input
area/wikitext box, and position the cursor one or two lines below the text you entered
before.

Note: please be careful when copying words in examples – file names, load D and
scene D parameters, and PDB ids are case sensitive.

Click on the button labeled 3D. This button inserts a long line, but don’t worry
about understanding everything in it for now. We want to replace the selected text
‘Insert PDB code or filename here’ with the PDB id of a structure we’ll use for
testing, 1acj. Once replaced, the line should start like this ‘<applet loadD’1acj
‘size D : : : ’

Click ‘Save page’ and observe the result of your work. Your page should
now contain text and a fully functional Jmol applet, displaying a rotating 3D
representation of the protein structure of the Protein Data Bank entry 1acj. (For
background information on 1acj, go to http://proteopedia.org/w/1acj, or simply open
a new browser tab and enter 1acj into the search slot.).

Optional: You may edit the page again and play a little with the parameters for
the< applet line. The value following size D sets the size in pixels for the applet; the
text in quotes following caption D (if any) will be displayed as caption of the applet,

http://proteopedia.org/w/1acj
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under the rotating structure; the align D parameter can have values left, center, right,
and will locate the applet on the page accordingly. Most of the time, align D ‘right’
is the best option.

24.3.1.6 Now a Static Image

Click the tab [edit this page] located on the top banner, to go back into editing mode.
As before, click in the text input area/wikitext box, and position the cursor one or
two lines below the text you entered. Now click the button with the picture, the
sixth from the left. You should get this line [[Image:Example.jpg]], with the word
Example.jpg highlighted. You will replace this Example.jpg with the actual name of
a sample Image already in Proteopedia: MW Folding Simulations.gif

Alternatively, you may copy and paste the following line: [[Image:MW Folding
Simulations.gif]]

Click ‘Save page’ and you will now have text, image and a 3D representation
of 1acj.

24.3.1.7 Looking into a Structure More Closely

We will now start working with the 3D structure. But let’s use 1pgb (http://
proteopedia.org/w/1pgb), a simpler structure than 1acj (http://proteopedia.org/w/
1acj).

Edit the page and replace the PDB id ‘1acj’ with ‘1pgb’. You should have<applet
load D ‘1pgb’ : : : and click ‘Save page’. This loads and displays a smaller structure
file. You may also want to replace the caption text with 1pgb (caption D ‘1pgb’).

Click on ‘Save page’ and examine the structure. You may drag the structure with
the mouse to rotate it. There are several accepted ways of representing and coloring
a 3D structure to highlight different aspects related to functionality, structure,
elements, etc. The current and default representation is called ‘cartoon’, where
alpha helices are represented as helical ribbons and beta-strands as relatively straight
ribbons. Each secondary structure element (helix or strand) has an arrowhead at one
end, pointing from the N to the C terminus.

24.3.1.8 Using Color to Bring the Molecule to Life

Let’s create a green link in your page to color the 3D structure with colors that
emphasizes the N terminus to C terminus sequence of the whole structure.

(a) Enter the edit mode with the tab [edit this page].
(b) Below the text input box/wikitext box, click on [show] at Scene Authoring Tools.
(c) Click the ‘load molecule’ tab and type 1pgb into the PDB code slot, and click

the ‘load’ button closest to the PDB slot.
(d) Click the ‘select all’ button below the molecule.
(e) Click the ‘colors’ tab and there, the button ‘N!C rainbow (named chain)’.

http://proteopedia.org/w/1pgb
http://proteopedia.org/w/1pgb
http://proteopedia.org/w/1acj
http://proteopedia.org/w/1acj
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(f) Click the ‘save scene’ tab, and type ‘N to C rainbow’ in the ‘Scene name’ slot.
(g) Use the mouse to drag the molecule into a pleasing orientation. The green link

will start in whatever orientation you have when you save the scene.
(h) Click the button ‘save current scene’.
(i) Copy the <scene : : : > : : : </scene> that appears in the Wikitext box.
(j) Scroll up, and paste it into the main text input/wikitext box above.
(k) Above the Scene Authoring Tools, click [hide].
(l) Click ‘Save page’.

Now you should see a green link TextToBeDisplayed. When you click this green
link, the N!C rainbow color scheme will be applied to the molecule.

Let’s insert a color key to explain this color scheme.

(a) Open a new browser tab and go to Proteopedia.Org.
(b) Type ‘color keys’ in the Search slot at the left side of the page and Enter.
(c) One of the pages found is Help:Color Keys. Click on this.
(d) At the Color Keys page, click on ‘N to C rainbows’. There, click on the link to

‘DRuMS’.
(e) At DRuMS, click on Rainbows. Select one of the wikitext templates and copy

it, such as ffTemplate:ColorKey Amino2CarboxyRainbowgg
(f) Go back to your Sandbox page, and paste the color key template into the text

input/wikitext box. Make sure you have double curly brackets at each end
ff : : : gg.

(g) In your green link, change ‘TextToBeDisplayed’ to something that describes the
scene, such as ‘N to C sequence’.

(h) Save your page.

Now you have a green link that colors the protein ribbon trace with the N to C
rainbow color scheme, and a color key that explains that scheme.

In a similar manner, you could follow the steps above to create a green link for
a different color scheme, such as ‘Secondary Structure’. Also you can paste in a
template with a color key for the secondary structure color scheme.

By clicking on such a new green link, you can distinguish clearly the two main
types of secondary structure in this model: alpha helix and beta strand. This scheme
uses four different colors to distinguish four types of protein secondary structures
(helices, beta strands and sheets, turns, and loops) and DNA vs. RNA.

24.3.1.9 Adding Some Explanations to the Page

Proteopedia’s green links are much like the standard links on a HTML page, where
you frame a word with a start/end tag to make it ‘hot’ and responsive to a mouse
click. Try to enter some explanation around the last link you created. Enter the edit
mode, and type some text before and after the green link and click ‘Save page’.
Here’s a suggestion:

Let us color the two main forms of regular secondary structure in this protein.



288 J. Prilusky et al.

24.3.1.10 Quiz Anyone?

Now, we will create a simple quiz for self-evaluation. Enter the edit mode, click in
the text input area, to have the cursor located one or two lines below the text you
entered and copy these lines:
<quiz displayDsimple>
fHow many alpha helices are in this structure?
jtypeD“[]”g
- None.
C One.
- Four.
</quiz>
Save the page and have fun by testing it. More possibilities are explained at

Help:Quiz (http://proteopedia.org/w/Help:Quiz)

24.3.1.11 This Is the END

This marks the end of this exercise. With it, you should be able to create a
Proteopedia page with text, static images and 3D models of protein structures. You
should be able to interact with the model and create quizzes for student evaluation.

A more complete description is available on Proteopedia.org, by clicking the
‘Help’ link on the top left hand-side of the screen.

24.3.1.12 : : : and Beyond, the Real Fun

How to create your own scenes: The Scene Authoring Tool (SAT) is a unique and
powerful Proteopedia feature for easily creating 3D scenes. To create additional and
more complicated scenes, go to Proteopedia.org in a new web browser tab, click
on ‘Help’ (top left) and then click on ‘Proteopedia:DIY:Scenes’ (http://proteopedia.
org/w/Proteopedia:DIY:Scenes).

On your page, enter the edit mode with the tab [edit this page], click in the text
input area, position the cursor located one or two lines below the text you entered,
click on the ‘3D’ button and type 1acj where the selected text states ‘Insert PDB
code or filename here’.

Click on [show] Scene authoring tools (SAT), and follow the step-by-step
instructions on the Tacrine section of the Proteopedia:DIY:Scenes page.

An annotated applet: The line ‘<Structure : : : ’ created when you click on the
button 3D provides a rotating 3D structure that can be dragged and zoomed with
the mouse, or popped up into a separate resizable window with the ‘popup’ button
below the molecule.

You may also want to display an applet with complete Functional, Evolutionary
and Structural information of a PDB file. The following line shows how.

ffSTRUCTURE 1acj j PDBD1acjgg

http://proteopedia.org/w/Help:Quiz
http://proteopedia.org/w/Proteopedia:DIY:Scenes
http://proteopedia.org/w/Proteopedia:DIY:Scenes
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Enter this line and replace ‘1acj’ with the PDB id you want to display. Automatic
data mining processes refresh the added information every week.

24.4 Section C. Advanced Proteopedia Authoring
and Its Use in Teaching

The online version of this part is available at http://proteopedia.org/w/Proteopedia:
Practical Guide to Advanced Proteopedia Authoring and Its Use in Teaching

24.4.1 Advanced Authoring and Uses

There are myriad ways to further your skills in authoring Proteopedia content;
however, none is probably more helpful than just further exploring the site. Here
we will briefly list here a few routes we hope you’ll consider.

You can incorporate scrollable sections to your pages, for an example see
http://proteopedia.org/w/Glutamate receptor (GluA2). Having earlier in this guide
learned to cite references from PubMed using the PMID shortcut, you could
learn to efficiently handle using the same citation multiple times on your page,
see for example http://proteopedia.org/w/Help:Editing#Repeat citations. Develop
a page for presenting a structural paper in journal club, class presentation, or a
lab group meeting. Using a restricted access workbench for development might
be suitable for such efforts because collaborative development is allowed via this
mechanism, which is not possible when authoring in one’s own user space, see
http://proteopedia.org/w/Workbench. As you can develop in private and then make
the page public, workbenches are also useful for developing interactive 3D content
in Proteopedia that complements published research work or review articles, see for
examples http://proteopedia.org/w/Interactive 3D Complement in Proteopedia.

Advanced efforts in authoring are also possible via the Scene Authoring Tools.
You could alter the transition between your scene views, see http://proteopedia.
org/w/Scene authoring tools. You could add custom interfaces for controlling the
Jmol structure scene window using templates and Jmol commands, see for exam-
ple http://proteopedia.org/w/Template:Button Toggle AnimationOnPause used on
http://proteopedia.org/w/Citrate Synthase. Related methods allow you to develop
very complex animations that can be triggered via green scene link, see a list of
morphs at http://proteopedia.org/w/Jmol#Complex Animations. An advanced scene
that can be developed is a morph. These show as the transition between two
structural states as rotatable, interactive 3D structures and are particularly good for
illustrating conformational changes, such as those involved in ligand binding; see
http://proteopedia.org/w/Morphs#Morphing Methods.

http://proteopedia.org/w/Proteopedia:Practical_Guide_to_Advanced_Proteopedia_Authoring_and_Its_Use_in_Teaching
http://proteopedia.org/w/Proteopedia:Practical_Guide_to_Advanced_Proteopedia_Authoring_and_Its_Use_in_Teaching
http://proteopedia.org/w/Glutamate_receptor_(GluA2)
http://proteopedia.org/w/Help:Editing#Repeat_citations
http://proteopedia.org/w/Workbench
http://proteopedia.org/w/Interactive_3D_Complement_in_Proteopedia
http://proteopedia.org/w/Scene_authoring_tools
http://proteopedia.org/w/Scene_authoring_tools
http://proteopedia.org/w/Template:Button_Toggle_AnimationOnPause
http://proteopedia.org/w/Citrate_Synthase
http://proteopedia.org/w/Jmol#Complex_Animations
http://proteopedia.org/w/Morphs#Morphing_Methods
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24.4.2 Practical Guide for Teachers and Educators: Publishing
Pages That Your Students Will Use to Explore
Structural Biology

24.4.2.1 Consider Protected Namespaces for Publishing
Class Related Content

As a registered user you have a protected namespace for publishing within as was
covered earlier in this primer when discussing personal sandboxes. Only the user
owning that space can edit pages there while any user can view the page. Most likely
anything you want to be available for a class should be authored in your protected
user space. Otherwise you may find your page edited to a form not suitable for
your purposes if you choose to leave it solely in the public space. Ultimately this
would not be too problematic because your content as you wrote it would still exist
in the page’s history; however, placing it in your protected user space from the
outset may save you from having to ponder which version as you stand before a
audience of students and makes it easier to direct students to the page when outside
of class. Much of the earlier parts of this guide, particularly the first section, will be
applicable for steps in making such a protected page. Instead of making a personal
sandbox though, you’d title the page as you see fit with a descriptive title that is
preceded by ‘User:’ followed by your username. See Eric Martz’s Nucleosomes
page for example (http://proteopedia.org/w/User:Eric Martz/Nucleosomes).

Keep in mind that you can author quizzes like those described earlier in this guide
on your page.

24.4.2.2 Publish a Version of Your Class-Related Content to the Public
Space as Well

Unless much of the content is already present in Proteopedia in some form, any
content you produce may be useful to others outside of your class as well. Please
consider publishing any content to the public user space in addition. Most often
these pages are more readily found relevant in searches. Additionally, you will be
attributed with your contribution at the bottom of the page and the page can serve as
resource for others for learning or for further development. And others can edit the
public version and improve the content. The version in your protected user space
will still remain untouched though.

Copying a protected page into a public page is done by copying the entire
wikitext of the protected page (from the wikitext box in edit mode), and then pasting
it into the wikitext box of a newly-created public page. For example, the above page
on nucleosomes, protected for class use, was copied into http://proteopedia.org/w/
Nucleosomes. Subsequently many other people contributed to this page.

http://proteopedia.org/w/User:Eric_Martz/Nucleosomes
http://proteopedia.org/w/Nucleosomes
http://proteopedia.org/w/Nucleosomes
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24.4.3 Practical Guide for Teachers and Educators: Choosing
the Right Pages for Your Students to Work
on in Proteopedia

24.4.3.1 Options

Beyond a way to convey structural biology to your students in a visually informative
way, Proteopedia offers options for involving students at a wide-range of levels
actively in educational ways. For example very advanced projects have emerged at
both the University (see http://proteopedia.org/w/CBI Molecules) and high school
level (see http://proteopedia.org/w/Group:SMART:Teams). These are the excep-
tions rather than the rule. Most teachers use Proteopedia as a resource and
engagement tool with the majority of content being produced meant to be temporary
starting point if the students wish to take their efforts farther. Some have done
so with tremendous outcomes, see http://proteopedia.org/w/Student Projects and
http://proteopedia.org/w/Proteopedia:News#Adoptions in University Classes.

Considering the scope of this guide, we will be discussing using Proteopedia
as a resource and engagement tool with an emphasis on students authoring and
publishing pages. We will only be able to cover the basics here. We suggest Pro-
teopedia’s Teaching Strategies page http://proteopedia.org/w/Teaching Strategies
Using Proteopedia as a resource for additional information.

Going beyond being passive users of Proteopedia can empower students to be
more knowledgeable about structural biology and also be better scientific commu-
nicators. Regardless of whether ultimately students produce anything of reasonable
substance and quality that would add to Proteopedia, attempts at producing any sort
of content, no matter how ephemeral, within Proteopedia often engages students
in a manner that makes them think differently about how to consider structural
data, extract meaningful insights, and share structural information productively with
others. As with any class, the goals for an individual module of a course have to be
factored against the overall pedagogical goals for the course and considered against
the major limiting factors. Generally time of both the instructor and students is the
major limiting factor. We hope that by outlining a few of the basic considerations
here we will obviate many of the technical hurdles an educator might come across
when using Proteopedia for teaching. Account type and namespace for your students
to use within Proteopedia are some of the primary issues faced. As these two actually
turn out to be linked by the permissions system built in to Proteopedia we will
first touch upon accounts and then outline a number of page types suitable for
places to have students author content within Proteopedia. We suggest exploring
Proteopedia in order to familiarize yourself with them. To aid in this endeavor,
after we discuss types of accounts we outline many of the types of pages in
order to hopefully aid considering which of the possibilities best match with your
pedagogical goals.

http://proteopedia.org/w/CBI_Molecules
http://proteopedia.org/w/Group:SMART:Teams
http://proteopedia.org/w/Student_Projects
http://proteopedia.org/w/Proteopedia:News#Adoptions_in_University_Classes
http://proteopedia.org/w/Teaching_Strategies_Using_Proteopedia
http://proteopedia.org/w/Teaching_Strategies_Using_Proteopedia
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24.4.3.2 Individual Users or a Shared Student Account?

In order to publish, ultimately users need an individual account, and encouraging
students to register as Proteopedia users sooner, rather than later, is in the best
interest overall. However, as part of the efforts to control quality and prevent
abuse, registrations are not handled in an automated manner; each registration is
considered by a Proteopedia staff member and upon approval accounts are set up,
which takes time. Typically, accounts are approved within 24 h of application. In a
class this can often hamper efforts to smoothly transition from being a passive user
of Proteopedia to being an author. If possible, encouraging your students to register
well in advance of any class in which authoring may be involved and contacting the
staff of Proteopedia ahead of such a class so they are expecting registrations can help
mitigate such minor hiccups. Keep in mind though Proteopedia is an international,
voluntary effort and sometimes delays cannot be avoided.

Importantly, educators who plan accordingly can contact Proteopedia staff
(contact@proteopedia.org) to request special shared student accounts that can be
used in classes to get students quickly authoring without having to wait for the
registration process. A shared, student access account is not as fully privileged
as an individual user account and only allows editing in the student userspace or
sandboxes, either reserved or basic. In fact, if teaching using Proteopedia it is best
to at least obtain the credentials for shared account access, as it may become useful
to keep class moving productively. If using a shared account, be sure to keep in mind
its limitations and you’d be well advised to use it ahead of the class to perform any
planned exercises.

Teachers should point out that those students that are registered users are best
served by signing in and working in their own account even if the shared account
is available. As touched upon earlier in this guide, Proteopedia has mechanisms for
tracking contributions and efforts by which the student will benefit by being logged
into their own account.

24.4.3.3 Basic Sandboxes

Basic personal sandboxes were covered earlier in this guide from the point of view
of someone beginning authoring in Proteopedia. While this type of page would be
suitable for students work, a basic sandbox requires the users be logged in (either
in a shared or a personal account) in order to edit pages. Additionally, for any
assessment of the student’s work the educator is required to learn the name of the
particular page the student edited.

24.4.3.4 Reserved Sandboxes

A solution that avoids the issues associated with basic personal sandboxes is
for the educator to set up a number of Reserved Sandboxes for students’ work.
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In conjunction with reserving these sandboxes, an educator can contact Proteopedia
staff and request a student login account that can be shared with the class as
described earlier. There is a page on Proteopedia (http://proteopedia.org/w/Special:
SandboxReservation) where Reserved Sandboxes can be set up and populated with
text at the time of set up. Because of this latter issue, it is best for the educator to
have the content with which to seed the pages chosen at the time of request. This will
save the educator from possibly needing to edit a lot of pages. It is suggested to look
at examples of Reserved Sandboxes set up by other educators, preferably those not
subsequently altered by students, when designing the seed content. It is suggested
links to the individual pages in the block of reserved sandboxes be placed on a
page where students are directed. As reserved sandboxes are numbered, a student
or group of students can be assigned a specific page number by the Educator. It
is suggested students be directed to add their name into the page proper as part
of the editing process for the class, or else the specific assignments need to be
recorded. Integrating the student’s name into the text of the sandbox is especially
important if using the option of the shared student account; unlike normal registered
users, users logged into the shared student account do not have their individual
names added to the contributors list at the bottom of every page in Proteopedia.
Furthermore, it is suggested educators caution students to be careful to edit their
own page; however, remind them that if issues should arise in the course of editing
that most can be sorted out easily given the page history component of the Wiki.
For example, if one student accidentally saves their page over another student’s
assigned page, there remains a record of the first student’s page among the history
of the page and the student or instructor can restore the content by copying and
pasting if needed.

At the time the sandboxes are reserved, an expiration date is set and the
pages may be cleaned out some time after that. If you or your students are
planning to publish the content elsewhere (see below), they should at least copy
the content to somewhere else in a reasonable time frame, prior to the agreed-upon
expiration date.

24.4.3.5 Workbenches

Workbenches are pages that can be developed while hidden from the public.
Only the author, and specified other account holders, can read Workbench
pages. They are intended for development of pages that complement journal
articles.

Eventually they can be converted to the public namespace, typically when the
journal article is published, see http://proteopedia.org/w/Workbench. Because their
set-up borders on being an advanced authoring task and relies on your students
allowing you access for grading, Workbench pages are not suitable for teaching and
are mainly included here to illustrate the logical progression between the concepts
of Sandboxes and Studios.

http://proteopedia.org/w/Special:SandboxReservation
http://proteopedia.org/w/Special:SandboxReservation
http://proteopedia.org/w/Workbench
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24.4.3.6 Studios for Supervised, Private Group Collaboration
and Page Development

A modified form of a Workbench, a Studio is a restricted access namespace where
authorized users can work. In the current implementation, there’s a landlord that
creates the Studio page, for example Studio:G5SecL04 and grants access to a group
of tenants, who can be students, TA’s, and/or a mix of other registered Proteopedia
users. Users that are either landlords or tenants. Each tenant can be given read only,
or read and write privileges.

Studio shares with a Workbench the privacy properties, however, Studio tenants
cannot grant access to the page to other users. The credits area at the bottom area of
a Studio page will list all those tenants that actually did some editing, like a regular
page. This is a nice complement to the workbench environment. And similar to the
workbench environment, the studio can be converted to the public namespace at a
later point and maintain the list of contributors to the page.

24.4.3.7 Where to Go Next?

Finally, you may wish that your students publish the content they have authored
in Proteopedia. This can either be a requirement for a component of the grade or
an option suggested as follow-up to particularly motivated students. In the latter
case you may wish to direct the students to the earlier parts of this primer within
Proteopedia to start thinking about best practices and publishing. If publishing is a
requirement, we suggest significant involvement of the instructor at each step of the
work to insure production of content meeting expectations, especially if this is to
be published to the public user space. Excitingly, student users who have developed
pages have even had articles published describing their efforts in a peer-reviewed
journal, see for example http://proteopedia.org/w/Citrate Synthase. This possibility
is related to the joint effort between the journal Biochemistry and Molecular Biology
Education (BAMBED) and Proteopedia to publish high-quality Proteopedia articles
in BAMBED as features in a section titled ‘Multimedia in Biochemistry and
Molecular Biology Education’, see http://proteopedia.org/w/Proteopedia:BAMBED
[1–4, 6, 7, 9].

For additional ideas for where to proceed next, we also suggest exploring more
within Proteopedia in order to maximize your use of Proteopedia as a component
of teaching in the future. Moreover, we suggest Proteopedia’s Teaching Strategies
page http://proteopedia.org/w/Teaching Strategies Using Proteopedia as a next step
for additional information.

http://proteopedia.org/w/Citrate_Synthase
http://proteopedia.org/w/Proteopedia:BAMBED
http://proteopedia.org/w/Teaching_Strategies_Using_Proteopedia
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Chapter 25
Proteolysis, Complex Formation
and Conformational Changes Drive
the Complement Pathways

Piet Gros and Federico Forneris

Abstract The complement system is an important part of the mammalian immune
defense in blood and interstitial fluids. This set of �30 plasma proteins and receptors
enables the host to recognize and clear invading pathogens and altered host cells,
while protecting healthy host cells and tissues. Over the last 7 years, we have
resolved the structural details of the central components of this system, which
is referred to as the Alternative Pathway of complement activation, and deduced
the molecular mechanisms that underlie the amplification and regulation of this
protein network. In short, we revealed that large domain-domain rearrangements of
these multi-domain proteins, upon proteolysis and complex formation, determine
the specificity that provides a local and brief burst to mark targets cells for
immune clearance. Most recently, we and others have revealed structural details of
the Terminal Pathway that leads to pore formation by Membrane-Attack-Complexes
in cell membranes yielding lysis.

Keywords Immunology • Complement system • Proteolytic casade • Conforma-
tional changes • Large macromolecular complexes

25.1 Introduction

The complement system can be initiated through three main routes, either through
the Classical Pathway (that may be mediated by antibodies forming immune
complexes), the Lectin-mediated Pathway or through a ‘tick-over’ mechanism due

This text is based on the research highlights of the Gros lab, see www.crystal.chem.uu.nl/gros/
researchhighlights.htm

P. Gros (�) • F. Forneris
Crystal and Structural Chemistry, Bijvoet Center, Utrecht University, Utrecht, The Netherlands
e-mail: p.gros@uu.nl

R. Read et al. (eds.), Advancing Methods for Biomolecular Crystallography,
NATO Science for Peace and Security Series A: Chemistry and Biology,
DOI 10.1007/978-94-007-6232-9 25, © Springer ScienceCBusiness Media Dordrecht 2013

297

www.crystal.chem.uu.nl/∼gros/researchhighlights.htm
www.crystal.chem.uu.nl/∼gros/researchhighlights.htm
mailto:p.gros@uu.nl


298 P. Gros and F. Forneris

Fig. 25.1 Complement scheme

to a low level of hydrolysis of complement component C3 (for reviews see e.g.
[4, 25]). The initiation routes converge in the proteolytic activation of the central
protein C3; see Fig. 25.1. C3 is cleaved into C3a and C3b. C3b covalently binds
to target surfaces through its reactive thioester moiety. As part of the Alternative
Pathway, this signal is amplified by the generation of C3 convertases. This C3
convertase is formed by binding of pro-protease factor B to surface-bound C3b.
Next, protease factor D cleaves factor B. This results in release of the pro-peptide
fragment Ba yielding the C3b-Bb (or C3bBb) complex, which is the active C3
convertase of the Alternative Pathway that cleaves C3 into C3a and C3b, amplifying
C3b attachment to the targeted surface. Surfaces covered by C3b, and subsequent
proteolytic fragments iC3b and C3dg, are marked for destruction and clearance
either through initiation of the Terminal Pathway of complement leading to cell
lysis, binding to macrophages for phagocytosis or binding to B-cells stimulating the
adaptive immune response.

The covalent binding of C3b is indiscriminate of self and foreign surfaces.
Therefore, the host requires complement regulators to protect healthy host cells and
surfaces [30]. This is a critical step as witnessed by the many mutations in regulators
causing dysfunctional regulation and hence disease. Typical examples of disease
are: age-related macular degeneration (AMD), atypical hemolytic uremic syndrome
(aHUS) and membranoproliferative glomerulonephritis type II (MPGN-II) or dense-
deposit disease (DDD) [3, 9, 25]. Complement regulators consist of strings of
complement-control-protein (CCP) domains. They are either expressed on host cell
surfaces (e.g., the membrane cofactor protein CD46/MCP) or are present in plasma
and bind host cells and matrix specifically, e.g. the soluble, abundant regulator factor
H (FH).

Activation of the Terminal Pathway of complement results in formation of
membrane-attack-complexes (MAC) that form large (100 Å wide) pores in the target
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membrane [22]. These complexes are formed when C5 is cleaved into C5b by the C5
convertase. The C5 convertase is formed by association of one (or possibly more)
C3b molecule to the C3 convertase. This somehow shifts the substrate specificity
from C3 to its homologue C5. C5b binds subsequently C6, C7, hetero-trimeric
C8’“” and multiple copies of C9. C6 to C9 are homologous proteins build-up from
a central MAC-perforin (MACPF) domain and several N- and C-terminal regulatory
domains. Together these multi-domain proteins change from soluble proteins into a
pore-forming complex that perforates the membrane.

25.2 Activation States of the Central Component C3

Human C3 is a large (1,641 amino-acid residues) protein with a remarkable
structural arrangement of 13 domains formed by two protein-chains “ and ’ [10];
see Fig. 25.2. The internal domain homologies indicate that this type of protein
molecule evolved from a core of eight homologous “macroglobulin” (MG) domains,
marking the beginning of a generic host defense mechanism more than 1,300 million
years ago; well before the emergence of antibodies. Five other domains are attached
to these eight MG domains: a linker and an anaphylatoxin (ANA/C3a) domain are
inserted into MG6, a CUB and thioester domain (TED/C3d) are located in between
MG7 and MG8, and a netrin-like C345C domain is attached via an anchor region
to the C-terminus of domain MG8. In native C3 the reactive thioester is protected
in two ways. First, the thioester is sequestered from water to prevent hydrolysis and
second, domain-domain interactions prevent transformation of the reactive thioester
into a highly reactive thiolate and acyl-imidazole intermediate [17].

Fig. 25.2 Structures of C3 and its proteolytic fragments
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Proteolytic activation of C3 produces anaphylatoxin C3a and opsonin C3b. The
major fragment C3b changes its conformation markedly compared to that of native
C3 [11, 35]; see Fig. 25.2. The thioester region moves over 85 Å, becomes fully
exposed and is activated into the acylimidazole intermediate for reaction with
hydroxyls on the targeted surfaces. Moreover, the rearranged structure now exposes
previously hidden binding sites for pro-protease factor B and a variety of regulator
proteins that function to protect healthy host cells and tissue.

25.3 Native Pro-enzyme Factor B

Factor B is the pro-protease that after assembly and proteolysis provides the serine-
protease activity of the central C3 convertase complex (C3bBb) responsible for
amplification of the complement response.

The structure of the pro-protease factor B [21] consists of three N-terminal
complement-control-protein (CCP) domains, a linker helix ’L (which together with
the CCP domains forms the pro-peptide segment Ba), a central Von Willebrand
A-type (VWA) domain and C-terminal serine protease (SP) domain (the two latter
forming together the protease segment Bb); see Fig. 25.3. The VWA domain is
homologous to the regulatory “inserted” (I) domains of integrins [32]. Similar to
integrin I-domains, VWA has a metal-ion (Mg2C) dependent adhesion site (MIDAS)
critical for ligand (C3b) binding and a C-terminal helix ’7 that may be involved in
determining ligand-binding affinity at the MIDAS and transmitting conformational
changes upon ligand binding [20]. In the pro-enzyme factor B, however, we observe
a novel arrangement of these elements in the VWA domain. Helix ’7 is displaced
from its canonical groove by helix ’L of the pro-peptide and the MIDAS, which
is critical for C3b binding, is disrupted. Furthermore, the P1 arginine residue of

Fig. 25.3 Structure of factor B
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the scissile bond (cleaved by factor D in activation of the pro-convertase C3bB) is
located in a shallow cleft formed by the helices ’L and ’7 and forms salt bridges
with both helices. These arrangements suggest a “locked” state for native factor B
and that binding of C3b likely induces large conformational rearrangements of the
helices ’L and ’7 that expose the scissile bond and make factor B susceptible to
cleavage by factor D.

25.4 Convertase Formation

The C3 convertase of the Alternative Pathway is formed in two steps. First, pro-
protease factor B binds in an Mg2C-dependent manner to C3b yielding the pro-
convertase C3bB. Second, protease factor D cleaves C3bB releasing the pro-peptide
fragment Ba resulting in the active C3 convertase, C3bBb.

We first studied the pro-convertase formed by factor B and cobra-venom factor
(CVF), which is a potent homologue of C3b [13]. The isolated structure of CVF
[14] and the complex CVF-B showed that CVF is structurally homologous to C3b.
Factor B binds CVF through two interfaces: one formed by the CCP domains of the
pro-peptide segment Ba and one through the VWA domain of the protease segment
Bb. The interactions with the Ba segment are apparently critical to “load” factor B
onto CVF or C3b, because the Bb fragment alone does not bind to CVF or C3b. The
Bb segment interacts with CVF through its MIDAS present in the VWA domain,
where the carboxy terminus of CVF chelates the Mg2C ion. Surprisingly, no overall
domain rearrangement in factor B is observed upon binding to CVF. Notably, the
scissile bond remains occluded as in the structure of native factor B. Negative-stain
EM data indicated, however, conformational changes as factor B binds to C3b [33].
We hypothesized that CVF-B may represent a “loading” state whereas the EM data
of C3bB represents an “activation” state of the pro-convertase, which can be cleaved
by factor D. Subsequently, this hypothesis was supported by EM data revealing the
co-existence of a closed and open state of the pro-convertase [34].

A crystal structure of the C3bB complex revealed a large conformational change
in factor B [5]; see Fig. 25.4. Whereas the crystal structure of CVF-B correlated well
with the EM data of the closed (loading) form [34], the structure of C3bB correlated
well with the open (activation) form [33]. The conformational change involved
an unexpected, marked, reorientation of the catalytic serine protease (SP) domain
of factor B. This rotation partially extends the VWA-SP linker and unwinds the
C-terminal ’7 helix of the VWA domain. In conjunction, helix ’L that precedes the
scissile bond in factor B extends by two turns positioning hydrophobic residues in
pockets that are vacated by the scissile loop. Together, these changes destabilize the
binding of the P1 arginine (Arg234) to the ’L and ’7 helices, resulting in exposure
of the whole scissile loop.

Factor D circulates in blood in an inactive conformation, in which the catalytic
Ser-His-Asp triad is distorted and the P1-binding pocket is blocked by an arginine
[23]. Factor D binds factor B specifically in the open/activation state of C3bB.
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Fig. 25.4 Convertase formation

The interface formed between the “exosite” of factor D and both the VWA and SP
domains of factor B explains the high affinity (Kd D 9 nM). Binding of factor D to
C3bB activates factor D. Arg202, which blocked the P1-binding pocket, swings out
and the self-inhibitory loop rearranges allowing the catalytic Ser-His-Asp triad to be
restored [5]. What causes these conformational changes is not fully clear, though.
Interaction between Glu230 of the scissile loop in factor B and Arg202 of factor
D contributes to the substrate specificity and possibly provides a trigger for the
conformational changes that activate factor D. Finally, factor D cleaves factor B and
liberates the Ba fragment. The proteolytic fragment Bb, formed by the VWA and SP
domains, remains bound to C3b yielding the active C3bBb protease complex.

25.5 C3 Convertase Activity and Specificity

C3 convertases are unstable complexes that dissociate irreversibly (with a half life
time of �90 s for C3bBb) and thus provide a local and brief burst of complement
amplification.

The crystallographic studies of the labile C3bBb protease complex were facil-
itated by an immune evasion protein, called staphylococcal complement inhibitor
(SCIN), which is secreted by S. aureus, that inhibits the C3 convertase, while
stabilizing it [26, 27]. The crystal structure of the triple complex (C3b-Bb-SCIN)
revealed a dimeric arrangement of convertases (C3bBb) stabilized by two bridging
SCIN molecules [6, 27]; see Fig. 25.5. Two C3b molecules form the center of the
dimer. The protease fragment Bb is bound to the C-terminal C345C domain of C3b
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Fig. 25.5 The C3bBb-SCIN dimer

through its VWA domain, whereas the SP domain is oriented side-ways without
making contacts to C3b. SCIN interacts with both C3b and Bb stabilizing the loose
arrangement. The observed C3b:C3b contacts suggests a putative substrate:enzyme
complex, consistent with earlier considerations based on inhibitor binding sites that
block substrate binding [12]. Replacement of one C3b by native C3 positions the
scissile bond of C3 in front of the catalytic site of the SP domain in Bb. A swing
of the Bb fragment towards substrate would result in a productive orientation of the
scissile loop in the active site, while the inhibitor SCIN prevents such a movement
in the inhibited complex. Such a putative dimerization of the substrate C3 with C3b
of the C3 convertase (C3bBb) explains the high specificity and activity of the central
C3 convertases [27].

The C3b:C3 dimerization model for the enzyme:substrate (C3bBb:C3) complex
is now confirmed. A dense-deposit disease mutant C3923�DG cannot be cleaved
by the C3 convertase; however, when activated to C3b by proteases this C3
mutant forms active convertases [19]. This is consistent with the position of
the loop containing the deletion in C3 vs. C3b in the putative C3bBb:C3
complex. In addition, a crystal structure of CVF in complex with C3-homologue
C5 reveals a CVF:C5 binding consistent with the C3bBb:C3 dimerization
model [16].

25.6 Host Protection

Factor H (FH) is an abundant soluble regulator that protects tissues and cells
with limited surface regulators. It consists of 20 CCP domains. The first 4 CCP
domains are essential and sufficient for the functional activity, whereas the other
domains CCP5-20 are involved in distinguishing self from foreign [24]. We have
determined the structure of FH domains 1–4 with its target C3b [36]; see Fig. 25.6.
FH(1–4) binds C3b in an extended arrangement forming a 100-Å long binding
site. Comparison of this structure with that of C3bBb shows that domains CCP1-2
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Fig. 25.6 The structure of C3b-FH(1–4)

of FH are directly involved in displacing Bb from C3b, which explains the
“decay-accelerating activity” that breaks down C3 convertases and thereby stops
the amplification and production of C3b. In a second mechanism, referred to as
“cofactor activity”, FH serves as a cofactor to bind the protease factor I (FI). FI
cleaves C3b in the CUB domain yielding inactive iC3b that cannot bind factor B
to form convertases and thus blocks complement amplification. Mutational data (in
particular those of the homologue from variola virus done by Sahu and co-workers)
suggest a role for CCP2-3 in binding FI. Domains CCP2-3 lie adjacent to the CUB
domain of C3b and, thus, provide an appropriate binding site for FI to cleave C3b. A
recent crystal structure of FI reveals an arrangement of its five domains that would
putatively be consistent with binding of FI in between CCP2-3 of FH and C345C
of C3b with the catalytic SP domain oriented towards the scissile bonds in the CUB
domain of C3b [29].

25.7 Membrane-Attack Complex

The structure of the membrane-insertion (MACPF) domain of complement compo-
nent C8’ revealed a surprising structural resemblance to the bacterial cholesterol-
dependent cytolysins [7, 28]. This suggests a common membrane perforation
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Fig. 25.7 Structure of the
C5b6 complex

mechanism for MAC and perforin of the mammalian immune system and these bac-
terial pore forming proteins. Sodetz and co-workers resolved additional structures,
C8’-MACPF-” and that of the hetero-trimer C8’“”, revealing both the interactions
with the N- and C-terminal ancillary domains and those within the ’-“ MAC dimer
of C8 [18, 31].

Next, we solved the structure of the C5b-C6 (C5b6) complex [1, 8]; see Fig. 25.7.
This structure reveals that, when C5 is cleaved into C5b, large structural changes
occur [15]. In part, these changes are similar to those of the C3 to C3b conversion.
However, in the case of C5 to C5b the TED/C5d domain ends up in a position
halfway the MG ring. This conformation of C5b is captured by C6. C6 consists of
a core of domains similar to C8 (with an additional TSP domain at the N-terminus)
and a C-terminal extension of two CCP domains and 2 FIMACs [2]. The core of
C6 binds the bottom part of the MG ring of C5b. The C-terminal linker and CCP
domains of C6 wrap around the TED of C5b. As a consequence the C6 MACPF
domain with its pore-forming segments is positioned below C5b. In collaboration
with the labs of Susan Lea (Oxford) and Oscar Llorca (Madrid) we placed the
C5b6 crystal structure into the cryo-EM reconstruction map of the soluble MAC
(sMAC or sC5b6-9) [8]. These data indicate that the arrangement of C5b-C6-C7-
C8“-C8’”-C9 yields an arc of the MAC proteins with a protrusion at the beginning
formed by C5b. Below the arc large blobs of density indicate the likely presence of
clusterin and vitronectin that enwrap the pore-forming segments, thereby providing
protection to host cells to bystander damage.
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Chapter 26
Monoamine Oxidase Inhibitors: Diverse
and Surprising Chemistry with Expanding
Pharmacological Potential

Claudia Binda, Dale E. Edmondson, and Andrea Mattevi

Abstract The prominence of monoamine oxidases (MAO’s) in pharmacology
arose from initial findings in the 1960s that arylalkyl hydrazines, originally used to
treat tuberculosis patients, exhibited a mood-elevating response by the irreversible
inhibition of MAO. This finding sparked considerable investigations into various
MAO inhibitors by both academic and pharmaceutical laboratories to develop drugs
that could be used as anti-depressants and active research in this field continues.
This chapter provides an account of the contribution given by structural studies in
this field.

Keywords Neurotransmitter • Drug-design • Cofactor • FDA

26.1 Introduction

Monoamine oxidases (MAOs; [7]) are membrane-bound mitochondrial enzymes
that are responsible for the metabolism of various amine neurotransmitters. Forty
years of intense research (>20,000 papers in Pubmed) have produced seven
FDA-approved antiMAO drugs that are used for the treatment of depression and
Parkinson’s disease. Most of the MAO inhibitors were developed before thorough
chemical and structural biology was possible. So, their mechanism of function
remained unclear despite their widespread clinical usage. In the past years, we
have extensively investigated MAO inhibition including the elucidation of some 50
enzyme-inhibitor/drug complexes.
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26.2 Currently Known Drugs

Such “a posteriori” biochemical and structural analysis has revealed that most of the
MAO inhibitors and all FDA-approved antiMAO drugs function through formation
of a covalent bond with the flavin cofactor (i.e. they are covalent inhibitors).
Remarkably, these drugs are chemically diverse and form different types of covalent
adducts with the flavin. To illustrate this point, we refer to three well-known
classes of MAO inhibitors that we have extensively investigated in structural and
biochemical terms in our laboratories.

1. The hydrazines (initially developed as antitubercular drugs) act as suicide
substrates: they are oxidized the flavin and subsequently form a covalent adduct.
However, the reaction is not fully coupled because the covalent adduct does not
form in every catalytic cycle. Importantly, the mechanism of covalent inhibition,
despite a 40-year long history for these compounds, is far from being fully
defined [2].

2. The propargylamines are probably the most successful MAO inhibitors; a mem-
ber of this class, rasagiline, has been approved by FDA as an anti-Parkinson’s
drug in 2005. These inhibitors form a covalent adduct with the flavin in a reaction
that, unlike that for the hydrazines, is fully coupled – it apparently results from
the direct covalent reaction of the inhibitor with the flavin.

3. Tranylcypromine (parnate) has been one the first antidepressive drugs ever
used. This inhibitor features a cyclopropyl ring that forms a covalent adduct
with the MAO flavin. The adduct, however, is different from that formed by
the propargylamines and hydrazines forms through opening of the cyclopropyl
ring [6] (Fig. 26.1).

Tranylcypromine features a further outstanding property: it is able to enhance the
binding of a non-covalent group of MAO B inhibitors, the imidazolines, well known

Fig. 26.1 Flavin adducts: rasagiline in MAO B, propargylamine in LSD1, and phenylhydrazine in
MAO B
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as antihypertensive agents. A sub-set of imidazoline class of compounds target
MAOs and their binding is strongly (>100-fold) enhanced by tranylcypromine.
The structural and biochemical analysis shows that tranylcypromine to MAO B
causes some small conformational changes that favour binding of the imidazoline
molecule in a cavity (so-called entrance cavity) that is adjacent but distinct from
the substrate-binding site. This is a rare case of synergistic binding between two
mechanistically and structurally distinct inhibitors and our studies provide one of
the few cases in which simultaneous binding of two inhibitors to the same enzyme
has been visualized.

26.3 Future Avenues in Drug Discovery

Most interestingly and relevant in pharmacologically terms, it is now becoming
evident that the most promising and selective non-covalent MAO B inhibitors bind
to the enzyme by occupying both the entrance and substrate cavities as highlighted
by the tranylcypromine-imidazoline synergistic binding. An example of this notion
is safinamide, a highly selective, high-affinity non-covalent MAO B inhibitor in
advanced clinical trials as anti-Parkinson’s drug [1]. Another intriguing example
is pioglitazione, a very widely used anti-diabetes drug that has been found to exert a
neuroprotective effect. We have found that pioglitazone is a selective non-covalent
inhibitor of MAO B that exploits the entrance and substrate cavities for binding to
the enzyme [5]. In this regard, pioglitazione provides an excellent example for the
notion that known drugs can be re-purposed for different usages.

The knowledge on MAO inhibition mechanisms is acquiring much broader
relevance with the discovery that MAO inhibitors or their analogues function
also against a more recently discovered flavoenzyme, the histone demethylase
LSD1 [8–10]. This enzyme was the first discovered histone demethylase and it is
attracting considerable attention as possible target for epigenetic therapies against
drugs. LSD1 has weak homology with MAOs but substantially different structure
(including the active site) and biology. Many researchers have found that a few
antiMAO drugs do inhibit also LSD1. These findings have at least three impor-
tant implications (1) current antiMAOs have far-from optimal selectivity (“dirty
drugs”); (2) current antiMAOs apparently exploit intrinsic chemical properties of
protein-bound flavins rather than highly specific features in the binding sites; and
(3) the chemical knowledge gained from MAO studies can be applied to other
flavoenzymes. Indeed, several papers (also from our laboratory; [3, 4]) have been
published in the last years that present various inhibitors targeting LSD1 (and
now also LSD2, a newly found histone demethylase) which were developed based
on the antiMAOs described in the previous paragraph. In our laboratories, a few
compounds derived from tranylcypromine with partial selectivity for LSD1 were
identified. The biological activity of one of these new inhibitors was evaluated with
a cellular model of acute promyelocytic leukemia chosen since its pathogenesis
includes aberrant activities of several chromatin modifiers. Marked effects on
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cell differentiation and an unprecedented synergistic activity with antileukemia
drugs were observed. These data demonstrate that these LSD1/2 inhibitors are of
potential relevance for the treatment of promyelocytic leukemia and, more generally,
as tools to alter chromatin state with promise of a block of tumor progression.
A confirmation of this notion from in vivo studies have been recently published.
Thus, after more of 40 years of history, drug design and development studies on the
“old” MAO enzymes continue to illuminate fundamental aspects of flavoenzyme
biochemistry and are finding an explanding number of potential applications also
by targeting MAO-related enzymes.
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Chapter 27
Structure of the Eukaryotic Ribosome:
Tips and Tricks

Sergey Melnikov

Abstract Ribosomes are biological assemblies consisting of more than 50 different
proteins and several thousands of RNA bases. Recently the structure of the
eukaryotic 80S ribosome was determined by methods of X-ray crystallography.
This chapter highlights several steps and ideas of the experimental approach that
can be applied for a broader range of biological complexes. The biochemistry for
the 80S ribosome project (purification and crystal treatments) was derived from
procedures and principles developed for structural studies of labile plant complexes
and resulted in elaboration of a rapid and gentle purification protocol. The structure
determination of this giant enzyme implied model building of 3.3MDa of RNA and
protein moieties: remodeling of �2.3MDa residues of the conserved core, known
from the structures of prokaryotic ribosomes, and de novo building of �1MDa of
eukaryote-specific components.

Keywords Eukaryotic ribosome • X-ray crystallography • Postcrystalization
treatments • Radiation damage • Ribosomal proteins • Ribosomal RNA

27.1 Introduction

Here we discuss the principal steps of experimental procedure and several curious
cases of model building underlying the recent structure determination of the
eukaryotic ribosome – the 80S ribosome from yeast S. cerevisiae [5, 6].
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27.2 Sample Preparation

Crystallization of biological molecules (or complexes) is the first and most
frequently crucial step of the structure determination. It largely relies on three
major qualities of a biological sample: (1) amount, sufficient for crystallization
trials, (2) purity from other biological molecules that may affect crystal growth and
(3) conformational homogeneity, that may also interfere with crystallization and
reduce diffraction quality of crystals. As ribosomes are one of the most abundant
molecules in a living cell [18] and, thus, could be purified in a sufficient amount,
the major issue of their isolation was:

27.2.1 How to Make Ribosomes Pure and Homogenous?

Purification procedure can be simplified by physiological treatments of living cells
that cause homogenization of ribosomes in vivo. We used glucose starvation as a
treatment that arrests protein biosynthesis and induces accumulation of a single
ribosome population in S. cerevisiae cells (Fig. 27.1a) [2]. This approach allowed us
to prevent association of ribosomes with various ligands (as tRNAs, mRNAs, trans-
lation factors). Surprisingly, we found that glucose starvation induces stoichiometric
association of the 80S ribosomes with a stress-related protein Stm1 that occupies
the mRNA- and tRNAs-binding sites on the ribosomes, thus hibernating ribosomes’
activity under starvation conditions (Fig. 27.1b).

27.2.2 How to Minimize Contaminations and Degradation
of Ribosomes After Cell Lysis?

Rapid and mild purification procedure aimed to decrease contamination and degra-
dation is highly favourable for the quality of purified biological complexes. As
eukaryotic cells contain 70S and 80S ribosomes (in mitochondria and the cytoplasm
respectively), cell breaking procedure was used to keep mitochondria intact [14].
Furthermore, two modifications were introduced in the S. cerevisiae strain used for
ribosomes purification. Firstly, the gene encoding for vacuolar proteinase A was
deleted to prevent potential damage to ribosomal proteins when the protease is
released upon cell breaking. Secondly, the L-A virus, commonly present in budding
yeasts, was eliminated to prevent ribosomes contamination by viral particles known
to have a similar sedimentation coefficient as the 80S ribosomes.

Another important step of the purification procedure was based on use of
polyethylene glycol (PEG) [3, 4]. The Fig. 27.2 illustrates how PEG 20,000 can
be used to rapidly concentrate the 80S ribosomes and to separate them from the
total cell extract.
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Fig. 27.1 (a) Time-lapse diagrams showing how transfer of yeast cells from normal growth media
(YPD) to glucose-lacking media (YP) causes translation inhibition: in 10 min heterogeneous
translating ribosomes (polysomes) turn into a single population of the 80S ribosomes (Adopted
from Ref. [2]). (b) The 80S ribosomes purified from starved cells are associated with stress-related
protein Stm1 (colored in black) that blocks ribosome access to mRNAs and tRNAs (Adopted from
Ref. [6])

Fig. 27.2 Analytical sedimentation profiles (sucrose gradient centrifugation) illustrating principle
of PEG-based purification (a) Total cell extract of starved S. cerevisiae. (b) Addition of PEG
20,000 up to 4 % (w/v) and subsequent centrifugation cause precipitation of polysomes and other
components of a cell extract. (c) The further increase of PEG 20,000 concentration up to 9 % and
centrifugation result in the 80S ribosomes precipitation, while other components of the extract are
mainly remain in the supernatant. (d) The pellet of the precipitated 80S ribosomes can be dissolved
and purified by sucrose gradient centrifugation. The peak corresponds to a highly homogenous pool
of the 80S ribosomes
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27.3 Crystal Treatment and Data Collection

27.3.1 How to Improve Diffraction Quality of Crystals?

Frequently, crystals of biological assemblies have a high water content that allows
local disorder and conformational flexibility of molecules in a crystal and usually
weakens diffraction qualities of a crystal. One of the most potent ways to deal with
weak diffraction qualities of a crystal is dehydration – post-crystallization treatment,
based on crystal’s air drying or introducing chemical agents that reduce the water
content [8, 12].

Crystals of the 80S ribosome were initially soft to the touch and poorly diffract-
ing (fuzzy reflections maximum to �20

0

Å resolution). However, step-wise transfer
of these crystals in a solution, containing high amounts of glycerol (cryoprotec-
tant) and PEG 6,000 (dehydrating agent) (Fig. 27.3) substantially improved their
mechanical properties and diffraction quality (reflections up to 3

0

Å resolution).

27.3.2 Use of Metal Ions Can Contribute Both to Phasing
and to Improvement of Diffraction Quality

Ribosomes possess a distinguishable feature that allows rapid ion exchange between
their globules and a solution: ribosomal RNA folds in such a way that many
cavities between RNA-helices are formed and filled with water molecules and ions.
Numerous studies showed that one of the most common RNA-associated ions,
fully hydrated magnesium ion Mg(H2O)6

2C, can be replaced by ions of osmium
hexamine Os(NH3)6

3C [7, 11] and increases diffraction properties of crystals if
used for soaking or cocrystallization [9]. Introduction of Os(NH3)6

3C ions – later
used as an extra source of phase information, -at the last step of dehydration of

Fig. 27.3 Cover slips with crystallization drops were transferred into Petri dishes and iteratively
mixed with dehydration solutions containing increasing amounts of PEG 6,000. Numbers in
brackets (like 20 C 0) correspond to percentage of glycerol (first number, v/v) and PEG 6,000
(second number, w/v) in solution. “M” stands for 2 mM Os(NH3)6Cl3. At the last step Petri dishes
were closed with parafilm and kept at C4 ıC before measurements
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the 80S ribosome crystals provoked a conformational change of one of ribosomes
in the asymmetric unit, shirked the unit cell parameters, and resulted in a further
improvement of diffraction quality (reflections up to 2.5

0

Å resolution).

27.3.3 How to Optimize Data Collection?

Optimal data collection strategy relies on a good balance between accurate measure-
ments of reflections’ intensity and minimal radiation damage to crystals. To collect
the final data set for the 80S ribosome structure determination we used the benefits
of a new generation of detectors – single-photon counting detectors PILATUS 6M
[13]. The frames of data were collected according to a strategy developed at the SLS
that exploits the fast readout time and the absence of a readout noise of PILATUS
6M [15]: instead of maximum exposure time and maximum beam intensity we
used highly attenuated beam (�7.5 % of the maximum intensity), shorter exposure
time (0.5 compared to 1–2 s used for CCD-detectors) and reduced oscillation
range (0.10ı which is roughly ½ of a mosaicity value compared to 0.25–0.5ı).
It allowed us to collect up to 500 frames from a single spot of a crystal without
significant radiation damage and scale these data with those from multiple crystals
and multiple spots per each crystal. The final data set used to determine the 80S
ribosome structure was represented by a highly redundant pool of data from 13
crystals: �20,000 frames were collected giving the multiplicity equal to �38 if
Bijvoet pairs were merged. Position of �1,360 anomalous scatters per asymmetric
unit was defined and used as a source of experimental phases (Fig. 27.4).

27.4 Model Building

27.4.1 How to Improve Quality of the Maps?

Anomalous signal from Os(NH3)6
3C ions allowed us to calculate occupancy values

for each binding site with Phaser [16]. However, the resulting (Fo – Fc) electron
density maps contained a lot of peaks overlapping with position of Os(NH3)6

3C ions
surrounded by a strong noise. This is due to the fact that some sites were occupied
partially by Os(NH3)6

3C and partially by Mg(H2O)6
2C ions. As Mg(H2O)6

2C ions,
practically lacking anomalous signal and not modelled in the structure, contributed
to electron density and, thus, to the positive difference in (Fo – Fc) maps. To take
into account Mg(H2O)6

2C contribution we refined occupancies of Os(NH3)6
3C sites

with Phenix [1] that resulted in accurate (Fo – Fc) maps and simplified model
building of neighbouring RNA and protein moieties.
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Fig. 27.4 The starting point for the 80S modeling: structures of the 30S and 50S (shown as rib-
bons) used for molecular replacement in the middle of the full-size 80S ribosome (semitransparent
surface). The 80S ribosome contained a layer of previously unmodeled RNA and protein moieties

27.4.2 What Features of the 80S Structure Made Model
Building More Complicated?

Eukaryote-specific ribosomal proteins and proteins’ extensions frequently form
intricate networks of interactions where they are involved in multiple contacts with
numerous neighbours (Fig. 27.5). It makes modelling especially difficult if proteins
contain flexible loops and tails so that the exact protein identity and registry could
not be deduced from continuity of the electron density and relies on a solution of
the whole puzzle.

Furthermore, there are several examples of ribosomal proteins that are located
in unexpected areas of the 80S ribosome. For example, protein rpL24e, component
of the large ribosomal subunit, contains C-terminal domain that is associated with
the small subunit (Fig. 27.6). Two domains of rpL24e are connected with a flexible
linker so that the identity of rpL24e C-terminus was deduced only when the structure
of the 40S subunit was completely built and the extra density corresponded to the
size and secondary structure predictions for rpL24e while the density contained a
few distinguishable blobs of bulky amino acids.
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Fig. 27.5 Intricate networks of protein-protein interactions make the process of protein assign-
ment puzzling. Seven proteins are shown at the central protuberance of the 60S subunit of the 80S
ribosome

Fig. 27.6 Unexpected location of proteins within the 80S ribosome structure exemplified by
protein rpL24e. Black ribbon shows rpL24e backbone path. The (2Fo – Fc) electron density map
around the ribbon shows that two domains of rpL24e are connected by a linker barely resolved
in the X-ray structure that makes it difficult to assign the part on the right side of the figure as a
C-terminus of rpL24e

27.4.3 How to Use Specific Protein or RNA Features
to Simplify Model Building?

We used several sources of data to properly assign a particular region of the electron
density map to a particular protein or RNA. Among them were tools for secondary
[10] and tertiary structure predictions [17], Christmas tree-like structure of alpha-
helices and Zn-finger domains present in a few ribosomal proteins.
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Chapter 28
Neutron Protein Crystallography.
How to Proceed the Experiments to Obtain
the Structural Information of Hydrogen,
Protons and Hydration in Bio-macromolecules

Nobuo Niimura

Abstract NPC takes the next step beyond the folding structure and gives
information about the hydrogen bonding, protonation states, and hydration
configuration of the biomolecule—all of which are critical features for
understanding how it actually functions. This unique information makes NPC a
valuable tool for structural biology. The basic principles for analysis of the structure
of the biomolecules are that the calculated structure factor, Fc, is subtracted from
the observed structure, Fo, the result should include only the positions of the
missing hydrogen atoms. One of the most difficult problems in NPC is to obtain
a single crystal that is large enough to obtain diffraction results with the low flux
of a neutron beam. A large single crystal can be grown in the metastable region
in the crystallization phase diagram. The NPC of RNase A has been given as a
walk-through example.

Keywords Neutron protein crystallography • Hydrogen bonds • Protonation
states • Hydration • Crystallization phase diagram • Metastable region • H/D
exchange

28.1 Why Neutron Protein Crystallography?

The application of neutron diffraction to the study of bio-macromolecules is known
as neutron protein crystallography (NPC), in keeping with the term X-ray protein
crystallography (XPC) for the technique that uses X-ray diffraction. There are two
key differences between these techniques. The first difference is that neutrons are
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much more difficult to produce than are X-rays, in terms of both cost and particle
flux. Indeed, there are presently only about five locations in the world that can
conduct NPC experiments, although more facilities are being constructed. Even
so, the fluxes from these facilities are about 10 orders of magnitude smaller than
the fluxes from X-ray sources, a fact that forces NPC experiments to take much
more time (7–100 days) than XPC experiments take (30–60 min). Therefore, NPC
experiments should be performed only when they can provide unique information.

The statistics of the Protein Data Bank (PDB) bear out the consequences of this
difference in cost and ease of use. Since the beginning of the PDB, the number of
folding structures registered in the PDB has increased exponentially year by year; by
January 2012, it was close to 80,000. Most of these structures have been determined
by XPC or by nuclear magnetic resonance (NMR). In contrast, the number of
structures determined by NPC is very small (less than 50 as of January 2012). Thus,
it could be said that NPC has not substantially contributed to the determination of
the folding structures of biological macromolecules.

Although NPC is not used for determining folding structures, the second
difference between NPC and XPC is the main reason for using NPC: Neutrons can
be strongly diffracted by hydrogen nuclei (i.e., protons). X-rays are not diffracted
by atomic nuclei but by atomic electron density, and since hydrogen has only one
electron, X-rays are not strongly diffracted by hydrogen or its isotopes, deuterium
and tritium. Therefore, neutrons can provide unique information about hydrogen
atoms, protonation states, and hydrogen orientations in water molecules.

In general, about half of the constituent atoms of a protein are hydrogen, and in
principle, all the hydrogen atoms (protonation states) can be identified by neutron
diffraction. So, the purpose of NPC is not to determine the folding structure of
biomolecules but rather the structure that is “beyond the folding structure.” In other
words, by identifying the hydrogen atoms in and around the biomolecule, NPC takes
the next step beyond the folding structure and gives information about the hydrogen
bonding, protonation states, and hydration configuration of the biomolecule—all of
which are critical features for understanding how it actually functions. This unique
information makes NPC a valuable tool for structural biology.

The general subject of NPC has been reviewed by several authors and here only
recent ones were given. [2, 4, 5].

28.2 The Specific Features of the Interactions Between
Neutrons And Bio-Macromolecules

The relationship between energy and wavelength is important for the radiation
damage of protein crystals. Because a neutron is a baryon particle with a significant
mass (1.0087 amu) but an X-ray is a photon particle (an electromagnetic wave) with
no mass, the relationship between the energy and the wavelength is very different for
each particle. The energies of a 1 Å X-ray and a 1 Å neutron are about 12.4 keV and
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Table 28.1 Neutron scattering lengths and X-ray atomic scattering
factors

Neutron scattering lengths and X-ray atomic scattering factors

Neutron X-ray
Atom bcoh (10�12 cm) fx-ray (10�12 cm)

DC 0.67 0
D 0.67 0.28
H �0.37 0.28
H(�C) (anti-parallel

neutron and proton spins)
�4.7420 0.28

H(CC) (parallel neutron
and proton spins)

1.0817 0.28

C 0.67 1.69
N 0.94 1.97
O 0.58 2.25
P 0.513 4.20
S 0.29 4.48

82 meV, respectively. Since the energy of a 1 Å neutron is less than the energies of
chemical bonds (about several eV), neutrons do not cause radiation damage to pro-
teins. Therefore, it is not necessary in NPC experiments to freeze crystals to liquid-
helium or liquid-nitrogen temperatures to avoid radiation-induced damage. NPC can
determine the protein structure at ambient temperatures, such as 20 ıC or so. The
same crystal which has been used for a neutron diffraction experiment can be mea-
sured later in an X-ray diffraction experiment to provide the initial model for NPC.

Table 28.1 shows the neutron scattering lengths and X-ray atomic scattering
factors of some elements which constitute proteins. Distinctive features of neutrons
are summarized as follows:

One technical issue that must be pointed out is that hydrogen atoms have very
large incoherent-scattering cross sections (80 barns). The nature of the incoherent
scattering causes a high background in the diffraction pattern, and in order to
avoid it, it is recommended that hydrogen atoms should be replaced by deuterium,
because the incoherent-scattering cross sections of deuterium atoms are very small
(2 barns). In order to perform this replacement, which can be partial or complete,
hydrogenated protein crystals can be soaked in heavy water (D2O; D stands
for deuterium) solutions. In addition, we can obtain the H/D exchange ratio of
exchangeable hydrogen atoms in proteins. Otherwise, cells can be grown in D2O
to obtain fully deuterated proteins and crystals can be grown in D2O solutions.

The bH of hydrogen atom is negative. At medium or low resolution (>2.0 Å),
the Fourier map of a methylene group (�CH2–) nearly vanishes the carbon and
two hydrogen atoms are merged in such a resolution because the sum (bC C 2*bH)
becomes close to zero.

The bN of a nitrogen atom is comparatively large. The hydrogen atoms of the
C(NH2)3 group of arginine, the NH2 group of lysine, and the NH group of amide
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are often replaced by deuterium atoms and become C(ND2)3, ND2, and ND when
the crystal is soaked in D2O. They are easily visible in Fourier map.

The bS of a sulfur atom is comparatively small; therefore, the –S–S– bonds
are rather difficult to be observed. Number of different variations on the starting
template, the overall success rate can be increased significantly.

28.3 The Basic Principles for Analysis of the Structure
of Single Crystals

The analysis of crystal structures using neutron-diffraction data is the same as
the analysis using X-ray-diffraction data, except that the scattering element is the
nucleus in neutron diffraction, whereas the scattering element is the electron in
X-ray diffraction.

Several methods have been developed to solve the phase problem for the case of
X-ray diffraction. For the case of NPC, the folding structure of the protein is usually
already known from XPC analysis, and the task is simply to locate the hydrogen
atoms. Thus, at the start of the NPC analysis, the positions of most of the atoms
in the protein molecule are known, including all of the carbon, nitrogen, oxygen,
and heavier atoms and also some of the non-exchangeable hydrogen atoms. This
knowledge enables the calculation of a first approximation of F(hkl). In Fig. 28.1,
the variable Fc refers to this calculated structure factor. Fo refers to the observed

Fig. 28.1 Scheme of the use of difference maps to obtain the position of hydrogen atoms
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structure factor, which includes the information of all hydrogen atoms. If the
calculated structure factor, Fc, is subtracted from the observed structure, Fo, the
result should include only the positions of the missing hydrogen atoms. This result
is called an omit map or a (Fo � Fc) difference Fourier map. Figure 28.1 illustrates
this calculation. In practice, some hydrogen atoms do not appear in the first trial.
Therefore, the newly found hydrogen atoms are incorporated into the model, a new
calculated structure factor (Fc) is generated, and another omit map is made, which
then reveals more hydrogen atoms. This iterative process is continued, and gradually
the number of determined hydrogen atoms increases until most or all of them are
found.

The refinement program of neutron protein crystallography is modified on the
basis of X-ray protein crystallography of CNS1.1. The most important modifications
are in the topology and parameter files because hydrogen atoms are included there.
The general refinement proceeded as follows:

1. A positional minimization and B-factor refinement for all the non-hydrogen
atoms of the initial model were performed.

2. After the initial refinement, putative non-exchangeable hydrogen atoms were
added to the initial model.

3. An omit map was calculated for each amino acid residue; and exchangeable D
atoms were then added to the model if corresponding nuclear densities were seen.

4. An occupancy refinement was then carried out only for the peptide amide H/D
atoms to determine the H/D exchange ratios.

5. The model was fit to (2Fo � Fc) and (Fo � Fc) maps using the program XtalView.
6. D2O molecules were added to the structure if the nuclear density could accom-

modate them. For small densities, only water oxygen atoms were located.
7. The protonation states of side chains, orientations of methyl groups and water

positions were confirmed by calculating a (2Fo � Fc) map and an omit map for
each amino acid residue and water molecule.

These refinement cycles were repeated to obtain the final structure.

28.4 Crystallization

One of the most difficult problems in NPC is to obtain a single crystal that is
large enough to obtain diffraction results with the low flux of a neutron beam.
Often, a crystal with a volume of several cubic millimeters (mm3) is required.
To grow such a large single crystal of a protein, a seed crystal is placed into
a metastable growth environment, in which new crystals do not nucleate but
protein molecules still crystallize on the seed crystal. The problems, then, are to
determine this metastable region in the crystallization phase diagram (CPD) and
to maintain the environment within those parameters. Figure 28.2 shows a typical,
protein Crystallization Phase Diagram (CPD). The CPD consists of two regions,
the undersaturated and supersaturated regions, which are separated by a solubility
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Fig. 28.2 A typical protein crystallization phase diagram (CPD)

Fig. 28.3 Typical examples of the shapes of a water molecule: (a) triangular, (b) short ellipsoidal,
(c) long ellipsoidal, (d) spherical

curve (SC). Furthermore, the supersaturated region is divided by the spontaneous
nucleation curve (SNC), the dotted line in Fig. 28.3 into the metastable region and
the spontaneous nucleation region. The SNC is also known as the supersolubility
curve and as the nucleation border line. Consequently, the CPD consists of three
regions, as follows: (i) The undersaturated region is a solution phase, and crystals
dissolve in this region. (ii) In the metastable region, nucleation of new crystals does
not occur, but a seed crystal will grow if it is placed there. (iii) In the spontaneous
nucleation region, both crystal growth and nucleation occur.

A large single crystal can be grown in the metastable region. In the supersat-
uration region beyond the SNC, many nucleation seeds appear, and the protein
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molecules present in the solution are consumed by the growth of many tiny crystals.
On the other hand, when a seed crystal is put in the metastable region, the protein
molecules are concentrated onto this crystal, because new nucleation does not occur
in the metastable region. Thus, the determination of the CPD is necessary to know
the location and boundaries of the metastable region, so that large single crystals
can be grown.

28.5 Walk-Through Example: RNaseA

28.5.1 Data Collection and Processing

The protein RNase A crystallizes in the monoclinic space group P21 has a unit
cell with parameters a D 30.38 Å, b D 38.56 Å, c D 53.40 Å, and ˇD 105.78ı
[6]. The neutron diffraction experiment was carried out at room temperature
(*1) using the BIX-4 single-crystal diffractometer installed at the JRR-3 reactor
of the Japan Atomic Energy Agency. A step scanning method with an interval
of 0.3ı was used to collect data, and the exposure time (*2) was 30 min per
frame. After 608 frames were collected, the crystal rotation axis was changed by
about 90ı to a different rotation axis, and 603 more frames were collected. The
intensities of reflections were integrated and scaled using the programs DENZO and

Table 28.2 Statistics for the data processing and structure refinement of RNase A

Crystallographic data Refinement

Wavelength (Å) 2.6 Initial model
(PDB ID)

1KF4

Exposure time/frame
(min.)

30 Resolution (Å) 80–1.4 (1.49–1.40)

Space group P21 Rcryst (%)a 19.3 (33.0)
Unit cell dimensions (Å, ı) a D 30.38, b D 38.56

c D 53.40
Rfree (%)b 23.6 (36.1)

ˇD 105.78
Temperature (K) 293 No. non-hydrogen

atoms
1,043

Resolution (most outer
shell) (Å)

80–1.4 (1.49–1.40) No. H atoms 783

No. total frames 1,211 No. D atoms 385
No. observed reflections 31,649 No. DOD molecules 84
No. unique reflections 15,039 No. water molecules

(O form)
8

Redundancy 2.1
Completeness (%) 63.9 (23.7)
Rmerge (%) 7.1(20.5)
aRmerge D†h†ijIhi �< Ih > j/†h†ijIhij
bRcryst D†jFo � Fcj/†jFoj
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SCALEPACK. The statistics for the data processing and the structure refinement
are summarized in Table 28.2. Although the outermost shell (1.45–1.40 Å) has
only 20 % completeness because of the geometrical restrictions of the detector
and limited machine time, it has significant diffraction, with an average I/(I) of
3.07. Therefore, all the diffraction data up to 1.4 Å resolution were included in
the refinement, to increase the data/parameter ratio. The effective resolution was
estimated to be 1.7 Å, by analyzing the observed structure factors. A total of 15,039
independent reflections were obtained with an overall Rmerge of 8.6 % from 31,649
observed reflections.

28.5.2 Structure Analysis and Refinement

Randomly selected 5 % reflections were assigned as a test set for cross-validation.
The refinement was carried out using the program CNS1.1, which was modified
for neutron diffraction studies. The refinement procedure was as follows: First,
a positional-minimization, B-factor refinement for all the atoms was performed;
occupancy refinement was then carried out only for the peptide amide hydrogen
atoms, to determine the H/D exchange ratios. The model was fit to (2Fo � Fc)
and (Fo � Fc) maps using the program XtalView. The refinement cycles were
repeated to obtain the final structure. The X-ray structure of RNase A that was
solved at 1.1 Å (PDB ID:1KF4, [1]) was used as the initial model. After initial
refinement, putative, non-exchangeable H atoms were put onto the initial model. An
omit map was calculated for each amino acid residue; then exchangeable D atoms
were added to the model if there was scattering length density. The peptide amide
hydrogen atoms were introduced to the structure as alternate conformations; then
the occupancy factors were refined. (*3) Afterward, D2O molecules were added to
the structure, if the scattering length density could accommodate them. For weak
densities, only the oxygen atoms of the water molecules were located. At the end
of the refinement, 92 water molecules (D2O: 84, O: 8) were included in the model.
(*4) The protonation states of side chains, the directions of methyl groups, and the
positions of water molecules were confirmed by calculating a (2Fo � Fc) map and
an omit map for each amino acid residue and water molecule. The final values of
Rcryst and Rfree were 19.5 and 23.8 %, respectively, for 15,029 unique reflections up
to a resolution of 1.7 Å. The coordinates and structure factors have been deposited
asPDB ID :3A1R.

(*1) To hold the protein crystal within the neutron beam and to keep it from
drying out during the experiment, a capillary tube made of quartz glass
is usually used. The crystal is placed inside the capillary tube, along with
a sufficient amount of liquid (either deuterated crystallization solution or
heavy water, according to the crystal stability) to keep the crystal from
drying out. The tube is then tightly sealed. Unlike the capillary tubes used
with X-ray-diffraction experiments, the ones used with neutron-diffraction



28 Neutron Protein Crystallography. How to Proceed the Experiments. . . 329

experiments should be made out of only quartz (SiO2) glass, rather than
ordinary glass. This distinction is necessary because ordinary glass sometimes
contains neutron-absorbing elements, such as Li and B, whereas quartz glass
is completely transparent to the neutron beam.

(*2) Because access to the neutron source is usually limited in duration for a given
experiment, it is important to estimate beforehand the necessary and sufficient
neutron irradiation time to collect all the Bragg reflections for a crystal.

(*3) If the normalized nuclear scattering length density value at a particular peptide
group’s hydrogen site in the Fourier map is denoted by Ex, then the H/D
exchange ratio, X, for that peptide group is related to Ex. By

X D Ex � bH

bD � bH

Here, bH and bD are the neutron scattering lengths of hydrogen atom and deu-
terium atom, which are �0.375 � 10�12 and 0.667 � 10�12 cm, respectively.

(*4) The soaking ordinary protein crystals in D2O will quickly replace all of the
H2O in the crystal with D2O, regardless of whether or not any hydrogen in the
protein is replaced. Thus, the water molecules are D2O. With this fact in mind,
three types of water molecules can be identified in nuclear scattering length
density maps [3] (Fig. 28.3): (i) Boomerang (triangular) type water molecules.
In this case, the water molecule is ordered, and a clear signal appears for the
oxygen atom and both deuterium atoms. (ii) Short, ellipsoidal (stick) type
water molecules. This type of density signal appears when the oxygen and
one deuterium atom are ordered, but the second deuterium atom is disordered.
(iii) Long, ellipsoidal (stick) type water molecules. This type of density signal
appears when the two deuterium atoms are ordered, but the oxygen atom is
disordered. (iv) Sphere-like water molecules. This type of density appears
when only the oxygen atom or only one deuterium atom is ordered.

28.6 Summary

The NPC can provide unique information about hydrogen atoms, protonation states,
and hydrogen orientations in water molecules. The analysis of NPC data is the
same as the one of XPC except that the scattering element is the nucleus in neutron
diffraction, whereas the scattering element is the electron cloud in X-ray diffraction.
Therefore, those, who have carried out the XPC experiments, can do NPC after
learning the differences between them. However, the NPC experiment is still a time-
consuming process. The most important task in the NPC experiment to overcome
the problem is to grow a large single crystal. Finally, we must never forget that NPC
experiments should be performed only when they can provide unique information
on hydrogen, protons, and hydration in Bio-macromolecules.
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Chapter 29
Coherent Diffraction and Holographic Imaging
of Individual Biomolecules Using Low-Energy
Electrons

Tatiana Latychevskaia, Jean-Nicolas Longchamp, Conrad Escher,
and Hans-Werner Fink

Abstract Modern microscopy techniques are aimed at imaging an individual
molecule at atomic resolution. Here we show that low-energy electrons with kinetic
energies of 50–250 eV offer a possibility of overcome the problem of radiation
damage, and obtaining images of individual biomolecules. Two experimental
schemes for obtaining images of individual molecules – holography and coherent
diffraction imaging – are discussed and compared. Images of individual molecules
obtained by both techniques, using low-energy electrons, are shown.

Keywords Phase problem • Individual molecule • Coherent diffraction imaging •
Holography • Low-energy electrons

29.1 Introduction

Investigating the structure of biomolecules at the atomic scale has always been of
utmost importance for healthcare, medicine and life science in general, since the
three-dimensional shape of proteins, for example, relates to their function. At the
moment, these structural data are predominantly obtained by X-ray crystallography,
cryo-electron microscopy and NMR. Despite there being an impressive database
address (www.pdb.org) [35] obtained with these methods, they all require large
quantities of a particular protein. This leads to averaging over fine conformational
details in the recovered structure. The goal of modern imaging techniques is to
visualize an individual biomolecule at atomic resolution.
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29.2 Imaging an Individual Molecule: Choice of Radiation

A direct visualization of an individual molecule at Ångstrom resolution can be
achieved using electron or X-ray waves which have a wavelength of about 1 Å,
see Fig. 29.1. Although both, X-rays and high-energy electrons possess sufficiently
short wavelengths to resolve the individual atoms constituting a protein, the
resolution achieved is mainly limited by radiation damage inherent to both types
of radiation.

29.2.1 Imaging with High-Energy Electrons (80–200 keV)

In cryo-electron microscopy [1], cooling the sample to the temperature of liquid
nitrogen allows a higher electron dose to be used for the same amount of radiation
damage. Depending on the resolution required, typical electron exposures vary
between 5 and 25 e/Å2 [12]. Due to the very low signal-to-noise ratio in the images
obtained, over 10,000 images of individual molecules typically need to be collected
and averaged to arrive at the reconstruction of the structure [32].

29.2.2 Imaging with X-rays

Visualization of an individual molecule at atomic resolution by employing X-rays
is planned at the X-ray Free Electron Lasers (XFELs) facilities which are being
developed worldwide. Here the radiation damage problem [13] is circumvented
by employing ultra-short X-ray pulses, which allow the diffraction pattern of an

Fig. 29.1 Spectrum of radiation used for imaging. The bars show the range of the sizes of the
objects which can be imaged with the assigned radiation
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individual molecule to be recorded before it decomposes due to the strong inelastic
scattering [2, 23]. High intensity X-ray laser pulses will provide the intensity in
the diffraction pattern detected at the high scattering angles, which is required for
further numerical recovery of the molecular structure at high resolution.

29.2.3 Imaging with Low-Energy Electrons (50–250 eV)

Low-energy electrons (with kinetic energies of 50–250 eV, corresponding to
wavelengths of 0.78–1.73 Å) can be employed to visualize individual biomolecules
directly. It has been shown [9] that individual DNA molecules can withstand low-
energy electron radiation having energy of 60 eV (corresponding to a wavelength
of 1.58 Å) for at least 70 min. This in total amounts to a radiation dose of 106

e/Å2, which is at least six orders of magnitude larger than the permissible dose in
high-energy electron microscopy or X-ray imaging.

29.3 Imaging an Individual Molecule: The Phase Problem

The principle of lensless imaging of an individual molecule is as follows: when
a coherent wave is scattered by a molecule, it carries both, amplitude and phase
information imposed by the scattering event. The phase distribution is especially
important since it carries information about the position of the atoms constituting
the molecule. However, detectors are not sensitive to the phase information; instead
they just record the intensity which is the square of the wave amplitude. Hence, the
recovery of the complex-valued scattered wave requires a solution to the so-called
phase problem. Today there are two known solutions to the phase retrieval problem:
holography and coherent diffraction imaging (CDI), both schematically shown in
Fig. 29.2. Their proper implementation would ultimately allow the atomic mapping
of an individual molecule in three dimensions.

In Fig. 29.3, the experimental set-ups for both, holographic and CDI recording
with low-energy electrons designed and built in our laboratory [5, 30] are sketched.

Fig. 29.2 Schematics
of the lensless imaging
of an individual molecule
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Fig. 29.3 Low-energy
electron microscopes.
Coherent low-energy
electrons are extracted from
the electron point source
(EPS) by field emission.
A biological molecule is fixed
in the sample holder (SH).
In the holographic
microscope, the interference
between the scattered (object)
wave and unscattered
(reference) wave is recorded
by the detector unit
(consisting of a
micro-channel plate (MCP)
followed by a phosphor
screen (PS)). In the CDI
microscope, the electron
beam is collimated by a
microlens (ML) and the
detector unit consists of an
MCP followed by a fibre
optic plate (FOP) with a thin
phosphorous layer (PS)

29.4 Holography

In holography the unknown wave that is scattered by an object is superimposed
with a known reference wave. A hologram is the interference pattern formed
by constructive and destructive interference between these two waves [7] and is
illustrated in Fig. 29.4. The holography technique uniquely solves the phase problem
in one step because of the presence of the reference wave. However, it lacks high
resolution due to the higher-order scattered signal being buried in the experimental
noise of the reference wave.

Hologram reconstruction includes two steps: (1) illumination of the hologram
with the reference wave and (2) backward propagation of the wavefront to the
position of the object. In numerical reconstruction, the complex-valued reference
wave at the hologram plane is simulated and the propagation from the hologram
back to the object is calculated using Huygens’ principle and Fresnel formalism:

U.�/ D i




Z Z

H.r/
exp.ikr/

r

exp.�ik jr � �j/
jr � �j dS; (29.1)
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Fig. 29.4 Illustration of
recording an inline hologram
and reconstructing the object.
Recording: the superposition
of the reference wave and the
wave scattered by the object
is recorded; a magnified
region of the hologram shows
the fringes of the interference
pattern. Reconstruction: back
propagation of the recovered
object wave from the
hologram plane to the planes
of the object’s location
(analogous to optical
sectioning) results in a
three-dimensional
reconstruction

where H(r) is the hologram’s transmission function distribution, r and � are defined
as illustrated in Fig. 29.4, and the integration is performed over the hologram’s
surface ¢ s. The result of this integral transform is a complex-valued distribution
of the object wavefront at any coordinate ¡, and, hence, a three-dimensional
reconstruction.

An example of an inline hologram of an individual DNA molecule and its
reconstruction is shown in Fig. 29.5. The successful trials during the last decade of
imaging individual biological molecules by low-energy electron holography include
the imaging of: DNA molecules [3, 6], phthalocyaninato polysiloxane molecules
[11], the tobacco mosaic virus [33], a bacteriophage [31] and ferritin [16]. Despite
a very short wavelength (1–2 Å) of the probing electron wave, the resolution in the
reconstructed molecular structures remains in the order of a few nanometres. The
reason is that the resolution in inline holography is limited by the detectability of
the interference fringes at high diffraction angles [15, 29] (such as, for instance, the
fringes shown in the magnified region in Fig. 29.4). The pattern of these fine fringes
is very sensitive to the object’s lateral movements and can be destroyed by the object
shifting even by just the distance corresponding to the wavelength. In addition, these
fine fringes are often buried in the experimental noise of the reference wave.
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Fig. 29.5 Low-energy electron hologram of an individual ssDNA molecule stretched over a hole
in a carbon film (sample courtesy by Michael and William Andregg, www.halcyonmolecular.com)

29.5 Coherent Diffraction Imaging

CDI is a relatively modern technique which combines the recording of a far-field
diffraction pattern of a non-crystalline object and the numerical recovery of the
object structure. In 1952, Sayre proposed that it was possible to recover the phase
information associated with scattering off a non-crystalline specimen by sampling
its diffraction pattern at a frequency higher than twice the Nyquist frequency
(oversampling) [25]. In 1972, Gerchberg and Saxton proposed an iterative algorithm
to recover the phase distribution from two amplitude measurements taken: at the
object plane and at the far-field plane [8]. In 1998, Miao et al. combined these
two ideas and successfully recovered an object from its oversampled diffraction
pattern [18]. They demonstrated that the phase retrieval algorithm converges if
the initial conditions are such that the surrounding of the molecule (“support”)
is known. The concept of knowing the support of the molecule is analogous to
the solvent flattening technique in the phasing methods. The known surrounding
of a molecule is usually mathematically described by zero-padding the object,
which in turn leads to oversampling of the spectrum in the Fourier domain. Thus,
reconstruction becomes possible if the diffraction pattern is recorded under the
oversampling condition [17, 19, 21]; this is also illustrated in Fig. 29.6.

The basic iterative reconstruction loop [4] is shown in Fig. 29.7. It begins with
the complex-valued wave distribution at the detector plane which is formed by the
superposition of the square root of the measured intensity and a random phase
distribution. In the object domain various constraints are applied. For instance, the
electron density reconstructed from the X-ray diffraction images must be real and
positive.

The resolution in CDI is defined by the outermost detected signal in the
diffraction pattern, R Dœ/sin™, where ™ is the scattering angle. The resolving
power of the CDI technique has already been demonstrated by the reconstruction

www.halcyonmolecular.com
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Fig. 29.6 Sampling at the
Nyquist frequency (upper
row) and twice the Nyquist
frequency (lower row). The
Fourier transform of the
spectrum sampled at the
Nyquist frequency results in
the object distribution filling
the entire reconstructed area.
The Fourier transform of the
spectrum sampled at twice
the Nyquist frequency results
in the zero-padded object
distribution [17]

Fig. 29.7 Iterative reconstruction of a coherent diffraction pattern. Left column: amplitude and
phase distributions at the detector plane initiating the iterative loop. Right: the steps (i)–(iv)
showing the flow of the iterative loop

of a double-walled carbon nanotube at a resolution of 1 Å from a coherent
diffraction pattern recorded using a 200 keV electron microscope exhibiting a
nominal conventional TEM resolution of 2.2 Å [36].
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The X-ray diffraction pattern of a crystal, unlike that of an individual molecule,
displays a strong signal due to the periodicity of the crystal. Obtaining an X-ray
diffraction pattern of an individual molecule in turn requires a much more intense
X-ray beam. As a consequence, the resolution is limited by radiation damage and
remains very moderate. A few biological specimens have been imaged by CDI using
X-rays at a resolution of a few nanometres: E.coli bacteria [20], an unstained yeast
cell [27], single herpes virions [28], malaria-infected red blood cells [34], a frozen
hydrated yeast cell [14], human chromosomes [24], unstained and unsliced freeze-
dried cells of the bacterium Deinococcus radiodurans by ptychography [10], and
labelled yeast cells [22]. Ultra-short and extremely bright coherent X-ray pulses
from XFEL allow the recording of a high-resolution diffraction pattern before
the sample explodes [2, 23]. The first results from the first XFEL facility to be
operational (the Linac Coherent Light Source) reported imaging an individual
unstained mimivirus at 32 nm resolution [26]; in this experiment an X-ray pulse of
1.8 keV (6.9 Å) energy and 70 fs duration was focused to a spot 10 �m in diameter
with 1.6 � 1010 photons per 1 �m2. A sub-nanometre resolution could be achieved
by employing shorter pulses and a higher photon flux [2, 26]; at present this is
beyond the capabilities of the XFELs but might be realized with the next generation
of XFELs.

29.6 Comparing Holography and CDI

Each of the two techniques has its pros (C) and cons (�), which are summarized
below:

29.6.1 Holography

• Requires well-defined reference wave over entire detector area (�)
• Non-iterative reconstruction by calculating back-propagation integral (C)
• Three-dimensional reconstruction (C)
• Low resolution, due to high sensitivity of the interference pattern to object shifts

and experimental noise in the reference wave (�)

29.6.2 CDI

• No reference wave is required (C)
• Reconstruction is done by an iterative procedure and does not always converge

to a uniquely defined outcome (�)
• Reconstruction is not three-dimensional, it is limited to one plane (�)
• High resolution provided by stability of diffraction pattern being insensitive to

shifts of the object (C)
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29.7 HCDI: Combining Holography and CDI

Recently, we revealed the relationship between the hologram and the diffraction
pattern of an object, which allows holography and CDI to be combined into
a superior technique: holographic coherent diffraction imaging (HCDI). HCDI
inherits fast and reliable reconstruction from holography and the highest possible
resolution from CDI [15].

The Fourier transform of an inline hologram is proportional to the complex-
valued object wave in the far-field, as illustrated for experimental images in
Fig. 29.8. Thus, the phase distribution of the Fourier transform of the inline
hologram provides the phase distribution of the object wave in the far-field and
hence the solution to the “phase problem” in just one step. The diffraction pattern

Fig. 29.8 Experimental verification of the relationship between a hologram and a diffraction
pattern. (a) Reflected-light microscopy image of two twisted tungsten wires. (b) Inline hologram
recorded with laser light. (c) Diffraction pattern. (d) The amplitude of the Fourier transform of
the hologram is displayed using a logarithmic and inverted intensity scale. The diffraction pattern
(c) provides the same resolution as the hologram – namely 6 �m – but it is recorded while fulfilling
the oversampling condition
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Fig. 29.9 (a) Hologram of
carbon nanotubes acquired
with 51 eV electrons. (b)
Coherent diffraction pattern
of the same nanotubes
recorded with electrons of
145 eV kinetic energy. The
dashed circle shows the
highest order signal detected
corresponding to 9.2 Å
resolution. (c) TEM image of
the very same area obtained
with 80 keV electrons. (d)
Reconstruction obtained by
the HCDI method

is then required to refine the reconstruction of the high-resolution information by
a conventional iterative procedure. In addition, the central region of the diffraction
pattern, which is usually missing, can be adapted from the amplitude of the Fourier
transform of the hologram; see Fig. 29.8d.

The hologram and the diffraction pattern of a bundle of carbon nanotubes
recorded with the coherent low-energy electron diffraction microscope [30] are
shown in Fig. 29.9. The HCDI technique was applied to reconstruct these images
and the result is shown in Fig. 29.9d.

Because the phase distribution stored in a holographic image is uniquely defined
and is associated with the three-dimensional object distribution, HCDI may offer the
possibility of retrieving a three-dimensional object distribution from its diffraction
pattern.
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Chapter 30
Structure Analysis of Biological Macromolecules
by Small-Angle X-ray Scattering

Dmitri I. Svergun

Abstract Small-angle X-ray scattering (SAXS) is a low resolution (1–2 nm)
structural method, which is applicable to macromolecules in solution providing
information about the overall structure and structural transitions. The method
covers an extremely broad range of sizes (from a few kDa to hundreds MDa) and
experimental conditions (temperature, pH, salinity, ligand addition etc.). Recent
progress in instrumentation and novel data analysis methods significantly enhanced
resolution and reliability of structural models provided by the technique and
made SAXS a useful complementary tool to high resolution methods. Modern
SAXS allows for rapid validation of crystallographic or theoretically predicted
models, identification of biologically active oligomers and visualization of missing
fragments in high resolution structures. Quaternary structure of complexes can
be analyzed by rigid body movements/rotations of high resolution models of the
individual subunits of domains. Recent developments made it possible also to
quantitatively characterize flexible macromolecular systems, including intrinsically
unfolded proteins. The basics of SAXS will be presented and illustrated by advanced
applications to macromolecular solutions.

Keywords Quaternary structure • Macromolecular envelope • Flexible proteins •
Structural transitions • Solution scattering

30.1 Introduction

The structural genomics initiatives aiming at large-scale expression and purification
for subsequent structure determination using X-ray crystallography and NMR
spectroscopy [1, 2]; have already yielded unprecedented numbers of high resolution
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models for isolated proteins and/or their domains. These numbers are expected
to grow rapidly in the coming years [3]. The focus of modern structural biology
has largely shifted towards the study of macromolecular machines accomplishing
most important cellular functions, see e.g. [4]. The macromolecular complexes are
usually too large for the structural NMR studies, and they often possess inherent
structural flexibility making them difficult to crystallize.

The structural analysis approach to macromolecular complexes includes new
crystallographic initiatives complemented by the use of methods yielding structural
information in solution at lower resolution. In particular, Cryo-EM allows one to
obtain excellent results in many cases [5], but it is usually limited to relatively large
macromolecular aggregates (starting from about 200 kDa).

Small-angle X-ray scattering (SAXS) is a rapid method to characterize low
resolution structures of individual macromolecules and complexes in solution and to
analyse structural changes in response to variation of external conditions. For estab-
lishing the three-dimensional structural models this technique needs monodisperse
solutions of purified macromolecules but does not require special sample treatment
(growth of crystals, isotopic labelling, cryo-freezing etc.). SAXS is applicable to a
broad range of conditions and sizes (from a few kDa to hundreds MDa). Unlike most
other structural methods, SAXS is able to quantitatively characterize equilibrium
and non-equilibrium mixtures and monitor kinetic processes such as (dis)assembly
and (un)folding.

Recently, the power of SAXS has been boosted by the significant improvements
in instrumentation (most notably, by the high brilliance synchrotron radiation
sources) accompanied by the development of novel data analysis methods. These
developments made it possible to significantly improve resolution and reliability of
the structural models constructed from the SAXS data. Here, the main aspects of
SAXS including data processing and interpretation procedures and some applica-
tions will be briefly reviewed.

30.2 Basics of a SAXS Experiment

This section will briefly describe the basic theoretical and experimental aspects of
SAXS to understand the main principles of the technique as applied to solutions
of biological macromolecules. The reader is referred to textbooks [6, 7] or reviews
[8–11] for more detailed description.

Conceptually, a SAXS experiment is rather simple, as illustrated in Fig. 30.1.
The samples are exposed to a collimated monochromatic X-ray or neutron beam
with the wave vector k D 2�/
 where 
 is the radiation wavelength (Fig. 30.1). The
isotropic scattered intensity I is recorded as a function of the momentum transfer
s D 4�sin	 /
, where 2	 is the angle between the incident and scattered beam. The
scattering from the solvent is measured separately and subtracted to remove the
solvent and parasitic background signals.
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Fig. 30.1 A general scheme of a SAXS/SANS experiment, structural tasks addressed by the
technique and its synergistic use with other methods. The nominal resolution of the data in the
scattering pattern is indicated as d D 2� /s. Abbreviations: MS mass spectroscopy, AUC analytical
ultracentrifugation, FRET fluorescence resonance energy transfer, EM electron microscopy, NMR
nuclear magnetic resonance, EPR electron paramagnetic resonance

The SAXS experiments are usually performed at synchrotrons, and the exper-
imental stations offering biological SAXS are available at all synchrotron major
sites. Laboratory SAXS cameras, (available from various producers) yield much
lower beam brilliance but may be useful at least for preliminary analysis. For
structure analysis (shape, quaternary structure), the samples with monodispersity
better than 90 % are required, which must be verified by other methods (native
gel filtration, dynamic light scattering, analytical ultracentrifugation) prior to the
synchrotron SAXS experiment. Typical concentrations required are in the range
of 0.5–10 mg/ml, and a concentration series is usually measured to get rid of
interparticle interference effects. The sample volume per measurement on modern
stations is about 10–50 �l so that about 1–2 mg of purified material is usually
required for a complete study. The upcoming microfluidic devices [12] will allow
one to work on high brilliance sources with nanoliter volumes and �g sample
amounts.

One should also mention that neutrons are also employed for small-angle scat-
tering (SANS) analysis of biological macromolecules. SANS (which is performed
on research reactors or spallation sources) is sensitive to isotopic H/D exchange.
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This property is exploited for contrast variation involving measurements in different
H2O/D2O mixtures and/or specific perdeuteration of subunits, providing unique
information about complex particles [13]. The basic equations and the analysis
methods are similar for SAXS and SANS.

30.3 Basics of SAXS Data Analysis

The net SAXS intensity after solvent subtraction contains, generally speaking, two
contributions. The so-called form factor I(s) emerges from the scattering from
individual particles in solution and is employed to extract the structural information.
The “structure factor” S(s) is due to interference effects between the different
particles and yields information about the interparticle interactions (see e.g. [8] for
a review).

Purified dilute solutions of macromolecules at concentrations in mM range are
usually employed in SAXS to get rid of the interference effects and perform
the structural studies assuming that I(s) contains only “form-factor” contrinution.
Two important cases are distinguished: (i) monodisperse systems, when all the
particles are identical and (ii) polydisperse systems, when they are different in size
and/or shape.

30.3.1 Monodisperse Systems

For monodisperse solutions, the net intensity I(s) is proportional to the scattering
from a single particle averaged over all orientations. This allows one to immediately
determine the overall geometrical and weight parameters e.g. radius of gyration
Rg [14], volume of the hydrated particle Vp [15], and the molecular mass of the
particle MM [16]. The Fourier transformation of the scattering intensity provides
a characteristic function (averaged Patterson function), which also yields the maxi-
mum particle diameter Dmax [17–19], Moreover, the low resolution macromolecular
shape can be obtained ab initio (i.e. without information from other methods).
Several approaches have been proposed [20–26], and ab initio shape determination
belongs nowadays to routine analysis of the SAXS data. Usually, the shape analysis
programs are ran several times and analysed to obtain the most probable and an
averaged model [27].

Calculation of the SAXS profiles from atomic models [28] is used to vali-
date theoretically predicted models and verify the structural similarity between
macromolecules in crystals and in solution. Moreover, if high resolution models of
individual fragments or subunits in a complex are available from crystallography or
NMR, rigid body refinement can be employed to model the quaternary structure
of the complex. Automated and semi-automated procedures based on screening
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randomly or systematically generated models were employed by different authors
[29–31]. A comprehensive rigid body modelling program suite is based on the use
of spherical harmonics formalism [32–35].

SAXS is also very useful for the cases when loops or entire domains are missing
in high resolution models (e.g. because of flexibility). The missing portions are
represented as chains of dummy residues [36], and the known domains/subunits can
be translated and rotated as rigid bodies while simultaneously changing the local
conformation of the chains representing the unknown fragments [37]. Numerous
applications of rigid body modelling are reported to build structural models of
complicated objects in solution based on the SAXS data while simultaneously incor-
porating information provided by other methods (see e.g. references in [9, 38, 39]).

30.3.2 Poyldisperse Systems and Mixtures

For polydisperse systems consisting of different types of non-interacting particles,
the measured scattering pattern can be written as a linear combination

I.s/ D
KX

kD1
�kIk.s/; (30.1)

where �k> 0 and Ik(s) are the volume fraction and the scattering intensity from the
k-th type of particle (component), respectively, and K is the number of components.

When neither the number nor intensities of the components are known a priori,
but multiple data sets are recorded from the system with varying volume fractions of
the components, the number of components can be determined extracted by model-
independent analysis using singular value decomposition (SVD, [40]). If the number
of components and their scattering intensities are known, the volume fractions can
be readily found by a linear least-squares fit to the experimental data. Numerous
applications of these approaches encompass e.g. the analysis of intermediates during
folding and assembly processes and quantitative description of oligomeric equilibria
[41–44].

SAXS belongs to very few structural methods able to quantitatively characterize
flexible macromolecules, and the method was traditionally used to monitor the
processes of protein folding/unfolding [45]. For flexible systems, SAXS data reflect
conformational average over the entire ensemble and the scattering patterns are to be
interpreted accounting for this average instead of searching for a single model. This
has recently become possible with a general approach called ‘ensemble optimization
method’ (EOM) allowing for coexistence of multiple conformations [46]. Given
a pool of (random) conformers, EOM selects sub-ensembles from them, which,
taken as mixtures, fit the experimental profile using Eq. 30.1. The EOM is already
actively used to characterize flexible proteins and complexes [47, 48] and it is
expected to find broad applications, in particular, in combination with NMR to
provide information about both structure and dynamics of the system [49, 50].
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30.4 Conclusions

During the last decade, biological SAXS has become increasingly popular in
molecular biology revealing low resolution structures of macromolecule in close
to native conditions. SAXS can be readily and usefully combined with other
computational and experimental techniques to yield comprehensive description of
complex objects and processes. The advanced analysis methods are well established
by now and are publicly available e.g. in the program package ATSAS [51], see
http://www.embl-hamburg.de/biosaxs/software.html. Automated sample changers
and pipelines are being developed for high throughput SAXS on synchrotrons
[52–54]. All these developments taken together make the technique readily available
for a broad scope of tasks and a broad community of scientists in structural biology.
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Chapter 31
Protein Structure Modeling with Rosetta: Case
Studies in Structure Prediction and Enzyme
Repurposing

Frank DiMaio

Abstract The Rosetta protein structure methodology has evolved as a compre-
hensive tool for protein structure prediction and protein design. The software
suite includes modules for protein structure prediction, protein-protein and protein-
small molecule docking, as well as protein interface, enzyme, and symmetric
protein design. This paper describes two recent Rosetta successes. We describe how
Rosetta’s structure prediction – when augmented with experimental data – was used
to solve difficult molecular replacement problems, yielding high-resolution models
for 8 of 13 structures unsolvable by alternate approaches. We also show how Rosetta
may be used to redesign metalloenzyme active sites, repurposing a metal binding
site to provide new catalytic activity.

31.1 Introduction

The Rosetta software suite [3, 15, 20] has evolved as a comprehensive tool for
protein structure modeling. It includes software for ab initio structure prediction,
protein-protein and protein-ligand docking, backbone segment prediction (referred
to as loop modeling), as well as protein design tasks, including enzyme, interface,
and de novo design.

While these applications are quite diverse, the key components that tie them
together are the Rosetta energy function and common methods for sampling
the space of physically feasible conformations. Rosetta’s energy function [13]
consists of a combination of physical and statistical energy terms: separate physical
terms account for features such as sterics, solvation, and hydrogen bonding;
statistical potentials are used to model sidechain rotamer probabilities, backbone
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Ramachandran probabilities, and amino-acid specific secondary structure propen-
sity. To explore conformational space, Rosetta protcols often make use of one or
several of the following sampling methods (or moves): fragment insertion moves,
which perform drastic backbone reorganization by stealing chunks of backbone
from structures with similar local sequence profiles; smooth fragment moves –
used for finer-grained backbone sampling – also steal backbone segments from
other structures, but limited to segments with minimal overall fold perturbation;
sidechain repacking combinatorially optimizes sidechain; finally, minimization
optimizes a protein’s conformation by performing torsion-space gradient descent
in the landscape defined by the energy function.

Though there exist protocol-specific moves and energy functions, the ones
described in the previous paragraph comprise the vast majority of Rosetta protocols.
Together, this score function and move set ensure that only physically feasible
protein conformations are explored. Sequences of moves are sampled in many
individual Monte Carlo trajectories to ensure sufficient exploration of the confor-
mational landscape; generally these are parallelized on many processors to reduce
the overall running time.

The remainder of this paper will provide details on two specific applications
within the Rosetta suite: structure determination constrained using experimental
data and enzyme redesign. In both cases, we will illustrate both the scientific
applications as well as the computational methods employed.

31.2 Structure Prediction

In structure prediction, given some amino acid sequence (and possibly some
experimental data) we want to find the unique three-dimensional fold of the protein.
The structure prediction modules used in Rosetta are divided into two main classes:
de novo prediction [1], where no prior information on the topology is assumed, and
loop modeling [18], where information from homologous structures provides some
information on the protein’s topology. Figure 31.1 compares the two approaches.

In de novo modeling, exploration of backbone conformational space takes
advantage of fragment insertion. Here, pieces of backbone from structures with
similar local structural profiles are inserted into the target. The torsion angles of the
fragment are taken directly, which moves the segments on each side of the fragment
relative to each other. In a typical trajectory, tens of thousands of fragments are
sampled, and each structure is evaluated with a low-resolution (or centroid) energy
function where sidechains are modeled using a single interaction center.

Alternately, loop modeling, while performing the same fragment insertions,
handles kinematic propagation a bit differently. Before stealing fragments, a
local region of movement is defined. Within this region, a “cut” is introduced;
fragment insertions are made within the region, and the movement is propagated
toward the cut, with nothing past the cut moving. Then, one of several geometric
closure algorithms [2, 16] is used to rejoin the cut residues. In this manner,
the backbone outside the predefined region may not move during a trajectory.



31 Protein Structure Modeling with Rosetta: Case Studies in Structure. . . 355

Fig. 31.1 An illustration of the conformational sampling used in Rosetta’s de novo prediction
(top) and loop modeling (bottom) protocols. In de novo modeling, backbone fragments – local
backbone stretches with high local sequence similarity – are inserted into a extended chain. In
loop modeling, the same types of moves are employed, but restricted to some local region. By
introducing a chain break into the modeled region, the remainder of the structure stays fixed

In comparative modeling, when the target has some sequence homology to a target
whose structure is known, this approach is used to sample the conformation of
unaligned residues while keeping the remaining (aligned) portion of the structure
fixed. The energy function used is the same as in de novo modeling.

In both cases, thousands of independent Monte Carlo trajectories are sampled
using this low-resolution, centroid, energy function. However, to best discriminate
“native-like” conformations from “non-native-like”, we must evaluate each confor-
mation using an all-atom energy function. Rosetta’s relax – run on each of these
thousands of models – alternates cycles of combinatorial sidechain optimization
and torsion-space minimization. An energy term assessing steric repulsion is slowly
ramped up so that small backbone motions may allow sidechains to optimally pack
in the protein core. For many target sequences, assuming we have sufficiently
sampled conformational space, we see an “energy funnel” leading to the native
conformation: that is, conformations far from native have much higher energies than
do those close to native.

31.3 Solving Difficult Molecular Replacement Problems

Although Rosetta’s energy function generally shows a funnel to the native con-
formation, for structures larger than about 100 residues, sufficiently exploring
conformation space quickly becomes intractable. However, when experimental data
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Fig. 31.2 An illustration of the approach by which Rosetta may solve difficult molecular
replacement problems. After a molecular replacement search with different template structures,
the correct solution is not clear by score (agreement to the diffraction data) alone. Using each
putative solution to phase the data, and rebuilding and refining each model into the resultant
density, we identify the correct solution. Unlike the initial solution, the resulting density maps
are often straightforward to interpret

is available, it can dramatically reduce the effective size of the search space. Even
weak sources of data may allow Rosetta to elucidate very large structures with
modest sampling [19]. Sources for this experimental data include NMR chemical
shift and dipolar coupling data [19, 21], cryo-electron microscopy density data
[5], SAXS spectra [21], crystallographic data, or even combinations of these data
sources.

Rosetta may be particularly useful for solving crystal structures with molecular
replacement. Previous work [18] has shown that Rosetta’s comparative modeling
and even de novo modeling can be used to solve difficult molecular replacement
problems, in cases where the template structures may not. In several cases, protein
structures modeled by Rosetta we more suitable for molecular replacement than
were the templates, although the results were inconsistent.

More recently, we have shown that combining Rosetta’s comparative modeling
with density- and energy- guided refinement may also be used to solve difficult
molecular replacement problems, with much greater consistency than previous work
[6]. An overview of the way in which Rosetta may be used to solve MR problems in
the manner is shown in Fig. 31.2. Threaded models – where all unaligned residues
are removed and non-identically aligned residues are mutated – are generated from
a large ensemble of homologous structures, as identified by hhsearch [24]. Using
the molecular replacement program Phaser [17], we identify a number of putative
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molecular replacement solutions: generally the top five MR solutions from each
of up to 20 templates are considered. For each putative solution, we compute the
corresponding density map.

Next, Rosetta is used to rebuild missing (unaligned) segments. In this process,
experimental density is combined with sequence-based local structure information
to guide conformational sampling. We sample conformations of unaligned residues
as described in the previous section, using an additional score term that assesses
agreement to experimental data. Finally, this is followed by all-atom refinement
against the noisy density data, allowing movement away from the template structure.

For each putative solution, many (several hundred to several thousand) refined
models are generated. Each generated model is then rescored against the unphased
crystal data. At this point if the correct solution was among the initial set, it should
be easily identifiable by score, as the energy function and experimental data will
only agree (and reinforce one another) for the correct molecular configuration. Ad-
ditionally, the model should be improved to the point that automatic interpretation
of the model-phased map is straightforward using chain-tracing and refinement
programs [25]. In some cases it still may not be; here, further iterating reciprocal
space refinement and real-space refinement (in Rosetta) may help.

Even though the density of the correct solution is very noisy and suffers from
model bias, a physically realistic forcefield allows model refinement. While noisy,
the density contains enough information that it still may be used to restrict confor-
mation space. The combination of two independent sources of information – the
energy function’s measure of physical feasibility combined with the experimental
density data – often leads to conformations closer to native than the initial model.
This improvement is generally good enough to solve the structure, as it was in 8 of
13 difficult molecular replacement cases unsolvable by alternate methods. Two such
examples are illustrated in Fig. 31.3.

A demonstration of this application is included as part of the Rosetta release, in
rosetta demos/public/electron density MR.

31.4 Protein Design

In contrast to structure prediction, the goal of protein structure design is to find
an amino acid sequence that adopts a particular conformation. As with structure
prediction, there are two basic classes into which design algorithms fall: de novo
and scaffold based. With de novo design [13], a sequence-free backbone model
is constructed based on a target topology, and a sequence is designed which
will fold up to that particular backbone. Scaffold based design instead steals the
backbone from a native protein structure, and redesigns sidechains to confer novel
functionality to the protein. Such functionality includes protein binding [7, 8],
enzymatic activity [9, 23], or symmetric assembly [12]. While generally minimal
backbone movement is allowed, small de novo insertions may be modeled.
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Fig. 31.3 An illustration of the improvements Rosetta may have on MR models: (Left) The initial
MR solution, in red, and resulting density; (middle) models and density after refinement in Rosetta,
in green; (right) models and density after automatic chain tracing and refinement, in blue. In all six
panels, the deposited structure is shown in gold (Color figure online)

De novo design algorithms draw ideas off de novo structure prediction. Since
there is no target sequence to provide a sequence profile for fragment selection,
instead, a target secondary structure topology guides fragment insertion. Secondary
structure and loop lengths are varied to find which combination produces the target
topology most often. Once an ensemble of target backbones is found, the sequence
must be optimized for each. As in the relax part of structure modeling, sidechain
conformations are selected using a combinatorial optimization algorithm. However,
in addition to optimizing sidechain rotamer this algorithm also considers optimizing
residue identity. A statistically derived reference energy term in the energy function
favors or disfavors certain residues in design; this term is fit to give native-like
residue distributions. Additional restrictions favor polar residues on the surface and
nonpolar residues at the core. A final forward folding step ensures that the designed
sequence has a native-like funnel to the target structure, when the sequence is run
through Rosetta structure prediction.

With scaffold-based designs, much of the work is done in matching. Given a
particular active-site motif, we want to find protein backbones that are capable of
supporting it. The matcher in Rosetta [26] finds scaffold proteins that are suitable
for hosting a particular functional site. While the exact matching algorithm differs
between protocols, the basic idea is that several sidechain atom groups must adopt
a particular conformation with respect to each other. Given a particular scaffold, the
matcher tries all rotamers of all residues at all positions combinatorially to find some
placement suitable for the functional site. While solving this exactly is intractable,
using a greedy search strategy coupled with rotation and translation hashing makes
this approach tractable.
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For protein interface design, the target hot spot residues are key interface residues
either predicted computationally or borrow. Similarly, for enzyme design, the
matcher searches for protein backbones that can accommodate a set of residues
coordinating the transition state of the target reaction (the theozyme). Matching is
able to quickly test backbone suitability even with complex theozymes.

Once a suitable backbone is found, additional mutations are made near the
matched residues to back up the matched residues and to favor the correct
conformation even in the absence of the bound molecule. Similar to de novo
design, combinatorial sidechain optimization is used to simultaneously optimize
amino-acid identity and sidechain rotamer for all residues nearby to the matched
residues. In addition to Rosetta energy, several different measures are used to assess
designed structures, including shape complimentarity [14], interface surface area
(for interface design) and predicted ��G [10], as well as more advanced metrics,
like the propensity of matched residues to adopt their designed conformation [7, 8],
and “non-native-like” cavities in designed models [22].

31.5 Enzyme Active Site Repurposing

One particular application where Rosetta design has been in metalloenzyme active
site repurposing. Here, Khare et al. [11] considered a set of zinc-containing scaffold
proteins, and redesigned their active sites to perform a completely different reaction
on a completely different substrate. Starting with a set of zinc-mediated enzymes
that perform a variety of functions, they redesigned each for metal-mediated
organophosphate hydrolysis; in particular, they focused on two different substrates:
methyl paraoxon and diethyl 7-hydroxycoumarinyl phosphate.

The initial search for suitable scaffolds considers only scaffolds with active site
zinc binding sites. To avoid structural zincs, only zinc atoms with at least one
coordination site open were considered. By making use of naturally occurring metal
sites, the matching task is somewhat simpler: residues coordinating the zinc are
left unchanged. Three different coordination geometries around the active site were
considered. A set of transition state conformations were constructed for the targeted
reaction consisting by sampling rotatable torsions in the targeted substrate. The
matching step then considers rotation about this active site, and looks sidechain
positions suitable to make a specific hydrogen bond interaction to the transition
state model’s phosphoryl oxygen.

Once a set of suitable scaffolds and corresponding matched conformations have
been found, a design step optimizes shape complimentarity to the substrate and
introduces additional hydrogen bonding interactions to improve transition state
binding. Designs were selected using two criteria: shape complimentarity between
protein and substrate and the number of hydrogen bonds from protein to substrate.
A final “forward folding” step used Rosetta’s small molecule docking [4] to ensure
that the targeted ligand is predicted to dock in the correct conformation.
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Fig. 31.4 (Left) An illustration of the repurposed organophosphate hydrolysis enzyme active side,
highlighting important active site residues. (Right) An illustration of the transition-state molecule,
showing the role various designed residues are playing

Following computation, the top 12 designs were selected for experimental
characterization. One of the designs, a repurposed adenosine deaminase, showed
modest hydrolytic activity against the designed substrate. This design featured eight
mutations from wildtype to improve interaction energies to the substrate, while
the four zinc-coordinating residues were retained from the scaffold. Figure 31.4
illustrates the final redesigned active site, along with an illustration of the transition-
state model used.

To further improve this activity, directed evolution experiments were carried out.
Twelve amino acid positions in the design were allowed to mutate, five of which
were at originally designed positions and the remainder near to the active site.
These 12 positions were screened individually; three mutations showed increased
activity. When combined, these three mutations yielded a variant with significantly
improved activity over the original design. A second directed evolution experiment
was carried out using error-prone PCR, which yielded three additional beneficial
mutations providing an additional tenfold increase in activity, while a final saturation
mutagenesis yielded one more favorable mutation. The final design featured activity
levels �107 times greater than background and �2,500 times greater than the
original design. A crystal structure of the design shows that the conformation is
quite similar to the designed conformation, with backbone RMS of 0.65.

A demonstration of this application is included as part of the Rosetta release, in
rosetta demos/public/zinc site redesign.

31.6 Conclusions

We have shown how the Rosetta structure prediction methodology may be used
for both structure determination and design tasks. We have shown that when
conformational sampling is guided by sparse or noisy experimental data – like the
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density resulting from weak molecular replacement solutions – Rosetta is often able
to determine structures in cases where neither method alone is sufficient. We have
also shown that we may use Rosetta design to repurpose metalloenzyme active sites.
By using the zinc coordination site from a native structure, we may redesign the
surrounding residues to catalyze a new reaction. These applications show the power
of Rosetta as a tool for protein structure modeling.

Acknowledgments Thanks to Sagar Khare for helpful discussions on enzyme redesign.
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