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Foreword

In theory, there should be no difference between theory
and practice, but in practice, there is.

—William T. Harbaugh

The essence of the discipline of epidemiology is the application of relatively subtle
and abstract concepts to the practical challenges we face in the conception, design,
conduct and reporting of research on human health and disease. As a teacher of
epidemiology to undergraduate and post-graduate students in public health, medicine,
dentistry and an expanding range of other disciplines in the health and social
sciences, I have grappled for over two decades with the challenge of helping
students link core epidemiological concepts such as bias and confounding with the
practical challenges of completing a research project to the standard required for
publication. Indeed, the major challenge in research supervision is to bring students
to the level where they move seamlessly between theoretical and practical issues in
formulating and refining their research questions.

I am not aware of any textbook in epidemiology that bridges this chasm between
theoretical and practical issues as effectively and comprehensively as Epidemiology:
Principles and Practical Guidelines. The authors, Jan Van den Broeck, Jonathan
Brestoff and colleagues, take the reader on an excursion over 31 chapters from the
conception of research questions to the reporting of study findings, including
en route core issues in contemporary practice and topics, such as data cleaning,
that are neglected in virtually all textbooks and poorly covered in the literature.
This is a book for both students and experienced practitioners.

The world is not currently under-supplied with epidemiology textbooks. Vision
and imagination were required to embark on writing this textbook which so
effectively fills an important gap in this crowded market. I salute the lead authors,
Jan Van den Broeck, a former faculty member of our Department, and Jonathan
Brestoff, a recent graduate from our MPH programme, for this achievement.
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In particular, I am honoured to acknowledge Jan Van den Broeck’s dedication
and skill as a teacher and practitioner of epidemiology honed in the class room
and in fieldwork over two decades and reflected in the scholarship displayed in this
outstanding textbook.

Ivan Perry, MD, M.Sc, Ph.D, FRCP, FRCPI, MFPHM, MFPHMI
Professor and Head of the Department of Epidemiology & Public Health
University College Cork — National University of Ireland, Cork

Cork, Ireland



Preface

Toward integrated learning of epidemiology

The field of epidemiology is growing rapidly and in need of effective practical
guides for the development, implementation, and interpretation of research involving
human subjects.

There are many epidemiology textbooks covering a range of approaches, but
almost all leave the reader asking: “How do I actually conduct a research project in
epidemiology?” Our many attempts to address this question in the classroom
inspired us to develop a text that supports research practice, and this book is the end
product of that inspiration. Unlike conventional textbooks in epidemiology, we
break down the research process into discrete stages and steps that help one to
develop, conduct, and report epidemiological research.

In doing so, we have adopted a decidedly operational approach and contextualize
discussions of research practice with theory and ethics, so that students and profes-
sionals from all academic backgrounds may develop a deep appreciation for how to
conduct and interpret epidemiological research. Along the way, readers will develop
skills to:

e Search for and appraise literature critically

* Develop important research questions

* Design, plan, and implement studies to address those questions

* Develop proposals to obtain funding

e Perform and interpret fundamental statistical estimations, tests, and models
» Consider the ethical implications of all stages of research

* Report findings in publications

* Advocate for change in the public health setting

In our treatment of these topics and others, we integrate discussions of scientific,
ethical, and practical aspects of health research. Indeed, at all stages of the research
process, each of these aspects directly influences study validity. Consequently, this
textbook expands concerns about study validity beyond the usual foci on study
design and statistics to include other issues that may also affect the quality and
relevance of published findings, examples of which are quality control activities,
measurement standardization, data management, and data cleaning. As we discuss
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each of these topics, we emphasize practical field methods and suggest potential
solutions to common problems that tend to arise during study implementation.

The recognition that many different scientific, ethical, and practical aspects
interact to affect study quality represents one of the major originalities of the
approach taken in this book. As we progress, we discuss a variety of emerging views
and innovations in the field that will change the way epidemiology is practiced.
We believe that this approach will best situate you, the reader, to conduct epidemio-
logical research. Indeed, epidemiology is a discipline in motion, and this textbook
aims to reflect this dynamism and keep pace with its momentum.

As you read, we encourage you to use the text as a step-by-step tool to build your
own research project. The experiences of planning and conducting a research study
are as important as the underlying epidemiological theory and statistics. As a
practicing or future health researcher, you have your own motivations and passions,
and we hope this textbook will help you to use your interests to inspire your learning
and professional development.

Jan Van den Broeck
Jonathan R. Brestoff
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Definition and Scope of Epidemiology

Jan Van den Broeck, Jonathan R. Brestoff,
and Matthew Baum

I’m not sure there is a bottom line.... Continued discussion
and dialogue on these important subjects, a whole range
of subjects, is important.

John Snow

Abstract

Epidemiology is a methodological discipline offering principles and practical
guidelines for the creation of new quantitative evidence about health-related
phenomena. Its aim is to contribute to knowledge in support of clinical medicine
and community medicine. Epidemiological research uses scientific methods, in
which empirical evidence is obtained from a study population to make inferences
about a target population. In this chapter we first establish a definition of epide-
miology and describe the wide scope of epidemiology in terms of its subject
domains, types of research topics, types of study designs, and range of research
activities that occur from a study’s inception to its publication. Since epidemiology
concerns both ‘scientific studies’ and ‘particularistic fact-finding investigations,’
we further orient the reader to the scope of epidemiology through a discussion of
these. We then introduce general epidemiological principles that health researchers

J. Van den Broeck, M.D., Ph.D. (i)

Centre for International Health, Faculty of Medicine and Dentistry,
University of Bergen, Bergen, Norway
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should continuously keep in mind during the planning, gathering and presentation
of the empirical evidence. All of these topics are pursued in more depth in the
chapters that follow.

1.1 Definitions of Epidemiology

Although the term ‘epidemiology’ is relatively recent, some roots of modern epidemi-
ology go back to ancient times (See: Chap. 3). It has been defined variously, and it
may be surprising to learn that consensus on these definitions has not yet been reached.
According to the broadest of views (Miettinen 201 1a, b), epidemiology is a synonym of
community medicine. According to this view, one can practice epidemiology by doing
epidemiologic research or by practicing public health outside clinical care settings.
A community health educator, for example, could be an epidemiologist.

Mostly outside North America there is a competing view that defines epidemiology
more narrowly as the methodological discipline that provides quantitative research
methods to public health, a term that refers to both community and clinical medicine.
When epidemiology first became a distinct discipline in the nineteenth century, it
focused on the methods of creating quantitative evidence about illnesses encoun-
tered in communities at large or in variously defined sub-settings (clinical care
settings are one such category of sub-settings). This long-sustained emphasis on
methodology is reflected in current public health practice settings (clinical or other),
where epidemiologists are hired mostly because they are specialists in quantitative
research methods. The editorial view for this text is in line with the latter, more
practical view of epidemiology.

1.1.1 Unpacking the Definition of Epidemiology

The definition of epidemiology proposed in this book is:

Epidemiology

The (1) methodological discipline providing (2) principles and practical
guidelines for (3) creating new quantitative evidence (4) relevant for clinical
and community medicine

(1) Methodological discipline

Epidemiology provides methods for conducting research. The knowledge achieved
by the research adds substance to public health, not to epidemiology itself. The
exception may be operational research that is done to investigate relative efficiency,
validity, and ethics of various research procedures and methods themselves.
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(2)  Principles and practical guidelines
Methods proposed in epidemiology have three dimensions:
* A scientific dimension relating to validity, reproducibility, and verifiability
* An ethical dimension relating to rights and values
* A practical dimension relating to administration and strategy
Hence epidemiology provides intertwined scientific, ethical, and practical principles
and guidelines. Discussions of these three dimensions are integrated throughout this
textbook.

(3) Creating new quantitative evidence

In epidemiology evidence is created through research that uses scientific methods.
There is disagreement among epidemiologists as to whether epidemiology should
concern only evidence produced using quantitative research methods (using statistics
as the principle form of evidence) or both quantitative and qualitative research
methods. Here, we propose the view that the use of quantitative methods is defini-
tional to epidemiology, but we also recognize that qualitative research methods can
support and enhance several aspects of epidemiologic research and often can be
codified in a manner that permits quantitative analysis.

(4) Relevant for clinical and community medicine

The new evidence created should have relevance to clinical medicine and/or
community medicine, the two of which are typically considered to be non-mutually
exclusive elements of public health (Fig. 1.1; also See: Textbox 1.1). Clinical
medicine concerns the health and well-being of individuals through the direct
care of a recognized provider, typically in a clinical setting. Community medi-
cine concerns the health and well-being of a population through intervention at a
community level. The distinction between clinical and community medicine is
exemplified by a hypothetical clinic established specifically to provide obstetric
services to an underserved community and partially funded by a government
program aimed at improving public health in such areas. This clinic can be said
to practice both clinical and community medicine by caring directly for its
patients and by directing their efforts at a community in need of obstetric services,
respectively.

Hint

A highly useful exercise, especially in the planning stages of a research
project, is to consider how achieving knowledge about the topic under study
might have implications for clinical medicine, community medicine, or both.
Making theoretical or substantiated arguments about the potential clinical or
community health benefits helps to motivate research teams, to increase the
likelihood of obtaining funding, and to communicate the importance of one’s
work to others.
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Epidemiology
Public Health
Clinical & Community
Medicine " Medicine
" Diagnosis Burden
- Etiology Ecology
- Prognosis Forecasting

S

Action

Clinical epidemiology
ABojoiwepide Ajunwwo)

Achievement of knowledge about:

Fig. 1.1 The place of epidemiology within clinical and community medicine. The methodological
discipline of epidemiology is employed to achieve knowledge about clinical or community
medicine (represented by green spheres). The spheres of clinical and community medicine are
overlapping to illustrate that they interact. Clinical and community medicine interactions often
benefit both individuals and society (e.g., obstetric clinic described in the text body), but some-
times they can come into conflict (See: Textbox 1.1). Studies directed at typical activities of
clinical medicine (diagnosis, etiognosis, and prognosis) or community medicine (burden assessment,
ecology, and forecasting) are referred to as clinical epidemiology or community epidemiology,
respectively. Knowledge achieved by community and clinical epidemiology is used to inform
actions that contribute to the betterment of public health

Textbox 1.1 Resources: When Clinical and Community Medicine Come into
Conflict

In clinical medicine, a doctor is expected to act always in the best interests of
the specific person seeking medical care. But when there are limited resources,
one might need to balance the interests of the individual with that of the com-
munity. While also a concern for insurance companies, this conflict becomes
salient in publicly funded health care systems. A specific intervention might
lead to the best outcome for the individual, for example, but be twice as
expensive as another intervention that would lead to a slightly less-good out-
come. The public system might decide to offer the latter, less-good treatment
to that individual so that more individuals could have access, thereby maximizing
community but not individual health. How to and who should do the weighing
of individual versus community health interests is a topic of continual debate.
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1.1.2 How Similar Are Clinical Medicine, Community Medicine,
and Epidemiology?

Many epidemiologists combine research with clinical practice or community health
practice. In such activities, one assesses health-related states or risks of individual
patients and populations, respectively. These assessments do not necessarily follow
the secure, slow path of scientific research. In fact, they rarely do. Instead, they are
made mostly using clinical skills and public health skills that are quite different
from the skills used in epidemiology.

As pointed out by Miettinen (2011b), there is currently no scientific knowledge
base of medical practice in a form that is immediately applicable and useful. Clinical
skills, as far as diagnosis is concerned, are a mixture of experience, common sense,
intuition, knowledge of differential diagnoses, and ability to find and use literature
and decision algorithms. In contrast with a trial, there is not a single hypothesis that
is going to be tested using clinical trial methodology. Instead, the diagnostic know-
ledge is to be created by the clinician-diagnostician by very quickly eliminating
thousands of rivaling diagnostic hypotheses, a process which is achieved by quickly
proceeding to next questions asked to the patient, examination of a chosen next
physical sign, and doing appropriate laboratory tests. This process may seem rather
unstructured and unpredictable, but in reality it tends to have a remarkable and
useful reproducibility.

Similarly, in community health practice, many of the acquired insights do not
come from epidemiological studies and rarely do they come from causally-oriented
epidemiological studies. Instead, the public health practitioner often uses assess-
ment methods that do not follow a design prescribed by the current epidemiological
paradigms. These methods rather proceed in a way similar to clinical diagnosis,
avoiding any formal hypothesis testing and trying to make sense out of a complex
and unique situation. Like clinical diagnosis, the reproducibility and speed is often
remarkable and useful, and the usefulness strongly depends on intuition and
experience mixed with more technical ‘qualitative’ investigation skills. Examples
of such assessment methods are SWOT analysis (Strengths, Weaknesses,
Opportunities, and Threats), situation root-cause analysis, in-depth interview, focus
group discussions, and rapid assessment procedures. Some of these methods are
collectively labeled ‘qualitative research methods.” Whilst their usefulness in
community health practice is readily apparent, these methods cannot be considered
to constitute a type of epidemiological study design because they do not follow a
quantitative scientific paradigm.

That having been said, both clinical skills and qualitative assessment skills can
be of crucial value in an epidemiological study. The need for persons with clinical
skills in clinical epidemiological studies needs no argumentation. Qualitative
assessment skills can provide fast and useful information in the design stage and
preparation stage of an epidemiological study. Examples include assessments about
possible confounders and effect modifiers; likely refusal rates and reasons; local
concepts and terminology about diseases; and culturally appropriate wordings of
questions and response options (Kauchali et al. 2004).
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1.2  The Scope of Epidemiology

The scope of any discipline depends on one’s point of view, and epidemiology is no

exception. Four frequently used points of view are described below. Although none

alone fully elucidates the scope of epidemiology, when taken together they are
cornerstones quite useful for the task. The points of view concern:

1. The spectrum of research activities for which epidemiology provides
principles and guidelines: study design, conduct, analysis, interpretation,
and reporting

2. The range of subject domains within medicine served by epidemiology: infec-
tious diseases, chronic non-communicable diseases, health services, etc.

3. The typology of research questions that are usually addressed by epidemiology:
descriptive versus analytical studies

4. The general study design types used in epidemiology: experimental, quasi-
experimental, and observational studies

1.2.1 Spectrum of Research Activities in Epidemiology

Research is a process that proceeds in logical, more-or-less pre-determined
steps. Stages of all scientific research are study design, conduct, analysis, and
reporting. From this point of view, the scope of epidemiology is the spectrum of
scientific, ethical, and practical principles and guidelines that are relevant to the
design, conduct, analysis, and interpretation/reporting of research on health-
related issues in epidemiologic populations. The sequence in which the research
process proceeds is approximately reflected in the structure of this book and is
summarized in Table 1.1.

1.2.2 Range of Subject Domains Within Medicine
Served by Epidemiology

In the mid-nineteenth century epidemiology was mainly concerned with epidemic
infectious diseases (See: Chap. 2). Today, epidemiology reaches into domains such
as normal and pathological morphology and physiology; infectious and non-
infectious diseases; preventive and curative medicine; physical, behavioral, mental,
and social health; and genotypic and phenotypic aspects of health and disease in
life-course and trans-generational perspectives. Epidemiology provides methods to
increase knowledge in both clinical medicine and community medicine, which we
see as the basis for making a distinction between clinical epidemiology and
community epidemiology.

The main activities of clinical medicine are diagnosis, etiognosis, intervention,
and prognostication. Clinical epidemiology supports these activities by providing
methodologies for various types of research studies, as illustrated in Table 1.2. The
same table illustrates how activities of community medicine are served by community
epidemiology.
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Table 1.1 Stages of the research process and their common elements

Study stage
Design

Conduct

Analysis

Reporting

Elements

Proposal and protocol development

Literature review, as part of study rationale development
Formulation of general and specific aims

Choice of general type of study design

Optimal size of a study

Identification of the study base and planning to access it
Choice or development of measures, measurements, outcome measures, outcome
parameters and analysis methods

Planning of ethical oversight and data management
Design of quality assurance and control protocols
Fundraising and stakeholder involvement

Training and study preparation

Measurement and measurement standardization
Establishing and maintaining access to study base
Implementing data management and data cleaning plans
Data quality assurance and control activities

Study governance and coordination

Interaction with stakeholders during study conduct
Preliminary, primary, and secondary analyses
Controlling for bias and confounding

Subgroup and meta-analysis if relevant

Interpretation of results

Scientific writing

Reporting data quality

Dissemination of research findings to relevant stakeholders

Table 1.2 The supporting role of epidemiology for clinical and community medicine

Clinical medicine activities Clinical epidemiology provides methods for, inter alia
Diagnosis and etiognosis Diagnostic classification; descriptive or analytical studies

on disease occurrence

Intervention Trials and observational studies on treatment effects
Prognostication Studies on disease outcomes

Community medicine activities Community epidemiology provides methods for, inter alia
Screening, surveillance, health Surveys, studies on screening and surveillance methods,
profiling modeling of disease spread, outbreak investigation

Public health services and Community intervention studies (including prevention
interventions research)

Evaluation of health services Health service utilization studies, cost-effectiveness studies

and interventions

1.2.3 Typology of Research Questions in Epidemiology

The scope of epidemiology is often thought of in terms of the types of research
questions addressed. There are many ways of categorizing epidemiological research
questions, and a detailed typology is discussed in Chap. 4 (General Study Objectives).
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Table 1.3 Frequent objectives of epidemiological research

Classification Frequent objectives
Descriptive studies (phenomenological Estimate the burden of illness
orientation) Describe the natural history of illnesses

Predict the risk of a health related event
Derive classification of diseases

Analytical studies (causal orientation) Identify the causes of illness (or protective factors)
Evaluate interventions

A broad traditional classification scheme distinguishes between descriptive and
analytical research questions and studies (Table 1.3). Descriptive studies investigate
phenomena and their relationships without concern for causality. Analytical studies,
on the other hand, aim at demonstrating causal links among phenomena. These
types of studies investigate the effects of presumed risk factors, also called expo-
sures or determinants, on health outcomes with a particular concern for demonstrating
that reported relationships are free of potential confounders (See: Chap. 2).

Health-related phenomena commonly studied using epidemiology are health
states or events in individuals, health-related attributes of populations, or characte-
ristics of functional care units. One’s interest in a given health-related phenomenon
may be its frequency, severity, causes, natural course, response to intervention,
complications, risk factors, protective/preventive factors, and other aspects (See:
Chap. 4). Epidemiologic studies of individuals tend to focus on normal and abnormal
morphology and function. Also of interest may be how illnesses secondarily affect
subjective experiences, physical/psychological function, and social function e.g.,
quality of life and wellbeing, both of which are higher-level, multidimensional attri-
butes (See: Chap. 10 for more information about quality of life measures).

Population characteristics studied in epidemiology include burdens and inequali-
ties — differences in morbidity, mortality, burdens, risks, effects, etc. (See: Chap. 4).
One may be tempted to alternatively define epidemiology as the discipline concerned
with investigating health inequalities, thereby hinting to its important social-ethical
dimension. Indeed, many inequalities are unfair and unacceptable socially and
ethically, and research into their existence, causes, and alleviation needs to be
supported by a discipline that renders the investigations scientific and efficient and
that ensures studies are carried out in full respect of its participants.

1.2.4 The General Study Design Types Used in Epidemiology

In epidemiology the most frequently used traditional (i.e., mainstream) general
study designs are considered to be experimental, quasi-experimental, or observa-
tional. Examples of each are listed in Table 1.4. In mainstream typology, experimental
studies are those in which the researcher allocates intervention levels in a randomized
fashion and then observes and compares the outcome of interest among each ran-
domized arm. In quasi-experimental studies the allocation of intervention levels is
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Table 1.4 Mainstream typology of general study designs

Study type Examples

Experimental Randomized-controlled trial

Quasi-experimental Non-randomized trial

Observational Cross-sectional study
Cohort study

Case—control study
Ecological study

non-randomized but otherwise similar to experimental studies. In observational
studies the participants may or may not undergo interventions, e.g., as prescribed by
their health care providers, but the researcher only observes and does not allocate
intervention levels in the research context.

Whenever the interest is in the occurrence of events or change of status over
time, a follow-up study is usually preferable for validity reasons. In such follow-up
studies, one can follow the experience of a cohort (a group with fixed membership
determined by some admission event) or a dynamic population (a group with non-
fixed membership, where entries and exits occur) over time. In a cross-sectional
study, one studies a cohort at a single, fixed individual follow-up time (most
frequently, follow-up time zero) or a dynamic population around a fixed point in
calendar time (e.g., a survey). This cohort or dynamic population is assessed once
for their current health-related states of interest and for determinants of interest. In
a case—control study, individuals with a particular health-related state of interest
(‘cases’) are identified in a cohort or dynamic population (perhaps in a cross-section
thereof) and their antecedent experience in terms of presumed-causal factors and
presumed confounders is assessed and compared with the time-equivalent past
experience of a sample of the target population from which the cases originated
(‘controls’). Ecological studies typically look at concomitant variation of group
statistics (of multiple groups) on outcomes and exposures. A more extensive discus-
sion of general study design, with a partly different typology is found in Chap. 6.

1.3 Particularistic Versus Scientific Studies

In planning a study, when the researcher has to specify the target population (See:
Textbox 1.2), there is often the choice to define the target population with temporal-
spatial constraints (‘particularistic study’) or without such constraints (‘scientific
study’). Whatever the choice, a group of study subjects will have to be identified in
space and time whose characteristics fit the definition of the target population and
whose relevant experiences will be observed and measured. In addition, in both
cases scientific methods of investigation (including study design) are followed.

In scientific studies, one chooses to define a highly abstract population, such as
newly diagnosed adult patients with type 2 diabetes. This choice implies that the
researcher expects the generated evidence to be generalizable to all individuals
sharing the defined attributes of the abstract population (e.g., any individual with a
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Textbox 1.2 Naming and Defining Populations

The term ‘population’ is commonly understood to be synonymous with the term
demographic population, defined as the inhabitants of a given area; however,
a demographic population is only a particular instance of an epidemiologic
population. Individuals, communities, or institutions that are the focus of
attention in epidemiological research constitute epidemiologic populations.
They can be defined theoretically as target populations or directly observed as
study populations.

Early in the study planning process, one must define a target population,
the theoretical epidemiologic population about which one seeks to achieve
knowledge. The units whose attributes/experiences are the focus of an epide-
miologic study can be individuals or groups (e.g., households, villages, etc.).
Taking the common case of ‘individuals’ as an example, the specific type of
individuals of interest in a particular research study may be further specified
by combinations of temporal, spatial, environmental, biological, and beha-
vioral characteristics. The inclusion of temporal and spatial restriction criteria
in this specification is not always necessary. If place and time criteria are not
part of the definition of the target population (e.g., patients newly diagnosed
with type 2 diabetes mellitus), a study will more often be labeled ‘scientific’.
If place and time criteria are included in the definition of a target population,
a study will often be labeled ‘particularistic’ (e.g., the infant with protein-
energy malnutrition in Bwamanda in 1992). In both cases, the target population
includes an abstract type of people.

A study population or study sample refers to the collection of observation
units on whom data have been or will be collected to make inferences about
the target population. A study population can be but is not always a statisti-
cally representative sample of all individuals whose individual characteristics
fit the definition of the target population. Although an epidemiologist performs
measurements on a study population, the purpose of a study is not strictly to
learn something about the study population. Explicitly, the aim of the epide-
miologist is to achieve knowledge about the target population. For example,
in a clinical trial one is not just interested in how an intervention works in the
patients involved in the study; rather, the main interest is in knowing some-
thing about how future patients will react if they receive the intervention.

new diagnosis of type 2 diabetes), irrespective of whether they participated in the
study. This is a bold but risky position given that external validity (generalizability)
depends on achieving internal validity during the study and other issues of credibility.
But there is another more important reason why the position is risky. Perhaps the
greatest possible fallacy in epidemiological thinking, and probably the root of most
contemporary controversies about the value of epidemiology, is to think that the
statistical results (outcome parameter estimates or test statistics) from a scientific
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study — whether it be an experimental, quasi-experimental, or observational
study — represent estimates of ‘universally true occurrence relations’.

We are of the view that causally oriented epidemiological studies do not estimate
a single, true, abstract, or universally generalizable relation between a study factor
and an outcome. They only provide true generalizable evidence on such relations
conditional on an often complex, always particularistic and variable distribution
matrix of measured and unmeasured confounders and effect modifiers. Failure
to appreciate this to the fullest can lead to misguided irritations about, for example,
the very normal fact that epidemiological studies on the same topic (including
clinical trials) often lead to very different or even contradictory results (See also:
Textbox 25.1).

The set of covariates that underlie a ‘true relationship’ cannot be expected to be
homogeneous in time and space. Modern science has revealed a staggering diversity
within and among individuals and populations with respect to constitutional, envi-
ronmental, and behavioral-social conditions. Moreover, it is now understood that
there are large fluctuations in these conditions over brief periods of time (e.g., within
the span of just a 1 day). It is not surprising that health states are greatly influenced
by changes in these conditions. An equally staggering number of ever-refined sub-
classifications of health state characteristics are now appreciated. Thus, it becomes
increasingly difficult to define a target population and a distribution matrix in a way
that consistently replicates statistical study results. Generalizability only holds until
the next paradigm shift, and the current rate of paradigm shifts in exposure and
disease classification is so high that a new focus is needed in epidemiology. The
scientific task of discovery has become a task of quantifying relationships and now
is also a task of exploring and ‘taming’ heterogeneity.

1.4  General Epidemiological Principles

The scientific, ethical, and practical dimensions of epidemiology have led to the
development of principles that have a bearing on all or nearly all stages of the
research process, and we therefore refer to them as general principles. Decisions
about design, execution, and reporting of the research should be geared towards
epidemiology’s general principles. While many potential candidates for general
principles might be identified, Panel 1.1 aims to highlight what we consider to be
the most important ones.

Without exception, these principles ultimately derive from ethical consider-
ations, even those concerning validity and efficiency, as it is unethical to conduct a
study that will be invalid or that wastes resources unnecessarily. While it is helpful
to think about how our general principles relate to the broad ethical principles of
respect for autonomy, non-maleficence, beneficence, and justice (Panel 1.2), we
present our general principles in the form and degree of specification that we
consider most useful for those designing and carrying out epidemiologic research.
These general principles will be frequently referred to and further discussed later in
the book. Below we provide a basic orientation.
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Panel 1.1 General Principles of Epidemiology

e Minimize risk of avoidable, unacceptable harm

* Respect the autonomy of participants

* Respect the privacy of participants and confidentiality of their data

e Minimize burden, preserve safety, and maximize benefit for participants

e Maximize societal relevance

* Contribute minimally biased evidence to the overall pool of evidence
on an issue

e Maximize completeness of data for analysis and archiving

* Guarantee verifiability of study procedures

e Pursue parsimony

Panel 1.2 Broad Ethical Principles Relevant to Epidemiology

Respect for autonomy Respecting the capacity of an individual to make an
informed un-coerced decision

Beneficence The concept that researchers should mind the welfare of
participants

Justice The concept that researchers should act with moral rightness and
maintain fairness and justness

Non-Maleficence The concept that researchers should minimize the exposure
to potential harm

Minimize risk of avoidable, unacceptable harm: Sometimes misleading when
referred to only as “first do no harm,” this principle reflects the obligation not to
expose participants to avoidable or unacceptable harm, even if doing so carries
significant costs, and to minimize exposure to avoidable risks of harm. Most studies
will expose participants to some amount of physical, psychological, economic, or
legal risk. The researcher has a responsibility to foresee and minimize exposure to
such risks. It is not always clear at what threshold a harm becomes unacceptable or
which types of harms are inherently unacceptable; ethics review boards, however,
can be useful resources in discussing this question for a given study.

As a clarifying example, this general principle might translate to an obligation to
draw blood with sterile needles (minimize risks) and to not draw blood at all if sterile
needles cannot be found (risks cannot be minimized below a decent threshold), even
if this means the study cannot be conducted. Or, it might translate to an obligation
to terminate the study or to withdraw a patient from the study if doing so might
avoid significant harm even though early termination might affect the quality of the
data. Historically, this concern was established in response to inhumane and harmful
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studies of the mechanisms or natural history of a disease, such as the Tuskegee
Study of untreated Syphilis (See: Textbox 16.1).

Respect for the autonomy of participants: This principle protects participants’ self-
determination, or the ability to make one’s own decisions about one’s life (like
whether to participate in research after having considered the risks and benefits).
Seeking informed consent when enrolling participants is one method of respecting
autonomy, as is making sure there is no coercion or undue inducement, either of
which would invalidate that consent. At some time during the study, moreover, a
participant may competently decide to withdraw consent; building in mechanisms
for withdrawing from the study would respect that autonomous decision.

Respect for the privacy of participants and confidentiality of their data: Rigorous
measures should be taken to ensure the security of identifiable information obtained
from participants and to minimize the intrusiveness of research. Designing a study
that uses the method of information gathering that is least intrusive into the private
lives of participants while still enabling valid data collection might be a specifica-
tion of this principle.

Minimize burden, preserve safety, and maximize benefit for participants: This
principle combines aspects of beneficence and justice. Namely, studies should
maximize the cost/benefit ratio for participants and ensure that the group under-
taking the burden/risks of research are also benefiting from the research; one
group should not take all the risks while another benefits. In theory, keeping this
principle in mind will also help ensure that the study population is generalizable
to the target population. Although many epidemiologic studies may not have
significant safety concerns, there will at absolute minimum be the burdens of
time spent and of possible adverse effects of participation. Execution of this
principle, especially in populations that differ in culture from the researchers’,
may require particularly careful consideration of or perhaps even preliminary
research on what is considered burdensome or beneficial to the participants. While
this principle contains similar elements to the first principle, we think it helps to
keep them conceptually separate.

Maximize societal relevance: Research should address a health issue relevant to the
target population and have the realistic possibility of bringing society closer to
improving related health outcomes. Research on methods may directly support the
maximization of societal relevance. Community engagement (and engagement with
other stakeholders) in the design, conduct, and dissemination of research may be a
specification of this principle. Because even the best conducted research will have
little impact if it is poorly or too narrowly communicated, a specification of this
principle might be publishing clear, well written papers in appropriate journals
and ensuring that research is disseminated in forms able to be understood by and
meaningful to the different types of stakeholders.

Contribute minimally biased evidence to the overall pool of evidence on an issue:
All research studies will have limits to their internal validity and generalizability.
This principle represents the duty to maximize the benefits of research by working
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to push back these limits. Avoiding conflicts of interest (e.g., making sure the
research is truly independent) might be a specification of this principle. Identifying
weaknesses in existing research on a topic and designing a study that does not
replicate these weaknesses may be another specification.

Maximize completeness of data for analysis and archiving: A principle again
aimed at maximizing the usefulness of research, this one allows the epidemiology
community to address multiple questions with the same database and to return to
the database in the future to address newly raised questions. Following this
principle helps to avoid the new burdens, risks, and costs of collecting new data.
Completeness of data also enhances the precision and sometimes the unbiasedness
of study findings.

Guarantee verifiability: It is essential to be able to verify past studies, especially if
conflicting results emerge. Rigorously detailing methods, documentation of data
quality aspects and archiving samples can be thought of as specifications of this
principle. If a study cannot be verified, it cannot be trusted, and thus cannot be used
to benefit society.

Pursue parsimony: This principle reflects a duty not to expend resources (time,
money, personnel, etc.) needlessly or to expose participants to needless risks or
burdens. Specifications might be to enroll only as many participants and continue
collecting data only as long as necessary to reach a scientifically valid and rigorous
answer to the specific research question being investigated.

To illustrate that these principles cut across many stages of the research pro-
cess, let us consider the principle of maximizing data completeness and the many
points in a study at which incomplete data may arise. During a clinical follow-up
study there are many opportunities to lose participants and to miss or lose infor-
mation. When planning for the number of participants to recruit, one must try to

Textbox 1.3 Epidemiology and Its Link to Culture and Politics

There is an overarching social-ethical dimension to epidemiologic research
that inevitably links it to culture and politics. This has implications for the
choice of research questions and the fair allocation of resources to competing
research questions. Investigators, research institutions, and companies have
an ethical obligation to mind their potential contributions to society. Indeed,
they are often required to adhere to international and national policies aimed
at reducing unfairness. Likewise, policy makers must support epidemiological
research on inequalities and they must take into account the foreseen effects
of any policy decision on health inequalities, at all levels from local to global.
To do so, they will need a trustworthy knowledge-base on health inequalities
provided by epidemiologic research. Epidemiologists are consequently
important stakeholders of the socio-political process.
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identify a target number (or range of numbers) desired for analysis, and then account
for expected rates of attrition and refusal to determine the number of participants
to recruit. Researchers may lack the necessary resources to boost lagging enroll-
ment rates or to prolong the enrollment period. After enrollment there may be a
few late exclusions of participants who appear not to be eligible after all, and
some subjects may withdraw their participation or be unable or unwilling to
accommodate certain measurements. Of the recorded data, some may prove to be
outliers or to be the result of contamination, and re-measurement may be impos-
sible. The laborious task of data entry may be incomplete, and source documents
may be lost or damaged. In preparations for analysis, data transformations may
be incomplete (e.g., some data transformations cannot handle negative data), and
finally, some analysis methods (e.g., multiple linear regression) can only use
records with complete data on all the variables in the model. As a result of these
potential problems and others, discrepancies between the targeted sample size
and number of samples analyzed are common; in fact, serious discrepancies
may occur. Consequently, the power of analyses and precision of estimates can
drop below ‘useful’ levels, and, to the extent that missing information is related
to outcomes and their determinants of interest, study validity may be com-
promised. Epidemiological guidelines on how to respect the principle of data
completeness must therefore be taken seriously. Given the high importance of
this particular topic, issues associated with data completeness will recur in other
chapters of the book. A similar line of reasoning can be developed for the other
principles listed.

It is important to realize that these principles form a web-like framework in
tension with each other; principles, therefore, will at times come into conflict. To
extend the example above, in trying to maximize precision of estimates, one might
seek to enroll a very large participant pool. However, this might put participants at
needless risk and lead to inefficient use of public funds and time and thus come in
conflict with both risk minimization and parsimony. It is by the difficult task of
weighing and balancing these principles that we arrive at conventions of acceptable
levels of risk, cost, and statistical power. This balancing act is especially evident
when dealing with “maximizing” and “minimizing” principles.

Hint

When planning a study, a useful exercise is to consider each of the general
principles of epidemiology in a step-by-step manner, much like how problems
leading to data incompleteness were charted above. This process may be
time consuming but will yield high dividends and ultimately save significant
amounts of time.

Having armed ourselves with a definition of epidemiology and heightened our
senses to its scope and key general principles, let us proceed to have a close
look at basic concepts of epidemiology in Chap. 2.



18 J.Van den Broeck et al.

References

Kauchali S et al (2004) Local beliefs about childhood diarrhoea: importance for healthcare and
research. J Trop Pediatr 50:82—-89

Miettinen OS (2011a) Epidemiological research: terms and concepts. Springer, Dordrecht, pp
1-175. ISBN 9789400711709

Miettinen OS (2011b) Up from clinical epidemiology & EBM. Springer, Dordrecht, pp 1-175.
ISBN 9789048195008



Basic Concepts in Epidemiology

Lars Thore Fadnes, Victoria Nankabirwa,
Jonathan R. Brestoff, and Jan Van den Broeck

The theory of probabilities is at bottom nothing but common
sense reduced to calculus.

Laplace

Abstract

Basic or core concepts are by no means simple or unimportant. In fact, the true
hallmark of an expert is a deeper understanding of basic concepts. In this chapter
we will introduce basic epidemiological concepts. Epidemiological research
addresses the occurrence of health-relevant characteristics or events in a specified
type of people. The characteristic or event of interest is often referred to as the
‘outcome’ and the type of persons in which it occurs is often referred to as
the ‘target population’. The frequency of the outcome can be of interest itself, or,
the interest may be in the link between the outcome’s frequency and one or more
determinants, often called ‘exposures’. Analytical studies address causal links, in
contrast to purely descriptive studies. Irrespective of whether a study is descrip-
tive or analytical, empirical evidence is obtained by documenting relevant
experiences of a study population, a sampled group of individuals who are
intended to represent the target population of interest. To describe such empirical
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evidence, the frequency concepts of risk, rate, and odds are essential. The fre-
quency of the outcome is often compared among different levels of exposure.
In analytical studies, this comparison must strive for freedom from the blurring
effects of confounding. In this chapter we explain this phenomenon of confoun-
ding. We also discuss the exploration of factors that mediate or modify a causal
link. The final section of the chapter discusses types of biases in study findings.

2.1 Occurrence Relations

Core concepts in epidemiology are summarized in Panel 2.1. Perhaps the most
basic of those concepts is the occurrence relation. In epidemiological studies, one
investigates the occurrences of outcomes and/or the relationship between outcome
occurrences and exposures. The most basic occurrence relation (Fig. 2.1) that can
be studied is the relationship between a single exposure and an outcome.

Additional elements may need to be added to the occurrence relation when
designing a study. When the study is ‘analytical’ (See: next section), showing a
causal link between an exposure and outcome usually requires taking into account
other factors that might confound (blur) the detection of that link (discussed further
below in the section on confounding). Thus, in analytical studies these additional
factors, called confounders need to be included in the occurrence relation. The diagram
representing the occurrence relation is then called a causal diagram, of which the
most basic form is shown in Fig. 2.2.

Panel 2.1 Summary of Basic Concepts in Epidemiology

Analytical studies Studies seeking to demonstrate a causal link

Bias Deviation from the true value

Causal link A statistical association that is free of the distorting influence
of confounding factors

Cohort A fixed group of subjects composed on the basis of a once-off
selection criterion and followed to study the frequency of occurrence of the
outcome

Confounder A third factor that distorts (away from the true independent
effect) the observed association between exposure and outcome

Descriptive studies Studies not seeking to demonstrate a causal link

Dynamic population A group of subjects with varying composition over
calendar time because membership, based on a chosen criterion, only lasts
for as long as the criterion is fulfilled

Effect modifier A factor by whose level the relation between exposure and
outcome changes

Exposure Determinant; factor related (causally or acausally) to the outcome

(continued)
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Panel 2.1 (continued)

Hypothesis A scientific idea (Based on Miettinen 1985)

Information bias Bias in the statistical study result caused by problems
with measurement, data processing or analysis

Measurement Investigation of an attribute of a single observation unit; and
the recording of a ‘representation’ characterizing the attribute under the
form of a value on a measurement scale

Mediator A factor by which the exposure exerts its effect on the outcome

Observation unit Person or other entity, member of the study base, whose
characteristics or experience is to be measured

Occurrence relation The object of study: the proposed relation among
outcome, exposures (and sometimes confounders and effect modifiers)

Odds probability of having (or developing) the outcome divided with the
probability of not having (or developing) the outcome

Outcome The phenomenon whose frequency of occurrence is studied

Population cross-section A ‘snapshot’ of a cohort at a particular follow-up
time or of a dynamic population at a particular calendar time

Rate Frequency of occurrence

Risk Probability of some state or event developing

Selection bias Bias in the statistical study result caused by problems of
selection or retention of study participants

Study base The real-life experience of members of a cohort, dynamic
population or population cross-section that will be documented to provide
empirical evidence about the occurrence relation

Study population The group of people that will provide for the study base

Target population The type of people about which evidence will be created
in the research

D — &=

Fig. 2.1 The basic occurrence relation. A single exposure is related to a single outcome

— " ——
\ /

Fig. 2.2 The basic causal diagram. A single exposure is related to a single outcome. A third vari-
able — known as a confounder — is also related to the outcome and is associated with the exposure

Confounder
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2.2 Target Population and Study Population

Occurrence relations are studied for a specified target population. As discussed in
Chap. 1, the target population is the type of persons the research tries to create
evidence about. The target population can be entirely abstract (e.g., adults with a
specific illness), or there may be some space or time restrictions
(e.g., inhabitants of a specific area). In practice, we study the real-life experiences of
a group of persons who represent the target population; this group is called the
study population. The collective experience of the study population is called the
study base. Chapter 5 will explain in greater detail the three possible types
of study base that can be used: cohorts, dynamic populations, and population
cross-sections. In brief, cohorts are fixed groups of persons whose exposures and
outcomes are documented over a defined period of follow-up time. Dynamic
populations are non-fixed groups whose attributes of interest are measured in the
people fulfilling a set of criteria during a study, with people moving in and out of
the study population according to whether they (still) fulfill these criteria. A popu-
lation cross-section is a “snapshot” of a study population at a specific time. In all
three cases, attributes and experiences in the study population are recorded either
repeatedly or once. Because the study population represents the target population,
the empirical evidence and relationships found in it can be used to make inferences
about the target population.

2.3  Descriptive Versus Analytical Research

All epidemiological studies investigate health phenomena using quantitative methods
involving statistical estimation and/or testing. As discussed in Chap. 1, there are two
broad types of epidemiological studies: descriptive and analytical studies. But what
distinguishes a descriptive study from an analytical one?

The fundamental divide between these two study types is whether or not causality
is addressed. In a descriptive study, the outcome of interest might be the prevalence
of a disease, a correlation, or a shape of a relationship in one or more groups.
However, in such studies there is no focus on whether one phenomenon causes or
prevents the other. In principle, descriptive research does not address questions
regarding causal links between phenomena. The aim is rather to show if the frequency
is different between the categories of a determinant, regardless of the reasons for
any observed differences.

Analytical studies, on the other hand, are aimed at demonstrating possible
causal links among observed health phenomena and are therefore considered to be
causally-oriented. The causal links may be associated with an increase or decrease
in the frequency of the outcome of interest. Put another way, analytical studies
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investigate whether determinants (often referred to as exposures or presumed risk
factors) are causally linked with health-relevant outcomes.

To further illustrate descriptive versus analytical studies, consider two different
studies, one descriptive and the other analytical, both addressing the relationship
between average weekly beer consumption and squamous cell lung carcinoma. In the
descriptive study, one might compare beer consumption rates in patients with
lung cancer versus the general population, without any attempt to address whether
beer consumption is a causal factor for lung cancer. This would yield descriptive
information on whether beer consumption is any higher or lower in the patients. In the
analytical study, one would attempt to determine whether beer consumption causes
lung cancer and, if so, to what degree beer consumption increases or decreases the
risk of lung cancer. This can only be achieved when it can be convincingly shown
that the relationship is free from the effects of confounding factors. In other words,
it is essential to demonstrate that an observed association is not explained by
additional factors (confounders), such as the observation that beer drinkers are more
likely to smoke tobacco, a very well-known cause of lung cancer.

24 Risks, Odds, and Rates

When describing empirical evidence about occurrences and occurrence relations,
the frequency concepts of risk, odds, and rate are essential.

2.4.1 The Distinctions Among Risk, Odds, and Rate

In epidemiology the term ‘risk’ is used to denote the probability of some state or
event developing (Eq. 2.1) and is expressed as a proportion or percentage. Take, for
example, the term ‘incidence risk.” An incident case of a disease is a new occurrence
in a susceptible individual (e.g., the development of lung cancer in a previously
cancer-free individual). ‘Incidence risk’ is the probability of the outcome (e.g., lung
cancer) newly developing over a defined period of time.

Risk = probability of a state or event developing = p 2.1

‘0Odds’ is the probability of having or developing the outcome divided by the
probability of not having or developing the outcome (Eq. 2.2). For example, in a
cross-sectional study, the odds of cardiac disease is the probability of having cardiac
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disease divided with the probability of not having cardiac disease. In a cohort study
it would be the probability of developing cardiac disease divided by the probability
of not developing it.

Odds = 2.2)
1-p
Where:
p=the probability of a state being present or an event occurring

The concept of ‘rate’ will be used in this textbook to mean the ‘frequency of occur-
rence’ (Miettinen 2011). Rates in this sense can be of a proportion-type or density-
type. A proportion-type rate is the number of occurrences out of a total number of
instances in which the occurrence could have happened. A density-type rate, on the
other hand, is the number of occurrences out of a total amount of at-risk time (also
called ‘cumulative person time’ or ‘population time’). To avoid confusion, one must
be aware that many epidemiologists only use ‘rate’ to denote the latter density-type
rates; this restricted use of the term rate is still debated (e.g., Miettinen 2011).

2.4.2 Practical Application of Risks and Odds

Risks, odds, and rates are often compared among those who are exposed to a spe-
cific factor and those who are not exposed to the same factor. If the outcome is cate-
gorical and binary (e.g., healthy or ill, alive or dead, or any characteristic that is
present or absent), risk assessment can be made from a two-by-two table (Table 2.1).

To illustrate risk assessment with a two-by-two table, let us consider a theoretical
study aimed at assessing whether seat belt use in cars is associated with a decreased
risk of death in individuals involved in collisions between two or more cars. The
investigators decide to compare the risk of death among those involved in car colli-
sions in areas that have introduced a regulation requiring the use of seat belts versus
in similar areas that have not implemented such regulations. The study participants
can be categorized according to their exposure (i.e., living in a regulated area or an
unregulated area) and outcome status (i.e., death or no death). Table 2.1 is a two-by-
two table presenting the study results. This type of table is known among epidemi-
ologists as ‘the basic two-by-two table’.

Table 2.1 The basic two-by-two table of exposure versus outcome

Exposure level Outcome: death Outcome: no death
Exposed a b

(Living in area with regulated seat belt use)

Unexposed © d

(Living in an area without regulated seat belt use)
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With this information it is possible to calculate the risk and the odds of death
based on the exposure status and to compare these values using the relative risk and
odds ratio, respectively.

Risk among the exposed =
a+b

Risk among the unexposed =
c+d

The relative risk is the risk among the exposed divided by the risk among the
unexposed (Eq. 2.3):

a

Relative risk = RR = —9+0 (2.3)
C

c+d

Similarly, the odds and the odds ratio can be calculated.

a

Odds among the exposed = —4+b_ — 4

b b
a+b

c

Odds among the unexposed = % = 2

c+d

The odds ratio is the odds among the exposed divided by the odds among the
unexposed:

SR

Odds ratio = OR = 24

RN
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A relative risk or odds ratio of 1 suggests equal outcome frequencies in the
exposed and unexposed groups. The value 1 is called the null value, i.e., the value
indicating a null effect.

2,5 TheEpidemiological Approach to Showing Causal Links
2.5.1 The Basic Temporality Criterion of Causality

For an exposure to be a cause, the exposure must have preceded the outcome, a
requirement commonly referred to as the basic temporality criterion. The opposite
situation is often referred to as reverse causality, which is when the outcome has a
causal effect on the exposure, e.g., if a disease outcome such as cardiac failure
causes an exposure of interest, such as inactivity. This is of particular concern in
studies where it is difficult to assess the order of events, such as in many cross-
sectional and retrospective studies. In these designs, much of the information
regards past events or experiences and is often obtained using patient recall and/or
medical records. Take, for example, the known associations between obesity and
depression: obesity is associated with increased risk of having a major depressive
episode (MDE), and prior history of a MDE increases the risk of developing obesity.
Thus, obesity is a cause of MDE, and MDE is a cause of obesity. If attempting to
study these two health phenomena, it is therefore necessary to rule out prior exposure
to the outcome of interest (either obesity or depression depending on the specific
study question) in order to avoid issues of reverse causality.

2.5.2 Types of Causality-Oriented (Analytical) Studies

In epidemiology there are two main types of studies addressing questions of
causality: observational etiologic studies and intervention studies. These are also
known as observational-etiognostic and intervention-prognostic studies, respectively
(Miettinen 2004). They will be discussed amply in Chap. 6 (General Study Designs).
Within each of those two broad types of causality-oriented studies, the focus can be
on one or more of the following issues:
* Whether a causal link exists
* How strong the causal link is
e Whether other factors can modify the strength of the causal link
*  Whether a factor is a mediator in a causal chain

To provide a brief introduction, in observational-etiognostic studies, such as
cohort studies and case—control studies, the fundamental question is: to what extent
does an exposure cause an outcome? In intervention-prognostic studies, such as ran-
domized controlled trials, the question is rather: to what extent does imposing an
exposure change the frequency of an outcome.

Let us consider one example from each analytical study type. Both examples
will be based on causes of decompression sickness, a serious and potentially-life
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threatening condition that can affect divers upon ascent. A team of investigators
is collaborating with government agencies to develop a deeper understanding of the
causal factors contributing to decompression sickness. The researchers hypothesize
that the depth of diving and speed of ascent (exposure) are causal factors for the
onset of decompression sickness (outcome).

They first address this hypothesis using an observational-etiognostic study in
which they monitor 1,000 divers over 10 dives each (10,000 dives total). They use
remote electronic devices to observe and record the depth of the dive and many other
factors, such as nitrogen pressure in the diver’s blood, the rate at which the diver
descended, the duration of the dive, and the rate at which the diver ascended to the
surface. Each diver phones the research team after their dives to report whether they
required clinical assistance for decompression sickness or whether they experienced
any hallmark signs or symptoms of decompression sickness. Based on this informa-
tion, the researchers perform regression analyses to test whether the depth of diving
and speed of ascent increase the risk of having experienced decompression sickness
or its signs and symptoms, and they adjust for known and potential confounders to be
confident that the association will indicate the presence or absence of a true causal
link between the depth of diving or speed of ascent and decompression sickness.

Let us presume that the researchers determine that the speed of ascent is a strong
causal factor for the onset of decompression sickness. They decide that this association
must now be tested using an alternative approach, so they employ an intervention-
prognostic study. They enroll 2,000 different divers and randomly assign them to one
of two groups: one that will be asked to modify their diving ascent to a slower-than-
standard rate and one that will be asked to continue diving as usual (standard ascent
rate). They then assess the same parameters as in their observational-etiognostic study
over 10 dives per diver. Indeed, they determine that those who were assigned to the
slower-than-standard ascent rate experienced a lower risk of decompression sickness
than did those who were assigned to the standard diving group. Their study included
arigorous assessment of potential confounders that were accounted for during analy-
sis to be sure that this result was free from the influence of confounders. A deeper
discussion of confounding and various examples of confounding will follow later in
the chapter.

2.5.3 The Counterfactual Ideal

In the previous example, there is a critical assumption: that the experience of the

slower-than-standard ascent rate would have reduced the risk of decompression

sickness in the other group had they also slowed their ascents. This assumption

refers to what has been called the counterfactual ideal. This ideal is a theoretical

scenario in which:

* A specific person can be exposed to both levels of exposure at the exact same
time (slower ascent and standard ascent) and

* The potential outcome (decompression sickness) can be observed at both levels
of exposure in the same person
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Essentially, the counterfactual ideal is a theoretical situation in which we suppose
that the levels of exposure can be directly compared under exactly identical situations
at exactly the same time. In such a scenario, it would be possible to ask what would
have happened under a hypothetical change of the exposure level and therefore
directly test causality. Unfortunately, this ideal is practically impossible. Instead we
attempt to get as close as possible to achieving the counterfactual ideal by making
sure that any outcome-determining characteristics and external influences, which
can act as confounders, are adjusted for when contrasting the exposure levels.

2.5.4 Cause Versus Causal Mechanism

In analytical studies a statistical association between an exposure and an outcome is
potentially a causal link, and the strength of evidence for this causal link is directly
related to how well potential or known confounders are taken into consideration or
adjusted for. Let us assume that we have shown the existence of a confounding-free
association and believe that we have evidence supporting a causal link between an
exposure and an outcome. What is the meaning of that association or causal link?
This association implies that the exposure direclty or indirectly causes the outcome
or, put another way, that the exposure and outcome are in a causal pathway. However,
the details of that causal pathway remain unknown. If the causal pathway involves
intermediate steps, then those intermediate factors are called mediators. For example,
imagine that exposure A is causally linked to outcome X, but the causal pathway
involves a sequence in which exposure A causes exposure B, and exposure B causes
outcome X. In this case, exposure B also has a causal link to exposure X and serves
as a mediator of the causal pathway that links exposure A to outcome X. Potential
mediators can be measured and their role studied in analytical studies (See: Sect. 2.7.1).
It is important to realize that an exposure’s causative effect could indicate that there
is some illness-predisposing mechanism operating in those with the exposure, some
illness-protective mechanism in the unexposed, or a mixture of both.

2.5.5 Causal Webs

Traditional epidemiological approaches often involve investigating multiple sus-
pected causes simultaneously in a single etiologic study. The usual analytical
approach is to include all of the suspected causal factors as independent variables in
multivariate regression analyses. However, more complex networks of causation are
increasingly recognized, and more sophisticated causal models are increasingly
needed. Pearl (2010) has developed a general theory of structural causal modeling
with potential for implementation for the estimation of causal effects, mediation, and
effect modification given such complex occurrence relations. Approaches to include
hierarchically structured and nested causal factors have also been developed, e.g.,
multilevel modeling. Discussions of these advanced analytical strategies are outside
the scope of this textbook.
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2.6 Confounding

Epidemiologists often conduct studies to describe the causal effects of exposures,
but in many cases end up with mere associations between exposures and outcomes
that are not free from the blurring effects of confounders. Confounding hinders our
ability to see the true causal effect of the exposure on the outcome. It can mask
associations when they truly exist, or indicate spurious associations when in fact
there are no causal relationships.

2.6.1 Confounding: Types and Conditions

Observation of an association between an exposure and an outcome does not neces-

sarily imply causation. In the absence of random error and bias, there are several

possible explanations for such associations in nature, including the following:

1. The exposure causes the outcome (Fig. 2.3)

. The outcome causes the exposure (reverse causation) (Fig. 2.4)

. The exposure causes the outcome and the outcome causes the exposure (Fig. 2.5)

. The non-causal exposure and the outcome share a common cause (Fig. 2.6)

. There is another determinant of the outcome, which is not a cause of the expo-
sure but whose distribution is unequal among exposure levels (Fig. 2.7)

6. The causal exposure and the outcome share a common cause (Fig. 2.8)

W B~ W N

Fig. 2.3 Exposure causes M %
the outcome. For example, ’ | Ou
diarrhea causes malnutrition

Diarrhea Malnutrition

Fig. 2.4 Outcome causes w m
exposure (reverse causation). - h
For example, malnutrition 4

causes diarrhea Diarrhea Malnutrition

Diarrhea Malnutrition

Fig. 2.5 Exposure causes outcome and outcome causes the exposure, creating a ‘vicious circle.”
For example, diarrhea causes malnutrition, and malnutrition may further worsen diarrhea, and so on
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Confounding example 1

L ! come

Yellow fingers Lung cancer

\ Confounder /

Smoking

Fig. 2.6 Non-causal exposure and outcome share a common cause. The observed association
between exposure and outcome is entirely due to confounding. Causal effects are shown by thick
arrows, observed non-causal associations with thin arrows. For example, smoking causes lung
cancer and yellow fingers, which may lead to an apparent causal link between yellow fingers and
lung cancer

Confounding example 2

xposure 6 ’ L ucome

Coffee drinking Pancreatic cancer

\ Confounder /

Alcohol drinking

Fig. 2.7 The third factor is a determinant of the outcome and (non-causally) associated with the
non-causal exposure. The observed association between exposure and outcome is entirely due to
confounding. Thick arrows are causal effects; thin arrows are observed non-causal associations.
For example, alcohol drinking causes pancreatic cancer, but alcohol drinking is also related to coffee
drinking. Although it appears that coffee drinking causes pancreatic cancer, that apparent association
is due to the confounder only

Confounding example 3

ﬁq

Chronic diarrhea Malnutrition

\ Confounder /

Celiac disease

Fig. 2.8 The causal exposure and outcome share a common cause. The observed association
between the exposure and outcome is partly causal but overestimated by the confounding influence
of the common cause. For example, chronic diarrhea causes malnutrition, but so too does Celiac
disease. Some of the association between Celiac disease and malnutrition is due to chronic diarrhea,
but there is a diarrhea-independent component to malnutrition in Celiac disease. Thus, if one does
not control for Celiac disease when assessing chronic diarrhea as a causal factor in the development
of malnutrition, the apparent exposure-outcome relationship will be over-estimated
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The first explanation (Fig. 2.3) is what epidemiologists are often searching for
and has been discussed at length earlier in this chapter. The second explanation
(reverse causation, Fig. 2.4) is raised when it is unclear whether the exposure comes
before the outcome. If the exposure always comes before the outcome — such as
some genetic exposures and their associated diseases, or such as prospective studies
in which the exposure is assessed before the outcome occurs — reverse causality is a
non-issue. Figure 2.5 shows a scenario in which the exposure and outcome cause
each other in a vicious circle, as is known to be the case with infection causing
malnutrition and also malnutrition causing infection.

The explanations presented in Figs. 2.6, 2.7 and 2.8 are cases of what is referred
to as confounding. One of the features common to the scenarios in Figs. 2.6, 2.7 and
2.8 is that there is an imbalanced distribution — between the exposed and unexposed
groups — of determinants of the outcome other than the exposure of interest (i.e.,
non-comparability between the exposed and unexposed groups with respect to other
determinants of the outcome). Thus, the observed risk/rate in the unexposed does not
equal the counterfactual risk of the exposed (i.e., the risk/rate of the exposed had they
not been exposed). Common to all confounding are the ‘criteria’ listed in Panel 2.2.

Uncontrolled confounding can cause an effect estimate to be either more positive
or more negative than the true effect. Confounding variables that are positively asso-
ciated with both the exposure and outcome or negatively associated with both the
exposure and outcome make the observed association more positive than the truth
(Fig. 2.9). On the other hand, variables which are negatively associated with the

Panel 2.2 The Classical Confounding Criteria

To cause confounding, a variable should:

* Be unequally distributed among exposure levels (because of a causal or
non-causal association between the confounder and exposure)

* Be a cause of the outcome or be strongly associated with a cause of the
outcome

* Be outside the causal pathway between the exposure and outcome, i.e., it
should not be a mediator

D — o e — o=
N AN 7

Confounder Confounder

Fig.2.9 Confounding in a positive direction. In both cases, the confounder is related to the exposure
and the outcome in the same directions. The confounder will increase the apparent relationship
between the exposure and outcome
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:\ Confounder /—: + \ Confounder /

Fig. 2.10 Confounding in a negative direction. In both cases, the confounder is related to the
exposure and outcome in different directions. The confounder will decrease the apparent relation-
ship between the exposure and outcome

exposure and positively associated with the outcome, or vice versa, make the
observed association more negative than the true association (Fig. 2.10). This direc-
tion of confounding will be true regardless of whether the main effect is protective
or harmful.

2.6.2 Management of Confounding

Confounding may be prevented in the design of the study or adjusted for in the
analysis. Methods used in the design stage include randomization, matching and
restriction (e.g., by use of exclusion criteria making the groups more homogenous).
Commonly used methods in the analysis stage include stratification, standardiza-
tion, and multivariable analysis. Each of these methods is briefly introduced below.
More information is found in Chaps. 6, 22 and 24.

Randomization is used in experimental studies and consists of randomly allocat-
ing participants to intervention arms. When successful, randomization will result in
groups with equal distributions of the other factors associated with the outcome
other than the intervention, and thus it breaks the links between the common causes
of the exposure and outcome. When a study sample is sufficiently large, on average,
randomization will result in equal distributions of common causes of both the expo-
sures and outcome. However, randomization is unfeasible or unethical in many
instances, for example when an exposure is clearly harmful or beneficial.

Matching is sometimes used in observational studies. Subjects are deliberately
selected such that (potential) confounders are distributed in an equal manner
between the exposed and unexposed groups. Matching does not come without limi-
tations, though. Perhaps most notably, matching can be expensive as it makes it
more difficult to recruit participants and achieve the required sample size. In addition,
the effects of matched variables cannot be studied.

In restriction, the study is limited to respondents with the same value of the con-
founding variable of interest. Thus, the study population is more homogenous than
it would be without restriction. For example, if biological sex is a known potential
confounder, the study can be restricted to only studying either males or females
(although this would raise ethical concerns). Restriction is often simple, convenient,
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and effective. And it is particularly useful when confounding from a single variable
is known to be strong. However, restriction may make it difficult to find enough
study subjects, and it can limit generalizability of the findings (a problem of limited
external validity).

Methods of managing confounding during data analysis are discussed in Chaps.
22 and 24. In brief, stratification is a commonly used method to control for con-
founding in which data analysis is stratified on the potential confounding variable.
Separate analyses are conducted for those with and those without the confounding
characteristic. Stratification is cumbersome when there are multiple potential con-
founders, as the data would have to be split into several strata. This is problematic
as it may result in severe losses in statistical power and reduce the likelihood that a
conclusion can be made. Another approach to managing confounding is to employ
multivariable analyses using regression methods to control for multiple confound-
ers at the same time. Such analyses can also be used to control for continuous vari-
ables without categorizing them, unlike stratification. Irrespective of which approach
is chosen, ultimately theory should always guide the selection of variables consid-
ered as confounders, and careful reasoning is necessary because confounding is
context-dependent: a variable may be a confounder in one context but not in another.

When assessing confounding in an observational design, it is essential to measure
factors that could be causally related to the outcome. Poorly accounting for known,
potential, or plausible confounders that are not measurable or poorly measurable
can obscure true causal links or indicate false links. Any previously unsuspected or
unknown confounder, newly shown to be important would constitute a potential
paradigmatic shift in the causal thinking about a disease or other health outcome. If
a new risk factor is identified, then previous causes (including previous confounders)
thought to be genuine before may become ‘weaker’ or even disappear. Consequently,
as small paradigmatic shifts succeed each other, the causal webs tend to re-shape,
and the strength of the links tends to change.

2.7 Mediation and Effect Modification
2.7.1 Mediation

Mediators or intermediate factors are those factors that are in the direct causal chain
between the investigated exposure and the outcome (See: Fig. 2.11). When investi-
gating causal links, adjusting for these factors might remove true associations or
reduce their magnitude. For example, in a study assessing the association between
cardiac disease (outcome) and nutrition (exposure), adjustment for nutritional vari-
ables such as plasma lipids and cholesterols is likely to reduce the measured effect
size. This is because changes in the lipids and cholesterol might be triggered by the
nutritional exposure. That is, changes in lipids and cholesterol are part of the mech-
anism through which the nutritional exposure causes cardiac disease (Fig. 2.11).
When selecting confounders for adjustment, it is important to make sure that the
selected confounders are not in fact partly or entirely mediators. To the extent that
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Fig.2.11 A mediator m
defined as a variable in the
casual pathway between the

exposure and outcome. For Nutritional status Cardiac disease
example, nutritional status

causes cardiac disease by \ /
affecting lipid status

Lipid status

Table 2.2 Risk traffic deaths as outcome from traffic accident among persons not having used
helmet and having used helmets

Exposure level Died during the accident ~ Survived the accident  Case fatality rate (%)
Helmet used 200 800 20
No helmet used 200 1800 10

Table 2.3 Risk of death from traffic accidents with and without the use of a helmet, stratified into
those driving motorcycles and those driving vehicles. Only crude point estimates presented

Died during Survived Case fatality
Exposure level the accident the accident rate (%)
Stratum-1: Motorcyclists
Helmet used 199 791 20
No helmet used 100 100 50
Stratum-2: Vehicle drivers
Helmet used 1 9 10
No helmet used 100 1700 6

they are, the observed effect will tend to be diluted. Statistical methods of mediation
analysis exist to assess the mediating role of variables. These methods are beyond
the scope of this book.

2.7.2 Effect Modification

In some cases, the initial conclusions after first analysis are incorrect. An example
could be an investigation of traffic casualties among people using helmets and those
not using helmets. One might initially find that traffic casualties are more common
among those using helmets (Table 2.2).

Does this mean that helmet use is a risk factor? Not necessarily. What if, for
example, helmets were used nearly exclusively by motorcyclists and rarely by those
driving cars? Would it still be reasonable to compare the risks without taking this
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difference between the groups into account? Table 2.3 explores this question by
presenting results of a stratified analysis among motorcyclists and people driving
vehicles:

This example shows that using a helmet is a preventive factor rather than a risk
factor among the motorcyclists. This is an example of effect modification (also called
‘interaction’), which exists when the effect of the exposure on an outcome differs by
levels of a third variable. In the helmet example, the effect of wearing a helmet in a
traffic accident depends on whether one was riding a motorcycle or driving a car.

2.8 Biasin Epidemiological Research

Bias refers to systematic deviation of results or inferences from truth (Porta et al.
2008). It results from erroneous trends in the collection, analysis, interpretation,
publication, or review of data (Last 2001). Bias may result in the overestimation or
underestimation of measures of frequency or effect. The cause of a biased statistical
result may be in the selection of information sources, in the gathering of information
(measurement and data management) or in the analysis of gathered information.
The role of measurement error is often crucial. Both random and systematic mea-
surement error can lead to biased estimates of effect (See: Chaps. 11 and 27). It is
not feasible to completely eliminate measurement errors, but minimizing them and
estimating their influence is a priority in epidemiological research. Bias is often
categorized, according to the source of the problem, into selection bias and informa-
tion bias. A special type, publication bias, will be discussed in Chap. 31.

2.8.1 Selection Bias

Selection bias is a form of bias resulting from (i) procedures used to select subjects
or (ii) factors that influence loss to follow-up. At the core of the various selection
biases is the fact that the relationship between the exposure and the outcome for
those participating in the study is different than for those who theoretically should
have been included in the study. Selection bias due to sampling and enrollment
procedures will be discussed further in Chap. 9.

2.8.2 Information Bias (Measurement or Analysis Bias)

Information bias is a form of bias resulting from problems with the measurement of
study variables or the processing of data. This can have various reasons including
challenges with recall of information, social desirability, use of sub-optimal mea-
surement tools, and unfortunate phrasing of questions and answer alternatives. Chapter
27 gives multiple examples of information bias resulting from measurement error.
In Chap. 18 we will further discuss recall bias, social desirability bias (Zerbe 1987)
and bias resulting from poor formulation of questions (Schwarz 1999).
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In this chapter we discussed some core concepts and terms in epidemiology.
These ideas are the result of a constant evolution in the theoretical framework
of epidemiology, with progressive conceptual developments and sometimes
conflicting uses of terms. The emergence, refinements, and re-definitions of
concepts in quantitative health research can be traced back to long before
epidemiology became a discipline, even before formal quantitative statistics-
based comparisons became used. Thus, in the next chapter we discuss historical
roots of epidemiology and then contemplate some of the emerging issues in
the field that will very likely change the future of our discipline.
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Roots and Future of Epidemiology
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Study the past if you want to define the future.

Confucius

Abstract

The first purpose of this chapter is to outline the roots of epidemiology as a metho-
dological discipline, using a multiple-threads historical approach. We unravel what
we see as the main historical threads relevant to the development of current health
research methods involving human subjects, giving attention to the ethical, scientific-
theoretical, and practical aspects. Roots of epidemiological concepts and methods
go back a long time, to before epidemiology became a named discipline and before
formal statistical comparisons of occurrence frequencies started being made. We
take the stance that ancient thinkers, dating back at least as far back as Aristotle,
formed early concepts that have been essential to the development of modern
epidemiology as we know it. We therefore treat such critical developments as
directly relevant to the history of epidemiology. As an introduction, we begin with
a discussion of belief systems. We then discuss a series of historical threads,
starting from health research topics, over ways of causal thinking about health, to
the design of empirical information, research ethics and stakeholder participation.
Other threads relevant to epidemiology such as history of data management, analysis,
and study reporting, are not covered. Finally, we explore some possible and
desirable future developments in epidemiological research.
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3.1 Belief Systems

Points of view established through belief systems can lead to the relief of human suf-
fering caused by illness and ignorance. Belief systems represent a continuum, on one
end of which is faith and the other science. Perhaps driven by the raging debates on
religion versus science, there is a common misconception that science is independent
of belief. Although science does, by definition, rely on empirical evidence to support
the existence of an occurrence or entity, scientists must always decide to what degree
they believe in the evidence provided and in the theoretical ideas used to contextualize
that evidence. The primary distinction between faith- and science-based belief
systems is in their requirement for supporting empirical evidence. In faith-based
belief systems, believing in the existence of an occurrence or entity requires no
evidence and relies mainly on revelation, authority, anecdotal accounts, and tradition.
In science-based belief systems, belief in a phenomenon only occurs when sufficient
empirical evidence is available to support its existence (Morabia 2011).

The relative importance of faith-based and science-based belief systems as alter-
native and (sometimes) competing means of achieving knowledge has changed
throughout history (Seife 2004). As the self-consciousness and confidence of man-
kind increased, so too did trust in research (which involves empirical data collection)
as a means for achieving valid knowledge. Obtaining evidence through research
requires many skills, including theory-based reasoning and hypothesis generation;
thus, a discussion of the roots of epidemiology appropriately starts with acknow-
ledging the ancient Oriental and Greek philosophers for their contributions to the
awakening of human reason and later philosophers, such as Kant, for exploring and
describing human reason’s boundaries.

The scientific method is the systematic method of empirical investigation believed
by most scientists to yield the most valid, traceable, and reproducible evidence
about a theoretical research question. The scientific method — defined as such — has
evolved considerably over calendar-time. Historians are divided about whether it is
justifiable to trace the history of a discipline back to periods before it become known
under its current name. Some epidemiologists, like Morabia (2004), take the view
that the defining period for epidemiology is the seventeenth century, when formal
comparisons of occurrence frequencies started being used. For others, the history of
epidemiology starts in the nineteenth century when epidemiology became a recog-
nized discipline in Britain. We take the view that there were researchers and scien-
tific methods (plural) long before the words “researcher” and “scientific method”
were used. Similarly, we believe that epidemiologists and epidemiology existed
well before the terms came into use. After concepts, theories, empirical methods,
and statistical approaches are introduced, they are refined and formalized both
before and after a new discipline acquires a name. Theory-based learning from
empirical observation has existed from ancient times and so has an interest in
learning about health-related phenomena. Thus, although many will argue that
Hippocrates and Fracastoro, for example, are not real epidemiologists, one can see
that these figures have been crucial to the development towards current epidemio-
logical thinking.
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Given the definition of epidemiology proposed in Chap. 1, we suggest that the
history of epidemiology should not be confused with the history of medicine or
public health in Western civilization. The history of epidemiology deals specifically
with the roots of principles and methods used in comparative population based
health-related research throughout history. Several historic threads can be followed
looking at how various steps of the research process have been carried out over the
centuries in several civilizations. When tracing these threads, the historian describes
milestone events and new ideas, explains them by putting them in context, and indi-
cates how the events and ideas have influenced the subsequent practice and concep-
tualization of health research. Unfortunately, only fragments of selected historic
threads, mainly relating to Western civilization, can briefly be touched upon in the
next sections. These threads are listed in Panel 3.1. In our discussions of threads
below, we draw mainly on publications by epidemiologists with an interest in the
history of our discipline.

Historic developments in each of the aspects of epidemiology have not always
run in parallel. Thus, each thread is discussed separately with some cross-referencing
where relevant. Due to space restrictions we will not cover the important threads of
data management, statistical analysis and study reporting.

Before we uncover some roots of epidemiology, we must introduce some key
concepts and terms. Panel 3.2 highlights a selection of concepts and terms and
explains their meanings as used in the sections below.

Panel 3.1 Historic Threads Pertinent to Epidemiology as a Methodological
Discipline

» History of research topics

» History of causal thinking about health

» History of epidemiological study designs

» History of research ethics and stakeholder participation

» History of research data management and data analysis
History of study reporting

Panel 3.2 Selection of Key Concepts and Terms Relevant to History of
Epidemiology

Empirical Based on measurement

Health research Systematic activity aimed at achieving knowledge about
health — related states and events

History of epidemiology The study of calendar time — dependent changes
in how medicine has used research with human subjects to increase its
knowledge base

(continued)
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Panel 3.2 (continued)

Phenomenon A state or event (Miettinen 1985)

Research Systematic activity aimed at achieving knowledge

Research ethics Discipline providing ethical principles and guidelines for
the design, conduct, analysis, and dissemination of research involving
human subjects

Research methods Methods of designing, conducting, analyzing, and
reporting a research study

Scientific method Method contemporarily believed by most scientists to
yield the most valid evidence about a research question

Scientific research Research using the scientific method

3.2  History of Health Research Topics

This historical thread concerns when and why some research questions about health
are asked and others seem to be ignored (Susser and Stein 2009; Krieger 2011), and
is intimately linked to the next thread about causal reasoning. Hypotheses and
presumed causal factors are never independent of the conceptual frameworks of the
time. Naturally, humans possess a fundamental curiosity about and hunger for
knowledge about circumstances or behaviors that lead to or protect against illness.
Such knowledge first came about by intuition and by experiential learning from trial
and error. But at what point did humans start to use empirical research (in the sense
of systematic evidence collection to answer some theory-derived question) to
achieve desired health-related knowledge?

There is no clear-cut answer to this question (in part because the answer depends
on one’s opinion of what constitutes research; See: Textbox 3.1), but McMahon
et al. (1960) have drawn the attention of epidemiologists to Air, Water and Places, a
Hippocratic text (ca 400 BC) in which are found several ideas still relevant to public
health research. This text points out what are now known as “risk factors” at different
nested levels of observation, like country, area, city, and individual behavior. It also
emphasizes the need to study food hygiene, diet, clean water, and exercise for
health, giving multiple examples. Although this text may not be considered to be
epidemiology by all, one may perceive some roots of epidemiological thinking.
Indeed, empirical information from observing nature and patients had an important
role in Hippocrates’ thinking, and he used this information to make generalizations
into the abstract about nature. But Hippocrates was not the only ancient thinker to
ask health-related questions. For example, attempts of diagnostic and etiognostic
classifications were important concerns of, for example, the Greek philosopher
Aristotle. This ancient call for a classification of disease has been echoed over the
millennia, and one such call by Thomas Sydenham (1624—-1689) was particularly
poignant: “All diseases should be reduced to definite and certain species with the
same care which we see exhibited by botanic writers in their phytologies.”
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Textbox 3.1 When Did Population-Based Health Research and Experimentation
Start?

When population-based health research started is unclear. According to
Hetzel (1989), “One of the oldest references to goiter is attributed to the
legendary Chinese Shen-Nung Emperor (2838-2698 BC) who, in his book
‘Pen-Ts’ao Tsing’ (‘A treatise on herbs and roots’) is said to have mentioned
the seaweed Sargasso as an effective remedy for goiter.” Hetzel also states that
“...the Wei dynasty (AD 200-264) attribute deep emotions and ‘certain con-
ditions of life in the mountain regions’ as causes of goiter.” Clearly correct
insights had been gained regarding the therapeutic effect of (iodine-rich) sea-
weed for goiter and the higher prevalence of endemic goiter in mountainous
areas. It is unclear how exactly these precise insights were gained but it seems
possible that ancient healers — proto-scientists endowed with particularly
passionate interests in health issues — may have used systematically repeated
trial and error runs or systematic series of observations to arrive at recommen-
dations and conclusions similar to the above. Whether such investigations
were attempts to answer theory-based questions is also plausible, no matter
how primitive or ‘wrong’ the theory might appear today.

Meinert (1986) cites an example of a planned research experiment that can
be found in the Book of Daniel. It consisted of a comparison of persons put on
a 10-day diet of pulses (a legume) with persons eating another diet and found
that those eating the former came to appear ‘fairer and fatter in flesh’ in com-
parison with the latter. However, controversy exists and doubt remains about
whether this can be considered an example of research (e.g., Morabia 2004).

At the end of the eighteenth and beginning of the nineteenth century, rapid deve-
lopments in science and philosophy (in what is known as the ‘Age of Reason’) were
accompanied by the industrial revolution. Health inequalities were great and
epidemics frequent. Hence there was heightened interest in public health and
preventive medicine in that period and an increasing recognition of environmental
and social causes of disease. There was also a strong impetus to conduct analytical
research on epidemic diseases.

In the twentieth century, along with increasing success in combating infectious
disease, issues of non-communicable disease became prominent as research ques-
tions, especially those regarding cardiovascular diseases and cancers. The interests
in environmental, social, and heritable determinants of ill health were developed
throughout the twentieth century, leading ultimately to a modern understanding of
illness, in which consideration is given to:

* Multiple interacting risk factors rather than single factors as the causes of disease

» Lifestyle factors that might cause or prevent disease

e New modern paradigms, including the ‘Barker hypothesis’, about the early-life
origins of adult disease

e Other complex health phenomena



42 J.Van den Broeck and J.R Brestoff

The twentieth century also witnessed a worldwide explosion of research into the
effects of pharmacological preparations, surgical interventions, behavioral thera-
pies, and various types of community level interventions, each in terms of effective-
ness, safety, cost, and acceptability.

3.3  History of Causal Thinking About Health

Along with the investigational interests discussed above, there have been notable
shifts in causal theories about health.

3.3.1 Early Paradigms About Causes of Disease

Since pre-history a prevailing paradigm has been that divine anger causes illness
and divine grace cures. For example, in the Iliad (Homer, ca. 800 BC) an epidemic
of plague is sent by Apollo, the god of healing. Disease was thought to have super-
natural origins, an idea that has never fully disappeared (Irgens 2010). In apparent
contrast to supernatural causes of disease, the Hippocratic texts provided a concep-
tual framework in which disease was caused by environmental and behavioral
factors that led to imbalances among four body fluids: blood, phlegm, black bile,
and yellow bile. Fever, for example, was thought to be caused by excess bile in the
body (Krieger 2011). In ancient China, illness was considered to be the outward
manifestation of internal disturbances in complex natural systems that were subject
to environmental and social-behavioral factors (Krieger 2011).

By the Middle Ages in Europe, the ancient works of the Hippocratic authors,
Galen, and others had been forgotten, and disease was again mostly considered to
have supernatural causes. The works of these ancient writers, however, had been
preserved via the Islamic tradition and were gradually reintroduced to Europe as the
Renaissance period began to unfold. Physicians versed in these texts took important
roles in the medical schools emerging in European Mediterranean countries during
the thirteenth century, thereby helping to infuse ancient ideas of disease causality
across Europe and, eventually, much of the world. In other words, with the
Renaissance came renewed study of ancient medical texts, and the long-forgotten
theories on natural causes of disease re-emerged.

3.3.2 Religion Versus the Scientific Method

Throughout the Renaissance, faith- and science-based belief systems co-existed
mostly without conflict (Seife 2004). During the era of Galileo Galilei (1564—1642) a
few individuals and organizations, fearful of the potential of science (particularly
cosmology) to disprove the existence of God, deployed propaganda campaigns that
effectively created conflict between religion and science as approaches to achieving
valid knowledge. Science was portrayed as heretical (Seife 2004). Simultaneously,
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Francis Bacon (1561-1621) proposed the inductive or ‘scientific method,” and the
scientific community had increasingly come to accept this approach as a valid way of
achieving knowledge. Bacon stated that scientific reasoning depends on making
generalizations (inductions) from empirical observations to develop general laws of
nature. He suggested that scientists carefully observe persons and nature rather than
only resort to explanations based on faith, classic texts, or authority. Bacon’s description
of the scientific method brought a modern conceptual framework to Hippocratic texts
that proposed observing environmental and behavioral factors to explain illness.

Discussion Point Belief in a supernatural cause that occurs prior to any form
of natural cause is perfectly compatible with the theories and practice of
modern science

3.3.3 Contagion Versus Miasma as Causal Paradigms

During the Renaissance, a controversy arose between proponents of the theory of
contagion and those of the theory of miasma or ‘bad air’ as main causes of disease.
Saracci (2010) has drawn the attention of epidemiologists to the fascinating
scientist Gerolamo Fracastoro (1478-1553) from Padua, Italy, who claimed in ‘De
Contagione et Contagionis Morbis et Eorum Curatione’ (1546) that diseases are
caused by transmissible, self-propagating material entities. Initially, there was no
idea that these entities could be living; the contagions were thought of more as sub-
stances than as germs. Fracastoro claimed that the contagions can be transmitted
directly from person to person, or, indirectly from a distance. He also theorized
about strategies to combat contagions that are still relevant today:
* Destruction by cold or heat
* Evacuation from the body
* Putrefaction
* Neutralization by antagonistic substances

Fracastoro also suggested that syphilis was spread through sexual intercourse,
based on observations that the spread of the disease followed the movement of army
regiments (Irgens 2010). During the nineteenth century the miasma-contagion
debate would reach a high and the contagion theory (also known as the germ theory)
eventually prevailed in no small part due to the strong experimental work of Louis
Pasteur (1822—-1896).

3.3.3.1 Recognition of Specific Non-infectious Causes of Disease

As important as the contagion-miasma controversy and the concluding contribu-
tions of Louis Pasteur have been, this debate concerned only vague influences of the
environment on health. While the debate raged, the causal role of several more
specific non-infectious environmental hazards had become recognized. For example,
in 1700, Bernardo Ramazzini, called ‘the father of occupational medicine,” produced
an influential work ‘De Morbis Artificum Diatriba’ dealing with a wide range of
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occupational hazards (Franco and Franco 2001). And in 1775, Percivall Pott
recognized that chimneysweepers’ exposure to soot was carcinogenic (Susser and
Stein 2009).

3.3.4 Philosophical Contributions to Causal Reasoning

Several philosophers, such as Immanuel Kant and John Stuart Mill, have influenced the
way scientists thought about causality. In Mill’s ‘Canons’ (1862), he describes some
analytical approaches — general strategies to prove causality — that are still used today:

e ‘Method of difference.” This method recognizes that if the frequency of disease
is markedly different in two sets of circumstances, then the disease may be
caused by some particular circumstantial factor differing between them. This
method is akin to the basic analytical approach now taken in trials and cohort
studies, i.e., showing that disease outcome is more or less frequent in the presence
of a particular exposure

e ‘Method of agreement.” This method refers to situations where a single factor is
common to several circumstances in which a disease occurs with high frequency.
This method is akin to the approach taken in traditional case—control studies, i.e.,
showing that an exposure is more common in cases

* ‘Method of concomitant variation.” This method refers to situations where the
frequency of a factor varies in proportion to the frequency of disease. This kind
of reasoning is often used in ecological studies, i.e., showing that exposure and
disease outcome vary together

3.3.5 Causal Interpretation Criteria

Koch (1843-1910) and Henle described a sequence of studies and results needed for
proving that a single infectious agent causes a disease (these are known as the
Henle-Koch postulates). These causal criteria have been very helpful in identifying
the infectious causes of a number of diseases. Evans (1976) proposed a revision of
the Henle-Koch postulates describing the sequence of studies and results needed for
proving the causal role of an exposure in general. The mainstream modern approach
to showing causality actually involves two steps. Step one is showing an association
between the determinant and the outcome phenomenon free of bias, confounding,
or reverse causality. Step two is further evaluation of credibility, perhaps also using
some of the Evans criteria or Hill criteria (Hill 1965), which will be discussed in
Chap. 27. The modern Bayesian approach rests upon modification of prior beliefs
about causal links by evidence in research data.

3.4 History of Epidemiological Study Designs

Study design has two main aspects: general design (See: Chap. 6) and planning of
measurements. These two aspects will be discussed separately below.
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3.4.1 Roots of Approaches to General Study Design

Learning from trial and error may be seen as the first quasi-experimental approach.
The Hippocratic approach to gathering empirical evidence could be considered
‘qualitative’ as there was no quantitative formal hypothesis testing or effect estima-
tion, nor were there formal comparisons of quantified outcomes among determinant
levels. Comparisons between determinant levels were made but only informally by
using the ‘computing power of the mind.” The first clear types of more formal
designs are the early case series studies. An often cited example was published by
Lancisi (1654-1720) in ‘De Subitaneis Mortibus’ (1707), where he described a
detailed pathological investigation of a case series of sudden deaths in Rome, prob-
ably due to myocardial infarctions (Saracci 2010). This was an early case series
study of a non-communicable disease. Case series studies are the prototype of
observational study designs.

3.4.1.1 Experimentation

As to experimental study designs, one of the earliest known clinical trials — on
scurvy, a major problem for British sailors — was performed by James Lind (1716—
1791) (See: Textbox 3.2).

The precursor of randomization in clinical trials was presented at the congress of
scientists in Pisa, 1838. At that meeting, the idea was brought forward of alternating
allocation to treatment alternatives as a means to better show superiority of new
treatments. But the first modern randomized controlled trial would not occur until
1946 with the MRC trial of Streptomycin on tuberculosis (MRC 1948).

3.4.1.2 The Idea of Formally Contrasting Determinant Levels

Early clinical trials contrasted outcomes frequencies among treatment levels. Such
quantitative comparative approaches had been taken earlier for observational studies,
most notably by demographer John Graunt (1620-1674) who performed formal
subgroup comparisons with observational data. However, the most famous example
of the importance of contrasting determinant levels comes from the work of John
Snow (1813-1858), in which he performed an outbreak investigation that ultimately
led to the elimination of an exposure to a pathogenic source. During the cholera
epidemics in London in 1849 and 1854, Snow postulated a water-borne cause of
cholera. He noted that the disease was more frequent in those areas of the city that

Textbox 3.2 The Early Trial of James Lind

Twelve sailors with scurvy took part in a trial aboard the ship HMS Salisbury
(20 May — 16 June, 1747). James Lind assigned six treatments, presumably in
arandom way, to two men each: cider; vitriol; vinegar; seawater; oranges plus
lemons; and a concoction of garlic, mustard, radish, Peru balsam, and myrrh.
Within 6 days those receiving citrus fruits were fit for duty. The others
remained sick.
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received their water supply from a particular water company that used water from a
‘dirty’ part of the river. He then went on to close the water pumps of that company
to show that the disease rate dropped dramatically after the closure.

3.4.1.3 Sample Size Considerations

In the abovementioned trial by James Lind, there were only two subjects in each
treatment arm. There must have been some expectation on the part of Lind that two
per arm would be more reliable than one per arm. However, a deep appreciation of
the importance of sample size was not achieved until the contributions of William
Farr (1807-1883), who is known to have made several contributions to study design.
He pointed out the need for sample size considerations and formally introduced the
concept of retrospective and prospective studies.

3.4.2 Modern Epidemiological Study Designs

3.4.2.1 Ecological, Cohort, and Case-Control Studies

Formal ecological studies have been very popular for exploring possible causal
links since the nineteenth century. They are still used today as evidence of an
association between an exposure and outcome, but this study design comes with
serious limitations that are often difficult or impossible to address (See: Chaps. 5,
6 and 27 for more details on ecologic studies), so they are not considered to be a
popular approach.

Today, more popular than ecological studies are cohort studies. The Framingham
Heart Study, which was started in 1948, is often considered a landmark cohort study
(Dawber et al. 1957). Approximately 5,200 men and women aged 30-62 years in
Framingham, Massachusetts, were followed long-term. This research program
identified major risk factors for heart disease, described the natural history of car-
diovascular disease, and set the standard for modern cohort studies, which have long
been the paradigm for observational etiognostic research. Only relatively recently
has the at-least-equivalent usefulness of the case—control approach become fully
clear. Examples of case—control studies are available from the first half of the twen-
tieth century. Doll and Hill (1950) are often credited with popularizing the case—
control design with a landmark study showing an association between smoking and
lung cancer. Even after the Doll and Hill paper, however, case—control and case-
base approaches have long been considered inferior to the cohort approach and
became only very progressively recognized as alternatives. A Lancet editorial in
1990 discussed rankings of methodological strength (as found in contemporary
methodological books) and stated “The case—control study...falls behind the ran-
domized controlled trial and the prospective and retrospective follow-up study and
barely overtakes the humble anecdote.” This point of view is now considered anti-
quated, as case—control studies with density sampling are quite robust. Olli Miettinen
(1976, 1985, 1999) has been perhaps most influential in promoting the proper use of
secondary study bases in study design, a process that is still ongoing.
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3.4.2.2 Modern Developments in Study Design

In the second half of the twentieth century, many important epidemiological
concepts around object design became firmly established (See: Chaps. 2 and 5).
Olli Miettinen has been a main driving force in developing object design con-
cepts (See also: Morabia 2004). In modern study design, the case—control
approach and the primary cohort-based approaches are generally seen as equiva-
lent for observational etiognostic studies. Miettinen (2010) has proposed a new
approach, called ‘the single etiologic study’ that is an improvement of the tradi-
tional designs, but it has not yet trickled down into common epidemiological
thinking and practice. Recently, Mendelian randomization and other designs
using instrumental variables have come to be added to the armamentarium of the
observational epidemiologist. Clinical trial design has evolved into various types,
including stepped and cross-over designs, and improved randomization and min-
imization methods have been gradually developed. The serious limitations of
classical diagnostic performance studies are also becoming clearer and constitute
an important challenge for traditional clinical epidemiology and evidence-based
medicine (Miettinen 2011).

3.4.3 History of Measurements of Health-Related
States and Events

Developments in measurement methods are driven by and run in parallel to
the changing interests in particular research questions and, consequently, with
changing conceptual paradigms of objects under study. For example, the develop-
ment of microscopy can hardly be imagined without a theoretical interest
in objects (e.g., microbes) that cannot be visualized with the naked eye.
Anthropometry is one of the oldest of types of measurements (so too are autopsy
and the counting of deaths and survivors). In an old Hindu textbook on surgery,
the ‘Sushruta Samhita’ (c. 600 BC), it is stated, “Adult stature is 120 times a
man’s finger width.” In Hellenistic times it was known that total height is 7.5
times the height of the head. Hippocratic texts recognized that climate influences
body size and shape, and it was recognized by Galen (130-200 AD) that body
proportions are linked to health.

Patient observation, interview, and physical exam have been and will likely
always remain important for assessments in clinical care and research. Various
forms of highly technical measurement instruments and questionnaire-based scales
for latent attributes now often aid physical examination and interview-based mea-
surements. In the past decades, these methods of assessment have rapidly been
supplemented with more sophisticated measurements and more advanced methods
of data extraction from administrative or health records. Moreover, routine objects
of measurement now include molecular analyses of biological samples and complex
physiologic measurements as well as physical and biochemical assessments of the
environment.
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3.5 History of Research Ethics and Stakeholder Participation
3.5.1 History of Research Ethics

Subject protection and Good Clinical Practice guidelines are relatively recent phe-
nomena in research history and were developed mainly after World War II (WWII).
Before the war and until some time thereafter, it was usually assumed that the high
ethical standards of patient care, as advocated by Hippocrates and Sydenham, would
guarantee subject protection in research. History has proven that assumption very
wrong. For example, highly unethical research has been conducted in the United
States before, during, and after WWII (Beecher 1966; White 2000; Kahn and Semba
2005; Horner and Minifie 2010). The same has happened in several other countries
but most notably in Nazi-Germany and Japan (Tsuchiya 2008). It is the particular
atrocity and scale of the Nazi medical experiments that eventually awoke spirits and
led to important post-war milestone events, starting with the Nuremberg Doctors
Trial in 1946 (McGuire-Dunn and Chadwick 1999). The judgment pronounced in
this trial of Nazi doctors included a set of ethical guidelines known as the Nuremberg
Code. This document started the modern era of human subject protection in research.
As pointed out by McGuire-Dunn and Chadwick (1999), the Nuremberg Code
stated, among other important points, that:

* There should be no expectation of death or disabling injury from the experiment
* Informed consent must be obtained

e Only qualified scientists should conduct medical research

* Physical and mental suffering and injury should be avoided

In the decennia after the dissemination of the Nuremberg Code, the international
medical community gradually developed more elaborate codes of ethical conduct in
research, most notably the successive versions of the Declaration of Helsinki (World
Medical Association 2010) and the guidelines of the Council for the International
Organization of Medical Sciences (CIOMS 2010), the latter with increased rele-
vance for research in low- and middle-income countries. CIOMS has recently pro-
duced international ethical guidelines for epidemiological studies (CIOMS 2010).
Along with the response from the international medical community, there have been
important milestones in legislation, mainly spearheaded by the United States. One
such milestone was the publication in the U.S. Federal Register of the Belmont
Report in 1979. A reprint of this important document can be found in McGuire-
Dunn and Chadwick (1999). The Belmont report outlined three ethical principles
upon which regulations for protection of human subjects in research should be
based. These three principles are now widely known as:

* Respect for persons,
¢ Beneficence, and
» Justice/fairness in the selection of research subjects.

These have been the guiding principles for the U.S. Code of Federal Regulations
(also reprinted in McGuire-Dunn and Chadwick 1999), and they have inspired
similar legislation in other countries. The translation of these principles into
guidelines and laws has been slow and progressive. It is worth noting, for example,
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that even in 1986 there were debates in major medical journals about whether fully
informed consent was the appropriate thing to do (Simes et al. 1986). At that point
the arguments against fully informed consent were still based on the abovemen-
tioned fallacious idea that highly ethical patient-doctor relationships were suffi-
cient to protect research subjects. In that period it was also still possible to engage
in trial participant dropout recovery programs without disclosing alternatives for
similar-quality health care outside of the trial (Probstfield et al. 1986).

A very important recent process has been the development of Good Clinical
Practice (GCP) guidelines for investigators of pharmaceutical products and medical
devices. High-income countries with important stakes in the pharmaceutical indus-
try initiated this process. The most important milestone publication is recognized to
be the ICH-6 Guidelines (the International Conference on Harmonization 6, 1997),
as this document provided a reference for clinical research in the European Union,
Japan, and the USA. Since the ICH-6 Guidelines were released, the concept and
practice of GCP have been more widely adopted, adapted, and expanded, and some
have now been incorporated into legislation. Some countries have designed their
own GCP guidelines (e.g., South Africa) adapted to local contexts.

3.5.2 History of Stakeholder Participation

Governments have always been important stakeholders of health research. The pro-
cesses involved in research funding were relatively informal before WWII, but after
the war the need for ethics review and for national and international funding agen-
cies became clearer. Other important stakeholders include potential manufacturers
and providers of remedies for illnesses. The dangers surrounding the relationship
between physicians and pharmacists have been long recognized. In the earliest medical
schools in Europe, for example in the School of Salernum (thirteenth century), there
were strict prohibitions around any incentives given by ‘pharmacies’ to doctors. The
twentieth century has seen the explosion of a huge pharmaceutical industry. This
industry is now an important initiator of pharmacological research, a scenario that
has led to great concerns about the validity of industry-funded studies, and indeed,
problematic industrial incentives to doctors continue to exist. In modern times, the
role of public-private partnerships in public health research is becoming increasingly
important (Textbox 3.3).

Textbox 3.3 The Increasing Importance of Public-Private Partnerships

On one level, government agencies are now frequently involved in determining
research priorities of the private sector. As an example, the USA Federal
Drug Administration (FDA) directly influences pharmaceutical development
projects by advising the sponsoring company on safety concerns that will
need to be addressed.

(continued)
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Textbox 3.3 (continued)

On another level, private public health organizations, such as The Gates
Foundation, often partner with governments and organizations around the
world to develop research priorities, implement necessary studies, and deploy
demonstrably effective public health measures. Organizations such as these
highlight the importance of international and global communities as stake-
holders in health-related research.

On the ground level, members of the community are now frequently
involved in reviewing study proposals and in establishing local research pri-
orities (as in community-based participatory research). Consequently,
public-private partnerships in health-related research have simultaneously
become more globalized and more localized.

3.6 The Future of Epidemiology
3.6.1 Epi-Optimism

Reigning in some epidemiological circles over the past decades has been pessimism
about the field. Part of this pessimism seems to be rooted in the observation that so
many analytical studies on the same topic produce very different and sometimes
contradictory results. We do not hold this view and wish to invoke a sense of opti-
mism about epidemiology (epi-optimism). Indeed, the mere existence of inevitable
inter- and intra-subject differences and the various types of study designs with many
different approaches to dealing with effect modification and confounding predict
that effect estimates will be highly different across studies, including clinical trials
(Maldonado and Greenland 2002). As it appears, epidemiological thinking has yet
to come to grips with the phenomenon of heterogeneity, which should no longer be
seen as chaos but as the essence itself of theoretical occurrence relations.

We argue that the understanding of dogmatic concepts such as a ‘true relation-
ship’ or ‘true effect size’ should become more nuanced. Scientific generalizability is
a valid concept, but it is, in epidemiology especially, heavily ‘conditioned’ by hetero-
geneity in distribution matrices of confounders and effect modifiers. Another way of
viewing heterogeneity is as an opportunity for achieving a deeper understanding of a
disease process (See: Sect. 3.6.2.1). A greater ‘heterogeneity tolerance’ may posi-
tively influence the way epidemiology and epidemiologic study results are perceived
by the wider public and, indeed, by future generations of epidemiologists.

3.6.2 The Focus of Future Epidemiological Research
3.6.2.1 Effect-Modification Research

Given the heterogeneity just described, epidemiology must shift its focus
from searching for universal true relationships to documenting effect modification.
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‘Epi-pessimism’ will hopefully give way to enthusiasm for more comprehensively
studied effect modification, more uniformly reported effect modification in single
studies, and better modeling of effect size differences in meta-analyses. Such a shift
in thinking may have substantial consequences for the way studies are designed and
results reported and interpreted. Sample size concerns, for example, will have to
focus on the need to create credible evidence about a range of potential modifiers.
These should include individual susceptibility factors as well as contextual factors.
For intervention research, the contextual factors to be studied as effect modifiers
include intervention delivery aspects and background factors. Part of the future may
lie in collaborative multicenter studies involving diverse, well-documented distribu-
tion matrices of covariates. In scientific reports, recommendations such as “This
relationship needs to be explored in other settings” could become more specific as
to what effect modifiers should be better examined.

Greater study of effect modification will ultimately pave the road towards better-
personalized care and better-adapted delivery of community interventions. The dog-
matic concept of a single best treatment modality for all patients with a given
condition will, through the study of heterogeneity, give way to the realization of
individually-oriented interventions (i.e., ‘personalized medicine’). As we advance
towards personalized care, important questions will arise regarding research methods
and their development.

3.6.2.2 New Diagnostic Research

As pointed out by Miettinen (2001), a vast area of diagnostic research remains virtu-
ally unexplored. This includes diagnostic prevalence studies, or in other words,
diagnostic research that documents the probability of certain illnesses
given a specific individual profile of antecedents, signs, symptoms, and diagnostic
test results. The implementation of these ideas will be a huge but exciting
challenge ahead and will rely partially on the development of methods for risk
prediction modeling and more serious investigation of diagnostic performance
tests (Miettinen 2011).

3.6.2.3 More Research on Research

The problem of publication bias reveals one of the weaknesses of the contemporary
research process (See also: last section of this chapter). It would seem that more
operational research is needed on research itself: where is research most likely to go
wrong in individual studies, a collection of studies on a given topic, or even an
entire field? When? Why? With the growing importance of Good Clinical Practice
guidelines and regulations, data cleaning and other aspects of data handling should
emerge from being mainly gray literature subjects to become the focus of compara-
tive methodological studies and of process evaluations. Such types of studies should
focus on the optimal procedures (balancing validity and cost-effectiveness) given
local resources and cultural factors. Better understanding of processes in research
will require epidemiologists to learn more from process analysts, psychologists, and
social scientists.
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3.6.3 Research Tools of the Future

The future will no doubt bring many paradigm shifts, changes in the use of termi-
nology, new ethical challenges, new tools, and tools adapted from other scientific
disciplines.

3.6.3.1 New Approaches to Study Design

To some extent, study design developments have tended to follow the identification
of needs in research, and this is likely to continue. For example the need to study
rare diseases quickly must have contributed to the refinement of the case—control
design. Structural Causal Modeling is an example of a newly evolving area in etiog-
nostic study design (See: Pearl 2010). Another is the single etiologic study design
proposed by Miettinen (2010, 2011). In etiognostic research, the distinction between
experimental and observational cohorts could become blurred: for example, mixed
observational-experimental multinational cohorts may include long observational
run-in periods to extensively document relevant effect modifiers before any experi-
mental perturbation of determinants. After the intervention, continued observational
follow-up of the cohort will become the rule, to determine long-term outcomes
and to look at how responses to earlier interventions modify responses to later
interventions.

3.6.3.2 New Research Databases

We are currently witnessing the emergence of large bio-banks of prospectively
collected biological samples with addition of varying amounts of clinical, environ-
mental, and behavioral information. These could give a boost to research and help
to advance research methods, but the ethical and legal issues around making
bio-banks internationally and easily accessible are not fully resolved (Kaye 2011;
Zika et al. 2011).

There is a wider problem of public accessibility of research data in general.
Epidemiology has yet to develop global, publically accessible banks of anonymized
research databases. In other words, before deciding on setting up a new study
involving the collection of new data, it should become possible for epidemiologists
to find an answer to the question: where can I find an existing dataset that I could
use to address the research question I have in mind? Perhaps one day most analytical
studies will make individual participant data available for meta-analyses. Perhaps
we should also expect more intelligent electronic libraries, semi-automated system-
atic reviews, global libraries of validated questionnaires or questions, and libraries
of research methods for specific types of research questions.

3.6.3.3 New Assessment Technologies

New technologies will have a substantial impact on the development of epidemiol-
ogy and of epidemiological research (Hofman 2010). The search for better and
more objective measurement instruments will continue in medicine and outside of
it; these innovations will continue to improve measurements in epidemiological
research. To deal with confounding, mediation, and effect modification, a continuing
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challenge will be to measure the hitherto unmeasured. As measurement innovations
come into play, scientific concerns will continue to prompt scientists to focus on
measurement standardization. Although greater capabilities come with improved
measurement tools, new technologies in epidemiologic research will raise newly
encountered ethical challenges, both in health care and in health research.

Mobile phone technologies in particular are expected to have huge potential to
improve measurements in epidemiologic research. The use of mobile phones for
health purposes (irrespective of whether it is for personal, clinical, or research uses)
is known by the generic term m-health (Vital Wave Consulting 2009; OpenXdata
2010). The interactive user interface may facilitate data collection, and thereby
enable the large-scale diagnostic prevalence studies that are currently lacking.
Phones are also easily adapted with other technologies, such as cameras, that allow
imaging in the field and photograph-, video-, or audio-based data collection for
analysis later.

Another challenge ahead in the near future is how to make optimal use of
metabolomics, genomics, and proteomics. Integrating the “-omic” technologies
and epidemiologic research are very challenging but not outside the realm of
possibility (See: caBIG, as discussed in Textbox 3.4). There are currently still
some problems with the validity of these approaches as methods for diagnosis and
prognosis, but the “-omics” hold great promise for gaining an understanding of
human health and illness and will therefore continue to be an important area for
research in the future.

Textbox 3.4 The Future of Turning to Already Existing Databases

Many great questions are left unaddressed not because someone failed to
think of the questions but because the researcher was unable to realize that
evidence was at their fingertips. Substantial resources have been invested in
the creation of large databases, such as the National Health and Nutrition
Examination Survey (NHANES), and many of these are available to the
research community-at-large. Data from many more studies are privately held
by investigators worldwide. Among all of these public and private databases,
one might be suitable to answer a research question raised by non-affiliated
epidemiologists. Gaining access to that database would reduce the need to
repeat the study; enable preliminary analyses that might be necessary to justify
larger, more expensive studies; be useful for the design of other experiments
(e.g., by estimating the variance of a factor under investigation); and facilitate
meta-analyses using original data.

One could imagine the existence of a database of databases (DOD),
where an investigator can search for variables and retrieve a list of all logged
studies that contain them (or sub-components thereof). Such a DOD would
address many of the issues addressed above in this textbox. Such a DOD

(continued)
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Textbox 3.4 (continued)

raises issues of data exchange regulation and privacy to participants (among
other things) for privately held databases, although these issues don’t exist
as prominently for databases already publicly available to the research com-
munity. Investigators might also find useful and productive collaborations
around the world.

Currently, one of the best-developed systems to identify potential collabo-
rators is caBIG (www.cabig.nih.gov), run by the NIH National Cancer
Institute. caBIG has some data-sharing capabilities and provides excellent
practical advice on how to make your databases shareable.

Other areas of research on measurement technologies that will be important to
epidemiology in the future include:
* The development and application of nanotechnologies
e Three-dimensional imaging
» Safety assessment and monitoring of test products during research
* The assessment of human resources, including needs-based planning
e Qualitative methods (e.g., qualitative pilot studies on health among cultur-
ally and socioeconomically diverse countries; one current approach is the use
of the Rapid Epidemiologic Assessment, promoted by the World Health
Organization)
New analysis methods — The statistical analysis methods, as they are currently
used in epidemiological practice, are nearly restricted by the easier options
available in standard statistical packages. This situation has had some unfortunate
consequences:
e It has contributed to a dominance of statistical testing over statistical
estimation
* Within statistical testing, it has led to a nearly complete attention on null hypoth-
esis testing
e It haslead to the failure of or delays in incorporating important new methods into
standard software
Several eminent epidemiologists have warned against improper and excessive
use of statistical testing. Some have even argued that statistical testing should be
abandoned altogether (Rothman 2010) in favor of the use of statistical estimation.
What we are likely to see, though, is a shift in balance towards more estimation than
testing, not a complete disappearance of testing.
More and more causal effects are being demonstrated, more causal pathways
have been progressively unraveled, and the complexity of causal networks leading
to health-related outcomes has become better appreciated. Surveillance systems and
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health databases of the future will gather an increasingly wider array of longitudinal
data on health determinants. Analysis methods will need to keep up with this
evolution. For example, statistical methods to adjust for time-varying confounders
have not yet found broad application, but this may change. Along with this evolu-
tion, applications of structural causal modeling, data mining, multilevel analyses,
and related methods may gain prominence as the methods-of-choice for arriving at
useful simplifications.

As to analysis aids, we can expect improved friendliness of statistical packages
and an increased range of analyses included in them. Analysis tools in support of
new study designs, as the ones proposed by Miettinen (2011), will hopefully be
included.

3.6.4 The Future Architecture of Health Research

The continuing problems of publication bias (See: discussion point and Chap. 31)
and of limited measuring and reporting of data quality unfortunately indicate that,
after centuries of progressive sophistication of scientific methods, epidemiology is
still too often defeated by subjectivity. It would seem, therefore, that behavioral sci-
ences and epidemiology have a joint mission that promises many battles. The health
research community and the International Committee of Medical Journal Editors
seem rather slow in responding to the publication bias problem. And the registration
of clinical trials has been insufficient to curb publication bias. A significant
response is becoming a pressing need. Such a response will require the joint efforts
of various stakeholders in research and will undoubtedly give an enormous boost
to epidemiology.

3.6.4.1 Globalization in Health Research

Today, health care is considered to be a global public good and international and

global initiatives to boost health research in specific domains are becoming more

common (Keush et al. 2010). More and re-enforced consortia on broad topics of

interest are needed (Nwaka et al. 2010) to provide better opportunities for, among

others:

* Access to each other’s cohorts, tools, data, publications, and expertise

* Multidisciplinary work

* Collaborative research grants

* Training and sharing of research management and ethics expertise

» Laboratory capacity building (Wertheim et al. 2010)

» Research-based partnerships with private sector, including the development and
delivery of new health products (Keush et al. 2010)

e Communication between researchers themselves and policy makers (See:
Chap. 30)
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Publication bias is the skewed representation of the overall available evidence
on a research topic in a body of published literature resulting mainly from the
tendency of:

» Researchers to submit for publication only studies with positive findings
(i.e., showing a statistically significant difference) and to withhold nega-
tive study findings (i.e., statistical results supporting the absence of effects)

» Journal reviewers to recommend acceptance of articles with positive find-
ings and rejection of articles with negative findings

* Journal editors to preferentially send to peer-review and accept for publi-
cation articles with positive findings

Discussion Point What could be ways to combat publication bias?

Structural changes are needed to improve global fairness in access to research,
research tools, and educational materials (Van den Broeck and Robinson 2007).
Low- and middle-income countries have not been given enough support to build
research capacity. Assertions have been made that one cannot adequately manage
the clinical research process in resource-poor settings. It is important that this mis-
apprehension, which contributes to perpetuating poverty, be resolved, and that all
countries are given a chance to be involved. Although there are many challenges to
high-standard clinical trial research in resource-poor settings, solutions are not far-
fetched. There are many good examples of high-standard clinical research performed
in low-income countries (See: Doumbo 2005). Research infrastructure — including
staff, facilities, equipment, and training — can be developed in any setting provided
appropriate funding is made available. The capability to perform clinical research
does exist in most countries but needs more recognition by sponsors through stable,
continued funding support and assistance in building centers of excellence (Van den
Broeck and Robinson 2007). International and global networks and partnerships
with the private sector will be crucial for this purpose, as will be an enhanced focus
on research on ‘neglected diseases’ (Keush et al. 2010; Moon et al. 2010).

This chapter was the third in a series of chapters introducing epidemiology
(Part I). Here we have touched on some of the roots of epidemiology and, to a
lesser and more speculative extent, how these roots are expected to nurture
fruits of the future. Among current epidemiologists different opinions exist
about what a proper scientific epidemiological approach should be.
Epidemiology is in motion. Yet, there is enough commonality in views and
practices for the next chapters to contain a general description of modern
study designs and implementation methods.
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General Study Objectives

Jan Van den Broeck and Meera Chhagan

All men by nature desire knowledge.

Aristotle

Abstract

This chapter provides advice on the identification, justification, and formulation
of general study objectives. There are five major types of research topics that can
be addressed: diagnostic, etiognostic, intervention-prognostic, descriptive-
prognostic, and methods-oriented topics. Within each major type we discuss
topics in clinical medicine separately from topics in community medicine.
Commonly, the researcher has many research questions, perhaps as a result of
previously conducted research, but needs to include into the study rationale the
interests of stakeholders, the virtual importance for public health, and the avail-
ability of resources. Decisions to do a study may require an updated insight into
existing evidence on the topic with the aim of identifying knowledge gaps. We
therefore briefly discuss methods of the literature review. One considers at this
earliest stage of planning that not all research requires new data collection; other
potential sources of new evidence include existing research databases, and the
joining of ongoing studies.
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4.1 Types of Research Topics

Epidemiological research aims to augment the knowledge-base of clinical medicine
and community medicine, and the discipline of epidemiology provides the metho-
dology to achieve this aim. General scientific knowledge in support of diagnosis,
etiognosis, and prognosis (with and without intervention) of illnesses, considered
together with the particular profile of the patient, allow the scientifically educated
health care worker to propose clinical decisions to the patient.

Epidemiology also provides methods to produce estimates of the burden of illness
(past, present, and projected future with or without intervention) and capacity of
health care in populations, thus contributing to informed public health intervention
decisions.

This chapter deals with the types of issues that are often found compelling as top-
ics for investigation. In Chap. 1, we noted that the typology of research questions
includes descriptive and analytical studies. Here, we refine that typology by describ-
ing the five major types of research questions:

* Diagnostic

» Etiognostic
 Intervention-prognostic
* Descriptive-prognostic
* Methods-oriented

This typology builds on work by Miettinen (2002). In addition to the four types
proposed by Miettinen we included a fifth type, the methods-oriented research
question. The justification is that not all studies aim directly at creating medical
knowledge. Some studies aim to contribute to this only indirectly by creating or
improving the methodology to be employed in other epidemiological studies that
more directly aim at creating medical knowledge. This latter type of research is
sometimes referred to as ‘design research.” Table 4.1 lists these five types with brief
examples of research questions and annotations regarding whether or not they
address causality.

For the researcher conceiving a new study it is crucial to be able to place the
general aims correctly in one of the five types because the consequences in terms of
study design options are important. To enable that critical task, we describe the five
types in detail in the next sections (using Panel 4.1 terminology), distinguishing
questions asked in clinical settings from questions asked in community medicine, as
this distinction also has important implications for study design (See: Chap. 6).

4.2 Diagnostic Research
4.2,1 Diagnostic Research Questions in Clinical Medicine
Most illnesses (diseases, defects, states and processes resulting from injuries) are

readily classifiable according to the International Classification of Diseases ICD-10
(WHO 2010). They are known to have and are often defined on the basis of having
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Table 4.1 Types of research questions in epidemiology

Causal Example of a research question (abbreviated in the
Type of general aim orientation form of a title)
Diagnostic No Community medicine: Gender inequality in the

incidence of HINT1 infection
Clinical: Signs and symptoms of patients presenting
with HIN1 infection

Etiognostic Yes Community medicine: Effect of infrastructural factors
on HINT attack rate
Clinical: Effect of hand hygiene practice on the risk
of HIN1 infection

Descriptive-prognostic  No Community medicine: Prediction model for
resurgence of small area HIN1 epidemics
Clinical: Risk prediction model of bacterial
pneumonia in HINT1 infection

Intervention- Yes Community medicine: Effect of hand hygiene
prognostic promotion campaigns on HIN1 incidence
Clinical: Effect of antiviral treatment on the duration
of illness from HIN1
Methods-oriented Nol/yes Validation of a simplified tool for measuring nutrition

knowledge in children

Causes of observer error in anthropometric
measurements

combinations of signs, symptoms, and lab results, depending on the severity and
stage of illness. Most have known risk factors and medical antecedents. The tradi-
tional clinical diagnostician, keeping in mind that unusual combinations do occur
and that patients often present with more than one illness, uses this knowledge for
comparison with a presenting patient’s profile of antecedents, risk factors, signs,
symptoms, and lab results. Based on this mental (subjective) comparison, a set of
differential diagnoses emerges in the mind of the clinician, as well as an idea of
what sequence of additional signs and lab tests could be useful to progressively
restrict the differential diagnostic set until a classification (‘the diagnosis’) is
reached. Parallel decisions may further relate to the desired degree of illness sub-
classification. In settings with very restricted resources, for example, one may even
forego classical diagnosis and conclude to limit the diagnostic assessment to a mere
combination of signs and symptoms compatible with various illnesses but consid-
ered detailed enough (usually based on a perceived high probability for one illness)
to usefully base an intervention upon it (Van den Broeck et al. 1993). There are
several ways in which epidemiological research can assist with the diagnostic
process roughly described above.

The traditional types of clinical diagnostic research listed in Panel 4.2 have
proven their usefulness, but they also have an important limitation: such research
tends to have a design with a backward directionality. The approach of traditional
diagnostic research studies is usually to look back at certain antecedent features and
test results in cases of a specific illness and non-cases. The practical problem of the
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Panel 4.1 Selected Terms and Concepts Relevant to Conceiving and
Formulating General Study Objectives in Epidemiology

Adverse effects Unintended undesirable effects of intervention, foreseeable
or unforeseeable

Course of illness Temporal changes in presence, severity, and sickness
associated with illness and illness complications

Defect Structural somatic deficit

Diagnosis (Process of gaining) probabilistic knowledge about the presence
of a defined illness (based on Miettinen 2001a, b)

Diagnostic profile The set of signs, symptoms, antecedents and test results,
present at some stage of the diagnostic process, taken into consideration at
that point by the diagnostician as information relevant for decision making
about next steps towards diagnosis

Differential diagnostic set Set of illnesses still under consideration at the
current stage of the process of diagnosis

Disease Pathological somatic process

Effectiveness (1) Compliance- or coverage-dependent efficacy (2) Balance
of the modifying effects of negative and positive modifiers of the compli-
ance- or coverage-dependent efficacy

Efficacy Whether or not, or, degree to which, the intended effect of an inter-
vention is achieved

Efficiency The reciprocal of the resources spent to achieve a defined goal

Epidemic Pattern of illness occurrence in which the incidence of the illness
exceeds expectation

Health Freedom from illness (Miettinen 1985)

Illness Presence of disease, injury or defect

Injury Infliction on the body causing a defect and/or a pathological process

Latent illness Illness undiagnosed on behalf of a lack of illness manifestations

Literature review A summary and interpretation of the body of evidence
existing around a research question

Morbidity The distribution of illnesses in a population (Miettinen and
Flegel 2003)

Mortality The occurrence of death in a population

Placebo Mock intervention

Prognosis Expected future course (Miettinen 1985)

Prognostic profile Set of attributes or experience indicative of the future
course of illness or morbidity pattern

Screening regimen Scheme of successive assessments/tests leading to early
diagnosis and treatment of asymptomatic patients with a defined illness

Secular trend Currently refers to a trend over a very long calendar period
of at least 15 years; Formerly referred to a trend over a century (Latin:
Saeculum, Century)

Test intervention An intervention willingly introduced to study its effects
on individual health or morbidity/mortality

Test product Substance of which the effects are assessed in a trial
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Panel 4.2 Traditional Types of Diagnostic Research Questions in Clinical
Medicine

* Frequency of illness manifestations by severity, natural history, and medical
antecedents

e Description of normal development, e.g., growth standards

e Usefulness of (sequences of) diagnostics tests mostly as judged by their
so-called ‘predictive’ value or by their likelihood ratio

clinician, however, is not how to arrive at the diagnosis of one single pre-specified
illness. The problem is of a totally different, forward-oriented nature. Specifically,
it is about knowing what is the differential diagnostic set associated with a presenting
patient’s profile and which sequence of questions, signs, examinations and tests
leads to the fastest and most efficient narrowing of that differential diagnostic set.
Miettinen has pointed out a potentially more useful (and relatively neglected) type
of diagnostic research study design (Miettinen 2001a, b), one in which there is for-
ward directionality — the diagnostic prevalence study, also called the diagnostic prob-
ability study (Miettinen 2011 and Panel 4.3).

Diagnostic prevalence studies can produce tools, such as diagnostic probability
functions, that may have useful applications in clinical practice (Miettinen 2011)
(See also: Chap. 24). Miettinen also notes that, with such applications, the useful-
ness of doing an additional diagnostic test should be determined based on how
much the post-test probability for the illness will increase compared to the prior
probability of the illness given the patient’s profile (Miettinen 2001, 2011). This
new paradigm, although very compelling, has not yet been widely accepted in
epidemiology. In the future, this type of diagnostic research may use artificial
intelligence based tools.

As pointed out above, the diagnostician’s main goal is to arrive at a diagnosis for
ill patients presenting with a certain diagnostic profile. But not all people with a
disease display overt clinical signs or symptoms; that is, some people with a disease
are in a latent phase. Thus, another concern in clinical medicine is the diagnosis of
latent cases of illness through screening, especially for illnesses that tend to have a
better prognosis when diagnosed and treated earlier rather than later.

4.2.1.1 Screening

Screening is the application of a screening regimen aimed at diagnosing latent cases
of illness. The screening regimen always starts with an initial test to identify indi-
viduals with a high enough probability of latent illness to warrant one or more fur-
ther tests, and so on, until a final diagnosis of latent illness is reached. Development
and evaluation of a screening regimen involves answering intervention-prognostic
research questions. Relevant research questions about the diagnostic productivity of
a screening regimen are listed in Panel 4.4 (See also: Miettinen 2008):
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Panel 4.3 Research Questions Addressed by Diagnostic Probability Studies

* Given a particular individual profile of antecedents, risk factors, signs,
symptoms and test results, what is the probability (prevalence) of having a
defined illness?

* Given such a profile, which illness out of a differential diagnostic set is
most likely?

*  Which sequence of tests, by adding the test results to the individual’s diag-
nostic profile, has the greatest and fastest potential of singling out the ‘true’
illness or illnesses?

Panel 4.4 Research Questions Around Screening

* In what proportion of people does applying the screening regimen produce
a diagnosis at a latent stage, and is this proportion higher than for diagno-
ses made outside the screening regimen?

* How frequently are healthy people unnecessarily subjected to the further
diagnostic work-up after the initial screening test?

» How frequently does the initial or follow-up test lead to complications?

* What proportion of cases of latent illness remains undiagnosed and per-
haps falsely re-assured in spite of participating in the screening regimen?

* What is the probability of diagnosing of latent illness in a screened person
as a function of age and other personal characteristics?

4.2.2 ‘lliness Burden’ and‘Response Capacity’ Questions
in Community Medicine

Whereas clinical diagnosis focuses on overt or latent illnesses of individual patients,
community health ‘diagnosis’ focuses on the burdens of illnesses in populations.
Clinical diagnosis eventually informs proper treatment. Likewise, knowledge of the
burdens of illnesses and response capacity in a community can help in making
proper decisions about how best to respond, e.g., through health education, the orga-
nization of health care, etc. Community health workers often engage in surveillance,
assessment, improving response capacities, health education, vaccination, and other
community services. In a way, community epidemiology allows for the achieve-
ment of knowledge needed for the fair allocation of public resources to activities
that will best enhance health of the population. This includes knowledge of mone-
tary costs of illnesses and interventions. The decision of what constitutes fair alloca-
tions of public resources is not straightforward and needs to be based at least partly
on knowledge about burdens and response capacities. Decisions also need to be
based on the acceptability and preferences of the population concerned and to be
brought about in a participatory manner.
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Panel 4.5 Diagnostic Research Questions in Community Medicine

e What is the current burden of illnesses and risk factors in the community,
in terms of prevalence, incidence, severity, relative frequency distribution,
or clustering within individuals?

* How do illnesses cluster in time and space (Some of the most ancient types
of research questions in epidemiology are those relating to short-term
temporal-spatial clustering of illnesses: epidemics)?

e How do illness burden patterns evolve over longer calendar time periods
(sometimes over very long periods: secular trends)?

* What resources are available to tackle illnesses in the community? What is
the availability, accessibility and functionality of health services e.g.
human resources in health? What are the monetary costs of possible
interventions?

* What are the inequalities (gaps, disparities) in health, health education,
health information and health care among subpopulations defined by sex,
age strata, ethnicity, built environment, socio-economic status, country
regions, countries and world regions?

Whereas most of this burden and response capacity research is particularistic
(i.e., aiming at characterizing the burden or response capacity in a particular popula-
tion), there is also research that aims at generalization ‘into the abstract’ beyond the
particular study population. For example, epidemics of specific illnesses often have
shared characteristics, and their natural evolutions seem to follow certain patterns
that are amenable to scientific investigation. Indeed, illness burden and response
capacity research poses a variety of types of research questions that are shown in
Panel 4.5. This can be called ‘community-diagnostic research’.

4.3  Etiognostic Research
4.3.1 Etiognostic Research Questions in Clinical Medicine

The clinician has a natural interest in knowledge about causes of illness and in
knowing to what extent these causes have played out in a particular patient.
Knowledge of the causes of illness aids in diagnosis by allowing identification of
antecedents of disease in future patients. But such knowledge has other important
uses as well. For instance, it may allow targeted actions to prevent the worsening of
the patient’s condition or sometimes even to cure the patient. And by extension, it
may also help to define actions that might prevent the illness in that patient’s family
members. Even on a much broader level, knowledge of causes of disease often is the
basis of general health advice to patients who do not yet have an illness in question
(e.g., protection from heart attack by eating a diet rich in soluble fiber).
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Fig.4.1 Simplified diagram of categories of etiologic factors affecting health

All diseases and developmental defects have genetic and environmental causes.
Figure 4.1 shows a diagram of categories of etiologic factors affecting individual
health. Gene expression continuously requires interaction with the environment e.g.
nutrients. It is this interaction that allows the formation and maintenance of a func-
tioning human body. This interactive process starts in utero with little more than a
collection of recombined genetic codes embedded in a mainly maternal environment.
From that moment somatic-functional development proceeds but can be delayed,
accelerated, disharmonized, or arrested prematurely, locally or entirely. No matter
how this development has worked out in the particular presenting patient, ultimately
the process will end, either after slow degenerative processes, or after bursts of
decay caused by injury and disease, or very suddenly by a fatal event. In the mean-
time, the whole process will have supported a unique human experience, always
worth living and an end-on-itself. All individuals transmit knowledge, environment
and sometimes genes to next generations.

From this it follows that there are three broad classes of factors causally related
to individual health i.e. three types of factors related to the success of the construc-
tive and maintenance stages of the described interactive process:

* Genetic and constitutional
* Environmental
* Behavioral
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Clinical etiognostic research focuses on the extent to which particular individual
exposure experiences (broadly speaking episodes of gene/constitution — environ-
ment interaction through behavior) affect measurable aspects of somatic-functional
integrity in a causative or preventive way. Whenever an undesirable health-related
event has occurred or an undesirable state developed in a patient, a multitude of
such experiences obviously has preceded throughout the patient’s lifetime up till
that point. Always, previous generations have contributed, individual susceptibili-
ties have developed, societal factors have played out, physical-chemical and bio-
logical factors have had their influence. The question is thus not whether, in this
patient, trans-generational, behavioral, societal, constitutional or environmental fac-
tors are causally linked to the outcome. They are!

The question in clinical etiognostic research is, rather: are there any specific
types of experiences that, if they would or would not have happened or if they would
have been made more intense or less intense, through some purely hypothetical
modifying action, could have prevented the outcome or made it less severe in at
least a proportion of patients, and, in what proportion of patients?

To answer such questions researchers have often addressed one or very few
potential risk factors at the time in their studies. This approach has been labeled
‘single risk factor epidemiology’. As risk factor epidemiology unveils the impor-
tance of increasing numbers of related causal factors to the same health related
states and events, there is an increasing need for a form of integration linking the
various causes in complex hierarchical models. Interestingly, single risk factor epi-
demiology and complex multilevel modeling of causal pathways have erroneously
been presented as very different paradigms. We rather see that one complements
and reinforces the other in several useful ways. For example, data mining exercises
sometimes come up with best models that do not seem to make any intuitive sense,
sometimes because part of the variables considered are unrelated to the outcome as
known through single risk factor epidemiology. The selection of variables for con-
sideration in complex models should be based at least partly on evidence from sin-
gle risk factor epidemiology and common sense.

Occupational medicine has an interest in the causal role of exposures in work-
places on the occurrence of illnesses (Panel 4.6). In occupational epidemiology the
exposures suspected to influence health are often obvious from the kind of work
being carried out. For example, in agricultural workers, the health consequences of
exposure to pesticides are a topic of interest. Among hospital personnel it is nee-
dle-sticks and hospital pathogens that are of special concern. However, particular
situations may arise in epidemiology when it is not clear from the outset what the
exposures of interest actually are. The task may simply be to investigate ‘the
causes’ of a worrying increase in number of cancer cases in the hospital or work-
place or to discover ‘the source(s)’ of contamination in some localized infectious
epidemic. To address this kind of question, qualitative or semi-quantitative pre-
liminary investigations may need to be carried out to identify and specify the
potential causes worthy of including in the main study’s object design. This exer-
cise requires, from the part of the researcher, scientific knowledge of the etiology
of the outcome and particularistic knowledge of research settings and areas. Small
qualitative research projects or ‘rapid assessments’ may help to refine this knowledge.
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Panel 4.6 Etiognostic Research Questions in Occupational Medicine

Research questions may concern the potential causal role of:

* Ergonomic hazards, e.g., lifting heavy loads, high-risk situations for
injury, straining body postures, long working hours with computers

e Psychosocial hazards at work, causes of job-related stress

¢ Undesirable environmental exposures: dust, dirt, noise, toxic chemicals,
biological substances; the interest here may be in specific agents or in mix-
tures, or even in the effects of broad, incompletely characterized exposure
situations

Note that the result of such preliminary situation assessments may be so convincing
in pinpointing a cause that further scientific epidemiologic study is considered
unnecessary.

4.3.2 Etiognostic Research Questions in Community Medicine

Community health questions arise about factors causally linked to health burdens,
disparities in burdens, and changes in burdens in populations. Research addressing
such topics is called community-etiognostic research. Observation units in this type
of research may be individuals, ‘geographical areas,” or other groups. The exposures
of interest may be the same as in clinical etiognostic research, comprising the whole
spectrum of constitutional, environmental, and behavioral factors. Again, it may not
always be clear from the beginning of such a research project what the exposures of
interest are (for example, when one starts investigating the causes of an unexplained
rise in incidence of cancer in a particular sub-area revealed by surveillance).
Community-etiognostic research may also concern the impact of policy interventions
that were implemented non-experimentally outside research contexts. Ecological
variables are also frequently of interest as exposure variables.

4.4 Intervention-Prognostic Research

Etiognostic studies are not the only type of studies that address cause-and-effect
relationships. Other types that equally have such an ‘analytical’ aim include some
methods-oriented studies (See: below) and intervention-prognostic studies. With
the latter, the issue of interest is whether a change in outcome would be brought
about by introducing a particular fest intervention compared to no intervention or
another intervention. Among the latter can be a ‘mock intervention’ or placebo. The
issue addressed is fundamentally different depending on what type of reference
intervention level will be used. Comparison with ‘no intervention’ addresses the
full effect of the intervention on the outcome, whereas comparison with another
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intervention, addresses the difference in effect between the two interventions

(whether or not one of them is a ‘mock intervention’). Addressing full effects is

often unethical as it tends to mean leaving part of the patients or communities suf-

fering without help. Most research questions are thus geared towards comparing
alternative intervention strategies, notably in situations where there is equipoise as
to the possible superiority of a test intervention.

Several aspects of the interventions need to be compared:

» Firstly, interventions can have multiple intended effects, and (compliance-
dependent) efficacy in achieving the effects may need to be compared. The interest
may be in the existence of an effect, it’s size, or its modifiers or mediation

* Secondly, interventions can have unintended beneficial and adverse effects. As to
the latter, one is interested in studying the incidence, timing, and severity of
those that are foreseeable and of those that are not foreseeable. Undue effects
may be associated with elements of the intervention strategy, or there may be
special risks associated with poor compliance or with stopping an intervention
once it has been started

e Thirdly, all interventions have various types of costs both to participating indi-
viduals concerned and to communities, and these costs have a level of accept-
ability attached to them for the individuals concerned, for society, and for policy
makers. This latter type of issue, however, belongs to the diagnostic domain (as
described above), not the intervention-prognostic domain
In both clinical and community health research the comparisons of these different

useful properties can usually best be made separately. Indeed, it will be up to the

individual patient to weigh knowledge on effectiveness, safety risks, likely indi-
vidual/family costs and thus (s)he must be informed about these aspects separately.

Likewise, for community health, the expected effectiveness at the expected degree

of coverage must be weighed against expected public costs and acceptability issues,

but each community and group of policy makers has different problems and priorities.

4.4.1 Intervention-Prognostic Research Questions
in Clinical Medicine

Intervention may be needed, even in the absence of or before a refined diagnosis, to
stabilize vital functions and relieve pain. Thus, in emergency medicine and nursing
there are important research questions about how to achieve this in the most effi-
cient and safe way, and, if possible, in a way that will not make subsequent refined
diagnosis impossible. When resources are available and the patient, guardian, or
close relatives permit, a refined diagnosis and a detailed individual profile of prog-
nostic indicators (including contra-indications, markers of responsiveness, etc.) can
be made to inform and propose a specific intervention strategy to the patient. The
stated intended effects of that intervention strategy may be (in order of preference
ignoring safety, cost, and preference issues) of the types listed in Panel 4.7.
Intervention-prognostic clinical research (also called clinical intervention
research) usually compares intervention strategies that have the same type of
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Panel 4.7 Possible Intended Effects of a Clinical Intervention

* To cure or to speed up cure

* To improve the health state

» To stabilize the health state

* To slow worsening of the health state

» To diminish suffering without an intended effect on a health state itself

* To prevent future illnesses in that individual or in others, e.g., through
genetic counseling or prophylactic (preventive) measures for communica-
ble disease

intended effect, as listed above. Occasionally, however, it makes sense to compare
a strategy to cure, at considerable foreseen safety risk, with a strategy to improve
only but with fewer foreseen safety risks. In such instances the choice of an
appropriate effectiveness outcome parameter may be more challenging. Types of
clinical intervention strategies that are often studied include new drugs, drug
dosing regimens, and routes of administration as well as technical health care
interventions (such as surgical operations) and composite therapeutic strategies/
regimens.

Discussion Point The purpose of intervention-prognostic research cannot
be to document the harm caused by an intervention known to have (a high
chance of) a harmful effect. This limitation, imposed by the general ethical
principle of non maleficence, has not always been taken seriously by medical
researchers.

Importantly, clinical intervention research should not consider all patients with
the same diagnosis as equal and simply study average outcomes of intervention
strategies in large groups or in a few disease severity and age/sex categories, as has
too often been done in the past, without much concern for the modifying role of the
individual patient profile. Knowledge on intervention strategies is incomplete,
also in the common sense view of the patient him/herself, without a focus on how
the individual patient profile, including the stage of the illness at the start of treat-
ment, influences the intervention-prognosis (See also: Chap. 24, Sect. 24.4). In the
context of screening for latent illness, the modifying effect of illness stage on the
treatment effect is one of the issues to investigate.

In clinical intervention research, one is often faced with the difficulty that not all
aspects of an intervention strategy can be studied simultaneously. Thus, the corre-
sponding research questions are often addressed in different phases (Panel 4.8).
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Panel 4.8 Types of Trials According to Drug Development Phase

* Phase-1 trials — Pharmacologic studies on a limited number of healthy
volunteers, after animal experiments have shown acceptable results. The
purposes are short-term safety profiling, tolerability assessment, and phar-
macologic profiling (absorption, blood levels, elimination) depending on
the dose and route of administration

e Phase-2 trials — Small-scale trials, done after phase-1 trials have shown
acceptable results. The purposes are to further assess safety and sometimes
efficacy in a limited number of patients, usually 30-300. Phase-2 trials can
provide proof of principle that the treatment works or works at least as well
as the reference treatment, though effect sizes are not usually possible to
estimate reliably.

* Phase-3 trials — Large-scale trials done after phase-2 trials have proven
acceptable safety. These studies are always randomized and involve large
numbers of patients. Detailed efficacy profiling is done, including esti-
mates of effect size and the identification of effect modifiers, i.e., the role
of individual intervention-prognostic profiles. Medium-term safety profil-
ing is also assessed, usually in a more rigorous manner than in previous
phases

* Phase-4 trials — Post-marketing studies done after licensing and market-
ing. The main purpose is surveillance of long-term safety and efficacy as
well as survival. Sometimes new studies are done after marketing to look
at specific pharmacologic effects and specific risk profiles

4.4.2 Intervention-Prognostic Research Questions
in Community Medicine

Public health professionals intervene in communities, such as during infectious epi-
demic outbreaks, or propose structural interventions to policy makers. They can
also propose changes to clinical intervention strategies. The knowledge-base for
these types of activities partly rests on intervention-prognostic research, although,
as we have mentioned, observational-etiognostic research can also provide evidence
about the impact of policies and interventions, specifically those that were imple-
mented non-experimentally outside research contexts. Intervention-prognostic
research questions addressed in community medicine often concern primary pre-
vention methods (e.g., vaccines, health care delivery strategies, health education,
and infrastructural interventions). The stated interest may be, among others, in the
potential outcomes listed in Panel 4.9.

Intervention-prognostic research in community medicine (community interven-
tion research) may address the potential for (1) coverage-dependent effectiveness
after wider scale implementation, and (2) unintended ‘collateral’ effects, for example
effects on (inequalities in) other disease burdens. To make a parallel with the clinical
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Panel 4.9 Possible Intended Effects of a Community Intervention

e The disappearance of an illness from a community, e.g., elimination of
polio

» To decrease the total burden of an illness in current or next generations

* To slow an ongoing increase in the size of an illness burden

* To decrease disparities and inequalities in an illness burden

e To prevent a burden of zero form becoming non-zero, or to prevent the
development of an inequality

e To develop intervention strategies for specific illnesses or groups of
illnesses (including making them more efficient and less costly, so as to
free up resources to combat other burdens)

research, this type of research needs more attention to particular profiles of prognostic
factors that modify the relationships and predict that the outcomes will be different
for different community strata and communities.

4,5 Descriptive-Prognostic Research

Etiognostic and intervention-prognostic research questions have an ‘analytical’
aim: they address cause-and-effect relationships. This is in contrast with descriptive-
prognostic research questions. This study type aims at predicting future changes in
health states or health state distributions. Indeed, prediction can sometimes be made
without knowledge of causation, and knowledge of causation does not necessarily
allow for efficient prediction. A risk factor can be strongly associated with an
outcome yet poorly predictive of it (Ware 2006). For example, smoking is strongly
related to lung cancer but poorly predictive of it. It is true, however, that strong
causative or preventive factors tend to be better predictors than a-causal factors. Of
interest in descriptive-prognostic research can be single predictors of an outcome of
interest, or how several prognostic indicators jointly predict an outcome of interest.

4,5.1 Descriptive-Prognostic Research Questions
in Clinical Medicine

The interests of both the clinical health worker and the patient are, naturally, the
probabilities of possible future courses of the patient’s illness(es), including possi-
ble complications; the probability of newly acquiring another or the same illness;
and sometimes the duration of the patient’s life. Naturally also, the interest of both
the clinical health worker and the patient lies in knowledge of how the patient’s
individual profile of prognostic indicators (age, sex, interventions, etc.) affects all of
these probabilities. Such research topics are addressed in what is commonly known
as clinical prediction research.
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4,5.2 Descriptive-Prognostic Research Questions
in Community Medicine

In community medicine descriptive-prognostic research questions are analo-
gous to the ones posed in clinical medicine. Health policy makers, community
health workers, and the general public are interested in knowing how current
health burdens and their inequalities (as well as the relevant response capacities
to address them), are likely to change in the future. There are also questions
about the probability of new epidemics and of the recurrences of epidemics.
Finally, community health workers and public are interested in how particular
prognostic indicators of (sections of) communities modify all of these probabi-
lities. The type of research addressing these topics is often referred to as
forecasting research.

4.6 Methods-Oriented Research

All of the types of research questions discussed so far are addressed in studies that
employ epidemiological tools: abstract design tools as well as instruments and other
equipment. All these tools have a certain degree of validity, efficiency and ethical
acceptability. Among alternatives, what tool is most valid, efficient, or acceptable is
not always clear or easy to determine. Many investigators resort to using traditional
study designs, ‘accepted tools,” and ‘well-trained observers’ without too much
further concerns about any limitations and their potential consequences. Some
investigators will do pilot studies to learn more about validity, efficiency, and
acceptability issues before starting the actual study. And some will collect special
data on accuracy and precision during the course of an ongoing study. However, it
also happens that studies are specifically set up to investigate methodological issues
alone, separate from any ‘mother study’. Such studies tend to aim at verifying,
expanding or refining the epidemiological toolkit or at ‘locally adapting’ an existing
tool for later use by others.

Methods-oriented studies can address aspects of performance and usefulness of
new or potentially improved observer selection and training schemes, sampling
schemes, instruments, tests, quality control methods, data management methods,
analysis methods and other aspects of methodology. They can focus on accuracy,
precision, cost and other efficiency aspects, and on acceptability issues. Such
studies are sometimes referred to as ‘operational studies’ (examples of questions are
given in Panel 4.10).

Epidemiologists have traditionally focused on measurement methods, and there
has been much less interest in potential improvements to methods of recruitment
and data management/handling.

Finally, it is worth noting that methods-oriented studies can have descriptive or
analytical aims. As an example of the latter, one may investigate factors causally
related to measurement error, data handling error, or analysis error. Ultimately, the
goal of such studies is also to improve the epidemiological toolkit albeit more
indirectly.
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Panel 4.10 Examples of Important Questions in Methods-Oriented Research

* What is the validity of this new measurement method in comparison with
a more invasive gold-standard method?

» Can we replace this traditional measurement method with a new one that is
cheaper and simpler?

* How can this measurement method be optimized for use in another set-
ting or in another type of patient?

» Can observer error be reduced by better standardization of some aspect of
the measurement technique?

4,7 Choice of Topic and Source of Evidence

The possible range of topics to study is probably infinite. Some form of prioritiza-
tion is thus required (Viergever et al. 2010; See also: Chap. 8: Funding and
Stakeholder Involvement). A compelling study rationale from a public health per-
spective precedes concerns about feasibility and study design, meaning that the
choice of a topic is one of the first issues that must be considered in detail. After
having identified a topic and its rationale, it is an ethical imperative to carefully
investigate all possible sources of valid evidence, including prior studies as well as
already-established databases before collecting data on new participants.

4.7.1 Multiple Research Questions in the Same Project

Addressing multiple research questions in the same study seems to be the logical
thing to do from an efficiency point of view. And, indeed, this is becoming the rule:
studies with a single research question are nowadays rare. Health surveys, for exam-
ple, involve a large number of outcomes, and clinical trials always have efficacy and
safety outcomes and may also address prediction issues (Miettinen 2010).

A problem with multiple outcomes can arise when one wishes to make a clear
distinction between primary and secondary objectives of a study. The primary
objective demands the best information and gathering that information is of prime
importance; this is one reason that estimates of optimal study size tend to be geared
towards the achievement of the primary objective. Gathering ample information on
an array of secondary research questions can constitute a distraction from the pri-
mary objectives and dilute the precision and decrease the accuracy of information
collected on the main outcome.

Multiple outcomes may also be planned with the goal of analyzing them together
in a single multivariate analysis. This approach can be useful when the researcher
suspects and intends to examine whether all these outcomes are related to a same set
of determinants (and with what strength). In addition, multiple outcomes may be
targeted in a study not only because there is a separate interest in the occurrence of
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each, but also because they are conceived as belonging to a same single construct,
e.g., the construct of intelligence. In that case the aims may be to study each out-
come separately and to combine them into a single score, e.g., an intelligence quo-
tient. Another example is a study of the effect of a treatment on preventing malignant
neoplasm. The desired information is the occurrence of various specific types or
classes of cancers in addition to the overall occurrence of all classes combined into
the construct ‘malignant neoplasm.’

4.7.2 Existing Summarized Evidence

Having developed an interest in a certain topic and a set of related research ques-
tions, the epidemiological researcher is often faced with the task of updating her/his
knowledge of any relevant evidence. Experienced researchers tend to be broadly
knowledgeable about past and current research in their area of expertise and have
their preferred ways of remaining up-to-date with the literature in their field. They
may have subscribed to automated content alerts and other modern web services,
read open access literature online, visit libraries and/or have personal subscriptions
to some of the specialist literature relevant to their domain of research. In addition
they may be used to keeping an eye on methodology-oriented papers in epidemio-
logical journals. This situation may be very different for students faced with litera-
ture review and critical appraisal assignments and with dissertation requirements.

4.7.2.1 Strategies for Assessing Existing Summarized Evidence

When trying to find out more about existing evidence on a research question, one
cannot trust brief summaries of evidence commonly found in introduction and dis-
cussion sections of papers that have addressed the topic or a very similar topic. For
example, Fergusson et al. (2005) describe an instance of how inadequate citing of
previous trials by investigators has led to an excess of unnecessary trials of a spe-
cific product. What are generally needed are recent systematic literature reviews as
well as sources of expert opinion, such as narrative literature reviews, editorials, and
commentaries, though these types of publications cannot substitute for reading the
most relevant original research on a topic.

In some instances there are systematic literature reviews and expert opinion
pieces available on a topic. In many other instances they are not available at all, or
only on a tangentially related topic. In these latter cases there is a need for the epi-
demiological researcher to personally identify, assess, and summarize all relevant
studies in a systematic literature review. In the former case there may be a need to
update or improve existing literature review(s), depending on the results of a critical
evaluation of the existing review(s) and opinion articles and a search for recent
evidence.

4.7.2.2 Appraising Literature Reviews and Expert Opinion Articles
Critically reading recent expert reviews and opinion papers has become a key skill
to gain insight into existing evidence. The scientific spirit demands this critical
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Panel 4.11 Some Key Questions When Evaluating the Quality of Review Articles

 Is the research question specific enough?

* How systematic is the review? Is it a ‘Cochrane type’ review? How old is
it? Was the search strategy comprehensive?

* Was the quality of the selected papers assessed systematically? If yes,
how? How were strengths and limitations of papers taken into account in
the overall summary of evidence?

* Does the review give due attention to sources of heterogeneity in study
results in addition to attention to central tendency in the findings?

» Was there any evidence of publication bias? How was this issue examined?

approach because ‘authority and fame’, often perceived as signs of high expertise,
on themselves do not provide for meaningfully summarized evidence. It would be a
mistake to think that all systematic reviews are conducted by true experts in the field
or that all experts meticulously apply guidelines of systematic literature review.

When critically reading reviews, one must take into account that reviews can be
outdated. Depending on how frequently the topic is researched, the ‘deadline’ for
considering a review outdated may be as short as a few months. A simple electronic
search may give an indication as to recent papers. If several reviews exist, checking
whether there is overlap of cited papers from defined periods may reveal that they
were all incomplete. Another possible problem is that reviews may not be system-
atic enough. In nearly all cases the evidence presented by reviewers tends to be
biased to an unknown degree by publication bias. Finally, the evidence presented,
even if unbiased and about the broad topic of interest, may be partly irrelevant to the
currently considered project, for example because it does not give enough detail
about how the determinant — outcome relationships depend on modifiers. Some
important questions in the review of reviews are listed in Panel 4.11.

Some organizations have specialized in setting up databases of systematic
reviews. Pioneering work on systematic reviews was done by the Cochrane
Collaboration (http://www.cochrane.org) and the United States Preventive Services
Task Force (http://www.ahrq.gov/clinic/uspstfix.htm). The Campbell Collaboration
focuses on social and educational policies and interventions (http://www.campbell-
collaboration.org/)

4.7.2.3 First a Literature Review?

The researcher planning a new study will have to decide whether some form of
new or updated systematic literature review is needed for the planned study. The
spectrum of existing types of literature review is listed in Panel 4.12.

Narrative reviews are inherently more subjective than systematic reviews and
may not be very reproducible in their approach. They are not without importance as
they tend to describe valuable insights of experts, even if they are usually backed up
by a more or less ad hoc selection of referenced materials. An important difference
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Panel 4.12 Types of Literature Reviews

* Narrative

* Semi-systematic

* Systematic

* Systematic with meta-analysis

between the narrative and (semi-)systematic literature reviews is that the latter has
a detailed methods section describing search strategies, quality assessment meth-
ods, and methods of synthesizing the evidence of the selected papers. Semi-
systematic reviews, often performed by students, do use such a detailed methods but
the search strategy is not as comprehensive as in a real systematic review (a task that
often involves a committee and hired staff). Methods of systematic review will be
further discussed in Chap. 25, which also deals with meta-analysis.

4.7.3 Is a New Study Warranted?

Within the context of research groups focusing on specific domains of medicine, the
need for a specific new study is often a simple conclusion reached by a previous
piece of research carried out. Even when that is the case, it is good to do a new check
of evidence available in the literature before engaging with the new plans. Whenever
a topic is relatively new to the student, investigator, or group, preparatory literature
review is even more essential. However, identifying gaps in knowledge, usually
through critical reading of reviews or doing or updating reviews, is only one of the
considerations in the decision to embark on a new study. There are many additional
questions and, ultimately, the opinions of stakeholders (especially the sponsors),
may be decisive, as may be the opinion of the ethics committee.

Important questions include whether existing datasets can be used to answer the
proposed research question and whether there is any ongoing research on the same
topic. Epidemiology has yet to design a comprehensive and user-friendly system of
identifying existing publicly available research databases and whether the available
ones are fit for a particular new research question. For information on ongoing clini-
cal trials one can consult registries of trials or consult research sponsors. Most often,
however, the only way to find out if similar initiatives are under way is to remain
up-to-date in the particular field of research, e.g., through conference attendance.

Efficiency questions may arise as to whether it will be possible to piggyback the
new study as an add-on to an ongoing cohort study, or upon any planned and pos-
sibly already funded study. One should consider any adverse effects resulting from
the supplementary and secondary status of the prospective new project component.
Another concern is quality of any data that will be borrowed from the host study and
the effect of the ancillary study on the quality of the host study. The necessary data
for answering the proposed research question may also be available from registries
or non-research datasets with similar concerns about validity and completeness.
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Ultimately, it may appear that an independent study with new data collection is
desirable, especially if there seems to be sufficient potential access to observation
units, excellent measurement tools, and if (in analytical studies) all potential con-
founders can be identified and measured reliably. Studies that are too small may fail
to detect important effects or produce estimates that are too imprecise to be useful.
No health authority is interested in or will immediately act upon statements such as
“the prevalence of the disease in the areais 10 % (95 %CI: 1-19 %)”. Misinterpretation
of results of small studies frequently happens and may do more harm than good. On
the other hand, results of small scientific studies, if well designed, may contribute to
later meta-analyses. In the short term, however, sponsors and other stakeholders
have outspoken preferences for studies that are expected to produce strong high-
precision evidence.

4.7.3.1 Stakeholder Opinions on Whether a Research
Question Should be Pursued

In the present era research sponsors are becoming the main decision makers about
what research questions will be addressed. Sponsors often advertise their preferred
research areas or even very specific research questions they are interested in.
Research institutions like to ensure that research questions addressed within the
institute fit well within the larger research programs and strategies and that they
have great potential for attracting external funding. Finally, patients, health authori-
ties, hospital management and communities may have their opinion on how useful
and acceptable a planned study is. Health authorities may also define research prior-
ity areas. As a basis for interaction with the sponsors and other stakeholders it is
advisable to write a pre-proposal.

4.8 Developing a Pre-proposal

Pre-proposals usually are no longer than three to five pages. Key content includes:
* An informative title
e A summary of relevant evidence in the literature
* Aims and objectives accompanied by a rationale for why they are relevant, fea-
sible, and potentially important
* Brief description of methods, including study size
» List of key papers
e Timeline and preliminary budget estimate
The pre-proposal must be refined and improved through discussions with scien-
tific collaborators and stakeholders. If all indicate interest and potential support, a
more comprehensive proposal must be developed. The necessary elements for
inclusion into a full detailed proposal are discussed in detail in Chaps. 5, 6, 7, 8, 9,
10, 11, 12, 13, and 14. Full proposals form the basis of development of ethics pro-
posals, grant proposals and, eventually, the final and official study protocol. Each of
these will have to comply with the specific requirements of the institutions or com-
mittees concerned.
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In this chapter we discussed broad study objectives, presented a classification
of research topics, and showed that this classification system is applicable to
both clinical and community medicine. In the next chapter we introduce con-
cepts and terms used to pinpoint the more specific aims of research studies.
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The Specific Aims
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Judge a man by his questions rather than by his answers.

Voltaire

Abstract

When proposing a study, one first briefly formulates the ‘general study objectives’
and then describes the ‘specific aims’ to clearly articulate the essence of the
design used to generate empirical evidence about the research question(s) at
hand. This is a crucial step in the development of the research plan. Indeed,
reviewers of study proposals often consider the ‘specific aims section’ as the
most important section of the proposal, as this section provides them a first
insight into the validity and efficiency of the design and methods to be used.
This chapter explains that the essence of a study design lies in specifications
of the study domain, occurrence relation(s), study base, study variables, and
outcome parameters. This chapter also offers practical advice for investigators in
pinpointing and describing the specific aims of a research project.
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5.1 What Are Specific Aims?

The specific aims describe the essence of the design of a study by briefly describing

for each research question to be addressed:

* The study domain (the type of persons and situations about which the evidence
obtained in the study will be applicable, e.g., children with type 1 diabetes)

* The occurrence relation (the phenomena that will be studied and related, e.g.,
age as a determinant of body adiposity)

* The study base (the cohort, dynamic population, or population cross-section that
will be used, e.g., a cross-section of type 1 diabetic children from a national
patient registry in 2006-2010)

» The study variables (the statistical variates that will express the attributes/
experiences of the study base representatives, e.g., a body mass index variable
representing the level of adiposity)

* The outcome parameter (the statistic that will summarize the empirical evidence
about the occurrence relation, e.g., a t-test statistic comparing mean body mass
index between boys and girls)

These essential elements of the study design should be briefly presented in the
specific aims section of study proposals (one will provide more in-depth treatments
of each element in other sections of the proposal) and in official protocols. Here, we
will expand on each of these elements (using Panel 5.1 terminology) and conclude
the chapter with an example of a specific aims section.

Panel 5.1 Selected Terms Relevant to the Formulation of Specific Aims
of Epidemiological Studies

Cohort A fixed group of subjects composed on the basis of a once-off
selection criterion and followed to study the frequency of occurrence of the
outcome

Confounder A third factor that distorts the observed association between
exposure and outcome (away from the true independent effect)

Confounding variable Variable representing a confounder in a statistical
model

Determinant Factor related (causally or acausally) to the outcome

Determinant variable Variable representing a determinant in a statistical
model

Dynamic population A group of subjects with varying composition over
calendar time because membership, based on a chosen criterion, only lasts
for as long as the criterion is fulfilled

Effect modifier A factor by whose level the relation between exposure and
outcome changes

Exposure Determinant; factor related (causally or acausally) to the outcome

Exposure variable Variable representing an exposure in a statistical model

(continued)
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Panel 5.1 (continued)

Occurrence relation The object of study: the proposed relation among
outcome, exposures (and sometimes confounders and effect modifiers)
Outcome The phenomenon of which the frequency of occurrence is
studied

Outcome parameter Type of statistic used to summarize the evidence
about the occurrence relation (e.g., a prevalence or an incidence rate ratio
or a P value)

Outcome variable Variable representing the outcome in a statistical model

Population cross-section A ‘snapshot’ of a cohort at a particular follow-up
time or of a dynamic population at a particular calendar time

Primary analysis Analysis carried out to produce evidence about the most
important specific aim

Study base The real-life experience of members of a cohort, dynamic
population or population cross-section that will be documented to provide
empirical evidence about the occurrence relation

Study domain The type of persons and situations about which the evidence
obtained in the study will be applicable

Study variable A variable representing an outcome, exposure, effect modi-
fier, confounder, or mediator

5.2 The Study Domain

The study domain is the type of persons or situations about which the empirical
evidence will be applicable. This concept is roughly equivalent to the concept of
‘target population’ (See: Chaps. 1 and 2). The latter concept tends to be used only
when the observation units are individuals.

A study domain is usually well-characterized by three main elements (Panel
5.2). Firstly, one needs to specify whether the observation units are individuals or
groups (e.g., children). Secondly, one must specify whether time-space restric-
tions apply (e.g., children residing in Zululand in 2010). The choice to include
space and calendar-time restrictions in the description of the study domain implies
that there is no ambition to generalize beyond that particular chosen place and
period. In contrast, a choice for a type of individuals or group without space or
time restriction implies that, through the study, one expects to make scientific
inferences about this type of individuals or group in general. Thirdly, other
domain restrictions may apply. If the study concerns the course of an illness, then
it is natural to limit the study domain to subjects with that illness (e.g., children in
Zululand in 2010 with type 1 diabetes).
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Panel 5.2 Elements in the Description of the Study Domain

1. Type of observation unit: individual or group; type of group in the latter
case (e.g., schools, villages, ...)

2. Time and space restrictions: none for a scientific study; one or both for a
particularistic study

3. Other restrictions:
» Restrictions relating to an illness or morbidity profile
e Restrictions regarding age, sex, or other characteristics that are not

direct constituent parts of an illness or morbidity profile

To adhere to the study domain (and to convince reviewers that one will adhere to
the study domain), the investigator requires strict definitions for all elements in the
description of the study domain. For illnesses, case definitions are mostly based on
clinical characteristics, laboratory values, scoring systems, and/or statistical diag-
nostic cut-offs. Case definitions may be simple or complex and may depend
on accepted international classification systems (International Classification of
Diseases-10). One sometimes prefers to study existing prevalent cases of an illness.
For example, consider a study among prevalent cases of hypertension. There may be
untreated as well as treated cases of hypertension, and some of the treated individu-
als might be non-responsive to their medications or other therapies. The study
domain may include all or some of those types, and the description of the study
domain must be clear about this.

It is an ethical requirement to include in a study only subjects whose potential
data will be informative about the research question. This means that one will need
to exclude non-informative observation units from the study domain. It is also an
ethical requirement to exclude persons with contra-indications for particular study
interventions. Further restriction of the study domain may be needed to exclude rare
categories of confounders or effect modifiers (See: Chap. 9).

Note that the description of the study domain will be a basis for making the list
of inclusion- exclusion criteria for the enrollment phase of the study (See: Chap. 9).

5.3 The Occurrence Relation

The concept of occurrence relation is a basic concept in epidemiology (See:
Chap. 2). The basic elements of an occurrence relation are:
* The outcome (always)
¢ Determinants (sometimes)
¢ Effect modifiers (sometimes)
¢ Confounders (sometimes)

More complex occurrence relations can be of interest in observational-etiognostic
research, where causal webs may further include instrumental variables and media-
tors among other factors. In this section we only discuss the listed basic elements.
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5.3.1 Outcomes and Determinants/Exposures

There can be several research questions in one study and, correspondingly, several
specific aims and occurrence relations. Each specific aim concerns the occurrence
of a health-related state or event, or ‘the outcome’ (e.g., level of adiposity), usually
within the same study domain. The outcome is often studied in relation to one or
several determinants (e.g., age). The concept ‘determinant’ is used in a broad sense
of ‘a factor related to the outcome’, without any connotation to whether this relation
may be causal (causative or preventive) or non-causal. The term can thus be used in
the context of research on possible causal effects but also in purely descriptive
research aimed only at demonstrating associations. An alternative term for determi-
nant, equally popular in epidemiology, is ‘exposure.’” A distinction is made between
past exposure episodes and current exposure states. When the temporal relationship
between two phenomena is considered, the one that occurs after the other is to be
termed the outcome, and the other is said to be the determinant/exposure. This dis-
tinction is an extension of the basic temporality criterion discussed in Chap. 2. Only
cross-sectional state relationships and relationships of outcomes with past expo-
sures are allowable in epidemiology.

5.3.2 Effect Modifiers and Confounders

Sometimes the interest is also in how the determinant-outcome relationship
changes by levels of other attributes. An effect modifier is an attribute that influ-
ences the (degree of a) relationship between a determinant and an outcome (e.g.,
sex may be a modifier of the relation between age and adiposity) (See also: Chap. 2).
Here again, ‘effect’ and ‘effect modifier’ are terms that can be used in a broad
sense, without connotations to the possible causal or non-causal nature of
relationships.

Only when there is an explicit interest in possible causal effects, will potential or
known confounders become elements of the occurrence relation. As pointed out in
Chap. 2, a confounder is an extraneous factor that distorts the estimated causal
effect of a determinant on an outcome. In studies of possible causal effects the
occurrence relations can involve several confounders and their interrelationships.
Complex occurrence relations can nowadays often be formally specified and ana-
lyzed through graphical theory and structural causal modeling (Pearl 2010). In such
instances the description of the occurrence relation may usefully include a causal
graph (Greenland et al. 1999).

5.3.3 Clarifying the Attributes

There is a need for clear definitions of all attributes that will be part of the occur-
rence relation. Height, for example, could be defined as ‘the linear dimension of a
person standing maximally erect and looking straight forward, from the soles to
top of the head.” Not all attributes can have such specific definitions, however.
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An example of a less clearly defined construct (a ‘latent construct’) is intelli-
gence. We don’t know exactly what intelligence is but we think that we can mea-
sure some manifestations of it. When specifying an occurrence relation there
should always be a preference (to the extent possible) for attributes with clear
definitions that can be measured using validated measurement tools with accept-
able reproducibility.

The exact nature of an attribute will often be intuitively clear (e.g., height), and
in such cases the definition does not need to be described in the specific aims, per-
haps only in later sections of the study proposal. But if there are several competing
and rather different definitions of the same attribute (e.g., social class), clarifying
the attribute in the specific aims may be useful. Attributes can also have a composite
nature that needs clarification. For example, attributes often used in experimental
research are ‘treatment failure’ or ‘treatment success,” classifications that are
entirely dependent on the measurement of other attributes and often-subjective defi-
nitions of what constitutes success or failure. Such composite attributes may need to
be explained briefly in the specific aims section. Finally, it may be necessary to
specify whether the attributes in the occurrence relation are intrinsically continuous
(e.g., percent body fat) or have some other scale property (e.g., body mass index
between 30.0 and 34.9 kg/m?), although this issue will be often clear enough with-
out specific mentioning.

5.3.4 Clarifying the Relationships of Interest

Descriptions of specific aims do not just name or graphically depict the phenom-
ena/attributes that constitute the outcome, determinants, effect modifiers, and con-
founders. For outcomes and determinants, one must specify whether the interest is
in the mere existence of a relation between these phenomena/attributes or in any
particular shape or strength of a relation (e.g., the interest may be only in the exis-
tence of a difference in adiposity between boys and girls). With respect to an effect
modifier one should be clear about whether it is seen as a factor to control for
(perhaps by standardization) or whether there is a specific interest in the strength
or shape of the determinant-outcome relation at each or a few levels of the effect
modifier.

When describing the occurrence relation one needs to pay attention to the fact
that the determinants, confounders, and effect modifiers can be nested. For exam-
ple, a specific aspect of behavior can be part of larger type of behavior or lifestyle;
a specific exposure to a toxic substance may be part of a wider range of undesired
exposures in a workplace context; and, a specific bodily dysfunction can be part
of a set of related dysfunctions. This potentially nested status of attributes has
important consequences when conceiving to adjust a determinant-outcome rela-
tion for another attribute (an effect modifier or a confounder). This is illustrated in
Textbox 5.1.
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Textbox 5.1 Three Scenarios lllustrating the Effect of Nesting When Adjusting
a Determinant-Outcome Relation for Another Factor

Factor € Determinant

The adjustment factor is nested (€) within the determinant. Say, the determi-
nant under investigation is the general level of pollution at an occupational
setting. The contemplated covariate to adjust for is exposure to a specific toxic
substance. This strategy would make the estimated determinant-outcome rela-
tion independent of the specific toxic substance and would thus investigate an
association with the entirety of all other remaining exposures.

Determinant € Factor

The determinant is nested within the adjustment factor. This circumstance
should generally be avoided. For example, the determinant may be ownership
of a car, and the adjustment factor may be general socio-economic status. This
leads to situations where the ‘remaining’ association after adjustment is dif-
ficult to define.

Factor ~ Determinant

The adjustment factor is another determinant. For instance, alcohol consump-
tion and tobacco smoking often go together. Controlling for this factor will
make the estimated determinant-outcome relation independent of the adjust-
ment factor. One may have difficulty ascertaining the independent effect of
one factor without valid measurement and control for the other.

5.4 The Study Base

The study base is a sample’s collective real-life experiences that will need to be
empirically measured and related to address the research question. Note that,
when the study is of a particularistic nature, as in a survey, the study domain can
also be the study base. In experimental and quasi-experimental studies, the expe-
rience of the study base is manipulated for study purposes (by an intervention).
For reviewers of study proposals it is difficult to acquire a clear idea of the general
study design without being informed about the study base, the direct source of
empirical evidence. Thus, it is helpful to mention the study base in the specific
aims section.

Specification of the study base also requires a stipulated duration and calendar-
time of this real-life experience. With respect to the calendar timing of the study
base, three basic types are possible:

* Retrospective study base: The study base experience has already happened, i.e.,
before the currently conceived study will be in the data collection phase
* Prospective study base: The study base experience will happen after enrollment
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Membership conditions Calendar timing
¢ Population cross-section * Retrospective
¢ Dynamic population ¢ Prospective

e Cohort ¢ Ambispective

Manipulation of experience
e Experimental

¢ Quasi-experimental

¢ Observational

Fig. 5.1 The 3x3 study base wheel. The study base is the sample’s collective real-life experi-
ences that will need to be measured. The study base may be defined by three main categories:
membership conditions, calendar timing, and manipulation of experience. Within each are three
main alternatives. Only one alternative per category may be chosen when defining the study base

e Ambispective study base: The study base experience has partly happened already
but will partly happen after enrollment into the currently conceived study
(Kleinbaum et al. 1982)

This leads to a ‘three times three’ characterization of the study base, as illustrated
in the study base wheel (Fig. 5.1).

5.4.1 Membership Conditions

5.4.1.1 Cohorts
A cohort is a closed population, i.e., a population with fixed membership. Its mean-
ing derives from its use during the ancient Roman Empire, in which a cohort was a
subdivision of an ancient Roman legion. Soldiers were enrolled into the cohort as
fast as possible and forever. Numbers alive decreased over time. Membership of a
cohort is defined by a one-time criterion and membership duration is eternal (though
an individual can be lost to follow-up). For example, when someone becomes a
member of the 2010 birth cohort in Norway, one was always born in 2010 in
Norway, irrespective of time of death or emigration to another country. An illustri-
ous historical example of use of a cohort in epidemiology is the Framingham study,
in which a cohort of adults 30- to 62-years-old living in Framingham in 1948, were
followed for 20 years to study coronary heart disease (Dawber et al. 1957).
Cohorts are used as a study base in many different study designs, in the whole
range from experimental to quasi-experimental to observational studies. In an
experimental cohort study (a trial), one investigates the effects of a test intervention
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in a cohort. In quasi-experimental cohort study, one investigates the effects of a
researcher-allocated but non-randomized intervention in a cohort. Observational
cohort studies do not involve any experimental or quasi-experimental allocation of
interventions to a cohort, though that does not mean that subjects in observational
cohort studies cannot undergo intervention. They can, but not as a manipulated
component of the research design. Such observational cohort studies can have diag-
nostic, etiognostic, or descriptive-prognostic aims.

Another special type is the test-retest study, a method-oriented type of study,
in which subjects are re-measured after a very short follow-up interval during
which no measurable change in the measured attribute is expected. Any observed
change in values is therefore due to instrument problems or ‘observer error,” though
such studies must be careful to control for time-of-day effects (e.g., circadian
rhythms) and many other factors. Test-retest studies using quality instruments
and appropriate design elements can therefore be done to document observer
performance.

Given the fact that cohorts are used as a study base in several very different types
of studies, the common use of the term ‘cohort study’ can be confusing. It would be
better to characterize studies by making reference to what really distinguishes
between them. Yet, ‘cohort study’ has now become the standard term to refer to a
single particular study type, which is the traditional cohort-based observational etio-
logic study (See: Chap. 6), of which the Framingham study is an example.

5.4.1.2 Dynamic Populations
A dynamic population is an open population, with turnover of membership. The
term is borrowed from demography, where a population is not seen as fixed but
there are ins (births and immigrations) and outs (deaths and emigrations).
Membership of a dynamic population is defined by a state (Miettinen 1985), for
example the state of living in a particular town in a particular year, e.g., Durban in
2010. Membership duration is for the duration of that state. For instance, someone
who lived in Durban only in January 2010 was a member for 1 month. As another
example, to study coronary heart disease-related mortality over 5 years in a village,
rather than using a cohort of all subjects older than 38 years living in the village (as
in the Framingham study), one could instead be interested in all subjects older than
38 years that will ever live in the village in a period of 5 years and follow them for
the time (within those 5 years) that they are present in the village. In the latter case,
the study uses a dynamic population instead of a cohort. Dynamic populations are
also used in a range of studies, both descriptive and analytical. For example, they
are commonly used:
* As a primary study base in an etiognostic study, as in the example described

above (the alternative to the Framingham study design)
* Asasecondary study base in an etiognostic study
* In descriptive population surveillance studies

On this basis we propose that the expression ‘dynamic population study’ should
not be used as if it indicated any particular type of general study design (as has been
the case for ‘cohort study’).
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5.4.1.3 Population Cross-Sections

A population cross-section is either a cohort at a single follow-up time (usually
follow-up time zero; e.g., baseline characteristics of a cohort) or a dynamic popula-
tion at a fixed point in calendar time (e.g., a survey). It follows that a population
cross-section is not necessarily a group of people all present at one moment in time.
In health research, not everybody can be examined at the same time. At best, a
group of people can be selected and examined once within the shortest possible
time. For example, a cross-sectional study of presenting symptoms at diagnosis of a
rare disease could take 20 years to complete and not all participants may even be
alive at the same time. Typical characteristics of a cross-sectional study are that the
attributes and experiences of interest are/were assessed once without individual
follow-up and that all units of observation were assessed within the shortest possi-
ble time.

Similar to cohorts and dynamic populations, population cross-sections are com-
monly used as the study base in a variety of study designs (See: Chap. 6) and there-
fore ‘cross-sectional study’ cannot be used to indicate any particular type of study
design. Also, as indicated, a population cross-section still concerns either a cohort
or a dynamic population (whether or not explicitly defined).

5.4.2 Variation in and Restrictions to the Study Base

There is a general principle that for a study to be informative about a determinant-
outcome relationship there should be variation of the determinant in the study
base, and, for a study to be efficient, that variation should be wide (Miettinen
1985). For example, if all participants get the same dose, the effect of dose can-
not be studied; or if all participants are females, the role of gender as a determi-
nant of the outcome cannot be assessed. Thus, in experimental research there is
an interest in highly contrasting two- or three-point designs (i.e., two or three
intervention arms differing by dose prescribed), whereas in observational
research there is a general interest in choosing a study base with wide variation
of the determinant.

When proposing a general design, there is often no objection to being selective
about determinant levels. For instance, in an etiognostic study with a cohort as the
primary study base and with the only aim to demonstrate the existence of an effect,
there may be no objection to limit the cohort to subjects belonging to the non-
exposed and highly exposed, leaving out the intermediately exposed. This princi-
ple is well recognized in occupational and environmental epidemiology, where it is
an aim to have strong representation of the extreme exposure zones in etiognostic
research (Corn and Esmen 1979). This is a strategy that can also help to reduce the
total sample size required. Thus, when an appropriate study base is identified, this
does not necessarily mean that all persons whose experience constitutes the study
base must be potential study participants. It may be more efficient to take a repre-
sentative sample.
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5.5  Study Variables

There are three main types of study variables that represent the basic elements of
occurrence relations in statistical analyses:
* Outcome variables
* Determinant variables
* Covariates

The term ‘covariate’ is used to denote any variable that would need to be ‘con-
trolled for’ in the analysis when studying the relation between determinant variable
and outcome variable. This is used in a broad sense without any connotation regard-
ing whether such a covariate is seen as a potential confounder (in analytical research)
or a factor from which the determinant-outcome relation needs to be independent
(in descriptive research).

5.5.1 General Requirements for Study Variables

A general requirement for study variables is that the measurement values must be
highly correlated with the underlying attribute and come close to measuring the
true dimension on average (i.e., high intrinsic validity). For reviewers of study
proposals, this tends to be very important information and it is advantageous if the
specific aims section gives already a good indication of the intrinsic validity of key
variables. For example, it is good practice to avoid using proxy variables to the
extent possible. A proxy variable is a variable that does not directly reflect the
attribute of interest but is assumed to correlate well enough with it to represent it
in an analysis. However, the highest possible intrinsic validity is not always
required or affordable. The particular study aims determine the required intrinsic
validity of measures, so this issue must be considered on a case-by-case basis. For
example, consider an occupational health study and a pharmacological study, both
looking at the effects of exposure to a particular chemical substance on a particular
health outcome. In the occupational health study it may suffice to measure environ-
mental exposure levels as a proxy for true individual exposure levels, whereas in
the pharmacological study it may be required to assess blood/tissue levels of the
chemical in each individual.

Comment

A general ethical consideration for all study variables is that they must be based
as much as possible on non-invasive measurements if human subjects are the
units of observation. Invasive procedures are those involving direct entry into
living tissues or the exertion of potentially painful and damaging mechanical or
physical forces on living tissues. An ‘invasive question’ is a sensitive question.
The ‘sensitivity’ may be related to stigma associated with the condition under
study or to perceived inappropriateness of the interview questions, e.g., not being
culturally acceptable.
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Panel 5.3 Types of Variables According to Measurement Level

* A nominal variable is defined as a variable measured on a nominal scale,
i.e., on a measurement scale consisting of a number of mutually exclusive
categories that have no meaningful order. Examples are sex and ethnic
group

¢ An ordinal variable is measured on an ordinal scale, i.e., on a measure-
ment scale consisting of a fixed number of mutually exclusive categories in
which there is a meaningful order but the differences between categories
do not reflect meaningful differences in the ‘amount’ of attribute. An
example is letter grades on a test

* A discrete numerical variable is measured on a discrete numerical scale,
i.e., on a measurement scale for non-continuous underlying characteristics,
consisting of a finite and ordered number of numerical values, with the dif-
ferences between values having a meaning. Examples are parity and
gravidity

* A continuous variable is a numerical variable measured on a continu-
ous numerical measurement scale, i.e., on a scale for measuring con-
tinuous underlying attributes, expressing measurement values as
multiples (with any number of decimals) of a measurement unit. This
comprises the interval and ratio measurement scales. Only the ratio
scale has a true zero point as the lowest possible value corresponding to
the lowest possible amount of attribute. In practice there is not much
advantage of a ratio scale over an interval scale except that ratios of
measurement values have a more straightforward constant interpretation
when a ratio scale is used

Further, one should aim for the highest possible measurement level whenever it
is feasible from a budgetary and ethical perspective. Measurement levels are ranked
from lower to higher as follows: nominal < ordinal < numerical discrete < numeri-
cal continuous. Their distinguishing characteristics are described briefly in Panel
5.3. A common advantage of using higher measurement levels is higher statistical
efficiency and a wider range of possible statistical analyses. But higher-level mea-
surements tend to be more expensive and sometimes also more invasive. When the
underlying intrinsic scale property is nominal (e.g., sex), the variable and measure-
ment scale can only be nominal, too. When the intrinsic scale property is higher,
such as continuous (e.g., age), there may be a choice for the variable and its mea-
surement scale between, say, ordinal (young or old) and continuous (age measured
as calendar time elapsed since birth). In such instances, the preference generally
goes to higher measurement levels.



5 The Specific Aims 95

5.5.2 Variables Expressing Latent Constructs

Sometimes a researcher cannot measure the attribute accurately with a single ques-
tion or other type of measurement. Instead, (s)he can only think of a series of
questions (or other measurements) that each measure some component of the attri-
bute and, if somehow the answers to all of these questions could be taken together,
a reasonably accurate measurement could be obtained. Common examples include
quality of life (QOL; See: Chap. 10), socioeconomic status, and diagnostic ques-
tionnaires for psychiatric conditions. In such situations it might be preferable to
develop a new measurement tool (Howitt and Cramer 2008; Streiner and Norman
2008), or adapt an existing tool for local circumstances. The term ‘scaling’ refers to
such creation of a new tool, often based on a series of questions, for the measure-
ment of the latent attribute.

As pointed out in a previous section, every effort should be made to specify the
nature of the attributes we wish to measure. When reflecting on this issue in the
context of latent attributes, it may appear that there are several aspects to the latent
attribute that may need to be measured on a subscale. The need for subscales can
also be identified by a statistical technique called factor analysis (See: Chap. 10).
For example, nutritional health-friendliness of schools may be viewed as multidi-
mensional attribute composed of:

* Nutritional care at school

» Provisions for physical activity at school
* Nutritional health education at school

e Other aspects

Different series of questions may then be needed to measure sub-scores on the
corresponding subscale. In other instances it may seem reasonable to measure the
latent attribute on a single scale, using a single series of questions (unidimensional
scale). In this case all items should correlate about equally well with the total score.
This can be verified using a statistical exercise called item analysis.

For more guidance on developing a new measurement scale, See: Chap. 10, and
Streiner and Norman (2008).

5.5.3 Outcome Variables

The one study variable that is always necessary is the outcome variable. Outcome
variables express a (change in) health-related state or event for each observed indi-
vidual or other observation unit. When group attributes rather than individuals’
attributes or experiences are the outcomes of interest in a study, that study will often
be labeled an ‘ecological study’. The outcome variables of such studies are ‘eco-
logical variables,” of which there are three types according to Morgenstern (1998),
as shown in Panel 5.4. We propose that, similar to ‘dynamic population studies’ and
‘cross-sectional studies,” the term ‘ecological study’ should not be used as if it
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Panel 5.4 Types of Ecological Variables*

* Summary environmental measures: summarizing for the whole group
an exposure that actually varies considerably at the individual level, e.g.,
global level of air pollution in a workplace

* General environmental features: exposure that is identical for each indi-
vidual in the group, e.g., existence of a specific law or policy in the area

o Statistical estimates: summary statistics of variables that are based on
single measurements, repeated measurements, or combinations of several
variables; e.g., prevalence estimates of a disease. This type of ecological
variable is often based on individual-level measurements. Note that eco-
logical studies using this type of ecological outcome variables could also
be called ‘meta-analytical.’

#Panel adapted from Morgenstern (1998)

Panel 5.5 Types of Variables According to Number and Timing of Underlying
Measurement Acts: Some Examples

* Single measurements
— Single systolic or diastolic blood pressure reading
* Combinations of measurements for single assessment
— Systolic blood pressure based on average of three replicates
— Presence of hypertension based on diastolic and systolic blood
pressure
* Repeated assessments
— (Baseline-adjusted) change in systolic blood pressure
— New occurrence of hypertension

represents any particular type of general study design. ‘Ecological study’ should
simply refer to the fact that the outcome variable of the study, whatever its design,
is an ecological variable.

One of several ways to broadly classify outcome variables is according to number
and timing of underlying measurement acts, as illustrated in Panel 5.5.

5.5.4 DeterminantVariables and Covariates
Outcome variables frequently represent health-related constitutional or functional

attributes or individual subjective experiences around them. Determinant variables
and covariates tend to represent behavioral, environmental, or constitutional factors.
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The reasons for this have been explained in Chap. 4: A complex and ever-changing
interaction of these three types of factors is what creates each individual’s personal
life experience. A researcher often uses ‘summaries of episodes’ of that interaction
as determinants. Examples are cumulative doses of exposure over time, and broadly
described exposure situations or types of exposure histories, e.g., ‘was a manual
labor worker (yes/no)’.

Determinant variables and covariates cannot represent experiences or states that
temporally follow the outcome. Temporality issues with covariates are important.
Time-dependent and time-modified confounding are issues that have only recently
started receiving attention (Platt et al. 2009). These phenomena are especially rele-
vant to situations where the outcome variable is derived from time-series data.

5.6 Outcome Parameters

In epidemiology an outcome parameter is a statistic that summarizes the evidence
in the data about the occurrence relation under study. Design of the outcome param-
eter is part and parcel of the general study design (Miettinen 2004). Typical exam-
ples of outcome parameters in epidemiology are prevalence and the odds ratio,
either crude (unadjusted) or adjusted. The adjustments may be for undesired effects
on the outcome parameter estimate such as by confounding, bias, and imprecision
of measurement. Outcome parameters traditionally fall into two categories: estima-
tors and test statistics. Estimators will be discussed in Chap. 22 (Statistical
Estimation) and test statistics in Chap. 24 (Statistical Testing). The outcome param-
eter of a particular study could be a difference in prevalence, which is an estimator.
But in the same study, an outcome parameter could also be a chi-square test statistic
with P-value addressing the same occurrence relation. In many study reports, esti-
mators and test statistics are reported alongside each other. Estimates have the
advantage that they allow for more easy assessment of magnitudes of effects in
addition to assessing the existence of effects.

Hint

The three terms outcome, outcome variable, and outcome parameter sound quite
similar but have very different meanings. An ‘outcome’ is a health-related state
or event that is under study (e.g., stroke). An ‘outcome variable’ is a statistical
variate representing the observed values of the outcome in a statistical model or
showing them in a database column (e.g., coding ‘no stroke’ as 0 and ‘stroke’ as
1). An ‘outcome parameter’ is a type of statistic that expresses the study ‘result’
(e.g., an odds ratio).

Estimators can capture a frequency of occurrence (e.g., a single prevalence, or a
single incidence rate), in which case they are called ‘measures of frequency.” They
can also express a contrast of occurrences between two categories/groups (e.g., a
difference between two prevalence estimates, or an incidence rate ratio), in which
case we call them ‘measures of association’ or ‘measures of causal effect’ depending


http://dx.doi.org/10.1007/978-94-007-5989-3_4
http://dx.doi.org/10.1007/978-94-007-5989-3_22
http://dx.doi.org/10.1007/978-94-007-5989-3_24

98 J.Van den Broeck et al.

on whether the aim is descriptive or analytical. There are two main approaches to
formally contrasting outcome rates among levels of a determinant: the approach
using a risk/rate ratio and the now less-frequently used approach using a risk/rate
difference. Miettinen (2004) has pointed out that logistic regression analysis can
provide for valid outcome parameters of most types of occurrence relations in
epidemiology.

5.7  Presenting the Specific Aims in a Study Proposal

Thus far we have discussed the elements that are typically required or useful to
include in a specific aims section. The content and format of the specific aims sec-
tion may depend on the expectations and guidelines imposed by the particular spon-
sor or ethics committee for which the document is intended. It is therefore not
possible to provide a standardized example of how a specific aims section must be
structured. However, systematic consideration of the points raised in this chapter
leads to a logical template that is, at the very least, a helpful tool for formulating a
specific aims section. Creating such a template for a particular study ensures that the
most important information is included.

We propose that the specific aims section first indicates the general aims/objec-
tives of the present study so that the link with the specific aims will become clear. If
the study domain is common to all of the ensuing specific aims, it can be included
as part of the purpose summary statement and/or as a separate line. In other instances
the study domain may be different for some specific aims (perhaps a sub-domain of
the study domain), in which case it is advisable to list the domain under the relevant
specific aim. We then recommend listing one specific aim after the other. Some
investigators prefer indicating a ranking of specific aims, with a primary aim, sec-
ondary aims, tertiary aims, etc. The primary aim is considered the main reason why
the study is set up. Attempts to achieve an ‘optimal’ sample size are usually geared
towards it. As an example, Textbox 5.2 shows a specific aims section of the study
proposal in the domain of dentistry. It is an example of a hypothesis-generating
descriptive diagnostic research project.

Textbox 5.2 Example of a Specific Aims Section of a Dentistry Study Proposal

Periodontal disease in childhood is associated with substantial morbidity and
increases the likelihood of needing costly medical procedures. However, the
prevalence of periodontal disease and its risk factors in primary schoolchil-
dren in Cork, Ireland are unknown, making it difficult to plan for related
healthcare costs and to intervene if necessary. We therefore propose the fol-
lowing specific aims:

(continued)
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Textbox 5.2 (continued)

Study domain: Primary schoolchildren in Cork, Ireland in 2010

Specific aim 1:

To estimate the prevalence of periodontal disease (ICD10-defined) overall

and in l-year age categories in a representative population cross-section

(N=400)

Specific aim 2:

(a) To quantify the differences in prevalence rate of periodontal disease
(ICD10-defined) according to degree of body adiposity, as represented by
World Health Organization-defined body mass index (BMI)-for-age cat-
egories, by taking the category of BMI >18-25 Kg/m? as the reference
category for the calculation of prevalence odds ratios for the other
categories

(b) To examine, by stratified analysis, if the prevalence odds ratio for peri-
odontal disease (ICD10-defined), for ‘overweight or obese’ relative to
‘normal BMI’ (as defined above), is modified by usual frequency of
brushing teeth (times per week <7 or >7)

In this chapter we discussed specific aims and their elements. Patterns exist in the
combinations of these elements, some patterns being more common than others
because they serve the purposes of general study objectives. These patterns/
combinations can be called ‘general study designs,’ the topic of Chap. 6.
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Abstract

In the previous chapter we explained that the necessary elements of general study
design are the study domain, the occurrence relation, the study base, the study
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6.1 Classification of General Study Designs

A classification of mainstream study designs was introduced in Chap. 1 (See:
Table 1.4). That typology of general study designs described experimental, quasi-
experimental, and observational studies. The classification proposed in this chap-
ter — summarized in Table 6.1 — differs from the mainstream classification in that (1)
it makes a clear link with a typology of research questions (See: Chap. 4); (2) it
includes some recent advances in study design, and (3) it includes some designs that
are not consistently mentioned within the scope of epidemiology. Table 6.1 contains
a series of design labels that fall within each design class. Each design label has
been given a code, and these codes will be referenced throughout the chapter to ori-
ent readers.

These designs are explained and justified in the next sections by specifying their
design elements. Possible design elements have been discussed in Chap. 5. To facil-
itate the present chapter, Panel 6.1 explains some of the important terms and con-
cepts as they are used here, though additional terms and concepts listed in Panels
2.2,4.1, and 5.1 are also directly relevant. These four panels may serve as useful
resources when reading Chap. 6.

Table 6.1 Classification of general study designs

Designs used for: Code Design label
Diagnostic research l.a Case reports

1.b Case series studies

l.c Diagnostic probability studies

1d Traditional diagnostic performance studies

le Surveys

1.f Epidemic pattern studies

l.g Cost studies of illness and intervention

1.h Meta-analytical diagnostic projects
Etiognostic research 2.a Traditional etiologic studies (cohort,

case-control)

2.b The single etiologic study

2.c Before — after etiognostic studies

2.d Meta-analytical etiognostic projects
Intervention-prognostic research 3.a Randomized controlled trials

3.b Quasi-experimental trials

3.c Cross-over trials

3.d N-of-1 trials

3e Meta-analytical intervention-prognostic projects
Descriptive-prognostic research 4.a Clinical prediction studies

4.b Forecasting studies
Methods-oriented research 5.a Procedural validity studies

5.b Procedural reproducibility studies

S.c Procedural cost studies

5.d Procedural acceptability studies
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Panel 6.1 Selected Terms and Concepts Relevant to General Study Design

Blinding The deliberate act of not revealing the particular intervention
regimen to which a participant has been assigned in a trial*

Cases Individuals who have the outcome of interest

Controls Individuals who are members of a reference or comparison group

Cross-sectional study Study in which the participants are/were only
assessed once for relevant characteristics (as opposed to a follow-up study
where they are/were assessed more than once)

Diagnostic study Study concerned with generating evidence relevant to
diagnosis in individuals or relevant to the description of patterns of mor-
bidity/mortality in populations

Directionality Study characteristic of looking at the future occurrence of
outcomes according to exposure level (forward directionality, as in classical
observational follow-up studies) or of looking at past exposures according
to outcome status (backward directionality, as in case—control studies)

Etiognostic study (or etiologic study) Study concerned with generating
evidence about the possible causal role of one or more determinants of ill-
ness or illness outcome, or a study investigating the causal origins of morbid-
ity, mortality, or health care inadequacies

Etiognostic time (or etiologic time) Time period during which the outcome
can possibly develop due to a causal effect of the exposure

Follow-up study (or longitudinal study) Study in which the participants
are/were assessed more than once for a same characteristic

Matching Method of selecting participants with the goal of equalizing the
distribution of one or more (potential or real) confounders among levels of
the exposure of interest

Prognostic study Study concerned with questions about how elements of a
prognostic profile predict a particular outcome, future course of illness, or
change in morbidity/mortality in a population

Prospective study Study with a prospective study base, i.c., the relevant
experiences of the participants are still to happen after the start of data
collection

Randomization Method of allocating intervention levels to trial partici-
pants, whereby each participant has a known and independent chance of
being assigned to a particular intervention level

Retrospective study Study with a retrospective study base, i.e., the relevant
experiences of the participants have already occurred by the start of data
collection

Treatment arm A group of participants for whom the intervention consists
of a specific medical treatment regimen

Trial Experimental or quasi-experimental study looking at the efficacy and
safety of a test intervention

#Definition contributed by D.Willie
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6.2  General Design of Clinical Diagnostic Studies

Clinical diagnostic studies, as described in Chap. 4, aim to generate information that

the clinical health worker can use for diagnosing patients. As a brief reminder, the

types of research information considered useful for this purpose are:

* Descriptive information from patients with an illness (or a sub-domain thereof)
about the natural history of an illness and its antecedents

* Developmental information from persons without illness, attempting to describe
the variability of what is ‘normal’

* Information about the probability of illnesses as a function of diagnostic profile
indicators

* Information about the diagnostic productivity of screening regimens

* Information about the diagnostic performance of tests used to identify a particu-
lar illness-related state

6.2.1 Case Reports (Code 1.a)

The study domain of a case report is a known, usually rare illness, a totally ‘new’
illness, or a particularly unusual disease presentation. Examples include a disease
caused by a ‘new’ pathogen, or an enigmatic patient with a particular diagnostic
profile for which none of the known illnesses seem to have a high probability.

The occurrence under study — The unusual aspects of antecedents and course of
illness are the main outcomes of interest (Susser and Stein 2009). There is often a
hypothesis-generating ‘before-after’ outlook on sequences of health-relevant phe-
nomena. For example, ‘It was noted that the onset of symptoms followed shortly
after intake of substance x.” This type of particularistic study is therefore often con-
sidered relevant for etiognosis too (Vandenbroucke 2008) as well as for prognosis,
in addition to being informative about how an illness presentation or course can
pose a challenge to a diagnostician.

The study base is a cohort of size one (one individual), followed retrospectively
from any time in relevant history until the present. Treatment may or may not have
been given. Of note, occasionally treatment responses constitute diagnostically
relevant information.

The outcome parameters can be various types of measures summarizing the
unusual character of antecedents and/or the course of illness. Comparisons are made
using evidence in the literature, if any is available, or using accepted ‘normal ranges’
for a parameter. For example, if plasma sodium levels were 160 mEq/L (normal
range: 135-145 mEq/L), that individual can be said to have elevated plasma sodium.

6.2.2 Case Series Studies (Code 1.b)

The study domain of a case series study can consist of persons with an identical
illness profile (a case series in the traditional sense) but can, in fact, be any type of
target population, ill or healthy. For example, the World Health Organization’s
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Multicenter Growth Reference Study (WHO-MGRS) aimed at the construction of
international child growth standards. The study domain was healthy children under
5-years-old who were fed according to international feeding recommendations
(WHO 2006). Another example of the utility of this study design is the series of
eight cases of Kaposi’s sarcoma in homosexual men that initiated the awareness of
AIDS as a diagnostic entity (Hymes et al. 1981).

The occurrence under study may be aspects of the antecedents and course of ill-
ness or aspects of normal physical or mental development, often viewed in relation
to basic determinants such as sex, age, and others. For example, in the WHO-MGRS
study outcomes included attained triceps skinfold thickness, seen in relation to the
determinants age and sex.

The study base can be a cohort, a dynamic population, or a population cross-
section. In the WHO-MGRS study, use was made of a cohort of newborns followed
till age 24 months and of a population cross-section of children 18—71 months.

The outcome parameters are often descriptors of distributions of outcome vari-
ables by sex and age (e.g., the construction of growth and development standards
or ‘reference distributions’ of any type of attribute with any scale property). As to
estimation methods, in longitudinal case-series studies, the description of the age-
dependent distributions may require growth reference curve construction meth-
ods. For orientation about the choice of such methods, See: Borghi et al. (2006).
In addition, the LMS modeling method of Cole and Green (1992) is flexible, often
appropriate, and easily applicable (e.g., via: Growth Analyzer 2009). In the
WHO-MGRS study the outcome parameters estimated were selected centile val-
ues; Z-score values; and L, M, and S values describing the distributions of attained
weight, length, triceps skinfold thickness, and other outcome variables for each
age and sex.

6.2.3 Diagnostic Probability Studies (Code 1.c)

This type of study, also called the diagnostic prevalence study, has been discussed
in depth by Miettinen et al. (2008) and Miettinen (2011b).

The study domain of a diagnostic probability study consists of patients present-
ing with a diagnostic profile containing some defined common key elements, for
example ‘adult patients presenting with cough and fever.” It is a type of patient that
poses a diagnostic challenge.

The occurrence relation: The outcomes are the presence (yes/no) of one or
more defined illnesses, say pneumonia and flu. The determinants are a range of
features that are part of the diagnostic profile of the patient. Those features include
elements of the manifestation profile (signs, symptoms, test results) and of the risk
profile (environmental and behavioral risk factors known to be associated with the
outcome). The interest is in how these features jointly determine (‘predict’) the
probability of having one or more illnesses (e.g., pneumonia and flu). As was
mentioned in Chap. 4, this type of knowledge can then be used to assist the clini-
cian with the diagnostic process and with the evaluation of the informativeness of
new diagnostic tests.
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The study base is a cohort whose current status and past experience is to be docu-
mented as from etiognostic time zero (t=0), which is practically-speaking the time
of the first manifestation of the diagnostic profile.

The outcome parameter is a diagnostic probability function that allows calculat-
ing the probability of the defined illness as a function of the diagnostic profile indi-
cators. The construction of diagnostic probability functions can be based on experts’
opinions on the probabilities of illnesses associated with a variety of hypothetical
diagnostic profile scenarios (Miettinen 2011b). Alternatively, it can be based on prev-
alence estimates of the defined illness based on a gold-standard diagnostic proce-
dure applied to real patients. When diagnostic probability functions are available,
the informativeness of a diagnostic test can be assessed by producing both a pre-test
diagnostic probability function and a post-test diagnostic probability function and
comparing their relative ability to arrive at a high enough probability for diagnosis,
treatment, or referral. A general way of expressing the contribution of the test would
be to quantify its informativeness as 1 —R, where R is the correlation coefficient of
the pre- and post-test probabilities (Miettinen 2011a). Another approach would be
to model an indicator variable for whether the post-test probability would fall in a
‘decisive’ range, as a function of the diagnostic profile indicators (Miettinen 201 1a).
For further information about modeling of diagnostic probability functions, See:
Chap. 24.

6.2.4 Traditional Diagnostic Performance Studies (Code 1.d)

This is a family of designs widely used in clinical epidemiology to evaluate the
performance of diagnostic tests and strategies.

The study domain consists of all patients with a type of illness for whom the
diagnostic value of a ‘test’ or diagnostic algorithm is of interest. Note that a ‘test’
can be a sign, symptom, or technical assessment.

In the occurrence relation the outcome is illness status and the determinants are
the characteristics measured by the tests. Unlike the diagnostic probability study
described above, illness status is related to preceding test results. The purpose is to
determine how well the tests, and sometimes their sequences, ‘predicted’ (past
tense) illness status. The somewhat odd reverse orientation of this approach (from
illness or non-illness back to the test) tends to hamper the generalizability of the
findings.

The study base is usually a patient series and a non-patient series. The difficulty
is that the exact study domain and study base are difficult to define, as the patient
series may have peculiar characteristics related to referral patterns or other selection
processes, and the same applies to the non-cases. This issue casts doubt about the
scientific generalizability of the findings of traditional diagnostic performance studies.

The outcome parameters most often used are sensitivity, specificity, positive pre-
dictive value, negative predictive value, and the likelihood ratio associated with
specific test result levels. Figure 6.1 illustrates these concepts, which are important
in practice but one needs to be aware of their scientific limitations as parameters of
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Test Truly + | Truly —
Result: (Patient (Non- Likelihood ratio of a
series) pat!ent positive test=a /b
series) /

+ a b ¥, Positive Predictive Value
PPV =a/ (a+b)

. ¢ d | Negative Predictive Value
l l NPV = d / (c+d)

Sensitivity ~ Specificity
=a/(a+c) =d/(b+d)

Fig.6.1 The traditional 2x?2 table for assessing test performance. The sensitivity of a test is the
proportion of patients with a disease who are correctly identified by the test. The specificity is the
proportion of non-patients who are correctly identified as not having the illness. The positive pre-
dictive value is the proportion of individuals with a positive test result who truly have the disease.
The negative predictive value is the proportion of individuals with a negative test result who truly
do not have the disease. The likelihood ratio of a positive test is the proportion of patients with a
positive test result divided by the proportion of non-patients with a positive test result (i.e., the odds
of having an illness if there is a positive test result)

test performance. The estimates can be difficult to interpret due to the abovemen-
tioned selection/referral processes and the fact that some parameters strongly
depend on the relative sizes of the patient series and the non-patient series.

The sensitivity of a test may depend on the mix of illness severity levels among
those selected into the patient series. The test may tend to miss mild cases more
often than severe cases. Thus, sensitivity as a parameter of test performance only
makes sense in relation to a clearly described severity distribution. A similar
problem exists with specificity, as false positive test results may occur more often
in association with certain subject characteristics distributed among the non-
patients. Such an association is therefore crucial to know about. Positive predic-
tive value, negative predictive value, and likelihood ratio of a positive test depend
on the relative proportion of patients and non-patients in the particular setting in
which the test is going to be used. Consequently, these parameters may not be
immediately relevant to practical diagnostic challenges. An additional problem
with traditional test performance measures is that each of them only summarizes
one aspect of the test’s utility. Hence, indices have been proposed that integrate
several aspects of diagnostic performance. The Clinical Utility Index (Mitchell
2011), for example, is calculated as the product of sensitivity and positive predic-
tive value.

The analysis of a traditional diagnostic performance study will often involve
2x2 tables and may include some adjustments for estimated sources of error.
Receiver Operating Characteristic (ROC) curves are also used for assessing optimal
diagnostic cut-offs for continuous test results and for comparing diagnostic perfor-
mance among alternative tests. For further orientation, See: Sackett et al. (1991).
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6.3  General Design of Community-Diagnostic Studies

Community-diagnostic research is performed in community epidemiology with the
aim of ‘diagnosing’ the burden of illness in (segments of) a population and/or to
generate information about a societal ‘response capacity’ to morbidity (See: Chap. 4).
Such studies are useful for policy makers to inform decisions about health care
resource allocation, or for clinical diagnosticians by creating awareness about an
epidemic that might facilitate the diagnostic process. There are some traditional
types of general designs that are used in diagnostic-type research in community
epidemiology:

6.3.1 Surveys (Code 1.e)

The study domain of a survey is a particular segment of a demographic population,
or, within a geographical area, a collection of institutions or other functional units
in health care. The population surveyed can be very large, as in national surveys, or
relatively small, as when a single school or village is surveyed.

The occurrence relation usually involves many different outcomes of inter-
est. For example, the outcomes can be a range of health-related phenomena. For
any particular outcome multiple determinants can be of interest, including
demographic sub-populations and various types of risk factors. The interest may
be whether a factor has an association with the outcome and/or whether
determinant-outcome relations differ according to third variables (i.e., effect
modification).

The study base is one or several population cross-sections.

The outcome parameters depend on which of the following are of interest:

e Outcome frequencies and/or comparisons of outcome frequencies among deter-
minant categories

* Independent and interactive effects of several determinants on the outcome

 Patterns of co-occurrence of several outcomes

6.3.1.1 Outcome Frequency Estimation

If the interest is in the occurrence frequency of the outcome (nof in relation to a
determinant), the commonly used outcome parameters depend on the level of
measurement. If the outcome variable is continuous or discrete numerical, mul-
tiple descriptors of its distribution may be used, such as their mean and standard
deviation or their median and 10th and 90th centiles, etc. Alternatively, the entire
frequency distribution can be reported or summarized by a histogram or box-
plot. If the outcome variable is categorical, the entire frequency distribution is
often described. If the outcome variable is nominal or 2-category ordinal, then
the prevalence rate is often used. Note that the survey sampling method may
necessitate some form of weighted estimation, a topic that is discussed in Chap.
22. Incidence is sometimes calculated in surveys based on recorded histories of
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events over defined calendar periods preceding the survey and with proper
adjustment for missing information from persons who have left the dynamic
population. However, incidence is not a common outcome parameter in surveys
because concerns about recall bias and proper adjustments are difficult to address
adequately.

6.3.1.2 Types of Frequency Comparisons

Comparing outcome frequencies among determinant categories can be done using
informal, semi-formal, and formal approaches. Informal comparisons are made by
mentally comparing rates, distributions, confidence intervals, etc. available from a
stratified analysis. In the semi-formal comparison, one transforms estimates to
make them more comparable, a process that is accomplished using a method known
as direct standardization (See: Chap. 22). Formal comparisons are made using sta-
tistical estimations of differences between means or proportions, estimations of
prevalence rate ratios, and statistical testing. Common approaches to making for-
mal comparisons are described in Chaps. 22, 23 and 24.

Regression models can be used to describe how the outcome frequency is related
to several determinants. The beta-coefficients obtained from these models are esti-
mates of the independent (descriptive) effects of those determinants. Independent
relations of several determinants with a nominal or 2-category ordinal outcome
variable are often assessed in multiple logistic regression analyses (See: Chap. 24).
Independent relations of several determinants with a continuous, Normally distrib-
uted outcome variable are often assessed using multiple linear regression analyses.
By inclusion of product terms in a regression model, one can also assess interactions
between several determinants.

6.3.2 Epidemic Pattern Studies (Code 1.f)

This is a family of study types used to describe changing illness frequencies over
calendar time in communities. The occurrence patterns over time and geographical
space are considered essential to monitor.

The study domain of an epidemic pattern study consists of a population in which
a health-related event of interest does or could occur.

In the occurrence relation the outcome is frequently the attribute of having
acquired the illness of interest. In the case of infectious diseases the two categories
‘ill or not ill’ can be further split into four or more attribute levels, e.g., latently ill,
patently ill, susceptible, non-susceptible/immune. The relative occurrence frequen-
cies of these attribute levels over calendar time is then important. Many populations
are under surveillance for notifiable diseases and for vital events such as births and
deaths. Determinants of interest - in addition to calendar time — are age, sex, geo-
graphical area, exposure histories, etc.

The study base is a dynamic population under surveillance, a cohort sharing
some common exposure history, or repeated population cross-sections.
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The outcome parameters can be various statistics potentially useful for public
health decision-making. In outbreak studies important descriptive outcome
parameters (which we will not discuss further) include: attack rate, infectious
contact rate, the basic reproductive rate, effective transmission factor, the herd
immunity threshold, and measures of recurrence. In surveillance studies one is
interested in time trends in numbers of cases detected or in incidence or prevalence
rates. Modeling of the calendar time trends can be done using a moving averages
method, cubic spline smoothing, fitting of polynomial functions, or other methods
(See: Chap. 24).

When the size of a dynamic population is very large and approximately stable,
then pure counts of cases in successive periods are a valid way of describing the
pattern. Any rate calculation, i.e., dividing the counts by population size (prevalence
rate) or population time would lead to a useless gain in validity. Additional param-
eters may be calculated that help with the interpretation as to whether an increase in
counts in the population or in a particular segment of it (e.g., in a small area) is truly
unexpectedly high. For example, such increases (known as epidemics when real)
can be caused by new diagnostic methods that allow for the new identification of an
already-existing condition, increased public awareness of the phenomenon in ques-
tion, or altered notification behaviors for the event in question. These issues need to
be ruled out to determine whether an apparent increase in counts is reflective of a
true epidemic.

Another type of outcome parameter commonly used in epidemic pattern studies
is pseudo-rates (Textbox 6.1)

Textbox 6.1 Pseudo-rates

Pseudo-rates are ratios that intend to approximate real prevalence or incidence
rates. This is typically the case for world health statistics, for which the use
of pseudo-rate outcome parameters is entirely justified for efficiency reasons.
Examples include the crude birth rates and crude death rates reported by inter-
national institutions (e.g., World Bank 2010). See also: Chap. 22.

Crude birth rate, a pseudo-rate of population’s fertility, is calculated as
the ratio of (1) 1,000 times the number of live births to residents in the area in
a calendar year, to (2) the estimated mid-year population in the same area in
the same year. Both the numerator and the denominator of the ratio could be
derived separately from different registries.

Crude death rate, a pseudo-rate of mortality burden in a population, is
calculated as the ratio of (1) 1,000 times the number of deaths in the area in a
calendar year, to (2) the estimated mid-year population in the same area in the
same year


http://dx.doi.org/10.1007/978-94-007-5989-3_24
http://dx.doi.org/10.1007/978-94-007-5989-3_22

6 General Study Designs m

6.3.3 Cost Studies of lliness and Intervention (Code 1.g)

The economic burden of disease can be estimated with cost-of-illness studies, while
the costs of interventions to prevent or manage disease are estimated in
cost-of-intervention studies. The aim of this sub-section is to provide introductory
guidance about how to design prospective cost-of-illness or cost-of-intervention
studies. With sufficient methodological attention, cost data collected alongside
epidemiological studies can later be utilized in full economic evaluations. By com-
bining cost-of-illness and cost-of-intervention data with information about the
incremental health effects of alternative actions, the analyst can provide important
information that can be used to determine the best way to prevent or manage the
disease in situations of resource scarcity.

6.3.3.1 The Cost-of-lliness Study (Code 1.g. i)

Cost-of-illness studies measure the economic burden of disease. In other words,
they estimate the maximum monetary amount that could be gained if the disease
was hypothetically eradicated. The aim could be, for example, to highlight the
magnitude of the burden of asthma in school-going children in an area. In addition,
cost-of-illness information is commonly used as input data for economic evaluations
(e.g., cost-effectiveness studies, See: Chap. 24).

The study domain is determined by what is considered to be the appropriate cost
perspective (i.e., the perspective from which the cost is relevant). Illnesses typically
incur costs to patients or their families; to employers; and to governments and/or
third party payers, such as insurance companies. Each of these entities represents
its own cost perspective. The most comprehensive studies include all the above
perspectives, in which case the perspective is called societal.

The occurrence relation: Total cost can be decomposed in terms of direct and
indirect costs, capital and recurrent costs, or variable and fixed costs (See: Chap. 10).
Determinants of those can be, for example, sub-sections of society, duration or
severity of illness episodes, types of health care seeking behavior, or modifiers of
efficacy of treatments.

The study base is multiple for analyses with a societal perspective, because the
calculation of the outcome parameters is based on cost information from a variety
of sources and experiences. The familial costs are often obtained from case-series
or intervention study data, whereas the costs of health care utilization may require
financial information obtained from health facilities, health authorities, or health
insurance companies. There are two broad approaches to cost estimation. The first
is to model the cost retrospectively, while the second approach is to undertake pro-
spective costing alongside clinical or epidemiological studies. Calculation of illness
costs can be incidence-based or prevalence-based. Incidence-based studies estimate
lifetime costs of disease, and will therefore typically provide information about the
value of averting a case. Prevalence-based costs are less data-demanding and
therefore more commonly estimated; they represent a “snapshot” of the costs for a
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specified unit of time, and do not attempt to include longitudinal dimensions of
disease progression and incidence.

The outcome parameter can be the costs (total, direct, indirect, familial, societal,
etc.) associated with the illness episode, perhaps as a function of determinants.
These estimates are expressed in monetary units, often US$, Euros, or a local cur-
rency. When the analyst wishes to adjust the cost outcomes according to purchasing
power parities (e.g., to improve comparability across countries), International
Dollars may be used.

6.3.3.2 The Cost-of-Intervention Study (Code 1.g. ii)
Related to cost-of-illness studies, cost-of-intervention studies attempt to estimate
the various costs associated with an intervention.

The study domain: The study domain of a cost-of-intervention study is always
particularistic because costs depend on pre-existing resources and functionalities
within each particular community, and because local epidemiological and socioeco-
nomic factors usually influence the findings. Like cost-of-illness studies, the chosen
cost perspective will determine the study domain. A more comprehensive approach,
including costs of patients and caretakers, is warranted in the societal perspective.

The occurrence relation: The outcome variable is the total projected cost of
implementation of the preventive or therapeutic intervention. The costs are provided
for a defined population, level of service provision, and time period with respect to
the cost perspective of the study. Frequently, the total cost of one intervention is
compared to the total cost of ‘status quo’ care and/or to the cost of one or more
alternative intervention strategies. Adjustments are then often made to account for
the effectiveness of the alternative interventions.

The study base may be a prospective experimental cohort if the cost-of-interven-
tion study is nested within a trial. Several study bases are often used since the cost
data and intervention effectiveness data may be from multiple sources, both primary
and secondary (See also: Evans et al. 2005; Manheim 1998).

The outcome parameters may be a difference in costs between alternative inter-
ventions, typically called incremental costs. Sensitivity analyses or simulations are
frequently performed to explore how sensitive the outcome parameters are to uncer-
tainty in single parameters (such as coverage) and to consider the impact of the
combined uncertainty in all the parameters.

6.3.4 Meta-analytical Diagnostic Projects (Code 1.h)

Although meta-analysis is usually done with trials and etiologic studies, it can also
be done with diagnostic studies. Such meta-analytical diagnostic projects are usu-
ally ecological studies, though sometimes the individual data of the various studies
can be pooled. A more detailed discussion of meta-analytical studies is found in
Chap. 25.

The study domain and study base tend to be the same as for the individual
studies.
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The occurrence relations of interest are of variable nature. Determinants are
frequently calendar time and geographical area. The outcome parameters are meta-
regression parameters and pooled estimates e.g., using prevalence modeling.

6.4  General Design of Etiognostic Studies

Traditional etiologic studies (Code 2.a) comprise the traditional cohort study and
case—control studies (also called case-referent studies). They are the most important
and most widely used designs in observational causal-oriented health research
today, although their validity has now been challenged (Miettinen 2010; See:
Design 2.b).

6.4.1 Cohort Study (Code 2.a. )

In scientific cohort studies the study domain consists of an abstract type of persons
who are at risk for the outcome. Cohort studies may have a particularistic study
domain, however, if the aim is to study which factors were causal in a particular
group of people (rather than an abstract group).

The occurrence relation under study is the relation between the health-related
outcome and the determinant(s), conditional on potential and known confounders.
The occurrence relation might also address mediators of disease and/or effect
modifiers. The outcomes can be changes in continuous variables but are usually
first-time occurrences of events of interest. Presumed causal exposures must pre-
cede the outcome; therefore, the cohort is usually selected based on the absence of
the outcome(s) of interest. The exposure experience can be a time-delimited event
in the past (e.g., exposure to high-dose radioactive fallout), a summary character-
istic of a particular period in the past, or a stable characteristic (e.g., gene variants)
present during the period that participants are at risk (i.e., before they develop the
outcome of interest). The exposure must have had the time to act upon the develop-
ment of the illness outcome. This is critical in diseases with a long induction and/
or latency period, e.g., cancers. In other words, the exposure period must be etio-
logically relevant. For example, it makes no sense to study the effect of exposure
yesterday on the occurrence of cancer next week. In cohort studies the interest
may be in multiple exposures and multiple outcomes. When there are multiple
exposures of interest, their independent causal effects, interactions (effect modifi-
cation), and roles in mediating outcomes may be studied. As to the potential con-
founding factors, the evident concern is always with prognostic factors at the start of
the etiological period and with changes in prognostic factors during the follow-up
experience that are not caused by the determinant levels themselves. Special design
decisions can help avoiding biases resulting from confounding or from other
sources of bias (See: below).

The study base is a cohort. The cohort’s experience can be retrospective,
prospective, or ambispective in reference to the start of study implementation.
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Fig.6.2 The basic strategy of a typical cohort study. A cohort of at-risk subjects is selected first.
By definition, at-risk members do not yet have the outcome. Members are followed during a risk
period that usually begins at the start of individual follow-up (t=0). Positive etiognostic time rep-
resents the interval between t=0 and end of follow-up, which can occur due to developing the
outcome, death, or loss-to-follow-up. Outcome frequency is compared among exposed and unex-
posed cohort members

The study base is primary, meaning that the cohort of at-risk subjects is sampled
first and cases of outcome are identified subsequently in a defined risk period. The
start of individual follow-up is usually considered to be the start of that risk period.
Thus, etiologic time is considered positive, with time zero (t=0) being the start of
individual follow-up. Secondary study bases are used in case—control studies (next
sub-section). The basic strategy of a cohort study is shown in Fig. 6.2.

The outcome parameters commonly made use of are adjusted relative risks, inci-
dence rate ratios, hazard ratios, and beta coefficients of a Cox regression or log-
linear regression (See: Chaps. 22 and 24). Possible approaches to adjust for
confounding during analysis are mentioned in Chap. 22. As secondary outcome
parameters (i.e., derived from the estimators mentioned above) we mention the
attributable fraction (See: Chap. 22) and etiognostic probability functions (See:
Chap. 24).

6.4.2 Case-Control Studies (Code 2.a. ii)

In scientific case—control studies the study domain consists of an abstract category
of persons who potentially have the outcome as a result of the exposure(s).
Sometimes, however, the study domain is a particular confined group of people in
whom an outcome of unknown etiology occurred. For example, case—control stud-
ies are often done to study the causes of a particular infectious disease outbreak
(Giesecke 1994).
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Fig.6.3 Basic strategy of a
typical case—control study.
Cases are identified first and
their exposure histories are
characterized. Secondarily, a
group of controls is
identified, and the exposure
histories of the cases and
controls are compared
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The occurrence relation is the potentially causal relationship between the
health-related outcome and the exposures(s) under study, conditional on potential
and known confounders. There can also be an interest in mediators and effect
modifiers.

Similar to cohort studies, presumed causal exposures must precede the outcome,
and here too the exposure experience can be a time-delimited event in the past, a
feature of a past exposure period, or a current feature. In any case, exposures must
have had sufficient time to influence the development of the outcome. Confounding
factors are any potential or known determinants of the outcome that could be unbal-
anced between levels of the exposure under study. Special design decisions can
minimize the effects of confounding and sources of bias (See: next sub-section).

The study base is secondary (in contrast to the primary study base of the cohort
study). This means that cases of the outcome are identified first. Thereafter, one
secondarily identifies a group of persons (called the ‘controls’) who collectively
represent the source population from which the cases arose. The controls must rep-
resent the source population in terms of the ‘usual’ distribution of exposures, the
purpose being to compare this distribution with the ‘suspected unusual’ exposure
distribution among the cases. Proper selection of cases and controls and types of
selection bias are discussed in Chap. 9. Definition of the source population and of
the secondary study base is briefly discussed below. The basic strategy of the case—
control study (Fig. 6.3) is thus to determine whether a past exposure distribution is
different between cases and controls. In the cohort study, the anchor point of
etiognostic time (t=0) is the start of follow-up; however, in case control studies,
the anchor point of etiognostic time is the time of manifestation (cases) or
non-manifestation (controls) of the illness of interest. Etiognostic time in a case—
control study is thus considered to be negative: one identifies cases and controls and
then counts backward in time to compare past exposure histories. For example, one
would ask newly diagnosed lung cancer patients (cases) and appropriate controls
about their smoking during the period 5-10 years before the cancer occurred (or did
not occur).
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The outcome parameters tend to be different from those used in cohort studies.
Often used in case—control studies are adjusted odds ratios, i.e., beta coefficients of
a multiple logistic regression. In Chap. 22 we show that under certain conditions
adjusted incidence rate ratios can be calculated, and we provide an overview of
methods used to adjust for confounding during analysis. Methods to control for
confounding at the study design stage are discussed in Sect. 6.4.3.

6.4.2.1 Defining the Source Population and Study Base
in Case-Control Studies

The source population of the cases is the dynamic population from which the
cases arose. It is comprised of all people who would have been eligible to be a
case had that individual also developed the illness of interest. For example, if
cases are identified in a hospital, then the source population is all individuals who
would
* Be referred for treatment to that particular hospital if they developed the illness

of interest
* Come to the attention of the case—control researchers
» Fit the eligibility criteria for participation

As mentioned, the controls must collectively represent the source population.
They are a group of participants with an exposure pattern that is typical of the
source population. Control sampling will have to be independent of exposure, i.e.,
any level of exposure must not be ‘over-represented’ or the inverse. Controls must
not be a special group who actively avoided or engaged in the exposure. This is a
frequent problem when using controls identified in hospitals and less of a concern
with controls identified from the source population-at-large. When identifying such
a group one needs to take into account the implications of the definition of the
source population. For example, patients of a doctor who refers cases of the illness
to another hospital cannot become controls. If controls can be sampled from a
completely enumerated source population (e.g., from a well-defined occupational
cohort or a complete list of residences), the case—control study can be labeled as
population-based.

In nested case—control studies, the source population of the cases is simply the
cohort in which the cases were identified. In such studies the controls are usually
selected from those cohort members who did not become cases (Gordis 2004;
Porta et al. 2008). Nested case—control studies are often carried out to study the
effect of exposures that are very expensive or cumbersome to assess, such as those
requiring certain biochemical analyses. The nested case—control approach leads
to the possibility of doing these assessments only in cases and in a sample of the
other cohort members, thereby reducing study costs without compromising study
validity.

In cross-sectional status-based case—control studies the source population is
usually assumed to be adequately represented by the non-cases in the population
cross-section. With this design, there is no documentation of past exposure history
preceding the manifestation of the illness of interest. The most critical assumption
is that the illness of interest cannot cause the exposure (reverse causality). This is
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easiest to argue in the case of biological sex, socio-economic status, and other stable
distal determinants of illness (e.g., genotype). A further condition is that the cross-
sectional occurrence of the outcome must be nearly only influenced by frequency of
development of the condition, not by the frequency of its disappearance (by death,
preferential emigration out of study area, or cure). Study domain restrictions can be
very useful to increase the likelihood that the study will approach this ideal. For
example, in a cross-sectional status-based case—control study on possible causes of
hypertension in adolescents, one may restrict the study domain to adolescents who
never used anti-hypertensive medication or followed a salt-restriction diet, thereby
reducing the likelihood of including cured cases in the study.

6.4.3 Designs Measures to Avoid Bias in Etiologic Studies

1. Restriction of the study to single narrow levels, preferably null levels, of sus-
pected confounders can avoid confounding. For example, in a study of the poten-
tial causal effect of x on y, the confounders of interest may be alcohol consumption,
socioeconomic status, and obesity. This confounding would be avoided by doing
this study in normal-weight individuals of high socio-economic status who have
never consumed alcohol.

2. Exposure group matching can be an option in cohort studies. One can try to
select the ‘comparison groups’ such that prognostic factors are similarly distrib-
uted. For example, in a cohort study of the effect of occupational exposure x on
outcome y, with a concern for confounding by age, one could opt for a primary
study base composed of workers from two occupational settings: one in which
exposure x is frequent and the other in which it is non-existent. If several candi-
date settings with non-existing exposure to x are eligible, one would choose the
one in which the age distribution is very similar to the age distribution in the
index setting.

3. Individual matching may also be considered in cohort studies. This approach
consists of matching ‘exposed’ with ‘non-exposed’ subjects on the basis of
potential confounders. It can be a helpful strategy if the study base is primary.
When the study base is secondary (case—control studies), the matching of cases
and non-cases (‘controls’) is generally ineffective as a means of control for con-
founding. To see this, simply recall that in order to eliminate confounding, the
distribution of the confounder needs to be equal(ized) across levels of the expo-
sure, not across levels of case status. Individual matching in case—control studies
must therefore be discouraged (Miettinen 1999).

4. A prospective design may avoid some bias by allowing better standardization of
aspects of health care; follow-up procedures; the timetable of contacting par-
ticipants; and the types, accuracy, and precision of measurements. However,
even with this added level of control, loss to follow-up may be more strongly
related to prognosis in one exposure group than in the other, even if occurring
at a similar rate in exposed and non-exposed participants. This may thus
spuriously change the contrast in the remaining subjects. Losses to follow-up



118 J.Van den Broeck et al.

(censoring of information) therefore need to be carefully avoided, and reasons
for any losses to follow-up need to be recorded. This may be more feasible in a
prospective study.

Another issue, typical for prospective designs, is whether there are any design
decisions that can prevent dilution or reversal of exposure contrasts. This issue is
common in studies where the exposure is not a past event but a ‘continuous’
exposure ongoing during follow-up. Let us consider an example in which a
researcher is comparing a group of smokers (exposed) with a group of non-
smokers (non-exposed). During follow-up some of the exposed may quit smok-
ing (i.e., reversal of exposure), and some of the unexposed may start smoking. It
is often unethical to influence reversal of exposures. Indeed, it would be unethi-
cal to advise people to continue or start smoking. A prospective study, however,
allows for monitoring and documenting behavioral changes during follow-up,
thereby allowing for adjustments in the analysis stage of the study.

5. Blinding of the researchers may be of help to control for confounding.
Researchers may have strong expectations about the existence or direction of an
association between risk factor and outcome. Indeed, preconceptions can influ-
ence the researcher’s performance. This may lead to an unintentional trend to
positively identify expected outcomes among exposed or to mistakes in the anal-
ysis. This can happen with retrospective as well as in prospective designs.
Blinding of measurers/investigators as to the exposure status during data collec-
tion and analysis can be a useful design decision.

6.4.4 The Single Etiologic Study (Code 2.b)

We have mentioned that, in traditional cohort studies, etiognostic time is seen as
positive and the study base is primary. In case—control studies etiognostic time is
negative and the study base secondary. The single etiologic study proposed by
Miettinen (1999, 2004, 2010, 201 1b) differs from both these traditional approaches:

The study domain and occurrence relation are as usual but etiognostic time is
always treated as negative, irrespective of whether the study base is chosen to be
primary or secondary. This is considered necessary because etiognostic time can
logically only be negative: etiognostic issues can only be about whether something
occurring in a defined period prior to an outcome was causally linked to that out-
come. Note that the traditional cohort study fails in this respect, as etiognostic time
is positive in a cohort study. If a secondary study base is chosen, that study base
needs to be a representative sample of the source population of the cases, without
any consideration around case or non-case status (in contrast to the typical
case—control study). No matter whether the study base is primary or secondary, a case
group is compared to a reference series, the latter being a group preferably ran-
domly sampled from the source population. Note also that the traditional case—control
study typically fails to define the reference series as a random sample of the source
population. This representative sampling is necessary because it is the proper way
to arrive at valid direct estimation of the incidence rate ratio as the outcome param-
eter in etiognostic studies (Fig. 6.4).
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Fig.6.4 The basic strategy of the single etiologic study. Exposure history (in the relevant negative
etiognostic time segment) is characterized first in a group of cases arising from a source popula-
tion, which can be a cohort or a dynamic population. Once the source population is defined, a
representative/random sample of it is identified and the exposure history of the reference series is
assessed

6.4.5 Before-After Etiognostic Studies (Code 2.c)

The before-after etiognostic study, like the previous study types, compares two lev-
els of a determinant in terms of outcome frequency, and control for confounding is
attempted albeit in a less formal way. The aim is often to assess the impact of a
non-randomized policy intervention in a particular population.

The study domain is always particularistic.

As to the occurrence relation, the outcome in the simplest before-after etiog-
nostic study is a change in a population’s burden of an illness over a specified
period, and the determinant is a policy intervention implemented (usually) over
the same period (Fig. 6.5). One frequently omits measurement of the outcome
under the reference level of the determinant (in an area where the policy was not
implemented) based on the assumption that the change in the population’s bur-
den of illness would be zero without the intervention, or based on the assumption
that some trend or projection (as estimated from an external source) will apply to
the null level and can therefore serve as a reference state for comparison (as a
‘counterfactual’). Formal control for confounding is also frequently foregone,
based on the assumption that, during the observed period, no other major factors
caused a change in the population’s burden of illness aside from the implemented
policy.

The study base is the dynamic population under study.
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other prognostic factors about stable

Fig.6.5 Basic strategy of a typical before — after etiognostic study. The population burden of the
outcome is assessed before and after the exposure occurs or is introduced. The change in popula-
tion burden is attributed to the exposure assuming there that the influence of confounders was
negligible or was adjusted for

The outcome parameter is usually the change in population burden as such, or,
the amount by which the change differs from an expected value.

It should be noted that before-after etiognostic studies can be valid and yield
convincing results, provided of course that the mentioned assumptions are reason-
able. For example, a dramatic decrease of incidence of a water-born infectious dis-
ease may be shown to follow a massive immunization campaign against this disease,
while over the same period, no simultaneous policies to improve sanitation and
hygiene were implemented and no decrease due to seasonal variation is expected.

6.4.6 Meta-analytical Etiognostic Projects (Code 2.d)

The discussion on meta-analyses here is shortened for space constraints; however, a
further discussion of meta-analyses is found in Chap. 25.

The study domain of a meta-analytical etiognostic consists of the type of indi-
viduals or other observation units who potentially have the outcome of interest as a
consequence of the exposure(s).

The occurrence relation is usually the overall relationship between the
determinant(s) and the health-related phenomenon, adjusted for potential and
known confounders. However, there is often also interest in effect modifying factors
that cause heterogeneity in individual study results. In other words, meta-analyses
often aim to determine the overall exposure-outcome relationship and seek to iden-
tify sources of heterogeneity that might explain why some studies report one result
whereas others report a contradictory result.

The study base is the collective original cohorts, dynamic populations, and/or
population cross-sections.
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The outcome parameters are statistics demonstrating heterogeneity as well as
overall fixed and/or random effect estimates summarizing the collective evidence
from the original individual studies (See: Chap. 25).

6.5 General Design of Intervention-Prognostic Studies

This section deals with the general design of some typical types of intervention-
prognostic studies: the randomized controlled trial, the quasi-experimental trial, and
the cross-over trial, as well as one rare type of intervention study: the N-of-1 trial.
We also briefly mention meta-analyses of trials. A trial is a follow-up study looking
at the effects, intended and unintended, of one or more levels of at least one test
intervention (assigned in the context of the research study) on outcomes of interest.
One type or level of intervention is chosen to be the reference with which the other
intervention levels (called index levels) are compared. A randomized trial is a study
in which each observation unit has an independent and known chance of being allo-
cated to each of the intervention schemes under study. In a quasi-experimental trial,
considerations other than independent chance alone determine the allocation of
intervention levels (e.g., considerations of personal preference of participants or
communities). In a cross-over trial, observation units undergo randomized
sequences of intervention levels. In an N-of-1 trial, which is a particularistic inter-
vention study, there is only one observation unit, but the interventions under study
are allocated in successive, presumably independent treatment periods.

6.5.1 Randomized Controlled Trials: RCT (Code 3.a)

This class is a family of related general study designs and, before describing the
design elements common to all, we give an overview of the most prominent family
members, some of which form a family of their own.

1. The traditional clinical trial compares the course of illness between index and
reference patients over a specified and fixed period of individual follow-up time
after the start of an intervention. Individuals are assigned to the index or refer-
ence groups in a random fashion by randomization, with the aim of making the
groups prognostically comparable at the start of the intervention. The basic strat-
egy of a typical traditional clinical trial is illustrated in Fig. 6.6.

2. The dose—response trial addresses several levels of a same type of treatment and
has a special interest in the shape of the relationship between treatment level and
outcome variable. In a simple dose—response design there is randomization into
interventions of different intensity (e.g., differing drug doses). Usually, it has
more than two intervention arms. In a randomized withdrawal design random-
ization is into two groups with equal initial interventions, but then one arm’s
intensity of intervention is gradually decreased during follow-up.

3. In the cluster-randomized field trial intervention levels are targeted to (members
of) groups (clusters). They can be useful for a number of reasons (Smith and
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Fig.6.6 Basic strategy of
a typical traditional clinical
trial. A sample of
representatives of the target
population is randomly
assigned to either receive a
test intervention or a
comparison intervention.
Outcomes of interest (in the
example, improvement yes/
no) are assessed during a
fixed follow-up period

Representatives of
target population

Randomization

Improved

¢ Other intervention

Not

\[o]¢

improved

Improved

improved

Morrow 1996). First, the tested intervention may naturally concern whole
communities, e.g., education or sanitation interventions. Second, there are logis-
tical advantages of individuals living close together. Third, if all individual mem-
bers of a selected cluster are treated, one avoids the potential embarrassment
created by visiting only certain individuals in close communities. In the classic
design, clusters would be randomized to study intervention at baseline. The
stepped wedge design is an alternative design where all clusters would eventu-
ally receive the intervention, though commencement of the interventions occurs
at multiple time points. Indeed, it is the use of multiple time points, at which
clusters cross from no intervention to the study intervention that allows compari-
son between clusters. An example is the introduction of a new vaccine or new
vaccine protocol following demonstrated efficacy in Phase 3 trials. For opera-
tional logistic reasons the vaccine would be introduced in districts or other geo-
graphical areas (clusters) in staggered sequence. This staggered introduction
could be done in the context of a trial with a stepped wedge design.

4. Multiple intervention designs allow the investigator to study multiple interven-

tion types simultaneously. The most frequently used is the factorial trial, in
which all possible combinations of the different treatments define the study
arms. In the simplest case, the 2x2 factorial design trial, there are two treat-
ments, a and b, to be combined into four intervention levels: a alone, b alone, a
plus b, and no a plus no b. The advantage of the 2 x2 factorial design is that the
total sample size required to estimate the main effects is only half the total sam-
ple size required to do the two intervention experiments separately (this is
because one intervention is equally distributed within the other, so data can be
used to study the effects of both interventions). An additional advantage of the
factorial design is that it allows estimation of the effects of one treatment at each
level of the other treatment, which allows for examining interactions between
treatments. There exist many other typical designs that combine the study of
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many intervention types in a single experiment. Unlike the factorial design, they
do not combine all possible levels of all treatments and are therefore referred to
as ‘incomplete experimental designs.’ These types of studies are often done in
industrial and agricultural sciences, yet are seldom in epidemiology. Examples
are Latin squares, Graeco-Latin squares, and incomplete block designs. For fur-
ther reading on multiple invention studies, See: Kirk (1994) and Armitage and

Berry (1988).

Common design features of randomized controlled trials include the following:

The study domain consists of a type of individual or population in which the
index intervention level(s) could have a beneficial effect and a favorable safety
profile.

In the occurrence relation the interventions are the exposures of interest. The
outcomes of interest may be the occurrence and/or timing of desired and undesired
events, or changes in continuous health-relevant attributes. The outcome variable is
sometimes chosen to be a biomarker (Textbox 6.2) or a dichotomous variable
expressing the attribute of ‘treatment failure or success’. Sometimes a set of possi-
ble ‘endpoints’ (e.g., death, abandonment of treatment, illness worsening, etc.) may
be involved in the definition of a composite attribute. There is always an interest in
controlling for confounding, and there may also be an interest in effect modifica-
tion. As to the potential confounding factors, the evident concern is always, as will
be described below, with how successful the randomization was in balancing prog-
nostic factors among intervention arms, and with possible changes in prognostic
factors during follow-up (that are not caused by the intervention levels themselves).
This is equivalent to the concerns about confounding in follow-up based etiognostic
studies.

The study base is a prospective experimental cohort (or rarely a dynamic popu-
lation). The duration of follow-up in intervention-prognostic studies can be planned
according to interests in short-, medium-, or long-term effects of the intervention,
but in practice the actual duration is guided by ethical principles relating to moni-
toring for changing degrees of equipoise and shifting balances of safety
parameters.

The outcome parameter can be an (adjusted) relative risk, incidence rate ratio,
hazard ratio, difference in incidence risk/rate/median time till events, or an (adjusted)
difference in change in a continuous outcome variable. When the study aim is quali-
tative (about the existence of an effect) rather than quantitative (about the magnitude
of an effect), the P-value from a statistical test is the typical outcome parameter.
Intention to treat analyses produce estimates and P-values based on comparisons of
intervention groups as initially randomized (White et al. 2011), irrespective of
whether a participant is known to be non-compliant with the randomly assigned
intervention. In RCT’s a secondary outcome parameter can be, among others, the
‘number needed to treat’ (Cook and Sackett 1995), and the preventive fraction.
Miettinen (2010, 2011b) has proposed that evidence from trials can be used to
construct prognostic probability functions (See: Chap. 24), and presented as a
smooth-in-time risk prediction function (Hanley and Miettinen 2009) that uses
intervention level as well as individual prognostic factors as predictor variables.
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Textbox 6.2 Biomarkers

Biomarkers include cellular, biochemical, or molecular indicators of biologi-
cal, subclinical, or clinical effects (Porta et al. 2008). Biomarker levels are most
commonly used as primary endpoints in clinical trials in situations where the
biomarker is strongly correlated with the clinical outcome-of-interest and yet
measurable earlier in the course of disease/follow-up. An example would be
the use of biochemical lipid profiles as an outcome rather than coronary
events, even though reduction in risk of coronary events is the long-term goal.
Beyond the use of biomarkers as primary endpoints, biomarkers can also be
used in interim analyses of clinical trials as a basis for stopping rules. If a
‘validity trial’ indicates that a surrogate biomarker is a valid predictor of an
adverse outcome-of-interest, that biomarker can be analyzed during the trial
to monitor for potential harm to participants. Such interim analyses are often
conducted by independent Data Safety Monitoring Boards.

6.5.1.1 Methods of Randomization

Random allocation of intervention types or levels aims to ensure that treatment
groups are comparable as to the baseline prognostic factors that could act as
confounders (known and unknown). Several methods of randomization exist,
though not all are optimal. Randomization must be fully concealed, i.e., it must
be impossible for the researcher to know what treatment the next enrolled subject
will get. Poorly concealed methods — such as tossing a coin, the sealed envelope
method, and lists of random numbers for sequential allocation — are amenable to
undue manipulation and are therefore sub-optimal. Better methods include third-
party randomization, in which an independent person allocates a random assign-
ment (over the phone, online, or by some other method) and keeps the
randomization list secret until after the study analysis is complete. A similar
approach might involve an independent pharmacist, who prepares randomly
numbered medication or placebo packages and conceals the chemical contents
from the patient and physician; packages are then sequentially allocated to
patients. In general, randomization methods that involve third-party randomiza-
tion are considered best.

With non-stratified randomization, chance alone decides the allocation.
However, there may still be considerably more patients with a worse prognosis in
one of the randomized groups. Stratified randomization (in strata of a prognostic
factor) can alleviate this issue by optimizing the prognostic comparability of treat-
ment groups. In other words, stratified randomization increases the likelihood that
both groups are equal in prognosis. Such a method involves separate randomiza-
tion lists within prognostic groups, e.g., subjects with a good prognosis are ran-
domized using one randomization list and subjects with a poor prognosis are
randomized using another list.
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Block randomization aims to ensure a constant balance of numbers enrolled in
the different arms throughout the enrollment period. It bases the allocations on ran-
domly ordered intervention arms within small blocks of a fixed size. The rationale
is usually to maintain balanced treatment group assignments even when enrollment
is prematurely halted.

Minimization is an alternative to blocking and stratification (Treasure and
MacRae 1998). With minimization, the chances of a next participant being allocated
to a particular treatment arm depend on any random imbalances among treatment
arms in terms of important prognostic factors. For example, if there is an accumula-
tion of individuals with a bad prognosis in group A, the next individual with a bad
prognosis is more likely to be assigned to group B, the result being to decrease the
imbalance between groups.

6.5.2 Design Decisions to Avoid Bias in Trials

In addition to randomization, there are many other design decisions that can enhance

the internal validity in a trial, including the following:

1. Standardization of procedures — To maintain comparability between intervention
groups during follow-up, the groups need to receive equal attention (through
standardization of procedures) with regards to study contacts (frequency, dura-
tion); concomitant treatments and support; and types and quality of measure-
ments. Put most simply, differential treatment of groups needs to be avoided.

2. Blinding — To avoid prognostic divergence for reasons other than the interven-
tion, it is crucial to include blinding of treatment allocations. In single blinding,
the patient does not know his or her type of intervention (but the study staff is not
blinded). This approach is usually inadequate, as study staff may have a con-
scious or unconscious bias towards one treatment group or another. In the more
preferable double blinding, neither the patient nor the investigator/data collec-
tors know what type of intervention the patient is receiving. In triple blinding,
the data analysts are also blinded from the treatment allocation and are only told
whether a participant has been assigned to group A, B, C, etc. It is worth noting
that for blinding to be successful, the intervention’s appearance, taste, texture,
and other discerning properties need to be the same in each treatment arm. If the
study participant, investigative staff, or analysts can discern one group from the
other, then blinding is not possible.

3. Promotion of retention and adherence — The degree to which the patient cor-
rectly adheres to the allocated treatment is a prognostic factor. This generally
means that good compliers tend to fare better than poor compliers, even under
placebo treatment. Propensity to compliance can be randomized but, especially
without double blinding, compliance rates may diverge over time, e.g., if
groups are differentially influenced by participant-staff interactions or by
whether the participants believe they have been assigned to a particular group.
Drop-out for reasons unrelated to prognosis tends to only affect the power of
statistical analysis. But if drop-out is more related to prognosis in one group
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Fig.6.7 An example of
unplanned cross-over among
treatment arms in a trial.
Participants are randomly
assigned to receive either
medical or surgical treatment.
Part of those assigned to
surgery refuse surgery and
get medical treatment, and
part of those assigned to
medical treatment require
surgery during follow-up.
The consequence is an
unintended change in contrast
between the initially
randomized groups
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than in another, then drop-out tends to also affect comparability and create
bias. Efforts to avoid drop-out should therefore be equal in all comparison
groups, and the reasons for dropout should be monitored with a special focus
on whether the drop-out is prognosis-related. Additional issues of retention
and adherence are discussed further in Chap. 17.

4. Avoidance of unplanned cross-over — A special form of lack of adherence is

unplanned cross-over, which changes the exposure contrast between intervention
groups. Maintaining the exposure contrast during follow-up can be challenging.
Figure 6.7 illustrates this for a hypothetical scenario in which patients are be
randomized to receive either medical or surgical treatment. In this particular
example, cross-over is largely unavoidable. Occasionally one may be able to
define the treatments not strictly as ‘medical’ and ‘surgical’ but as broader types
of treatment strategies (including rules about changes in treatment under certain
conditions). This could then be accompanied by a restriction in study domain to
patients with levels of severity that allow any of the alternative strategies to be
initiated.

6.5.3 Quasi-Experimental Trials (Code 3.b)

In a quasi-experimental trial other considerations than chance determine the alloca-

tion of intervention levels.

The study domain of a quasi-experimental trial, in principal, does not differ from
the study domain of a randomized controlled trial.
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The occurrence relation is also similar to the randomized controlled trial, but in
the quasi-experimental trial confounding cannot usually be effectively controlled
for by design decisions. Thus, confounders more often need measurement and for-
mal inclusion into the occurrence relation at the analysis stage. In quasi-experimental
trials, intervention-level allocation can be preference-based (preference of patient
and/or physician) or involve some other systematic approach, e.g., alternate alloca-
tion, alternate-day allocation. The treatment allocation method is thus influenced by
factors other than chance alone. These other factors may be related to prognosis,
e.g., the physician may be convinced that the test treatment is superior and make
sure all of the high-risk patients get it, leaving the control arm to the low-risk
patients. The result is that the treatment arms are unlikely to be prognosis-equivalent
at baseline. Randomization is therefore generally preferred, as it intends to ran-
domly distribute prognostic factor levels over the treatment arms, and thus to make
the treatment arms comparable in terms of prognosis. Nevertheless, adjustment of
all relevant baseline prognostic factors in the analysis can help to overcome the
aforementioned disadvantage of quasi-experimental trials.

The study base of a quasi-experimental trial is usually a cohort. It is generally
preferable to have concurrent controls. However, sometimes person-time from his-
torical (treated or untreated) controls is used, in which case the researcher must
rely on the quality of the controls’ medical records, and special concerns arise about
comparability of information with the treated group.

For outcome parameters, see: randomized controlled trials. When historical con-
trols are used, efficacy of the test intervention is sometimes estimated by (1) con-
structing a prediction model of the outcome of interest by using the controls’ data,
and (2) comparing model-predicted outcomes with observed outcomes among those
receiving the test intervention.

6.5.4 Cross-Over Trials (Code 3.c)

Cross-over trials differ from randomized controlled trials in that the observation
units are not randomized into a single intervention level but into a sequence of sev-
eral intervention levels, often including a run-in null intervention period and some-
times also ‘washout’ null intervention periods between active intervention periods
(Fig. 6.8). The purpose of the cross-over trial is not to learn about the relative effects
of particular sequences but about the effects of the component treatments, obviously
under the assumption that ‘carry-over’ effects between phases are negligible.
Consequently, cross-over trials are not useful if one or several treatments included
in the sequence have a substantial effect on the course of illness, e.g., if it cures the
disease within follow-up time or if one of the treatments is surgical.

The study domain is usually a chronic disease about which the treatments being
evaluated might provide relief of symptoms.

The occurrence relation: The outcome is illness status or symptom status; the
determinants are the intervention types or levels. Confounders are taken into account
through randomization. Effects can be modified by period (period effects).
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The study base is a cohort experience over specified successive periods. A run-in
period may allow the researcher to do extensive baseline assessments and some-
times to increase comparability of the groups, e.g., by standardizing diet for 2—4
weeks prior to the first intervention period. When a small carry-over effect from one
intervention period to the next is considered plausible, then a washout period of an
appropriate length may be inserted before start of the next period.

Outcome parameters: The main effects of the treatments are usually studied with
t-tests. Even with washout periods, there can be period effects, i.e., the effect of a
treatment may depend on whether it comes first or second. Therefore, more advanced
analytical approaches may be necessary to investigate treatment-period interac-
tions. For further reading on this topic, See: Armitage and Berry (1988).

6.5.5 N-of-1Trials (Code 3.d)

N-of-1 trials can be useful in illnesses where individual variation in treatment
responsiveness is known to be large and the optimal dose or type of intervention
cannot be assessed in another way.

The study domain is particularistic because the aim of an N-of-1 trial is to select
the optimal treatment for a single individual patient.

That individual solely constitutes the study base (i.e., a cohort of size 1).
Generalizability (external validity) beyond the individual patient is obviously lim-
ited. The N-of-1 trial must therefore be seen as a structured attempt at therapy or as
a procedure to assess patient responsiveness rather than as a scientific experiment.
The methodology of N-of-1 trials developed from investigations of adverse drug
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reactions, as in ‘de-challenge and re-challenge’ tests. Similar to such tests and to
cross-over trials, the N-of-1 trial is based on an assumption that changes in treat-
ment will have fast effects.

As to the occurrence relation, we briefly mention the most widely used method
(Sackett et al. 1991). This method involves a single patient who undergoes a series
of pairs of treatment periods. Each pair of treatment periods includes one period of
the ‘experimental therapy’ and one period of a placebo or other control treatment.
The order of treatment type within each pair is determined by randomization, and to
the extent possible, both the clinician and patient are blinded to the treatment being
given during any given period. The outcomes are usually relief of symptoms/signs
and these are monitored continuously or very often.

6.5.6 Meta-analytical Intervention-Prognostic Projects (Code 3.e)

In meta-analyses of trials the study domain consists of the type of person who
potentially benefit from the intervention.

The occurrence relation under study is (1) the overall relationship between the
health-related outcome and the intervention(s), conditional on the potential and known
confounders, and (2) modifying factors related to heterogeneity in study results.

The study base is the evidence from the included cohorts and/or dynamic
populations.

The outcome parameters are statistics demonstrating heterogeneity as well as
overall fixed and/or random effect estimates summarizing the aggregate effect
observed in the collection of individual studies included in the analysis (See:
Chap. 25).

6.6  General Design of Descriptive-Prognostic Studies

Addressing descriptive-prognostic research questions typically involves the con-
struction of risk functions and/or survival functions for outcome events of interest.
Descriptive-prognostic studies can be set up specifically and uniquely with this goal
in mind. More often, however, descriptive-prognostic research questions are part of
a set of research questions addressed in one study that also addresses etiognostic or
intervention-prognostic questions.

6.6.1 Clinical Prediction Studies (Code 4.a)

The study domain of a clinical prediction study can be either a type of persons for
whom the risk of development of a particular illness or a particular sickness pattern
is of interest, or, a type of ill persons for whom the risk for a particular course of
illness is of interest.
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The occurrence relation of a descriptive-prognostic study only concerns the
outcome and determinants, and there are no concerns about confounding or media-
tion. The outcome is an event potentially occurring sometime after the prognosis is
made. The predictors tend to be individual prognostic indicators, individual treat-
ments, behaviors, and adherence issues.

The study base can be an experimental cohort, though observational cohorts are
most often used.

The outcome parameters are the coefficients and terms of the risk prediction
function, together with the results of validation studies of this prediction model
(See: below and Chap. 24). The construction of the risk function tends to be a
straightforward extension of the analysis of a trial or follow-up etiognostic study.
For example, a logistic regression function, which is a common output from etiog-
nostic studies, can readily be transformed into a risk function. Similarly, a trial can
be analyzed using treatment level as one of the independent variables in a logistic
regression analysis, and the logistic regression results can be transformed into a risk
function (Miettinen 2010). Nevertheless, issues of over-fitting and useful model
reductions may require special attention. An extensive overview of issues and prac-
tical methods of developing validated clinical prediction models can be found in
Steyerberg (2009).

6.6.2 Forecasting Studies (Code 4.b)

The community medicine equivalent of the clinical prediction study is called the
forecasting study. The general design is equivalent.

The study domain of a forecasting study consists of a type of community for
which there is an interest in the future risk for a particular pattern of morbidity or in
the risk of a particular change in an existing pattern.

In the occurrence relation the outcome is represented by an ecological variable,
e.g., the prevalence of malaria or increase of malaria incidence above a chosen
alarming threshold value. The predictors also tend to be only ecological variables
although individuals’ data may be involved when a multi-level approach to analysis
is taken. In the example of alarming malaria incidence, the predictors in a dynamic
forecasting function may include, among others, mosquito density, species compo-
sition and behavior, hydrological and meteorological variables, parameters of resis-
tance to anti-malarial drugs, and other variables characterizing the epidemic pattern
of malaria in the same or surrounding areas.

The study base is one or several experimental or observational cohorts that have
provided measurement values of outcomes and predictors.

The outcome parameters are the coefficients and terms of a forecasting function,
usually together with the results of validation studies. If a surveillance system is in
place, then predictor information can be used to give early warnings about a com-
munity health issue. It is important to note that the predictors themselves may
require separate modeling exercises.
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Fig.6.9 Example of the use L
of Receiver Operating Model A
Characteristic (ROC) curves
in the evaluation of
prognostic models. Two
alternative prognostic models
for death within a specified
period are compared. Model
A appears superior since the
ROC curve is closer to the
upper left corner (i.e., the
point of perfect sensitivity
and specificity) and has a
larger area under the curve
(AUC)

Sensitivity (%)

1 - specificity (%)

6.6.3 Descriptive-Prognostic Model Validation

The validation of a clinical prediction or forecasting model can be internal or
external.

Internal validation uses part or all of the data that were used for model construc-
tion. Classical methods of internal validation include the split-sample method and
bootstrap validation. External validation is based on the application of the risk
model to a group of subjects whose data were not used for model construction, e.g.,
patients from another site. In instances where the risk prediction score can be
dichotomized and then validated against a gold standard dichotomous outcome, the
area under the ROC curve (a plot of sensitivity against 1-specificity) can be used to
compare the performance of alternative prediction models (Fig. 6.9).

The accuracy of the prediction model can be assessed by the goodness-of-fit
between the predicted and observed risks, which can be done separately in catego-
ries of predicted risk. Making a risk function applicable to another population may
require re-calibration of the function and models, and any validated function may
require updating after some time (See: Chap. 24).

6.7  General Design of Methods-Oriented Studies

The purpose of any methods-oriented study is to create evidence about some aspect
of the performance or utility of a research procedure (See: Chap. 4).

The domain of a methods-oriented study is the type of methodological issue
or situation about which evidence is created. That domain can be either
general-scientific or it may be restricted to a particular situation (i.e., particularistic).
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For example, information on the agreement between measurement values obtained
by two highly standardized but different measurement methods (for the same attri-
bute) may be highly generalizable. On the other hand, the acceptability and the
validity of a tool may pertain to a particular cultural setting alone and not be gener-
alizable to other settings.

The study base of a methods-oriented study can be a cohort followed for a very
short period (e.g., in test-retest studies), but it can also be a population
cross-section.

In the remainder of this section, we give a brief overview of possible occurrence
relations and outcome parameters in a number of broad sub-types of methods-
oriented studies.

6.7.1 Procedural Validity Studies (Code 5.a)

In such studies the interest may be in the internal consistency of a single complex
procedure, such as a multi-item measurement scale. Cronbach’s a is a frequently
used outcome parameter. There may also be an interest in rates of missing values,
particular rates of misclassification, or of erroneous outliers, perhaps as a function
of different circumstances. The interest of a procedural validity study may also be
in determining causes of bias. In such instances, regression methods can be used to
model bias as a function of a set of determinants. The aim is then descriptive or
analytical.

It is sometimes possible to compare a procedure’s results with those of a ‘gold
standard’ procedure. The results of these comparisons, based on paired measure-
ments, are frequently expressed as rates of misclassification, average bias, limits of
agreement (Bland and Altman 1986), Kappa statistics (Siegel and Castellan 1988),
Sign test statistics, and correlation coefficients. For more details, See: Chap. 11. As
an extension of this logic, sometimes the relative validity of two procedures can be
assessed by comparing both with a gold standard method. The procedure leading to
the lowest misclassification rates, highest agreement, etc. would then be considered
the more valid of the two. If there is no gold standard, then the relative validity of
two alternative procedures can sometimes be compared using their convergent
validity. In other words, if the attribute being measured by the two alternative pro-
cedures is known to be very strongly related to another attribute, one can examine
which of the two procedures leads to the strongest relationship with that other attri-
bute. The procedure with the strongest relationship would then be considered the
more valid of the two.

6.7.2 Procedural Reproducibility Studies (Code 5.b)

In this study type, the interest is in the reproducibility of a single procedure. Based
on independent replicate measurements, one often calculates one or more of the fol-
lowing reproducibility statistics: coefficient of variation (CV); technical error of
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measurement (TEM); reliability coefficient (RC); and intra-class correlation
coefficients (ICC). These can be calculated in test-retest studies. In a test-retest
study, the replicates can be made by the same observer, a different observer, or a mix
of both. In this way inter- and intra-observer reproducibility statistics can be
obtained. For more detail, See: Chap. 11.

The interest may also be in the reproducibility of a procedure under special cir-
cumstances. Comparison is then needed with the degree of reproducibility obtained
in usual circumstances. F-tests may be used to make these comparisons in the case
of continuous outcome variables. Determinants of reproducibility can be studied by
modeling error rates or variances.

6.7.3 Procedural Cost Studies (Code 5.c)

The overall purpose of procedural cost studies is to determine the cost of specific

research procedures or to determine the most cost-effective procedure for a given

research aim. This may be accomplished through one or more of the following
activities:

* To collect information on and evaluate costs associated with various stages of a
research study. This activity is usually performed in “pilot’ or feasibility studies.
Examples include assessing the cost of different sampling and recruitment strate-
gies, such as conducting surveys by going door-to-door versus sending surveys
in the post. The financial feasibility will differ by geographical location, charac-
teristics of the study population, nature of the study questionnaire, and availabil-
ity of study personnel, among other factors

* To compare the efficiency of two or more alternate procedures, usually weighing
financial costs with validity
The cost of a research design or procedure consists of capital costs (e.g., procure-

ment of necessary machinery and tools), operational costs (e.g., wages and infra-

structure resources), cost to research participants (e.g., reimbursements for travel),
and time allocation on the part of researchers and participants. There are also cost
implications of different sample size scenarios, sampling schema, recruitment strat-
egies, retention strategies, and follow-up procedures. Pilot studies may be con-
ducted specifically to define these attributes and hence the costs of a research study.

6.7.4 Procedural Acceptability Studies (Code 5.d)

Even if one procedure is determined to be more valid than another, sometimes it
may be less acceptable and therefore be less desirable. If study participants find the
procedure to be unacceptable, they will not consent at the time of enrollment, and
they may refuse a certain procedure after enrollment. These are undesirable circum-
stances; therefore, when planning a study it is important to select the procedure that
best balances validity and acceptability. Documenting acceptability may be chal-
lenging, but is usually assessed indirectly using refusal rates and directly by asking
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participants questions about acceptability. Qualitative research methods (e.g., focus
group discussions) are commonly seen as a useful alternative.

When the specific aims are clear and the appropriate general study design is
chosen and described, the essence of the research plan is in place and some
practical and efficiency considerations are next on the agenda of the proposal
developer. First, there are considerations around study size, which will be a
major determinant of a study’s efficiency and the amount of information that
will be produced. This brings us to Chap. 7.
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Validity considerations alone are often sufficient to imply that
zero is the optimal size.

Olli S. Miettinen

Abstract

In planning and proposing a study, a paramount concern is the likelihood that the
study will provide useful or meaningful information. An important factor in
demonstrating that a study will be informative is sample size. If a study has a
sub-optimal number of subjects, it may be under-powered to detect statistical
significance even in the presence of a true effect, or estimates produced by the
study may lack useful precision. On the other hand, if a study has too many sub-
jects, one may encounter resource limitations and ethical issues associated with
exposing an unnecessarily large number of subjects to risk. An optimal study
size therefore balances the need for adequate statistical power or precision, the
limited nature of resources, and the ethical obligation to limit exposure to risk.
As such, study proposals and scientific papers often include sections on the
planning of study size. This chapter begins with an exploration of various factors
that contribute to optimal study size. We then briefly review some useful sample
size calculations in the contexts of surveys, cohort studies, case—control studies,
and randomized trials.
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7.1 The Concept of Optimal Study Size

Assuming that a study is perfectly valid, we are presented with an issue of how
informative that study will be, a main determinant of which is sample size or study
size. These synonymous terms are used to describe the number of subjects in a
study. A concern of most reviewers of study proposals is whether the amount of
information produced by a study will be large enough to make a ‘substantial
contribution.” Therefore, study size becomes a critical issue not only for planning
studies but also for obtaining funding.

This situation raises many difficult questions: What is a ‘substantial contribution?’
Is a ‘substantial contribution’ the same for all stakeholders and for all study
objectives? Is there — or under what conditions is there — a way to determine optimal
study size? These questions demand complex answers that have been the subjects of
many textbooks. Space constraints preclude a fully comprehensive review of this topic
here; however, the present chapter deals with these questions in an introductory
manner and provides useful tools and equations to make arguments about study size.
Selected terms and concepts relevant to this discussion are listed in Panel 7.1.

Panel 7.1 Selected Terms and Concepts Relevant to Study Size Planning

Clinical relevance Potential to have a meaningful effect on clinical practice

Community health relevance Potential to have a meaningful effect on
community health

Dropout rate Proportion (or percentage) of enrolled participants who have
an unplanned early cessation of individual follow-up

Optimal study size A desirable yet realistic number of study participants
based on ethical, scientific, and efficiency considerations. Only participants
who contribute data to the analysis (i.e., those who do not drop out of the
study) are included in optimal study size figures

Population size (Abbr., N) The total size of a target population

Power The probability of detecting a statistically significant association of
a particular magnitude or greater when a true association exists

Precision (of an estimate) Degree of lack of random error. In practice,
precision is taken to be the narrowness of the confidence interval

Refusal rate Rate of non-participation among eligible observation units
invited to participate (those who refuse to participate cannot, by definition,
contribute to a dropout rate)

Sample size (Abbr., n; Syn., study size) (1) Number of sampled individuals
to be approached for possible inclusion as participants. (2) Number of
observation units that contribute data available for analysis

(continued)
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Panel 7.1 (continued)

Sample size calculation An aspect of study size planning consisting of a
statistical determination of the number of participants needed to satisfy
concerns about precision of estimates or power to detect an anticipated
effect

Sampling fraction Sample size n divided by target population size N

Sample size planning Determination of optimal study size

Significance level (of a null hypothesis test) A pre-determined P-value (o)
below which an obtained P-value is labeled ‘statistically significant’ or at/
above which an obtained P-value is labeled ‘statistically non-significant’

Stakeholders (of a research study) Persons, institutions, or communities
with an interest in a research study or that can be affected by a study or its
results

7.1.1 Factors Influencing Optimal Study Size

The planning of study size is often presented as a pure matter of statistical calculations
of sample size and/or power. We urge readers who have not already done so to
embrace a broader view: that there are generally no statistical means of determining
what the optimal study size is (Miettinen 1985) because non-statistical factors
greatly influence what is considered to be the optimal study size. A few reflections
may clarify and illustrate this point.

First, problems with internal validity reduce the amount of information gained
by all studies to varying degrees, even when that information is generated from very
large studies. If we imagine that an idealized perfect study provides 100 ‘units of
information,” any real study will provide only a fraction of that amount. In a real
study, the maximum amount of information that a study can provide depends on the
design of the study, and as that study progresses, information is lost from various
errors or issues. Thus, even if it were possible to design a perfect study with the
potential to provide 100 ‘units of information,” measurement error and the most
minor ethical mishaps (both of which are impossible to avoid completely) will
cause information to be ‘lost.” Since we cannot measure the amount of information
that a study can potentially provide or how much has been lost, we cannot account
for ‘information loss’ using statistical means of determining optimal study size. By
an extension of logic, therefore, using only statistics to determine optimal study size
is impossible. Statistical calculations of study size do indeed help us to maximize
the likelihood that a given study will be provide an acceptable amount of information;
however, study size calculations must always be contextualized and modified with
non-statistical factors.

Second, apart from validity concerns and ‘information loss,” a variety of additional
factors co-determine what study size will be perceived as useful or optimal, and
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these factors tend to differ according to the study design. For example, the optimal
size of a Phase-1 trial is very low (typically n=6-12) because of ethical consider-
ations. This type of study carries high risk because it represents the first time humans
are being exposed to a new pharmaceutical formulation. The risks are unknown and
therefore considered to be very high; therefore, an optimal sample size might be
n=10 in spite of statistical arguments suggesting that n=50 is better. In this case,
ethical considerations are valued more highly than the additional information that
40 more participants would provide. On the other hand, a Phase-3 trial might be
very large (on the order n=10,000). At this stage, the short-to-medium-term safety
and tolerability of a pharmaceutical formulation is better understood, and only
reasonably safe interventions are considered suitable for a Phase-3 trial. In this study
design, the primary objective is to assess effect sizes and medium-to-long-term
safety, both of which can be quite small and relate to rare events. Consequently, the
optimal size of a Phase-3 trial using the same formulation as a Phase-I study might
be three orders of magnitude larger.

Third, financial and other resource limitations can ultimately weigh heavily on
the perceived usefulness of study size. Since resource availability is sometimes
dynamic during a study, the perceived optimal size of a study can change during the
data collection phase of a prospective study. Such changes in perceived optimal study
size can relate to an entire study, but sometimes optimal study size changes for one
specific aim but not another. To illustrate this point, let us consider a 3-year-long
prospective study in which Specific Aim 1 is to investigate whether zinc deficiency
increases the risk of acquiring acute cholera and the severity of the disease, and Specific
Aim 2 is designed to test whether various factors are effect modifiers for the effect
of zinc deficiency. In year 2, the funding agency experiences financial difficulties that
force redistribution of research funding, requiring the research team to scale back the
study. Since effect modification tends to increase the optimal study size considerably,
the research team and the funding agency meet and agree to re-craft Specific Aim 2
to address only the two most important effect modifiers. Such a decision reduces the
overall study size by 30 % and reduces the optimal study size for Specific Aim 2,
while potentially having no study size consequences for Specific Aim 1.

From the above we deduce that scientific, ethical, and practical concerns drive study
size planning. Though we highlighted only one factor for each of the three dimensions,
many factors may need to be considered when optimal size is to be determined.
Table 7.1 summarizes several of these factors, most of which are derived directly
from the general principles of epidemiology (See: Chap. 1). The discussion above
and Table 7.1 indicate that study size optimization is complex process involving the
simultaneous consideration of numerous counter-acting phenomena.

7.1.2 Useful Precision or Power
One of the major considerations listed in Table 7.1 concerns a desired limit of precision

for an estimate or a minimum power and significance for the detection of an anticipated
effect, beyond which evidence is considered increasingly useless. The epidemiological
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Table 7.1 Considerations for determining optimal study size for a single specific aim

Dimension of concern
Ethical

Scientific/methodological

Practical

Factor influencing optimal study size

Need to maximize societal relevance through
stratified analysis for sub-layers of society
(Particularistic studies)

Need to minimize cumulative burden of study
participation in non-minimal-risk studies
Need to minimize potential harm

Scientific interest in effect modification
Internal validity problems that cannot be
adequately adjusted for in the analysis

Need for adjustments of outcome parameter
estimates

Need for efficiency and parsimony of design
Minor design decisions, e.g., choice for a
continuous outcome variable rather than a
categorical one

Interest in effect size or shape of relationship
rather than the mere existence of an effect
Existence of a desired limit of precision

for an estimate; a minimum statistical power
and significance level for the detection of an
anticipated effect, beyond which evidence

is considered increasingly useless

(e.g., to a main stakeholder)

Meta-analysis

Existence of an upper threshold of study
budget or a requirement to minimize costs
Existence of a restriction in access to a vital
implementation resource, €.g., a particular
type of study personnel

Natural limits to the amount of accessible
observation units or information

Expected refusal and dropout rates

Usual direction
of influence
on study size

T

L0

dto0

T

To within size
leading to useful
precision

7T to maximum

4
\

d to limit

T

and statistical literature on sample size has mainly focused on this aspect, and later in
this chapter we will further expand on such statistical aspects of study size planning.
As mentioned previously, the use of statistics to determine the optimal study size
must be contextualized with the factors discussed above and in Table 7.1.

7.1.2.1 The Range of Useful Precision
Outcome parameter estimates consist of a point estimate, surrounded by an interval
estimate. For example, a point estimate of a prevalence rate is surrounded by a 95 %
confidence interval. The interval estimate is an expression of the uncertainty
surrounding the point estimate and derives mainly from sampling variation as well
as measurement variation/error. In general, the degree of uncertainty is inversely
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related to the size of the study. On one hand, if a study is too small, the uncertainty

may increase to a level considered to be undesirable or useless (an exception,

however, is that well-designed small studies may contribute meaningfully to later
meta-analyses; see: Chap. 25). On the other, as the study size increases, the degree
of uncertainty decreases, and the interval estimate becomes narrower.

In the latter case, increasing study size to achieve higher precision may be con-
sidered undesirable and useless beyond some threshold. For example, in case—control
studies it is generally accepted that having more than 4 ‘controls’ for each case is
inefficient. In practice, the starting question is thus often: What range of study
sizes — at analysis — will give us an interval estimate narrow enough to be considered
useful but not so exceedingly narrow as to be inefficient? Note that this refers to final
precision, after any necessary adjustments in the analysis, e.g., after corrections for
misclassification of outcome or determinant.

Can this range in fact be determined, considering that ‘usefulness’ and ‘optimal’ are
both subjective perceptions? We argue that subjectivity does not imply total arbitrariness.
As pointed out by Snedecor and Cochran (1980), what is needed is careful thinking
about the use to be made of the estimate and the consequences of a particular margin
of error. In this respect, the researcher planning study size may consider that:

» Perceived usefulness of a particular precision is often influenced by the fact that
narrower confidence intervals enhance the precision of any subsequent projec-
tions of cost or efficiency of envisaged larger-scale policies. Thus, when the
research study falls within a comprehensive evaluation of a possible new policy,
high precision tends to become a necessity.

e It may be necessary to get the opinion of some stakeholders on the matter
(especially those that are providing funding). Sometimes there is an explicit wish
of a sponsor to obtain evidence with a specific margin of uncertainty, e.g., a
desire to know the prevalence ‘within+1 %.” This is frequently the case in diag-
nostic particularistic studies, such as surveys. The stated reasons for this are not
always clear. Perhaps a similar margin was used in a previous study about the
same occurrence and, if a similar level of precision is reached at the end of the
new study, a 2 % or higher increase in prevalence could then roughly be seen as
evidence for the existence of a real change in prevalence, although this is not the
ideal way make such a determination (Altman et al. 2008). When there is such a
desirable margin of uncertainty, the required study size to achieve this is usually
easy to calculate (See: Sect. 7.4). When using this approach one should not forget
to take into account possible necessary adjustments, perhaps for an expected
refusal rate, the sampling scheme, finite population correction, measurement
error, covariate adjustment, or other reasons, as will be discussed below.

* The perceived clinical or community health relevance of particular effect sizes is
important. Stakeholders sometimes set a prior threshold for an effect size as a
basis for decisions, e.g., about pursuing further research, about further develop-
ment of a drug or clinical strategy, or about further exploration of a public health
policy. For instance, it may be stated that ‘only if the effect can, with reasonable
certainty, be larger than x can it be considered clinically relevant.” This type of
expectation is generally easier to take into account using a power-based outlook
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(See: below) rather than a precision-based outlook, although the latter has also
been proposed (e.g., Greenland 1988; Bristol 1989; Goodman and Berlin 1994).

*  When there is a desire for very high precision, it is unrealistic to aim for a preci-
sion that is so high that it approximates the expected variation due to measure-
ment error.

e There are possible (dis)advantages of wide or narrow confidence intervals,
beyond issues of cost and feasibility. Narrow confidence intervals can give a false
impression of validity and a false impression of generalizability (Hilden 1998).
Wide confidence intervals often give a false impression of lack of validity.
Sometimes, given the multiplicity of factors influencing optimal study size

(Table 7.1), there is little room for choosing a sample size in studies that plan for
estimation. For example, there may be an upper limit to study size that is lower than
statistical calculations suggest. The question may then become: given the maximum
sample size imposed, will the precision be useful and worth the effort, resources,
and potential risks? The issue of sample size calculation then becomes an issue of
precision calculation.

7.1.2.2 Power to Detect an Anticipated Effect
with a Chosen Confidence

Many studies plan for statistical testing. In such studies the outcome parameters are
test statistics with P-values, e.g., a t-test statistic with an associated P-value.
Statistical power is interpreted as the probability of detecting a statistically significant
association of a particular magnitude or greater (Daly 2008). An important question
in study size planning is then often: What range of study sizes — at analysis — will
give enough statistical power (e.g., one often uses a power of 80 % at a 95 % level
of confidence) to detect true differences of magnitudes considered meaningful?
If the true effect is smaller than this anticipated meaningful effect, then we can
accept a non-significant test result (Daly 2008). This refers to final power after any
necessary adjustments in the analysis, e.g., after corrections for misclassification of
the outcome or determinant (Edwards et al. 2005; Burton et al. 2009). Based on this,
a statistical sample size calculation can often be done. In the later sections of this
chapter examples will be given.

In current epidemiological practice, the abovementioned type of sample size or
power calculation is frequently performed, not only in studies that plan for testing
but also in studies that plan for the estimation of effects. This may partly be because
the methods for precision-based sample size calculation are not yet fully part of
epidemiological tradition and are less well known, less developed, and sometimes
more difficult to use. This is one of the factors that perpetuate the use of statistical
testing in studies that do not need it.

Sometimes there is little room for choosing a study size in studies where statistical
testing is planned. The question that needs to be addressed in that case may be
whether the statistical power of the study is expected to be useful or whether the
power would only provide for detecting effects that are so extreme that one might as
well abandon the study plans. The issue of sample size calculation then becomes an
issue of power calculation.
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7.2  The Process of Study Size Planning

As we have noted above, the process of study size planning is not only a matter of
statistical calculations but also a matter of many other considerations. Below we
describe the usual process of study size planning in studies where there is indeed
room for choice:

In the balancing of considerations listed in Table 7.1, the focus should first go to
those factors that would require reductions of the study size to zero. In other words,
any major issues about design validity and ethics should be addressed and solved
first. This is obviously something that should already have been done at the stage of
designing general objectives, specific aims, and general study design. However, it
happens regularly that proposal reviewers, statisticians consulted for sample size
and power calculations, and even article reviewers come across problems of this
nature. This suggests that it is valuable to reconsider this aspect at this stage of the
study planning process.

Conditional on satisfying concerns about design validity, design efficiency, and
ethics, remaining major issues are the useful precision of statistical estimates
(or, when statistical testing is planned, the statistical power to detect useful effects
with some degree of certainty) and the costs of various hypothetical study sizes.
Both may need to be calculated and balanced. At this stage statistical methods may
be useful. Once an opinion is formed regarding the optimal study size, the next step
is to project what sizes at preceding study stages (recruitment, sampling, eligibility
screening, and enrollment) are expected to lead up to this optimal size at analysis.
This determination will require considerations of expected rates of non-contact,
refusal, and attrition as well as anticipated adjustments for measurement error and
confounders, etc.

The process described is repeated for each specific aim separately. It may then
turn out that optimal sizes, at analysis or before, for different specific aims are
incompatible. This may even lead to the abandonment of one or more of the initial
specific aims or to their ‘downgrading’ to a secondary or tertiary level aim because
of expected lack of useful precision or power. The balancing exercise may also
entail other study design changes, e.g., a choice for a more efficient design, a choice
for another measurement level for the outcome variable, a reduction in the size of a
reference series, etc. The balancing effort may even lead to the conclusion that
financial resources, time, and availability of subjects do not allow for continuation
of the study plans (Miettinen 1985).

7.3  The’Sample Size and Power’ Section
of the Study Proposal

Written justifications of the chosen study size are usually located in the ‘sample size
and power’ section of the study proposal or the methods section of a paper. These
justifications may need to include elements listed in Panel 7.2.
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Panel 7.2 Elements for Inclusion in the ‘Sample Size and Power’ Section
of the Study Proposal

» Specify for which specific aim the calculations were done and why, or
present the calculations separately for each specific aim

» Indicate whether a precision-based or power-based approach (or both) was
used

* Indicate whether or not a more-or-less fixed or maximum study size
imposed itself; if so, explain the rationale and how a precision- or power-
calculation was done

e If a precision-based approach was used, mention what precision was
desired and why

» If a power-based approach was used, indicate what anticipated or desired
effect size was used for the calculation and what level of significance
was used

» Specify formulas used, assumptions made, and sources of inputs into the
calculation method

* Mention if, why, and how adjustments of estimated study size were done
to allow for expected refusals, dropouts, measurement error, subgroup
analyses, and control for confounders

* Mention the results of the calculations

Let us now look at study size planning and sample size calculation in some par-
ticularly common situations. In the next sections we will discuss the optimal size of
surveys, cohort studies, case—control studies, and trials. For each of those we will
discuss how optimal sample size is influenced by ethical, scientific, and practical
concerns. As far as sample size calculation is concerned, the next sections give
examples both of the precision- and power-based approach. However, it should be
noted that both approaches are not given for a given scenario; if the alternative
approach is desired, we recommend consulting Kirkwood and Sterne (2003) or
another book of medical statistics or sample size planning.

7.4  Size Planning for Surveys

A typical survey addresses multiple specific aims, each of which often contains two or
more sub-aims. These sub-aims frequently entail subgroup analyses, such as com-
parisons of estimates for different catchment areas or across subgroups (e.g., age
categories). The planning of study size therefore often requires an extensive
exploratory phase to determine the size requirements for different subgroup analyses
and to use this information to derive an optimal size for the entire study. A common
approach in determining optimal study size is to prioritize the specific aims and
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sub-aims and to consider each in the context of resource limitations. This process
may then lead to revisions to or refinements of one or more specific aims and/or
sub-aims. Such revisions sometimes involve abandoning certain sub-aims (especially
if the associated sub-aim is very resource intensive). A common alternative approach
is to retain the sub-aim in question while acknowledging that findings may be
statistically imprecise or underpowered.

As discussed in Chap. 9, target populations are rarely studied in their entirety,
unless that population is very small and is contained within a small area. Attempting
to survey an entire target population becomes increasingly inefficient as the size of
the target population or its catchment area increases, introducing an ethical issue
concerning the appropriate use of limited resources. Therefore, large surveys
are more likely to require statistical sampling and, as will be discussed below, the
sampling proportion then becomes an important consideration in the sample size
calculation. When exploring the study size implications of the various research
questions addressed in the survey, the following sample size calculations may be
helpful.

A note on notation:

N Capital N Refers to the size of the target population
n Lower-casen Refers to the size of the sample

7.4.1 Sample Size Calculation for Estimating a Prevalence

When the purpose of a survey is to estimate the prevalence of a health phenomenon,
a main concern is the degree of confidence in the prevalence estimate. Therefore, it
is said that sample size calculations for estimating prevalence are precision-based.
The following formula is often used (Kirkwood and Sterne 2003):

n=20-P) (7.1)
e

Where:

n=sample size for estimating a prevalence

p = expected proportion (e.g., 0.12 for a prevalence of 12 %)

e=desired size of the standard error (e.g., 0.01 for+1 %)
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As an example, consider a proposed Study A, in which one purpose is to estimate
the prevalence of depression in people over the age of 18 years. Based on similar
studies from another region in the same country, the researchers predict that the
prevalence of depression will be 12 % (p=0.12) in their study. They want to achieve
a standard error of 1 % around their estimate (i.e., 12 %=1 %). In order to achieve
this degree of precision, the researchers will likely need to have at least n=1056
participants (based on Eq. 7.1), a value that can be usefully rounded up to n=1100.

It is important to note that the above equation is valid only if the calculated
sample size (n) is less than 5 % of the target population (N). The value of n/N is
known as the sampling fraction. If n/N is greater than 0.05 or 5 %, then a finite
population correction is necessary. The use of a finite population correction is
usually not necessary, as most studies do not usually sample 5 % or more of the
target population. Since such a scenario is rare, we do not discuss the topic further
in this chapter.

7.4.2 Sample Size Calculation for Estimating a Mean

A similar approach is used when the purpose of the survey is to estimate the mean
value of a continuous health-related parameter. Again, a main concern is the degree
of confidence in the estimated mean; therefore, in this case too a precision-based
approach is useful. The following formula is often used:

(7.2)

Where:

n=sample size for estimating a mean
o =expected standard deviation, and
e=desired size of the standard error

As an example, consider a sub-aim of Study A, in which the goal is to compare
the mean body mass index (BMI) of participants with depression and those without
depression. Previous studies of the target population indicate that the standard devi-
ation of BMI is expected to be 4.0 (c=4), and the desired standard error is 0.5 kg/
m? (e=0.5). Based on Eq. 7.2, Study A will likely need at least n=64 participants in
each group to achieve the desired degree of precision. This is a very realistic propo-
sition because the researchers anticipate a 12 % prevalence of depression with a
sample size of n=1,100; therefore, the smallest group in which BMI will be mea-
sured will likely be 0.12%1,100=132 participants. This sub-aim of Study A will
therefore likely achieve greater-than-desired precision.
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7.4.3 Sample Size Calculations When Comparing
Proportions

When the outcome parameter is the difference between two proportions, such as
prevalence estimates, a power-based approach is usually taken to calculate sample
size. The following series of formulas can be useful:

:Cpp[pl (1—p1)+p2(1—p2)]

: (1.3)
(pl _pz)

Where:

n=sample size for estimating the difference between two proportions
¢,, =constant defined by the selected P-value and desired power

p, =expected prevalence in group 1

p,=expected prevalence in group 2

The constant o is determined by taking the square of the sum of the Z scores for
the selected P-value and desired power:

¢, =(z,+2,) (7.4)

Where:

¢, =constant defined by the selected P-value and desired power
Z =Z score defined by the P-value (See: Table 7.2)

Z =Z score defined by the statistical power (See: Table 7.2)

For example, the Z score for a P-value of 0.05 is equal to 1.96, and the Z score
for 80 % power is 0.840. The sum of these values is 1.96+0.84=2.8, and this
quantity squared is 7.8. This calculation has been performed for various common
P-value and power combinations; the results of these calculations are shown in
Table 7.2.

It is critical to note that Eq. 7.3 assumes that groups 1-2 are of equal size. Such
a scenario is fairly uncommon, however. Therefore, one may need to adjust the
value n to account for unequal group sizes. After using Eq. 7.3, one can employ
Eq. 7.5 to execute the adjustment:
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Table 7.2 Values for ¢,, based on common P-value and statistical power Z scores

Power (1-p)

80 % 90 % 95 % 99 %
P-value ()  Z scores Z,,,=0.840 Z,,,=1.282 Z,,,=1.645 Z,,=2.326
0.05 Z,0s=1.960 7.84 10.51 13.00 18.37
0.01 Z . 00n=2576 11.67 14.88 17.82 24.03

2
, n (1 + k)
n=——— (7.5)

4k

Where:

n’=calculated sample size with adjustment for unequal group sizes

n=calculated sample size assuming equal sample size (i.e., unadjusted)

k=the ratio of planned sample sizes of the two groups, where the larger
group’s size is divided by the smaller group’s size.

Equation 7.5 can be used to adjust for unequal group sizes in other sample
size calculations, not just for the comparison of two proportions.

As an example, imagine a study in which one is comparing the prevalence
estimates of ovarian cancer in women aged 45-50 years versus 70-75 years.
Significance was set at P <0.05, and power of 90 % is considered acceptable for this
study. For this P-value and this power, the correct value for o is 10.51 (Eq. 7.4 and
Table 7.2). Based on previous studies, it is hypothesized that the prevalence of ovar-
ian cancer will be 1 % in the younger age group and 4 % in the older age group.
Using this information and Eq. 7.3, N is calculated to be 564 people per group.

This value assumes that one desires groups of equal size. However, if one
anticipates or desires different group sizes, the value 564 must be adjusted to
account for unequal group sizes. If your study will involve 3-times as many
women in the younger age category than in the older age category (as the preva-
lence of ovarian cancer in women aged 45-50 years is much lower), then the
ratio k will be 3/1 =3. Using this value and n =564 (the value to be adjusted), the
total sample size for the entire study, n’, will be 752. This value can be usefully
rounded to 800 participants in total. Let us assume that only women in the
45-50 and 70-75-year-old age groups will be enrolled in the study. Since one
plans to enroll 3-times as many women in the younger age group than the older
age group, the 800 total participants will be composed of 800+ (3+1)=200
women aged 70-75 years and 800-200=600 women aged 70-75 years
(600+200=k=3).
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7.4.4 Sample Size Calculation When Comparing Means

When the outcome parameter is the difference between two means, the following
equation can be used to calculate the sample size:

c, (o} +o3
= % (7.6)
Where:
n=Sample size for estimating the difference between two means
o =expected standard deviation of the mean difference
¢, =constant defined by the selected P-value and desired power (Table 7.2)
D =expected minimum difference between the means

For example, consider a study in which one wishes to compare the magnitude of
weight loss in ovarian cancer patients being treated with regimen A or regimen B.
Both groups are expected to lose weight on average, however, one hypothesizes that
regimen A will be associated with greater weight loss than B. A pilot study allowed
the investigator to predict the standard deviations of the weight loss for A to be 7 kg
(o) and for B to be 9 kg (5,). The investigator considers a minimum difference in
weight loss of 3.0 kg (D=3.0) to be clinically important. A power of 95 % and
P-value of 0.05 were considered adequate for this study; using these parameters and
Eq. 7.4, c,, Was determined to be 13.00 (Table 7.2). These pieces of information can
be plugged into Eq. 7.6 to calculate a total sample size of n=188. As discussed in
the previous sub-section, Eq. 7.5 can be used to adjust this result to account for
unequal group sizes.

7.5 The Size of an Observational Etiognostic Study

The sample size calculations discussed thus far relate to fairly straightforward,
common scenarios in epidemiology, the estimation or comparison of proportions or
means. Yet many investigators wish to address questions about etiology, or the
causal factors that contribute to a health phenomenon. In this section we discuss
sample size calculations in two typical etiognostic research scenarios, the traditional
cohort study and the traditional case—control study. Such studies require additional
considerations based on specific details of the study design. For example, choosing to
contrast more levels of a determinant, to study a larger number of causal co-factors,
or to study more effect modifiers will tend to increase the required sample size beyond
what sample size calculations suggest. On the other hand, making a strategic decision
to use a more sensitive measure that does not compromise specificity will tend to
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reduce the required sample size (Miettinen 1985). Study design factors will need to
be considered on a case-by-case basis and their implications for sample size may
need to be addressed.

7.5.1 Sample Size Calculation for a Traditional
Case-Control Study

In case—control approaches the following formula is often found helpful for
developing an argumentation about study size:

220 0=p) 202+ 220 (= 2) |

i 2
(pz_pl)

(7.7)

Where:

n=sample size of a case—control study

7. =7 score for the desired level of significance

Zﬁ=Z score for the desired power

p, =expected proportion of exposure among controls, as derived from p, and
an anticipated odds ratio (See: Eq. 7.8)

p,=expected proportion of exposure among cases

p,,.=average of p and p,

To use this equation, one must establish an anticipated odds ratio (OR). This
quantity can sometimes be based on knowledge of the strength of association for
other risk factors, but ultimately, the anticipated OR should be driven primarily by the
hypothesis being tested. A second piece of information that must be obtained is an
expected proportion of exposure among cases (p,). The value p, can often be antici-
pated using external survey data, employing pilot studies, or locating relevant
literature. These two pieces of information, the anticipated OR and p,, can be
plugged into the following equation to compute p,:

_ pOR)
1+ p,(OR—1) (7:8)

2

As an example, consider a case—control study aimed at investigating whether
chronic chewing of smokeless tobacco is associated with increased odds of develop-
ing any form of mouth cancer. Patients with mouth cancer (cases) and without
mouth cancer (controls) are recruited to the study. A pilot study allowed the investi-
gator to estimate that 24 % of cases will have a history of chronic chewing of smoke-
less tobacco (p,=0.24). The investigator anticipates that the OR of having a history
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of chronic chewing of smokeless tobacco is 6. The values p,=0.24 and OR=6 can
be plugged into Eq. 7.8 to determine that p, =0.05. In other words, this investigator
predicts that 24.0 % of cases and 5 % of controls will have a history of chronic
chewing of smokeless tobacco. The average of p1 and p2 is equal to 0.145 (p, ). The
investigator has set the level of significance at 0.05 and desires to achieve a power
of 90 %; the corresponding Z scores are Z_=1.96 and Z,= 1.282 (Table 7.2). With
all of these pieces of information at hand, it is possible to calculate that this study
will likely need to include N =141 participants in total, a value that can be usefully
rounded up to 150 total participants. Assuming that this case—control study uses a
fairly common ratio of 4 controls for each case, this study should include approxi-
mately 30 cases and 120 controls (based on Eq. 7.5).

7.5.2 Sample Size Calculation for a Traditional Cohort Study

To develop an argument around study size for a traditional (independent) cohort
study, a slightly more complicated calculation can be useful:

(1—1_7)+Zp\/|:pl(1m_ﬁ)}+p2 (1-p,)

n= : (19)
(Pl -D )

2

N
VD
[

+
SIS
N—
Sl

Where:
n=total sample size of a cohort study
Z =7 score for the desired level of significance
Zﬁ=Z score for the desired power
m =the number of unexposed participants per exposed participants
p, =the probability of event in unexposed participants
p, =the probability of event in exposed participants
p = (mp, +p,)/(m+1)

To illustrate this equation, let us consider a study in which an investigator aims
to determine whether obese adults are more likely to develop colon cancer than are
non-obese adults. The investigator has set the level of significance at 0.05 and
desires to achieve a power of 80 %. The investigator hypothesizes that obese partici-
pants will have a twofold increase in the risk of developing colon cancer compared
to non-obese participants (i.e., a relative risk or RR=2). Since RR=2=p /p,, the
probability of developing esophageal cancer in one group (either non-obese or
obese) is sufficient to predict the probability of developing the disease in the other
group. Assuming that the study will last for 5 years and that the probability of devel-
oping colon cancer in non-obese participants during that time is estimated (based on
previous work by other researchers) to be 5 % (p,=0.05), the expected probability
of developing colon cancer in the obese group is 10 % (p,=0.10). The investigator
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plans to enroll three non-obese participants per obese participant (m=3). Knowing
pl, p2, and m, it is possible to calculate the value p =0.0625. With all of this infor-
mation on hand, the investigator executes Eq. 7.9 and determines she will likely
need to enroll at least 271 participants, an estimate that can be usefully rounded up
to n=300. Since the investigator plans to enroll 3-times as many non-obese people
as obese people, she used Eq. 7.5 to determine that her study should include approx-
imately 75 obese participants and 225 non-obese participants.

There is an important caveat, however, that must be considered in cohort studies on
the existence of relatively minor effects. In such cases, sample size calculations tend
to produce under-estimates. One way to address this issue is to increase the number of
exposed participants, though this approach requires more resources. A more efficient
approach is to over-represent extreme degrees of exposure in the exposed group. For
example, of the 75 obese participants in the example above, it may be wise to include
more severely obese participants than might be enrolled by chance alone. Two
critical assumptions of this approach are that there is a dose-dependent relationship
between the exposure and the outcome, and that all potential confounding exposures
in obese and severely obese participants are similar. If such an approach is taken, it
should be clearly reported in the methods section, and these assumptions should be
tested with their results disclosed in detail in the results section.

7.6  The Size of an Intervention Study

Study size gains elevated importance in intervention studies, such as randomized
controlled trials (RCTs), because the risks associated with intervention studies are
generally greater than diagnostic or etiognostic studies. Any intervention poses
some degree of risk to the participants; therefore, over-enrollment could expose an
unnecessarily large number of participants to a potentially harmful intervention
when fewer participants would have been sufficient. In other words, in intervention
studies, sample size becomes a major ethical issue, where the main concern is to
balance the needs for attaining useful results and for limiting potential harm.

The degree of importance of sample size in an intervention study is directly propor-
tional to the riskiness of that study and is informed by the aims of the study. For example,
the optimal size of a Phase-1 clinical trial, the first time a new drug is given to humans
for safety and tolerability testing, is very heavily influenced by ethical considerations.
Consequently, Phase-1 trials tend to be very small (e.g., n=6-12). In a Phase-2 study,
when a drug’s dosing regimen is being evaluated, safety and tolerability are better estab-
lished but still unclear; therefore, Phase-2 studies tend to be larger than Phase-1 studies
but still relatively small (e.g., n=15-60). The increase in study size in Phase-2 studies
often allows preliminary hypothesis testing of efficacy and negative outcomes, though
only large effect sizes tend to be detected in such small studies. In a Phase-3 study, on
the other hand, the planned study size must be larger than in a Phase-3 study because
effect size must be determined. In order to get to Phase-3, safety was previously estab-
lished in Phases 1-2; therefore, the risk of harm is lower in a Phase-3 study. Consequently,
depending on the goals of the study and the predicted effect size, Phase-3 studies can be
as small as n=200 and as large as n=22,000 (e.g., Physician’s Health Study-I).



154 J.R. Brestoff and J. Van den Broeck

In any intervention study, it is generally useful to consider ways to increase the
efficiency of the study without compromising statistical power. One commonly
employed approach is to tweak elements of the study design in order to increase the
total number of participants who are likely to experience an outcome of interest.
Such tweaks often include: selecting subjects from high-risk populations, lengthening
the follow-up period, maximizing compliance, and minimizing drop-out/attrition rates
(See: Chap. 17). In making such tweaks, one must be very careful to avoid introduc-
ing unacceptable bias or ethical errors, and it is critical to report these intentional
tweaks in the methods section so others can critically appraise the results.

When calculating sample size for an intervention study, by far the most common
approach is to use formulae for the calculation of study size for the comparison of
means or proportions (see: Eqgs. 7.3 and 7.6). Therefore, in this chapter we will not
further discuss study size planning formulae for intervention studies. However, there
are many comprehensive resources covering a wide range of intervention scenarios.
Readers interested in this topic may find useful additional information in statistical
textbooks and books on clinical trials, e.g., Meinert (1986).

7.7  Accounting for Attrition

In every study there will be some proportion of participants who withdraw from the
study or are otherwise lost to follow-up. The best way to account for these pheno-
mena is to increase study size calculations by a known factor based on previous
studies or a pilot study. However, such information is not always available, so a
common approach is to round up to a useful study size (e.g., n=271 can be usefully
rounded up to n=300). Although this approach provides some leeway, some
researchers have advocated for a simple further adjustment: to add an additional
10 % (e.g.,n=271 is rounded to n=300 and 10 % is added to make n=330). Though
such accounting is helpful for planning and budgeting studies, it should be noted
that there is no standardized approach to dealing with this issue. Indeed, there is a
great deal of controversy regarding approaches to account for attrition. In order to
limit potential criticisms, an important task for writing successful grants or other
funding requests, we recommend making adjustments to sample size based on pilot
studies or literature, and resorting to the 10 % add-on approach if no such pilots or
literature are available.

An ideal scenario is to plan the size and procedures of a study from a scientific
point-of-view only and, consequently, to aim for very high power/precision
and to employ only the most accurate, sophisticated procedures (which are
often the most expensive). However, in practice, such an ideal scenario is
quite rare in part because stakeholders typically put some level of restriction on
such ambitions. It is therefore quite evident that interactions with stakeholders,
a topic that is discussed in the next chapter, are crucial if one wants to develop
a realistic and ethical plan for a study.
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Abstract

This chapter clarifies the concept of research sponsorship and provides general
advice for seeking and applying for research grants. Funding bodies and other
research sponsors represent an important group of stakeholders, and their
involvement and roles in research projects are discussed here as well as in Chap.
30 (Dissemination to Stakeholders). Sponsors and research institutions carry
ethical obligations that are directly relevant not only to society but also to the
researchers applying for funding. Some of these obligations are discussed here.
After identifying funding bodies and sponsors, submitting a grant application
typically initiates a variable and competitive review process; knowledge of a
funding body’s review process is useful in constructing successful grant applications.
An ongoing process after the receipt of funding — grant management — is critical
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constraints, and practical advice on grant management is accordingly provided.
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8.1 Sponsors and Other Stakeholders of Research

Sponsors and other stakeholders of research play a pivotal role at all stages of the
epidemiological research process. In this section we introduce the concepts of
‘stakeholdership’ and sponsorship and we zoom in on sponsor roles in general and
on funding of research. Selected terms and concepts relevant to these topics are
found in Panel 8.1.

8.1.1 Stakeholders of Research

Stakeholders are all individuals, institutions, or communities who are interested or
can be affected by a research project. This implies that epidemiological research has
many stakeholders at many levels, from individuals to society-at-large. Pivotal
stakeholders are the research participants, the investigators themselves, and the
funding bodies supporting the research project. Table 8.1 lists some categories of
stakeholders and the types of research studies they often support.

8.1.2 Sponsors of Research

A research sponsor is an individual, company, institution, or organization taking
responsibility for the initiation, management, and/or financing of a research study.

Panel 8.1 Selected Terms and Concepts Relevant to Funding and Stakeholder
Involvement

Funding (of a research project) (Provision of) availability of financial
resources in support of a research project

Grant management Administrative management of the use of a research
grant

Grant proposal Research proposal document submitted to a funder of
research in view of the obtainment of a research grant

Peer review (of a grant proposal) A check, by scientists knowledgeable of
the type of content at issue, of the scientific soundness, feasibility and
acceptability of the grant proposal

Research grant An amount of money allocated to a specific research study
by a funder of research (variably accompanied by other forms of support)

Sponsor An individual, company, institution, or organization that takes
responsibility for the initiation, management, and/or financing of a study

Stakeholders (of a research study) Persons, institutions or communities
who have an interest in a research study or can be affected by its activities
or by the study results
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Table 8.1 Some categories of stakeholders and types of research they often sponsor

Examples of types of studies frequently

Stakeholder category supported
Research institutions, academia, All types of studies
individual investigators

Public health authorities, government Surveys

Surveillance studies; outbreak investigations
Forecasting studies
Community intervention studies
Cost-effectiveness studies

Industry Intervention studies
Methods-oriented studies focusing on
performance of new devices

Patient advocacy groups Studies on the particular illness of interest to
the group

Public interest groups, community Studies on community diagnosis, etiognosis,

organizations prognosis

Charitable individuals (Volunteers, Studies on particular illnesses or public health

Maecenas), foundations, trusts problems of interest to the charitable entity

This definition implies that sponsors can facilitate research in several ways, including
sponsorship without financial support. It also means that for any given research
study there can be several sponsors, each taking on one or more roles. Their
sponsorship may include:
e Funding
* Protocol development
* Organization of scientific and ethical oversight and support
 Facilitation of recruitment, sampling, and enrollment
* Training, quality assurance, and quality control support
» Technical assistance with devices, instruments, drugs, etc.
* Dissemination of results

The scope of responsibilities of a sponsor can be very wide and nowadays
encompasses setting research priorities (Textbox 8.1). For investigators and grant
applicants it is very important to have a good insight into what specific responsibilities
a sponsor is willing and able to take. For example, many sponsors will not directly
engage in infrastructure building (unless the grant is specifically for this purpose,
such as a Construction Grant), and some sponsors provide guidance on study design
and protocol development. Clarity about mutual responsibilities helps facilitating
contacts between investigators and sponsors. Researchers should ask about the
sponsor’s expectations about these and other issues:
e Time commitment of the investigators
* Frequency and content of progress and budget reports
* Frequency and content of any data and safety monitoring reports; and collaboration

with study monitoring activities
*  Which Good Clinical Practice guidelines should be followed
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Textbox 8.1 Sponsor Responsibilities in Setting Research Priorities

Sponsors of research, especially funders, are increasingly involved in setting
research priorities

Research priority setting needs to be based on existing evidence about ill-
ness burdens and knowledge gaps. It needs to involve intensive communica-
tion between expert scientists and policy experts. Sponsors and funders of
research all over the world should give consideration to international ethical
issues, such as equality in access to research on a global scale (e.g., require-
ments to publish papers in an open-access manner), fair distribution of
research burdens, possibilities for research into specific health issues of devel-
oping countries. Similarly, national sponsors should pay attention to equality/
fairness and special research issues within a country, and the same applies to
other levels. Viergever et al. (2010) provide a checklist with advice for good
practice in these matters. See also: Tomlinson et al. (2011).

* Issues of conflict of interest and intellectual property (See: Chap. 31)
 Issues of contractual agreements, e.g., about publications

Researchers often appeal to multiple stakeholders to take on some sponsorship
role, especially that of funding. Some sponsors will fund studies when approached
in the right way; thus, fundraising skills are important. Strategies for fundraising
include:
* Seeking project grants
» Seeking core grants and program grants
» Partnerships with the private sector
* Investment in research (often for-profit companies)
* Capital fundraising (often for-profit companies)

Only the seeking of project grants is further discussed in this chapter because of
its particularly high relevance to many individual epidemiologists.

8.2  Project Grant Seeking

Project grant seeking is the main form of fundraising by most investigators and their
institutions.

8.2.1 General Principles of Grant Seeking

Some sponsors/funders are open to novel research ideas and designs and will
consider grant proposals within the scope of their mission. Others have strictly
defined, specific research areas or even specific research questions that they are
interested in only. It is essential that investigators-applicants are well aware of such
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specifications. For example, (1) the United States National Institutes of Health
(NIH) regularly call for proposals in specific health domains, and (2) pharmaceutical
companies often fund research on topics with clear commercial prospects. Internally,
sponsors tend to allocate their funding budgets over periods of 1-5 years to keep
pace with changing priorities. In support of budgeting processes, some sponsors
involve members of the scientific community or other stakeholders in outlining their
specific areas of interest.

General rules of scientific writing (See: Chap. 28) apply to grant proposals in
principle, but in practice applicants are expected to abide by the rules, guidelines,
and preferences of the specific funder (even with respect to preferred concepts,
terminology, and style). Funders only invest in ideas and people whom they believe
will further their own goals and who have followed their preferred procedures from
the earliest contact. In principle, key to an applicant’s pecuniary success in grant
seeking is the ability to induce grant proposal reviewers to have a perception of
scientific rigor, feasibility, innovation, and potential for having a large impact.
Grants are obtained when the sponsor believes in the principal investigator, research
team, and institution. If that belief is reinforced by successful completion of a project,
it may become easier to obtain future funding.

8.2.2 Project Grant Seeking as a Process

A basic introduction to grant seeking is found in Devine (2009). The author describes

the process of grant seeking from the perspective of the investigator-applicant.

A synopsis (slightly adapted) of the key steps follows:
First, one develops a pre-proposal or a typical proposal (See: below) and discusses
it with potential collaborators, institutions, and non-funding stakeholders

e Having become familiar with the current interests and granting methods of
relevant sponsors, one shortlists sponsors whose interests and methods fit best
with the specific research question addressed in the (pre-)proposal

e Usually one first creates a revised version of the (pre-)proposal that maximizes
the fit with each shortlisted sponsor; it is important to discuss this revised (pre-)
proposal with scientific collaborators and institutions involved

* Next, one contacts one or more potential sponsors-funders at an appropriate time
with respect to the sponsors’ ‘funding cycles.” Many sponsors use triage methods
such that a full proposal is not required initially but only at the final stage

* To develop a full grant proposal (if required), one should carefully follow the
sponsor-specific guidelines

e The research institution(s) of the investigator should provide administrative
review of the grant application. By authorizing to send a proposal to a potential
sponsor, the institution is confirming that, in it’s best estimation:
— The research project can be performed at the proposed funding level

Any unique policies of the institution have been considered

— The proposal meets the requirements of the potential sponsor

The institution will comply with all legal requirements

The investigator will adhere to the institutional policies
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8.2.3 Developing a Project Grant Proposal

As highlighted by Schroter, Groves, and Hgjgaard (2010), currently there are no
uniform requirements for the format of grant proposals, although a large proportion
of funders would be sympathetic to that idea. The particular instructions of each
sponsor must be followed. Yet, there are elements that tend to be common to all,
allowing for the construction of a typical detailed grant proposal structure (Panel
8.2). This structure is useful in the early stages of proposal development and can be
easily adapted to follow a sponsor’s particular instructions (usually available on the
sponsor’s website). In addition, one can use a ‘model proposal,’ i.e., a proposal that
was previously successful. Someone in the team has to accept the main responsibility
of proposal development, and consequently, must drive that process.

Writing a grant proposal is very similar to writing a scientific paper albeit with
other emphases and without results and discussion sections. Much of the advice that

Panel 8.2 Typical Structure of a Detailed Project Grant Proposal

Title and summary

Investigators, collaborating institutions, and research capacity

Table of contents

General objectives and specific aims

Background and significance

Preliminary studies

Research design and methods

(a) Study design: study area, target population, general design, interventions

(b) Outcome measures, case-definitions

(c) Study eligibility

(d) Study procedures

(e) Laboratory methods

(f) Sample size and power

(g) Data management

(h) Data analysis

(i) Time frame

(j) Possible pitfalls and alternative strategies
8. Ethical issues
9. Literature cited

10. Budget and budget justification

11. Possible addenda

(a) Curriculum vitae of investigators

(b) Letters of institutional support

(c) Letters of support from other stakeholders

(d) Questionnaire drafts

(e) Standard operating procedures

SN P ge B9 =



8 Funding and Stakeholder Involvement 163

Textbox 8.2 Key Sections of a Grant Proposal

The soundness of the specific aims section is seen by most reviewers of study
proposals and grant proposals as an important sign of scientific quality.
Adherence to the principles and guidelines of general study design (See:
Chaps. 5 and 6) must be apparent in the description of the specific aims as
well as throughout the section on research design and methods. If there are
several specific aims, then the following should normally be briefly described
separately for each: study attributes of interest and their proposed relations
(outcomes, determinants, effect modifiers, and confounders), sample size/
power descriptions, study variables (measurements, case definitions), outcome
parameters, and analysis plan.

will be given in Chap. 28 (Scientific Writing) applies. For example, to overcome
writer’s block, one can simply start by typing out the structure of the document with
necessary sections and sub-sections. Since the process of proposal development can
be very complex, we recommend that those new to the process or looking for new
approaches begin writing their proposals by adding bullet points under each subsec-
tion. This approach is efficient and useful because the proposal development
process is non-linear; ideas relevant to different sections are often inspired non-
sequentially. The bullet points then can be progressively developed into text and
new ones added as ideas come up.

The title and the summary are crucial elements of the proposal because they play
a key role in most sponsors’ review processes (Bordage and Dawson 2003). The
summary is written last and focuses mostly on reflecting specific aims, research
design, and methods. Literature evidence on the topic is concentrated in the section
on background and significance, although literature on methodological issues
is useful to cite (if available) in the sections on research design and methods.
A systematic approach to reviewing the existing evidence is typically viewed
favorably (See: Chap. 25, Sect. 25.1 on Systematic Literature Reviews). All scientific
statements must be correct and referenced; inaccuracies and incorrect interpreta-
tions strongly work against the proposal and may themselves lead to poor reception
by reviewers. It may be useful to include a list of abbreviations and a glossary of
technical terms. The section on specific aims (object design) is one of the most
important sections of a grant proposal (Textbox 8.2).

8.2.3.1 Feasibility Arguments

Proposals do not typically have a section dedicated to feasibility, but one can embed
feasibility arguments in various sections of the proposal. For example, Sect. 2
(Investigators, collaborating institutions, and research capacity) and 6 (Preliminary
studies) of the grant proposal allow one to put appropriate emphasis on some aspects
of feasibility. One can show that the investigator and team are qualified, experienced,
and motivated by including the bio-sketches of investigators and collaborators, an
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overview of previous publications in the field of research, and evidence of serious
time commitment. If laboratory measurements are to be used (e.g., enzyme-linked
immunosorbence assays or ELISA’s), then preliminary data showing that the specific
research team can in fact measure the parameter using the stated technique is very
helpful. Other aspects of feasibility are documented by letters of support from
institutions and other stakeholders and by providing evidence of access to the
necessary infrastructure.

In order to show competence it is also important to deliver a proposal with
correct syntax and spelling, a consistent format, and a polished scientific writing
style expressing coherence and sound logic. Further signals indicating investigator
competence may be due attention to data management and ethical issues. In addi-
tion, timelines should be realistic and take account of the time necessary for
study preparations, training, recruitment, follow-up, analysis, and writing. Timelines
should also take into account the expected turn-around time of ethical and grant
review. An unrealistic or overly ambitious timeline carries many risks, including
potentially being seen as naive to the tasks required to completing the study. Finally,
the budget should be realistic and well justified, and it should be made in con-
sultation with experienced epidemiologists and the home institution’s grant officials
to increase the likelihood that adequate funding is being requested.

8.2.3.2 Budget Plan and Justification

Failing to request enough financial resources necessary to complete a project can ruin an
otherwise strong proposal. A well thought-out, realistic financial plan is important to
ensure that the project will be sufficiently funded. Concerns over cost reduction should
not compromise the validity of a proposed study; in fact, it is good practice for budget
item justifications to repeatedly refer to their contributions to study validity. Even if the
potential funder only requires a global budget, the provided budget must be based on a
careful costing exercise for the entire study. If cost estimates are very high and are felt to
compromise the likelihood of being funded, it may be worth approaching multiple
funding bodies (an approach that should be made clear in the application and perhaps in
advance of formal submission to notify all funding bodies) and/or considering whether
some elements of the study are, in fact, unnecessary and can therefore be cut.

Budget items may fall into the broad categories listed in Panel 8.3. This list
should not be considered all-inclusive, as the range of possibilities is wide.

One should check which budget items are allowable by the sponsor and be
exhaustive in listing justifiable budget items. The financial resources needed are
obviously very study-specific and the nature of budget items may be quite different
according to the type of study. In intervention studies, for example, the budgeting
must be inspired by cost estimations around the use of drugs, devices, and other
treatments. Consideration should be given to their purchase/donation, shipment,
storage, stocks, administration to participants, adherence assessment, side-effects
management, and adverse events monitoring and reporting. It is worth noting that
some items are easily forgotten in budget plans, examples of which include:

* Costs of data management (including data cleaning) and quality control
* Costs associated with ethical review and scientific oversight
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Panel 8.3 Budget Item Categories Often Used in Budget Specifications (Exact
Categories and Terms to Be Used in a Grant Application are Sponsor-Specific)

e Overhead costs (Indirect costs; this is dependent on the home institution)
* Direct costs
— Personnel-related costs
— Procurement of Research and Development services
— Equipment purchase
Transport-related
Communication-related
Measurement procedures-related e.g., for lab analyses
Intervention-related
— Operating costs
Travel and dissemination
Training
Space rental
Miscellaneous costs

* Costs associated with systematic reviews and meta-analyses, e.g., staff salary,
internet and library access, article purchase, copying and printing costs, and
translation of foreign language articles

* Costs of grant management

8.3  Reviewing a Project Grant Proposal
8.3.1 Internal Review of Grant Proposals

Extensive internal review is required before sending a grant proposal to sponsors.
When reviewing, in addition to verifying completeness of the content officially
required by the sponsor, use can be made of the checklist of areas of concern listed
in Panel 8.4.

8.3.2 External Peer Review of Grant Proposals

A newly submitted full project grant proposal will first be assessed internally by the
funder to check for completeness and for compatibility with the sponsor’s interests.
Any missing elements (even minor ones) in the submission may lead to immediate
rejection. Many sponsors then use external reviewers to assess the project grant
proposals that survived the initial screening. The reviews are currently based on
funder-specific guidelines. Usually three or more grant reviewers are involved.
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Panel 8.4 Checklist for Reviewing the Quality of a Grant Proposal

e Informative title

* Sufficient and convincing abstract

e Clearly stated specific aims

e Scholarly, pertinent background and rationale

* Appropriate referencing and use of citations

e Relevant prior work, pilots, expertise

* Sufficient space, human resources, time, and commitment

* Appropriate target population and sampling strategy

* Efficient recruitment methods; realistic projected enrollment and attrition
rates

e Accurate and precise measurements

e Detailed quality control plan

* Detailed data management plan

e Adequate sample size and/or power

* Scientifically sound analysis plan for each specific aim

* Ethical issues addressed: oversight, consent, confidentiality, privacy, safety,
fairness

* Tight realistic budget without compromising quality

e Realistic timetable

e Clear, concise, well-organized document

» Helpful table of contents and subheadings

* Good schematic diagrams and tables

* Neat and free of errors

Based on the reviewers’ reports proposals are ranked and a shortlist is made of
proposals recommended for funding. The recommendation is made to a board that
will make the final choices. Some sponsors organize review committee meetings to
rank the proposals before recommendation to the board.

8.3.2.1 Why Project Grant Proposals Fail
There are tree main groups of reasons why grant proposals fail to be successful. The
first group of reasons has to do with the interests and budget of the sponsor; the
second with quality characteristics of the grant proposal itself; and the third with
quality of the grant proposal review system:
1. Failure due to the interests and budget of the sponsor
At any point in time sponsors have a set of areas of research that interest them
most. A high quality grant proposal may fail if the sponsor sees the proposal as
unrelated or only tangentially relevant to the main interests of the moment. In
addition, sponsors may receive many more good quality grant applications than
they are able to fit within their budget of the period.
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2. Failure due to proposal-related factors
Reasons given by grant reviewers in a study of the NIH (Cuca and McLoughlin
1987) were:
e Questionable or unsuitable methodology
* Inadequately defined hypothesis (lacking, faulty, diffuse, or unwarranted)
» Confusing data collection procedures or inappropriate instruments, timing, or
conditions
* Inappropriate composition of the study group or control group
e Vague or unsophisticated data management and analysis plans that are
unlikely to give accurate and clear-cut results
e Determination that the proposal is unimportant, unimaginative, or unlikely to
provide new information or insight
* Assessment that the principal investigator has inadequate expertise, familiarity
with the relevant literature, poor past performance, or insufficient time
* Inadequate study setting, support staff, lab facilities, access to the appropriate
patient population, or collaboration
3. Failure due to reasons related to the peer review process
When peer review is used to assess grant proposals, as is usually the case, the
poor reproducibility of the peer review process (Hartmann and Neidhardt 1990)
combined with a small number of reviewers per grant proposal, may lead to mis-
classification of a good quality grant proposal as mediocre or poor. Occasionally,
not all reviewers may be equally well-qualified, or not all of the well-qualified
reviewers may have approached the task at hand with the same seriousness. Also,
rare examples are known of good quality grant proposals falling victim to sex bias,
theft of ideas, cronyism, and bias against less reputable applicants or institutions
(Wessely 1998; Groenveld et al. 1975). Another ethical problem around grant
reviewing is that, along with the increased competitiveness in grant seeking, such
vague criteria as ‘elegance, ‘sophistication,” and ‘innovation’ are now weighing
more and more heavily in comparison with the criteria of ‘importance of the tar-
geted knowledge’ and ‘validity of methods.” The danger is that these vague and
ethically less important criteria overshadow the truly important ones. To avoid dis-
appointment, young investigators-applicants do well keeping in mind that important
studies, targeting new knowledge that is very needed in public health, nowadays
have a reduced chance of being funded if the methods required to validly achieve
this knowledge are standard, common, or easy. However, this should not detour
one from pursuing genuinely good ideas on important topics if the required
methods are ‘simple.’” Rejection of a grant proposal is more common than accep-
tance, and there may be opportunities in the future to obtain funding for that study.

8.4  Project Grant Management

Institutions and investigators share responsibility for the financial management of
research grants. Institutions are often the official receivers of the grant. And grant
management requires devoted time and expertise. The project grant manager may
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be an administrative person employed at the institution who may have more than
one project to manage. Within a project, grant managers often take on other adminis-
trative management roles than only financial ones. The roles of a grant manager
may include any of the following and more:
e Accountancy
* Human resources management
» Stocks and flows management; purchases
* Liaison with sponsor
* Liaison with regulatory authorities
» Liaison with collaborating institutions and other stakeholders
* Harmonize study activities with institutional policies

There is a strong ethical dimension to grant management. Consider, for example,
that misuse of research funds (deviation of funds to items not initially budgeted by
the sponsor-approved protocol) is unethical. Grant managers help to harmonize
study activities with institutional policies on a variety of issues, including:
* Suspected scientific misconduct
e Mentorship of young researchers
* Support for and from students
e Sexual harassment; avoidance of dual relationships within research teams;

discrimination
* Intellectual property rights

As pointed out in this chapter, grant proposals explain the main purpose of a
study and highlight the specific aims. They also contain information on a
range of study-specific issues, such as recruitment, sampling, enrollment,
measurements, quality assurance, data handling, and data analysis plans. In
the following chapters we discuss the planning of these study-specific aspects.
The next chapter deals with methods of securing the most precious of all
resources: the research participants themselves!
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The Recruitment, Sampling,
and Enrollment Plan

Jan Van den Broeck, Ingvild Fossgard Sanday,
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Research has shown that people who volunteer often live longer.

A. Klein

Abstract

In the previous chapters we discussed specifications of research questions, general
study designs, and study size. The next step in developing a study proposal is to
create a practical plan for how to find and enroll participants or other observation
units. It is important to be clear about what particular characteristics are needed
(inclusion and exclusion criteria), how to identify an appropriate number of partici-
pants (recruitment, sampling, and eligibility screening), and how to get the neces-
sary permissions to access secondary data or to obtain new information after
informed consent and enrollment. The principles and guidelines for each of these
tasks are described in this chapter (terminology in Panel 9.1), except that we devote
a separate chapter (Chap. 16) to the management of the informed consent process.

9.1 Defining the Study Population

Earlier in the development of a study plan, one defines the study domain (target
population) and one chooses a type of study base (cohort, dynamic population
or population cross-section; prospective, retrospective, etc....) and a study size
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Panel 9.1 Selected Terms and Concepts Related to Recruitment, Sampling
and Enrolment

Cases Individuals who have the outcome of interest

Controls Individuals who are members of a reference or comparison group

Eligibility screening Checking potential participants’ characteristics against
the inclusion and exclusion criteria

Enrolment (1) (— procedure) Interactive process composed of sampling,
eligibility screening and informed voluntary consent, intended to lead to
actual study participation (2) (— act) Actual inclusion as participant

Informed consent process Process of fully informing potential study subjects
about the study and of obtaining their voluntary agreement to participate or
to continue participation

Recruitment (1) Study activity of informing potential participants and their
communities about general features of a study to enhance enrollment
(2) Sometimes used as synonym for enrollment

Refusal rate Rate of non-participation among eligible observation units
invited to participate

Sampling Process of identifying and establishing access to potentially eligible
observation units or to existing information about them

Sampling fraction Sample size divided by population size

Selection bias Bias in the statistical study result caused by problems of
selection or retention of study participants

(See: Chaps. 5, 6 and 7). Another step in the planning consists of selecting and
describing the actual study population/sample; that is, the individuals whose collec-
tive experiences will serve as the study base. The definition of the study domain has
a great influence in defining the study population; however, in every study, one must
further specify characteristics of the study population. Such specifications usually
involve a clear description of the study area and setting as well as of practical inclu-
sion and exclusion criteria that will be used to identify individuals eligible for
enrollment.

9.1.1 Describing Study Area and Setting

A clear description of the study area and study setting (where study activities take
place) helps one to properly target recruitment, sampling, and enrollment efforts. By
highlighting important characteristics of the study area and setting, one gives study
proposal reviewers insight into the contextual factors that may be important for
planning tasks and for interpreting study findings. General study area characteristics
of usual interest are:

* Socio-economic status profile

e Ethnicity profile
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e Urban — rural distribution

* Burden of diseases

* Any information on the population distribution matrix of modifiers and con-
founders of interest
Specifications of the study setting may concern, among others:

e Clinical and/or community-based study setting, e.g., home visits

e Type, number, and distribution of clinical settings, e.g., all hospitals and health
centers in the study area

* Location of the study coordination center

* Justifications for the choices made

9.1.2 The Difference Between Inclusion and Exclusion Criteria

Inclusion criteria and exclusion criteria are sometimes difficult to conceptualize.
Imagine a 10-year-long prospective study in which one aims to address whether using
oral contraceptive pills is a causal factor in the development of breast cancer. Though
men may develop various forms of breast cancer, cases in men are rare. In addition, the
likelihood of developing breast cancer is low for, say, a 30-year-old woman. For these
reasons, the investigators decide to include in their study only women older than
55-years-old. Which are the inclusion criteria? Which are the exclusion criteria?
Indeed, by including only women, one by definition excludes men. And by only enroll-
ing women 55-years-old or older, one by definition excludes women under the age of
55-years-old. It is no surprise that there is considerable confusion about these terms.

What distinguishes inclusion criteria from exclusion criteria? To answer this
question, we suggest that there are two fundamental phases in defining the study
population. The first phase is an attempt to define observation units that broadly
represent the target population. Such criteria are inclusion criteria. In other words,
inclusion criteria allow us to define a preliminary study population that approxi-
mates the target population. In the second phase, one defines characteristics that
whittle the preliminary study population to the actual study population. To use
sculpture as an analogy, inclusion criteria are like the additive process of molding clay
into an approximate shape resembling the form of a sculpture (where the sculpture
is the study population), and exclusion criteria are like the subtractive process used
to give final form to the sculpture.

Since inclusion criteria broadly reflect the definition of the target population,
they often relate to the study area/setting as well as age category, sex, and other
features that are definitional to the target population. In the above example, inclusion
criteria might be:

*  Women living within 75 km of each of four study-affiliated clinical sites
e 55-years-old or older

* No prior history of any form of breast cancer

* No current diagnosis of any form of breast cancer

Exclusion criteria may be very extensive and are usually intended to increase
internal validity, by eliminating the influence of a known confounder and/or reducing
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attrition, increase statistical efficiency or to avoid an ethical issue. Common reasons

for exclusion are:

e It is impossible for the subject to have the outcome of interest

e It is impossible to measure the health-related state or event of interest or the
exposure(s), e.g., plans to emigrate relatively shortly after enrollment

* The subject has a particular contraindication for the test intervention

e It would be unethical to include a subject with this particular characteristic
because of vulnerability-related reasons (See: next sub-section)

* The subject is not able to collaborate because of disease or mental disability

* Informed consent was not obtained or is not obtainable, e.g., due to refusal (See:
Chap. 16)

* The subject has a characteristic which is a rare effect modifier, and exclusion
makes the study domain more homogeneous

e The subject may have a characteristic which is a relatively uncommon con-
founder whose influence can be eliminated by restriction of the study domain

* Another individual from the same family (or household) is already enrolled in
the study, a scenario that may complicate the analysis by increasing the level of
non-independence of observations
It should be noted that if many exclusion criteria are applied, this may limit

generalizability of the findings to other relevant populations.

9.1.3 Ethical Issues Around Inclusion and Exclusion Criteria

General epidemiological principles (Panel 1.1) prescribe respect for autonomy,
avoidance of harm, and minimization of burdens, among others. At the stage of
recruitment and enrollment one is often faced with the reality that some potential
participants are especially vulnerable to coercion, harm, or burdens. Not excluding
them could expose them to those risks. However, research on such individuals may
be justifiable if they have a particular health issue that needs to be studied. For
example, pregnant women are a vulnerable group of people, but the disease pre-
eclampsia can only be studied in a sample of pregnant women.

According to the general ethical principle of fairness and justice there should be a
fair distribution of the burdens and benefits of research among all layers of society and
among societies. The selection of participants in research should be fair, with persons
being selected only because of the specific subject area being studied (e.g., pre-
eclampsia), and not because of their easy availability or their reduced autonomy.

Vulnerable persons are all those who have:

* Diminished ability to protect their own interests

* Reduced capacity to give informed consent

 Incapacity to understand or communicate

* No position to make a voluntary decision

* Increased risk of harm or an increased burden of participation

Examples of vulnerable persons are given in Panel 9.2.

Special justification is required to invite such persons to participate in research,
and the CIOMS Guidelines (Council for International Organizations of Medical
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Panel 9.2 Examples of Vulnerable Persons Whose Inclusion Requires Special
Justification

e Pregnant women

e Prisoners

e Children

* Fetuses

e Mentally disabled or mentally ill patients

* Terminally or seriously ill patients

e Persons in dependent positions

* Educationally or economically disadvantaged persons

e Persons who are under the influence of drugs or alcohol
e Traumatized individuals

Sciences 2009, 2010) require that additional measures be taken to protect their
rights and welfare. The principle of fairness and justice further dictates that the
distribution of research burdens and benefits should not be inspired by racial,
gender-related, sexual, or cultural considerations. In practice this implies that spe-
cial justification will be needed if the investigator wishes to restrict the study to one
gender, race etc.

9.2  Recruitment Before the First Study Contact

When new information is to be collected, obtaining a sufficient volume of quality
data strongly depends on enrollment rates, which, in turn, depend on how well
potential participants and their communities are reached and informed about the
study. Such outreach efforts can be strongly influenced by recruitment activities that
occur before the first study contact.

9.2.1 Overview of Recruitment Strategies

Frequently used recruitment strategies, before sampling and first study contact, are
listed in Panel 9.3.

We expand briefly on the use of study information sheets and media coverage
because these can be important for the success of the recruitment and enrollment pro-
cess. For more information on obtaining community consent, we refer to Chap. 16.

9.2.2 Study Information Sheets

Information sheets, flyers, or brochures are often used to raise awareness of the
existence or arrival of a study among potential participants and other stakeholders.
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Panel 9.3 Examples of Recruitment Strategies Before Sampling and First Study
Contact

e Information sheets

* Posters at strategic points

e Media coverage

e Meetings with opinion leaders, traditional leaders, and local authorities;
attempting to obtain so-called ‘community consent’

e Community information meetings; mobile shows; drama

e Community Advisory Board involvement

e Personal contacts in person or by mail, email, or telephone

* Meetings with health facility staff

* Meetings with neighborhood health committees or community-based
organizations

» Patient advocacy groups

They can be useful to inform populations about large upcoming population-based
studies (e.g., surveys and surveillance systems) and smaller-scale studies. All infor-
mation sheets need to be approved by the research ethics committee. For possible
content of information sheets, See: Panel 9.4.
There are some advantages and disadvantages to the use of study information
sheets. Their main advantages are that they:
e Can be part of a strategy to boost enrollment rates
e Allow people to think about and discuss with others the pros and cons of
participation
e Potentially avoid situations in which people are taken by surprise when
approached for eligibility screening
e Can make approaching people more acceptable
* May avoid some unnecessary screening contacts with non-eligible subjects
e Make the informed consent process easier once subjects are found to be eligible
e Can be of use after enrollment as part of an ongoing informed consent process
» Raise awareness and potentially enhance the reputation and status of the investi-
gators and the research institution
* Are often perceived as a sign of transparency in participant selection
There may be some downsides as well. For instance, some people do not like the
necessary shortness and lack of detail in a brief information sheet and may perceive
that as a deterrent.

9.2.3 Maedia Coverage During Recruitment

Local media coverage can be useful whenever maximum participation rates
are required in population-based studies. An effective recruitment strategy might be
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Panel 9.4 Frequent Concerns About Upcoming Research Projects and Possible
Responses for Inclusion in Information Sheets and During Media Coverage

* Are the researchers trustworthy and competent?
— Provide information on research institution and main investigators
— For media coverage, introduce yourself before communicating
 Is the topic of research relevant to me and my community?
— Describe the health problem in lay terms
— Mention the burden of the problem in the community
— Mention the importance of the new information that may be obtained
* Are they communicating with me in a respectful manner?
— When communicating with individuals, use a personalized approach in
an appropriate style
— Express appreciation to prospective participants
* What is in this for me? Will I be part of something big and exciting?
— Emphasize that participants will contribute to something important
*  What will they ask from me if I participate? Is it going to be easy?
Make it clear whether there will be an intervention and what kind
— Provide an idea of timing (start, duration) of participation
State whether there will be home visits, clinic visits, biological samples
Specify whether there will be several rounds of data collection
s it safe to participate?
Provide an idea of the general level of risks and discomfort imposed by
the study
— Re-assure that safety protections, confidentiality, anonymity, and privacy
will be complied with
— Give opportunities for questions and discussion by providing a telephone
number, a website, and/or an email address
e What do other people think about this project?
— Mention support from community leaders and opinion leaders
* How many people do they want to participate?
— Mention targeted sample size

L]
el

to first publish an article about the upcoming study in the local newspaper and
then to insert a copy of this article in the invitation letter or add it to the infor-
mation sheet.

Communication about a study in the early recruitment phase needs to address
concerns that most people have about research. It is, in fact, the same kind of infor-
mation that will need to be provided later during first study contacts and in the
informed consent form, although usually not in as much detail. Some frequent
concerns about a new study are listed in Panel 9.4.
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9.3  Overview of Sampling Methods

In a broad epidemiological sense, the term ‘sampling’ refers to the process of
facilitating access to a suitable selection of observation units or to the existing
information about them. Sampling helps to create opportunities for first contact
with potentially eligible individuals or their data. There are two general types of
sampling methods: statistical and non-statistical sampling. The former involves
generating a list of potentially eligible observation units (i.e., defining a sampling
frame) and using a statistical scheme to select from the sampling frame a number of
units to be approached for enrollment. Non-statistical sampling does not involve a
sampling frame or such statistical schema. Though there is a perception that a study
population must be statistically representative of a large population, that idea is a
misconception (Miettinen 1985). In fact, statistical sampling methods tend to be
restricted to large surveys, cluster-randomized trials, and some etiognostic study
types. Indeed, in epidemiology non-statistical sampling methods tend to be suitable
for most studies.

9.3.1 Non-statistical Sampling Methods
(Non-probability Sampling)

There are many types of non-statistical sampling methods. Perhaps the most
commonly used are consecutive sampling, convenience sampling, and snowball
sampling. These methods are described in Panel 9.5. These sampling methods are
frequently used in cross-sectional studies, observational follow-up studies, and in
experimental and quasi-experimental studies. A basic assumption of these methods
is that the mix of recruited subjects will be roughly typical of the target population.
Each has distinct advantages and disadvantages (e.g., snowball sampling can be
useful to recruit individuals who are difficult to reach, such as drug addicts).

Non-statistical sampling methods are sometimes used to achieve a quota of units
with defined characteristics. Such quotas are intended to ensure that a sufficient
number of units in different exposure or outcome levels are achieved, or to balance
a known confounding or effect modifying characteristics across groups. For exam-
ple, in a study of how ethnicity modifies an outcome parameter, one may sample an
equal number of participants from different ethnic groups. This approach is often
called quota sampling.

9.3.2 Statistical Sampling Methods (Probability Sampling)

These methods, unlike non-statistical sampling methods, use sampling frames.
Statistical sampling methods are mostly used in surveys, cluster-randomized trials,
and sometimes etiognostic studies. The main goal of statistical sampling is to
achieve a study population that is statistically representative of the target popu-
lation. Statistically, the ideal scenario is to sample a complete target population
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Panel 9.5 Common Types of Non-statistical Sampling Methods
Used in Epidemiology

* Consecutive sampling
With this method, all eligible subjects are found consecutively. These units
can be found sequentially or in regular intervals. For example, the investi-
gators approach every nth patient presenting to the emergency room
(where n is 1 if every patient will be approached). Alternatively, the
investigators could approach all patients presenting on every nth day
(e.g., every Wednesday).

* Convenience sampling
In this method, subjects are approached at the time of data collection. This
approach is particularly useful if attempting to recruit subjects in a public
location, such as a shopping center. This approach can be used in studies
with very broad inclusion criteria, e.g., ‘adults.’

* Snowball sampling
Participants are successively recruited through referrals from other partici-
pants. For example, in a study on cocaine addiction, one might ask a par-
ticipant to refer others with cocaine addiction to the study. This approach
is particularly useful for patient populations that are difficult to reach.

(100 % sample), as this avoids sampling error and is, by definition, the most repre-
sentative study population possible. However, complete sampling is practically
impossible in almost every conceivable scenario in epidemiology. If a sampling
frame exists or can be constituted, statistical sampling methods can be affordable
and efficient. They allow us to sample a fraction of the target population (sampling
fraction); though smaller sampling fractions introduce error, they can also increase
internal validity because data collection may be managed by a smaller team of people.
Thus, it may be more feasible to find experienced data collectors and to supervise
and pay them properly. Such teams tend to collect more accurate data than an army
of less-well-trained temporary staff hired on an extremely tight budget.

A statistical sample can be only as good as the sampling frame (Herold 2008).
If the sampling frame is biased, so too will be the sample. Therefore, if there is
either certainty or serious suspicion about the lack of quality of an existing sampling
frame, the only solution may be to constitute a new sampling frame in preparation
for a study. Table 9.1 gives examples of survey sampling frames with expected
limitations in relation to representativeness of the target population.

9.3.2.1 Random Sampling with or Without Replacement

With random sampling each member of the sampling frame has a known and fully inde-

pendent chance of being selected. The preferred way to execute random sampling is:

* To assign a random unique number (generated using a random number function
in statistical software or a spreadsheet) to each member of the population,
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Table 9.1 Examples of sampling frames and their limitations in relation to representativeness of

the target population

Sampling frame
Census

Taxpayer list

List of postal or email addresses

List of (landline) phone
numbers

List from hospital or health
center information systems

List of schools, pupils, villages,
employees, or administrative
areas

List of geo-referenced
homesteads; satellite maps
showing bounded structures

Limitations

A proportion of individuals may never be listed because they
were never found at home during the census

Homeless people or itinerants may be missed

If the census was not conducted very recently, it may be
outdated in areas with substantial in- and outmigration
People may try to avoid being listed as a taxpayer

Only approximately representative if it can be shown that
only a small proportion avoids tax

Mail addresses, business addresses and living addresses are
sometimes different

People may have several mail addresses and several living
addresses

In rural areas or informal settlements houses may not be
numbered or have a clear postal address

Variation in number of subjects per postal address

People may have several email addresses

Many people do not have an email address, and these people
may be different from those who have email addresses
Decreased probability of inclusion of several types of
individuals, such as those who have no landline phone

(e.g., those who have cellular phones only, or, those who are
too poor to afford any type of phone), those who are never or
rarely at home, those whose landline does not function for
whatever reason, et cetera

Variation in number of subjects per landline phone

Sick people only

Rapidly outdated; Patients may frequently change health care
provider

If lists are obtained from public facilities only, the listed
patients may differ from those who seek services at private
facilities

Lists of schools are sometimes only available for the public
sector

Rapidly outdated

Not all bounded structures are inhabited

Variation in number of subjects per homestead

e To rank the sampling frame according to the randomly assigned numbers,

and then

* To select the first n of the ordered random numbers, where n is the required

sample size

Other methods, such as the lottery methods and the use of tables of random
numbers, are more prone to human error but are useful alternatives in situations
where no statistical software package is available.
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Each individual has exactly the same probability of being selected in ‘simple
random sampling with replacement’ (SRS-WR), i.e., when the sampled individual
continues to be part of the sampling frame (thus possibly giving a sample with
duplicates). Each individual has approximately the same probability of being
included in ‘simple random sampling without replacement’ (SRS-WOR) if the
sampling frame is very large, and this method is often preferable since duplicates
can be effectively avoided.

9.3.2.2 Systematic Sampling

With systematic sampling every nth person or unit is selected from the sampling
frame, where the selection interval n is determined by dividing the size of the
sampling frame by the study sample size. The first unit is usually sampled randomly.
Systematic sampling with a random starting point is not fully random because the
chance of a unit being selected is not independent of the prior unit selected. The
likelihood of being sampled is, in fact, dependent on the selected starting point,
and this non-randomness comes at a cost. Starting point bias can arise if there is
a pattern in the characteristics of the sampled units that runs in phase with the
sampling interval. For example, this may occur if the sampling frame is the list of
consecutive houses in a specific street and every nth house is mostly a corner house
or a shop.

9.3.2.3 One-Stage Cluster Sampling
When the population is large, widespread, and not completely enumerated, cluster
sampling may save time, money, and effort. Rather than engaging in a complete
census prior to the study and sampling widely scattered participants after the cen-
sus, it could be advantageous to randomly select some clusters and then try to enroll
all eligible subjects in those clusters. The clusters can be villages, electoral districts,
schools, households, any natural grouping of people, or even artificial groupings
like grid cells placed over a satellite photograph. The practical advantages of cluster
sampling are considerable, as participants in each cluster will usually live relatively
close to each other, making them more easily accessible. If all individual members
of a selected cluster are visited, one avoids the potential embarrassment, discontent,
or stigma created by visiting only certain individuals in close communities. The
disadvantage is that there is usually some loss of statistical precision compared to
what could have been achieved with SRS with the same number of participants.
This is because the variation between individuals from the same cluster is often
smaller than the variation between individuals from different clusters. A small
number of clusters and a small sampling fraction may lead to poor representation of
the target population. This could happen, for example, by sampling less than ten
clusters that represent less than half of all the clusters. Larger numbers of clusters or
pre-sampling information on cluster heterogeneity for variables of interest may be
needed.

Table 9.2 illustrates the essential differences between the main forms of statistical
sampling.
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Table 9.2 Tllustration of random sampling, systematic sampling, and cluster sampling

Type of statistical Sampling unit:

sampling example Sampling frame: list, sampled units in bold

Random sampling Individual school 1,2,3,4,5,6,7,8,9, 10, 11, 12,13, 14, 15, ...
children in aregion  (Individuals are randomly chosen from the list)

Systematic sampling  Individual school 1,2,3,4,5,6,7,8,9,10, 11, 12, 13, 14, 15, ...
children in aregion  (Every nth individual is chosen from list)

Cluster sampling Classes of school 1,2,3,4,5,6,7,8,9,10,11, 12, 13, 14, 15, ...
children in aregion  (Classes are randomly chosen from the list; all

pupils from the selected classes are invited)

9.3.2.4 Multi-stage Cluster Sampling

Cluster sampling is done in stages for successively-smaller hierarchically-nested
groups within the population until the required observation unit level (usually
individuals) is reached. It starts with cluster sampling and can end with random
sampling of individuals. For example, in a two-stage sampling exercise one may
first take a random sample of schools and then take a random sample of children
from each school. Multi-stage cluster sampling can also involve several successive
cluster sampling steps. For example, a three-stage sampling exercise could consist
of randomly sampling schools first, classes within each school next, and then pupils
within each class.

Clusters may differ in size (e.g., large villages, small villages; large households,
small households), so if a fixed number of individuals is selected from each
cluster, individuals living within a large cluster would have a lower probability
of being selected. Weights would need to be applied during analysis to adjust for
this. Alternatively, one can apply self-weighted sampling (Armitage and Berry
1988), where in the first stage the chance of selecting each particular cluster is
proportional to the size of the population within it. The second-stage samples can
then have a fixed number without creating bias. Another version of self-weighted
sampling would be to select clusters with equal probability and then select a
number of individuals from each cluster that is proportional to the size of the
cluster.

9.3.3 Additional Aspects of Survey Sampling

9.3.3.1 Stratifications in Survey Sampling

Stratified sampling divides the population into non-overlapping subgroups (strata)
according to some important characteristic, such as sex, age category, or socioeco-
nomic status, and selects a sample from each subgroup. The number of individuals
sampled from each stratum can be made proportionate or disproportionate to the
frequency of the characteristic in the population. Disproportionate stratified sampling
is sometimes used to ensure that persons belonging to a less common subgroup or a
certain category of a potential modifier are represented in large enough numbers to
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enable the calculation of precise enough estimates for this subgroup. For example,
if old age is a potential modifier for a phenomenon under study, one may decide to
disproportionately ‘over-sample’ the oldest age group to enable the calculation of
an adequately precise estimate for that age group. When disproportionate stratified
sampling is used, it will still be possible to estimate an overall outcome parameter
(e.g., for all ages combined) and achieve a robust standard error by using procedures
called weighting (See: Chap. 22). Stratified sampling can even reduce the overall
sampling error if there is a lot of heterogeneity in outcome parameter estimates
between strata (Armitage and Berry 1988). Note that disproportionate statistical
sampling is a type of quota sampling (See: Sect. 9.3.1)

9.3.3.2 The Use of Subsamples in Surveys:‘Multi-phase Sampling’

In large surveys the amount of information that can be collected on each participant
is often limited because of logistical and budgetary constraints. If more detailed
information is desired (e.g., plasma lipid profiles), it may be cost-efficient to gather
that information only in a nested subsample. The process of defining a nested sub-
sample is known as multi-phase sampling and, in its simplest form, involves two
phases of random sampling, where the sample frame for the subsample is the entire
study sample. The precision of the estimates in the subsample will be less than in
the study sample. However, surveys are often designed with large sample sizes to
produce sufficiently precise estimates of primary outcomes for several sub-regions,
ethnic groups, and age-sex categories. Therefore the size of even a 10 % subsample
may be large enough to produce adequately precise estimates of secondary outcomes
for the entire target population, perhaps even if stratified on a variable of interest
(e.g., sex).

9.3.3.3 Complications Created by Non-enrolments in Surveys

Sampling of individuals creates opportunities for initial contact with potentially
eligible individuals. Complications can arise if many of the sampled subjects are not
enrolled because of missed contacts (after several attempts), lack of eligibility, or
refusal. For example, after a systematic sampling exercise involving visits to every
nth house, it may appear that only 90 % of the targeted sample size was reached.
In order to find the remaining 10 %, should one continue with a second round of
systematic sampling, with the same selection interval but from another starting
point? This strategy could create bias as the remaining 10 % of participants
would be found mostly in the beginning of the round in a relatively small area
not representative of the total area. To avoid this problem a new larger selection
interval must be used in the second round. Another solution may be to find an
immediate replacement for any missed enrolment, perhaps the nearest eligible
person. Alternatively, an anticipated 10 % non-enrolment rate can be taken into
account in the calculation of the selection interval n for the first round, but this may
still result in a slight over- or under-enrollment. Similarly, when simple random
sampling or cluster sampling is used, a certain percentage can be added to allow for
non-enrollments. To enable evaluation of possible selection biases one should try to
collect information on the non-enrolled.
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9.4  First Study Contact, Eligibility Screening,
and Maximizing Response Rates

First study contacts are made personally, via an invitation letter, email, telephone
call, or by a house-visit. During first contacts, the same common concerns listed
above in the section on recruitment activities should be kept in mind (See also:
Textbox 9.1). If the first contact is via a letter or email, the message should be clear,
brief, personal, and professional. It should also have an attractive layout, use the
header of the institution, and be signed. If the first contact is face-to-face, it is
important that the researcher behaves respectfully and complies with culturally
acceptable dressing, language, and etiquette. In some cultures this implies greeting
and informing the head of household before any other household members.
Introductory letters and wearing personal IDs with a picture will usually increase
the credibility of and trust in the researchers. In a telephone survey, respectful and
culturally appropriate language and tone of voice are important.

In (e-)mail or telephone surveys the response rate strongly depends on the
number of attempted contacts, on flexibility and variation of the contact strategy for
individual cases, and on whether candidates are given enough time for reflection.
Whether there should be multiple contact attempts — and, if so, when and how fre-
quent these should be — is very culturally dependent. A common strategy is to make
two or three attempted contacts. An approach that has worked well for mail surveys
in the U.S.A. is to start with a pre-notice (a phone call or a letter) followed by
mailing of the questionnaire and a cover letter (Dillman 2000). If no response was
received, up to three reminders were sent that were slightly different in formulation.
In that study setting, inclusion in the mail of small incentives in the form of cash,
checks, lottery tickets, or pencils was associated with better response rates. After
failing to contact a person by mail one may switch to a telephone- or visit-based
strategy, possibly making multiple attempts to phone or visit if necessary.

After a proper introduction and briefing about the study, it is usually natural to
ask a few simple and straight-forward questions (e.g., about age and residence) to
determine whether an individual is eligible. Eligibility screening is usually con-
ducted before an individual is asked to give informed consent to participate, but
if particularly sensitive information is needed to determine eligibility, informed
consent should be obtained first.

White and colleagues (2008) provide a good overview of what is known about
factors associated with participation rates and selection bias in Anglo-Saxon high-
income countries. Their overview suggests, among others, that non-participants
tend to be poorer, have an unhealthier lifestyle, and are more likely to be male and
non-white. Younger age has also been reported among important factors associated
with non-participation (Moorman et al. 1999). However, examples of studies showing
the contrary also exist (Galea and Tracy 2007). Anyhow, these factors may have limited
relevance for research in other cultural settings and in low- and middle income
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Textbox 9.1 Selected Ethical Aspects of First Study Contact and Eligibility
Screening

In instances when sampling is done from client registries of care facilities, it
is appropriate to have the list of statistically sampled candidate subjects
reviewed by the caregivers before any contact is made with the candidates.
This allows exclusion of terminally ill persons, persons with severe mental
illness and other persons with characteristics that are exclusion criteria. It may
also prevent unnecessary efforts to contact persons who are no longer clients
or prevent bothering family members of persons who recently died.

Efforts must be made to ensure that invitation letters or calls by them-
selves do not cause any unwarranted health or confidentiality concerns.
Letters, information sheets and other recruitment strategies, informed consent
forms, personal introductions by enrollers, and questions and exams related to
eligibility, all need to be culturally adapted to the local setting and must
express respect, empathy, professional seriousness as well as give reassurance
about common concerns. If this is not ensured, enrollment rates are bound to
be affected.

Endeavors at maximizing participation by repeatedly attempting to
contact persons who do not respond to invitation letters or are not available
when visits or calls are made must be balanced against the risk that people
perceive that their privacy is being invaded. Non-response and unavailability
may reflect unwillingness to participate, and in such situations repeated
reminders may create antipathy, also among other community members, and
thereby impinge on their potential study participation.

In communities, the fact that some persons are visited and others not can
lead to embarrassment and stigma. This problem can occur more frequently
with certain sampling schemes. For this reason, sometimes all community
members are indeed visited but detailed information collected only from
those required to undertake the study.

It is usually inappropriate to offer monetary or other incentives beyond
compensation for costs of traveling and time. When making first contact
with persons who will be ‘cases’ in a case—control sampling strategy, offering
monetary or other incentives is often perceived as inappropriate or even
offensive (Coogan and Rosenberg 2004).

Although eligibility screening is usually a non-invasive process, in some
studies it may require invasive procedures such as blood sampling and
generation of sensitive personal information such as HIV status. Informed
consent is always needed for this kind of eligibility screening and the informed
consent process needs to make it clear that the subject may end up being
non-eligible.
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countries. More methods-oriented research is needed worldwide on the factors that
influence enrollment and refusal rates.

Finally, it is crucial to make a plan for monitoring accrual and refusal rates and
for gathering information about reasons for non-participation. These issues will be
discussed in detail in Chap. 17 (Accrual, Retention and Adherence).

9.5 Sampling and Enroliment in Cohort Studies

We will now discuss some particularities of sampling and enrollment in etiognostic-
type studies. We focus on sampling and enrollment procedures (‘selection’) for
cohort studies in the present section and for case control studies in the next one. For
each, we will point out the possible sources of selection bias.

9.5.1 Selection Strategies in Cohort Studies

In cohort studies there are some special issues in relation to inclusion and exclusion

criteria. The most notable issue is that subjects should, to the extent possible, be

excluded if they are not at risk of the outcome. This concerns those who already
have the outcome and those who cannot logically ever develop the outcome.

Furthermore, in prospective cohort studies there should be a reasonable possibility

for follow-up and repeated assessment of study attributes. Generally, it is better to

exclude those who have near-term emigration plans or other characteristics that will
likely lead to rapid loss to follow-up.

Two modes of selecting members into a cohort can be distinguished:

e Cohort selection mode-1: selection of the exposure groups separately. For
example, one may select workers of a factory using a dangerous substance and,
separately, workers of another nearby factory where the same substance is not
used. Mode-1 is often the preferred mode when the exposure is relatively rare,
such as exposure to radiation during pregnancy. Group matching and individual
matching for confounding variables (See: Chap. 6) can be helpful as part of this
approach.

»  Cohort selection mode-2: the commonly preferred method, consisting of selection
of one single group, with consideration of exposure levels during measurement
and analysis. For example, the Framingham Study population was enrolled
irrespective of their smoking status, and later split up according to smoking habit
categories. This mode can be more expensive than mode-1 when the exposure is
relatively rare.

With either mode, non-statistical sampling methods are often used for the forma-
tion of the cohort. Sometimes a statistical sample is used. For example, a subsample
of a survey can be selected for inclusion into a cohort study. Participants of large
case—control studies may, under certain conditions, also be used for a subsequent
cohort study. When the controls of a case—control study are truly a representative
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sample of the source population, they may form a natural group of candidates
for follow-up in an ensuing cohort study. Strategies have also been described for
selecting both the cases and the controls of a case—control study into a subsequent
cohort study. An example of this is known as the ‘reconstructed population method’
(See: Sommerfelt et al. 2012).

9.5.2 Selection Bias in Cohort Studies

The purpose of a cohort study is to set up a valid contrast of outcome frequency
between exposure levels. This means that one should try to ensure that the exposed
and unexposed groups have a comparable prognosis at baseline (i.e., a comparable
mean risk of developing the outcome) and, further, one should try to avoid prognos-
tic imbalances arising during follow-up (except those mediated by the exposure). If
this cannot be achieved, imbalances in prognostic factors at baseline and during
follow-up should be measured and adjusted for during analysis. With cohort selec-
tion mode-1 (separate selection of exposure groups) one tries to achieve the ideal
baseline prognostic equivalence by carefully selecting the groups and making sure
they have similar distributions of confounders, sometimes by using individual
matching.

It is not uncommon, though, for a researcher to select the groups to the best of
her/his abilities but remain uncertain about or be unaware of some prognostic
imbalances. Consider the example of a study in which the outcome frequency
among workers in an industrial setting (exposed) is to be compared to the outcome
frequency in a group selected from the general population (unexposed). A ‘healthy
worker effect’ can occur if healthy persons with relatively good prognosis are more
likely to be employed in the industrial setting or if those at risk of the illness are
more likely to stop working or switch to different types of jobs. In this case, the
exposed and unexposed would have different baseline prognoses, and it would be
unclear how this prognostic imbalance could be measured accurately enough for
adequate adjustment in the analysis. Consequently, a biased outcome parameter
estimate would be expected. On the other hand, a ‘sick worker effect’ can occur if
the bias resulting from a baseline prognostic imbalance is created by a specific job
that attracts people with poorer health prognosis on average, e.g., night watchmen
(Miettinen 1985). It is a problem in epidemiology that several types of individual
prognostic factors, such as an inclination to follow health advice, a tendency to react
poorly to stressful situations, and other susceptibilities to important behaviors are
difficult to measure accurately.

Selection bias can also occur through erroneous determinations or assessments
of eligibility criteria. For example, in a cohort study comparing the rate of appendi-
citis among smokers and non-smokers, bias can arise if enrollers neglect to verify
appendectomy as a study exclusion criterion (and if this is not adjusted for in the
analysis). This example can also be used to illustrate the point that sub-optimal
selection processes can contribute to confounding.
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Finally, remember that in Chap. 2 (Basic Concepts in Epidemiology), biases
resulting from various patterns of loss-to-follow up were also treated as a form of
selection bias in cohort studies.

9.6 Sampling and Enrollment in Case-Control Studies

The general design of case—control studies has been discussed in Chap. 6. This
included a discussion of the concepts of source population and secondary study
base, both of which are important to keep in mind when reading this section. Here,
we expand on practical strategies of sampling and enrollment and highlight common
sources of selection bias in case—control studies.

9.6.1 Selection of Cases in Case-Control Studies

In the typical case—control study, the selection of cases and controls constitutes two quite
different activities. We therefore discuss them separately, starting with case selection.

9.6.1.1 Incident Versus Prevalent Cases
An important decision to make is whether the study will target prevalent cases or
incident cases. The distinction between the two is that incident cases (i.e., new cases)
cannot include individuals who manifestly have had the illness for longer than a defined
time cut-off, whereas prevalent cases can. When incident cases are selected, the
study tends to be less prone to certain types of bias. For example, with long-standing
prevalent cases there are more frequently recall problems about the exact nature of
the diagnosis, timing of diagnosis, and antecedent exposures. This can be especially
problematic when diagnostic and exposure-related information is obtained via inter-
view, e.g., if the identification is based on questions such as ‘have you ever been
diagnosed with asthma?’ Note that people with mild chronic conditions may
remember symptoms more easily than the correct medical term for their condition.
A separate problem arises if the illness has a high fatality rate. Prevalent cases
may then represent a special select group of long-term survivors. And if the expo-
sure under study is a true cause of the development of the illness, it is likely to be
also a causal determinant of the course of illness and the outcome. Thus, when
prevalent cases are used in such instances, the preponderance of survivors among
the cases may under-represent the exposed, which is expected to result in an
underestimation of the odds ratio. On the other hand, with incident cases it usually
takes longer to get adequate numbers of participants (an efficiency concern).

9.6.1.2 Case Ascertainment and Eligibility Assessment

in Case-Control Studies
Selection of cases involves case ascertainment, which requires clear and valid case
definitions. Up-to-date accepted diagnostic criteria are preferred as a basis for the case
definition. A choice of incident cases or of severe cases will require incorporating
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extra criteria into the definition of case eligibility. Additional criteria might include
accepted grading systems to assess severity and a specific maximum time since first
manifestation of illness to distinguish incident from prevalent cases. High sensitivity
and specificity of case ascertainment is necessary and the use of proxy variables
should be avoided if possible.

9.6.1.3 Sources of Cases in Case-Control Studies

Case Recruitment in the Community

Cases can be identified during surveys. With this approach the identified cases are
likely to be representative of all cases, and the source population for the subsequent
selection of controls can be clearly defined. However, consider that, although the cases
are recruited in the community, referral bias (See: next subsection on Case Selection
Biases) is still possible. The cases may be identified during home visits by asking the
question ‘have you ever been diagnosed with illness x’. This illness may be one that
is typically diagnosed in a hospital after referral, and this referral may be associated
with the exposure. The selected cases could thus be a group with increased exposure
odds in comparison with all true cases (some of whom remained undiagnosed).

Cases Identified in Disease Registers

National or regional disease registers can be a useful source of cases, but since cases
must have come to diagnostic centers, they may represent a selected group of all
cases. Referral bias arises when the cases’ inclusion in the register was influenced
by whether or not they were exposed. All eligible cases can be included or they can
be randomly sampled if that is needed for budgetary purposes.

Case Recruitment in Care Settings

Historically, this has been the most frequently used source of cases in case—control
studies. Enrollment activities can be conducted in hospitals, clinics, private prac-
tices, or combinations thereof. There are some advantages to this approach, not the
least being the ready availability of cases in a setting that may easily allow the use
of valid up-to-date diagnostic procedures. If the care settings have well-defined
catchment areas and, nearly all cases occurring in these catchment areas are expected
to end up in the local facilities, then defining the source population becomes easier.
If not, selection of controls truly representing the source population of the cases can
be difficult to achieve and demonstrate. Health care utilization surveys can be helpful
for this purpose. Such surveys could show, for example, that the initially targeted
referral center(s) only catch(es) a minor proportion of cases developing in the sur-
veyed area. This would indicate a need to include more referral centers for case
identification, or a need to redefine the catchment area/source population.

A requirement for case recruitment in care centers is that the whole process of
referral, case diagnosis and enrollment should be independent of exposure (See:
Sect. 9.6.3). This requirement is more likely to be fulfilled for severe cases. Hence,
some epidemiologists have suggested that such case—control studies should be
done with severe cases only (e.g., Miettinen 1985). When recruiting cases from care
settings, one should preferably target cases from several care settings in the region
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because risk factors (antecedent exposure) may be unique to a single hospital due to
referral patterns and other factors. If one would involve only a tertiary care hospital
a problem could be that this hospital has a very large catchment area with a complex
referral pattern. This may hamper a clear definition of the source population.

Cases Recruited by Snowball Sampling

This approach tends to involve identification of some cases in care settings or surveys,
followed by the identification of additional cases via snowball sampling. This type
of case recruitment has been used mainly when eligible persons are difficult to
reach, such as intravenous drug users. A limitation to this approach, however, is that
defining the source population of these cases can be particularly challenging.

Cases Developing During Follow-Up of Well-Defined Cohorts

or Dynamic Populations

In traditional nested case—control studies, the cases are usually all new cases
developing in the defined cohort or, more rarely, in an enumerated dynamic popula-
tion. Sometimes only a sample of all newly developed cases is taken. The cohort can
be a research cohort, an occupational, or educational cohort, or any cohort for which
relevant exposure and follow-up data are or can be made available.

9.6.2 Selection of Controls in Case-Control Studies

A subject is eligible as a control if one can answer “Yes” to this question: “If the
subject had been sick with the case-defining illness, would (s)he have been in the
study as a case?” This question captures the requirement that controls should be
representatives of the source population (See: Chap. 6). As a group, the controls
should reflect the expected exposure distribution in the source population.
Consequently, control selection must be independent of exposure such that exposed
persons are not over- or underrepresented (a requirement that is similar to that for
case selection). Controls must not be a special group that actively avoids or engages
in the exposure. This would exaggerate or underestimate, respectively, the odds
ratios estimated in the study.

9.6.2.1 Sources of Controls in Case-Control Studies
Possible sources of controls are equivalent to the above-listed sources of cases:
* Controls sampled in communities
* Controls from national or regional disease registers
 Patient controls identified in care settings
* Neighbors, friends and relatives
e Controls selected from an enumerated cohort or dynamic population under
follow-up
For each of these possible sources of controls we can list advantages and dis-
advantages for feasibility and validity, in a similar fashion as for case selection.
For example, identifying controls directly in the communities where the cases
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occurred is logistically difficult but has the least potential for selection bias. When
cases are selected from a hospital, controls are often selected among patients having
other diseases in the same hospital. Such hospital controls are easier to find and
enroll than community controls and, once enrolled, there may be less danger for
recall bias and non-response. However, the danger of selection bias tends to be
higher. With hospital controls it is generally more difficult to convincingly argue
that they validly represent the true source population. It is also sometimes unclear
whether the illness of controls is truly unrelated to the exposures studied. In addition,
it may be difficult to convincingly argue that their referral, diagnosis, eligibility
assessment and acceptance of participation were also exposure-independent. A better
option is often to recruit the controls among clients of doctors who would refer their
clients to the hospital where the cases were recruited (if they would acquire the
case-defining illness). When identifying such a group one needs to take into account
the implications of the definition of source population. For example, clients of a
doctor who refers such clients to another hospital cannot be controls.

When neighbors, friends and relatives are chosen as controls, the possibility of
selection bias is generally very high. Thus these sources cannot be recommended
as a general strategy but can be an option when cases are recruited via snowball
sampling. The problem is that neighbors, friends, and relatives of cases often have
very similar environmental and behavioral exposure patterns to the cases, not typical
for the source population at large.

9.6.2.2 Control Selection Modes in Case-Control Studies

Sampling schemata for controls can be distinguished firstly according to whether

the controls are sampled:

* Asagroup, among non-cases considered to represent the source population (‘tra-
ditional approach’)

e Concurrently with the cases (‘concurrent sampling approach’)

* From the entire source population regardless of whether they happen to be cases

or not (‘inclusive approach’) (Rodriguez and Kirkwood 1990)

The inclusive approach has regrettably remained very exceptional. It has the
advantage that it leads to direct estimation of the incidence rate ratio (See: Chap. 22).
When the traditional approach is used, a group of eligible non-cases is selected into
the study. One considers the date of their inclusion, which is typically identical for
all, as the end of their individual exposure and risk period (the zero time-point of
negative etiologic time, See: Chap. 6). When concurrent sampling is used, one or
more controls are sampled each time a case becomes manifest, out of a source of
eligible subjects who were at risk for developing the case-defining condition but did
not develop it. Here, the zero time-points of etiologic time are spread out over
calendar time both for cases and for their selection time-matched controls. If the
subjects at risk at the time a case develops are a well-enumerated group, then they
are said to form the ‘risk set’ at that time and the control sampling is then often
called ‘risk-set sampling’. With this method controls can be sampled more than
once and controls can later become cases. Risk-set sampling is often done in nested
case—control studies. Figure 9.1 illustrates the method.
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Fig. 9.1 Tllustration of the principle of risk-set sampling in a nested case—control study with a
control-to-case ratio of 1. Horizontal lines represent the person time contributed over calendar time
by the first ten subjects in a cohort. The position for each subject reflects the time of enrollment.
Lines represent person time of subjects. Case development is denoted by X, and loss to follow-up
is indicated by a diamond. The first subject developing the case-defining condition is subject 4 at
t=1. The second case occurs at t=2. At t=1 the risk set is composed of subjects 1, 2, 5,6, 7, 8, 9,
and 10. One control is randomly selected from this risk set. At t=2 the risk set from which a
control may be sampled consists of subjects 1, 2, 5, 6, 8, and 9

A second way to classify sampling schemata for controls is according to how
many controls are selected for each case, and if several are selected for each case,
whether these are all of the same type or of different types. Multiple ‘same type’
controls are used to increase the power of the study, but there is little advantage in
having more than four controls per case (See: Chap. 7). ‘Different type’ controls may
be, for example, one hospital control and one community control, or, two different
control diseases. This is sometimes used to study possible biases. When similar
findings are obtained with each type of control, this is sometimes interpreted as
indicating lack of bias, although it is obviously not a strong argument since bias
may be equally big in the two control groups.

9.6.3 Types of Selection Bias in Case Control Studies

In case-control studies the selection of cases and controls is usually done separately.
Hence there can be case selection bias, control selection bias, or both.

9.6.3.1 Case Selection Biases

Most case selection biases arise from the cases’ survival, referral, diagnosis,
eligibility assessment, or acceptance of participation being associated with the
exposure(s) under study. In Panel 9.6 we describe the types of case selection bias
accordingly.
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Panel 9.6 Types of Case Selection Bias in Case-Control Studies

» Case survival bias — See: discussion about disadvantages of using prevalent
cases.

* Case referral bias — Cases may have had a higher chance of being referred
from lower level facilities to the study hospital/clinic or diagnostic center if
exposed (or unexposed). For example, consider a clinic-based case—control
study about malnutrition as a possible causal risk factor for persistent
diarrhea. Patients with persistent diarrhea may have been more likely to be
referred if malnourished than if well-nourished. This would tend to inflate
the observed exposure odds among cases which could lead to an overesti-
mation of the odds ratio.

* Case ascertainment bias — Diagnosis may be more often made among
the exposed, so that the unexposed are less likely to become a case. An
example is given in Textbox 9.2. Some epidemiologists classify this type
of bias as information bias, although case ascertainment is a necessary step
in case selection.

e Case eligibility assessment bias — Inclusion as a case in a case—control
study also passes through a phase of eligibility screening. This involves more
than only diagnosis. It can also involve severity assessment, assessment of
time since first manifestation of illness, and assessments of other eligibility
criteria. All these steps can theoretically lead to bias if the decisions made
are influenced by exposure status.

» Case non-participation bias — Refusal can be associated with exposure.
Imagine a case—control study on blood transfusion as a risk factor for HIV
infection. HIV-positives may be more likely to consent to participation if they
think they got HIV through blood transfusion than if they think they got it
through sexual contact with commercial sex workers. HIV-negatives’ willing-
ness to participate would probably be more independent of the exposure.

As to case ascertainment bias, when misclassification in case ascertainment is
non-differential (i.e., similar in the exposed and unexposed), the lack of sensitivity
and/or specificity tends to bias the estimated odds ratio towards the null value
(i.e., towards an odds ratio of 1). To illustrate this further, a scenario is described in
Textbox 9.2.

Similarly, still with a causative exposure, a non-differential lack of specificity of
case ascertainment among exposed and unexposed will tend to preserve the expo-
sure odds among controls but will decrease the exposure odds in the cases and will
thus also underestimate the odds ratio.

When misclassification in case ascertainment is differential as to exposure
level (sensitivity and/or specificity are different among exposed and unexposed) the
effect will not necessarily be an underestimation of the odds ratio, but could be an
overestimation of it, depending on how the exposure odds in cases and controls
are affected.
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Textbox 9.2 Non-differential Misclassification in Case Ascertainment: Effect
on the Estimated Crude Odds Ratio in a Case-Control Study

Consider a case control study of the effect of poor housing conditions on the
occurrence of asthma, and assume there is a true effect e.g., an odds ratio
(OR) of 2.67, with the true odds of exposure among the 100 cases being 4 and
the true odds of exposure among 200 controls being 1.5:

Asthma True
Poor housing  + = OR
+ 80 120
- 20 80

Exposure odds 4.0 1.50 2.67

High specificity but poor sensitivity in the diagnosis of asthma implies that
a proportion of children with asthma are not diagnosed but nearly all those
diagnosed will be true cases. When the low sensitivity is non-differential i.e.,
equal in the exposed and unexposed, the exposure odds of 4 among the cases
(numerator of the odds ratio) will be preserved. However, among the controls,
the exposure odds (denominator of the odds ratio) could falsely become
higher if there are non-diagnosed children with asthma (who have more
frequently been exposed) amongst them. The trend will be one of relative
over-representation of the exposed among the controls. The consequence will
thus be an underestimation of the crude odds ratio. How much underestima-
tion there will be depends on such factors as exact sensitivity, type of controls
used, and the prevalence of asthma in the total source population. A possible
observed scenario is:

Asthma Observed
Poor housing  + = OR
+ 80 140
= 20 60

Exposure odds 4.0 2.33 1.71

9.6.3.2 Control Selection Biases

As mentioned, in practice the selection process of controls is usually separate from
the selection of cases, which leads us to consider control selection biases as a sepa-
rate class of bias. We list them in Panel 9.7. Note that case selection biases and
control selection biases often co-occur. What the expected overall effect is on the
estimate of the odds ratio is in such cases not always clear, but the biases may cancel

each other out or be superimposed on each other.

J.Van den Broeck et al.
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Panel 9.7 Types of Control Selection Bias in Case-Control Studies

e Control source bias — the chosen source is inadequate; Subtypes are:

— Control sampling frame bias — The frame from which the controls are
sampled may not adequately represent the source population

— Exposure-related control illness bias — For example, in a study about
smoking as arisk factor for cardiovascular disease, patients with chronic
obstructive pulmonary disease would be poor controls since this is a
smoking-related illness. Patient controls can also be a highly medicalized
group of people who deliberately avoid a variety of exposures including
the exposure of interest

— Exposure-related healthy control bias — See: text above about the use
of neighbours, friends and relatives of cases (Sect. 9.6.2)

» Control survival, referral, and diagnosis biases — These types of control
selection biases can occur if patient controls are chosen. The mechanisms
are the same as those operating for the corresponding types of case selection
bias (See: Panel 9.6)

e Control non-participation bias — Refusals among controls can be asso-
ciated with the exposure

9.7  Duration of the Recruitment, Eligibility Screening
and Enrollment Periods

The recruitment period is not necessarily the same as the screening and enrollment
periods; there may be slight timing differences among the three. Initial enrollment rates
are often lower or higher than expected and the recruitment and enrollment periods
can often be shortened without too many problems except if enrollment was scheduled
to be evenly spread over seasons of the year or another calendar period. This is
sometimes planned for studies aiming at estimating a period prevalence or at
eliminating seasonality as a confounder. Prolongation of the enrollment period
may have influences on study budget and usually requires renewed ethics approval.
Issues around faster or slower than expected enrollment rates are discussed in
greater detail in Chap. 17 (Accrual, Retention and Adherence).

In follow-up studies the total follow-up phase of the study is approximately the
duration of the enrollment period plus the duration of the individual follow-up.
When the enrollment period is very long, there is a greater risk of so-called ‘cohort
effects’ occurring. This means, in this case, that subgroups enrolled over different
calendar periods tend to have or acquire, during the follow-up period, different dis-
tribution matrices of determinants and covariates. In other words, a lot may happen
over a long enrollment period. The early and the late enrollees may have been
exposed to quite different circumstances.
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In this chapter we discussed aspects of planning recruitment, sampling,
eligibility screening, and enrollment activities. In the course of a prospective
study, apart from measurements done in pilot studies and for eligibility
screening, the ‘real’ data collection phase of the study usually starts with
the enrollment of the first subject. To guide data collection, a measurement
plan is needed as well as a plan for quality assurance. Therefore, in the next
chapter we discuss the measurement plan.
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If you can’t describe what you are doing as a process, you don’t
know what you are doing.

W. Edwards Deming

Abstract

In epidemiological research measurements are carried out most importantly to
document data on outcomes, exposures, and third factors, but measurements
related to procedural or methodological considerations should not be ignored.
At the planning stage, it is crucial to conduct a step-by-step critical analysis of
the measurement processes that will be employed in the study and to consider how
errors at each step can be avoided. By carefully documenting this process for
each planned measurement, one assembles a measurement and standardization
protocol that conforms with general epidemiological principles by respecting
participants and by enhancing reproducibility, completeness, unbiasedness, and
precision. We briefly review planning and standardization issues according to
type of attribute. Finally, special sections are devoted to quality of life and cost
measurements in order to highlight the increasing importance of these in practice.
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10.1 Study Measurements

A critical task in epidemiology is to define attributes in need of measurement.
Selecting these attributes is part of a study’s general design; therefore, discussions
on this topic are found mainly in Chaps. 5 and 6. Recall that there is a general pre-
ference for higher measurement levels, non-invasive measurements, attributes with
clear definitions, attributes measurable with validated measurement tools, and direct
measurement as opposed to vague proxies. In this chapter we proceed from general
design to methods design, specifically to the planning of the actual measurement
activities. See Panel 10.1 for selected terms and concepts relevant to this chapter.

Panel 10.1 Selected Terms and Concepts Relevant to Measurement Planning

Analog display (of a measurement instrument) A display on which the
measurement value is suggested by the position of a movable arrow or line
on the graduated scale. The actual value is meant to be estimated (‘read’)
in reference to the values of the nearest graduation mark(s)

Anthropometry Practice and science of measuring bodily dimensions
using non-invasive instruments, scoring the measurement values and
making inferences about growth and nutritional status or about health risks
of individuals or populations

Assessment Determination of the importance, size or value of something

Biometry Branch of statistics that supports research concerning living
beings in biology, medicine and agriculture. Syn. Biostatistics

Calibration (status) checks Assessment of the accuracy of a technical
measurement instrument

Calibration status Degree of accuracy of a technical measurement instrument

Continuous measurement scale Scale for measuring continuous underlying
attributes, expressing measurement values as multiples (with any number
of decimals) of a measurement unit

Data Recorded information regardless of form

De-calibrated Status of a measurement instrument that lost accuracy to an
unacceptable degree

Decimals In the notation of algebraic numbers, any digits that indicate
fractions of integers

Digital display A display that does not show (part of) a graduated measure-
ment scale for reading of the measurement value but directly presents the
measurement value itself

Duplicate measurements Two measurements repeated independently
within an interval considered short enough for no measurable change of
the underlying dimension to have occurred

(continued)
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Panel 10.1 (continued)

Independent measurements Repeated measurements, with each repeat done
under conditions that minimize any influence of the previous measurements
on the results

Instrument Question(s) or apparatus that helps in obtaining a key description
of an attribute or experience of interest. Syn.: Measurement tool

Integer Whole number i.e., a number without a fraction or decimal (In
mathematics also comprising numbers with an infinite number of nines as
the decimals)

Interview Method of data collection based on asking questions orally
(face-to-face or over some communication medium) to persons and
recording the elicited responses or their inferred meaning

Measurement An act or process that leads to the recorded description of an
attribute or experience of a single observation unit in the form of a value
placed on a measurement scale or a brief textual summary

Measurement plan A plan as to who should measure what, when and how
during a research study

Measurement schedule Planned timing of the sequence of measurements
within measurement sessions and/or planned timing of the measurements
during individual follow-up

Measurement value Result of a measurement, expressed as a particular
position on a measurement scale

Non-invasive Not involving any direct entry into body tissues nor any
potentially painful and damaging mechanical forces on body tissues

Score Position of a measurement value on an ordinal or numerical (discrete
or continuous) measurement scale

Scoring Locating an individual measurement value on an ordinal or numerical
reference scale

Table 10.1 gives an overview of measurement activities; the types of research
staff usually involved in those measurement activities; and the study phase
in which these measurement activities are typically planned, performed, or
considered.

The planning of the measurement activities involves (1) identifying, for each
attribute, the source of data (if any can be found) and a strategy of accessing this
source, and (2) developing a well-standardized technical measurement plan that
maximizes completeness and optimizes validity and precision in an efficient
and ethical fashion. These topics are covered in a general way in the next two
sections, after which some planning issues for specific types of measurement are
reviewed.



200

J.Van den Broeck et al.

Table 10.1 Overview of measurement activities in epidemiological research

Type of measurement activity

Measurements to inform
study design and operations

Research staff usually involved

Investigators, study coordinators,
supervisors, data collection staff,

Study phases usually
concerned
Systematic literature
review, pilot studies

laboratory staff

Training and test Same as preceding row Study preparation
measurements

Eligibility screening Screening and enrollment staff Screening and enrollment
measurements

Exposure and covariate
data collection

Outcome data collection
Pilot studies, study
preparation phase, entire
data collection phase

Data collection staff, laboratory
staff

Same as preceding row

Quality control staff, supervisors,
study coordinator

Exposure, confounder, and
effect modifier measurements
Outcome measurements
Quality control and adherence
measurements

10.2 Data Sources and Collection Strategies
10.2.1 Sources of Data

Epidemiological studies produce primary or use secondary data, or both. This distinction
is based on whether the data are collected specifically for the research study at hand
or for some other purpose. Primary data are collected for principal use by the
researcher. Secondary data are collected for other purposes but are now used for the
study at issue. Common sources of primary and secondary data are listed below
(Table 10.2).

Issues of primary or secondary data collection are in principle unrelated to
timing of the study base experience, be it retrospective, prospective, or ambispective.
In retrospective studies, a question arises as to whether primary data on that past
experience will be newly collected in the future (by anamnesis) or if any secondary
data collected previously will be used. In prospective studies, the same question may
arise: shall the researcher collect new data or use data collected for other purposes?
Depending on the particular situation, either collection of primary or secondary data
may be more cost-effective or unbiased.

10.2.1.1 Medical Records and Chart Reviews

There are important differences between clinical history taking and standardized
questionnaire administration. Similarly there are differences between clinical physi-
cal exams and biomedical measurements done for research purposes. In a traditional
clinical context, history taking and physical examination of a presenting patient
involves a continuous mixture of observations and subjective interpretations in a
typically unpredictable subjective sequence. For example, selecting which systems
should be subjected to a detailed physical examination depends on an interpretation
of the patient’s presenting symptoms and clinical history. Since no two patients are
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identical, examination of k£ number of patients by m number of clinicians will most
likely proceed in k*m number of ways. A scientific approach, as should be taken in
research, should attempt to avoid all interpretations until the end of the study. All
participants should be examined the same way except where the object design calls
for a difference. Standardized questionnaires and bio-measurements are meant to
provide complete data on all relevant attributes of all participants, whereas medi-
cal records tend to provide scattered, incomplete data on a mix of attributes (aimed
at clinical relevance) that may be different among patients.

One must therefore consider the limitations of medical records and verify the
completeness and format (especially units and levels of measurement) of the data
that need to be extracted from medical records before deciding to use this source of
data in a research study. One must also acknowledge the fact that ‘no information’
about a condition does not imply ‘no existence’ of that condition. For clinical studies
with a prospective approach, it may be possible to add a research component to an
existing medical record system by adding, for example, an addendum to a partici-
pant’s paper or electronic chart.

Table 10.2 Sources of primary and secondary research data

Common sources of secondary data used

Common sources of primary research data for research

Questionnaires Patient files (‘patient charts’)

Biological samples Electronic medical record systems
Bio-measurements (e.g., anthropometry) Census data and vital statistics

Medical imaging National health information systems
Information from direct observation Hospital discharge statistics
Audio-recordings Health center utilization/service statistics
Videos Health and safety surveillance programs

Disease registries
Public or private archives or research data

Textbox 10.1 Electronic Medical Records as a Secondary Source of Research
Data

Electronic medical records (EMR)

EMR, also known as electronic health records, are becoming an integral
component of many clinical practices. Many countries have implemented pro-
grams to promote the use of EMR systems, and the financial commitments by
many governments to support health information technologies continue to
grow. The perception is that EMR systems will reduce healthcare costs and
improve the quality and efficiency of healthcare in the long run. However,
EMR systems will hardly realize their full potential until the data contained
within them contribute to future healthcare innovations via research.

(continued)
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Textbox 10.1 (continued)

Epidemiologists will thus be challenged to leverage EMR systems as if they
were research databases (Frankovich et al. 2011). There are also ethical
challenges to this as data obtained for these databases are primarily for clini-
cal purposes.

Structured versus unstructured EMR data

EMR data can be divided into two main types: structured data and unstructured
data. Structured data are ready to be directly operated on by a computer system.
Most simply, these are alphanumeric fields that the computer recognizes,
such as name, phone number, lab values, and vital signs. Structured data are
more ready for extraction, data cleaning, transformations, and analysis than
are unstructured data. Unstructured data often involve free text fields or
images that aren’t as immediately meaningful to a computer program. For
example, scanned images of lab values or a typed referral letter are not
immediately available for processing. However, with optical character recogni-
tion, natural language processing (NLP) and careful data mining techniques,
useful information can be obtained from unstructured data. Data mining from
unstructured data is a relatively new field that is rapidly growing because data
sources, such as physicians’ progress notes, often contain critical knowledge
not captured elsewhere in the patient’s electronic chart.

Natural Language Processing (NLP)

Narrative text is unavoidable in the EMR, but NLP technologies offer a
solution to convert free text data into structured representations. While not
perfect, it can be less error-prone than the laborious, resource-intensive task
of manual structuring of data. NLP technologies are based on ‘linguistic
ontologies’ that can be customized for particular projects. While this adapt-
ability is a great strength of NLP technologies, customization requires very
careful programming, such that “hypertension” and ‘“high blood pressure”
and typographical errors of these terms are classified similarly. But they also
must correctly identify acronyms (e.g., HTN for hypertension) that often
vary considerably among providers and subtle yet critical words, such as
negations, that may exist in a clinician’s note on a patient.

Clinical Data Repository (CDR)

All raw EMR data for a patient are stored electronically in a CDR, a database
that underlies all of an EMR’s applications. A CDR allows the user to run
reports and searches, analyze statistics, perform computations, import and
export data, and manipulate data sets. The primary use today is for budgeting
and internal health system monitoring. Obtaining the schema or data model
for a research institution’s CDR may be helpful in defining future research
questions.

(continued)
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Textbox 10.1 (continued)

Identifying relevant records for data extraction

When planning a research project using EMR data, one must realize that an
initial query for just the most critical attributes will produce a very long
screening list of ‘encounters’ i.e., episodes during which information on the
attribute(s) may have been recorded. New clinical data for a given patient are
virtually always entered in association with an encounter number. Encounters
are associated with a date, location, provider, and one or more diagnoses and are
created in association with an inpatient stay, an outpatient visit, a patient phone
call, old imported records, or even an e-mailed question to a physician about
a patient. These are considered encounter-level data. Without an encounter,
the data are considered to be patient-level. Patient-level data, such as name,
contact information, primary care physician and other, are associated with a
patient’s medical record number, a unique and anonymous identifier.

EMR-based research projects

One of the primary challenges in this endeavor is the standardization of
disparate health data from the nation’s many health care organizations and
providers. Traditionally, EMR data are stored inconsistently and in multiple
silos. Researchers may need to work closely with their local IT department to
discern the schema or clinical data model in question. In some cases one may
be able to access a secure data mart or a custom dashboard for creating
queries, much like a familiar relational database. For some projects it may
be appropriate to obtain EMR data provided by a systems administrator in a
format as simple as a spreadsheet.

Privacy and Security

A common misconception about health IT is that it excessively exposes pro-
tected health information to unauthorized parties. EMR can actually provide
more security than paper medical records. In the early days of health informa-
tion privacy laws, caregivers were taught that it was a violation to look at the
records of a patient for whom the caregiver had no clinical responsibility. In
an EMR, doing so creates mandatory electronic audit trails making it virtually
impossible to do it secretly. However, when a paper record is accessed or
altered, there is no automatic audit of who saw what when and for how long.
Being familiar with privacy laws and working cooperatively with the institu-
tion’s legal department and ethics committee will ensure that patient privacy
is respected while not creating unnecessary barriers to innovation.

10.2.2 Data Collection Modes

A distinction can be made between direct measurements and staged measurement
processes that involve some intermediate storage of material for final measurement
and recording. An advantage of the latter is that re-measurement can usually be done
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Table 10.3 General advantages and frequently encountered disadvantages of various data
collection modes

Mode of data collection Advantages Disadvantages
Secondary data look-up Inexpensive Cumbersome formatting

Fast Incomplete data

Limited variables

Direct observation Inexpensive Subjects may display unnatural
of behavior or environment behaviors in research context

High objectivity possible =~ Lower order measurement scales
Face-to-face interviews Personal contact facilitates Expensive

higher response rates

Independent of literacy Time consuming

Interpersonal dynamics can
inappropriately interfere
Interviewer variation

Telephone interview Inexpensive No non-verbal cues
Wide area of coverage Suspicions often aroused
possible Questionnaire needs to be short

Less feasible in many low- and
middle-income countries
Mail, email, and Internet No interviewer variation ~ Low response rates
questionnaires Anonymous Time consuming
Difficult to elicit detailed responses
Depends on literacy
Less feasible in many low- and
middle-income countries
Bio-measurements High validity possible Can be invasive
Can be expensive
Depends on high instrument quality
High technical operator skills
required

easily and by different observers, which offers possibilities for quality assurance
and control.

Measurement frequently involves recording values on questionnaires (See:
Chap. 18) that are later transferred into an electronic database manually or using an
optical scanner. Sometimes electronically stored results are an immediate output of
the measurement process without a need for intermediate recording on a form.
The Ulmer stadiometer, for example, reads a person’s standing height automatically
and simultaneously transfers it to a database. Results of biochemical analyses on
biological samples increasingly involve automated reading and electronic recording
as well. Other electronic aids often used in data recording include computer-based
questionnaires (that may involve the Internet or mobile devices) and tape- or video-
recorded encounters.

General advantages and frequently encountered disadvantages of some common
data collection modes are listed in Table 10.3. Space constraints preclude detailed
discussions of each here. Environmental and bio-measurements are discussed further
in Sect. 10.4. Questionnaire administration modes are discussed in Chap. 18. As to
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self-administered questionnaires, these can be mailed, transmitted electronically, or
be handed out in person (e.g., at a medical consultation). The latter approach tends to
increase response rates (Herold 2008), which otherwise tend to be quite low. Mailed
or emailed questionnaires are most useful for closed-circle target populations,
such as employees or members of organizations (Herold 2008). Not all parts of
a questionnaire need to be delivered the same way. For example, questions about
eligibility may be asked over the phone, and if the person is eligible, then an invita-
tion is issued for a face-to-face interview.

Chosen data collection mode(s) influence(s) the required type and number of data
collection personnel and their training (See: Chap. 15). In many studies data collec-
tion is an activity of study personnel specially hired and trained for the purpose.
In clinical studies it may be the investigator-physician herself who (also) collects data.
When making decisions about who collects data, one should take into account that
problems of inaccurate reporting can arise if the person collecting data is also the person
administering an intervention. Consider, for example, a study of the effect of various
modes of repeated postnatal counseling about exclusive breastfeeding on time to cessation
of exclusive breastfeeding. The measurement plan may include that, at each contact,
the same interviewer-counselor first counsels about the virtues and modalities of
breastfeeding and, immediately afterwards, asks questions about whether the child is
still exclusively breastfed. This plan would amount to an invitation to misreporting.

10.2.2.1 Mobile Devices as Research Tools

The use of mobile devices as interview aids is on the increase and has several
advantages. Modern cell phones can display the question; guide the interviewer/
examiner or participant through the data collection process; and facilitate direct
protected data entry (Vital Wave Consulting 2009; OpenXdata 2010). This system
tends to be cost-effective despite the cost of electronic devices; allows automatic record-
ing of the date, time, and location of an interview/examination; and often enables
incorporation of audio or visual media into the interview/exam or database. Mobile
devices also facilitate quality control procedures, as members of the study team can
rapidly consult each other or important references as issues arise. Even real-time
analysis in remote places can be made possible with cell phones. There are also some
limitations associated with the use of mobile devices as research tools. An important
one is that technical difficulties may compromise data collection processes. If one
wants to employ mobile devices in a study, logistical aspects of their use and pro-
gramming will need to be investigated thoroughly to confirm feasibility and utility
for the given scenario. Data management issues are further discussed in Chap. 12.

10.2.3 Exposure History Taking

Exposures are aspects of gene-constitution-environment interaction. Perhaps the
most common approach to documenting exposures is history taking. This involves
extraction of information from the participant’s memory via a structured question-
and-answer approach i.e., via structured anamnesis.
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10.2.3.1 Fine-Tuning of Design Preceding Anamnesis Planning
Preliminary explorations may be needed to clearly define the exposures of interest
and the relevant etiologic period for each of those. Some studies have a broad mission
to investigate the causes of an epidemic. In such circumstances it may be unclear
what exactly needs to be measured. Only when there is clarity about the nature of
the exposures, their range of intensities, and their relevant etiologic period can one
design a measurement plan. In other words, refined object design may be needed.
Defining the object design in a study must always precede measurement planning.
Preliminary explorations and design efforts may require close collaborations with
technical experts and/or basic biomedical researchers. It is thus useful to remain
aware of major relevant developments in other disciplines.

10.2.3.2 Reconciling Valid Recall Period and Etiologic Period

The next step in planning questions is to consider carefully what a valid recall
period is. How long ago was the exposure period at the time the participant is asked
the question? For this particular exposure and for this particular type of participants,
what is already known about the accuracy and reproducibility of a question (or set
of questions) as a function of recall period? This crucial information helps to verify
the compatibility of the etiologic period of interest and the valid recall period. This
exercise may lead to the dramatic conclusion that the plans for a study need to be
abandoned or that the entire object design needs to be revised from scratch. For
example, the initial plan may have been to assess, by history taking in a group of
mothers of 1-year-olds, the duration of exclusive breastfeeding as a determinant of
a particular health outcome at age 1 year. Careful study of the epidemiologic litera-
ture will show that exclusive breastfeeding duration cannot be accurately measured
in this way because the recall period is too long to produce accurate information
(Bland et al. 2003). Situations arise where no reliable information about the recall
period—accuracy relationship can be found in the literature. This may be a reason for
doing a methods-oriented pilot study first. Another possible conclusion from the
comparison between etiologic period and valid recall period is that only a part of the
etiologic period can be addressed in the study, which may or may not be a satisfac-
tory solution sufficiently in line with the general objectives of the study.

There are instances where present exposure can be taken to fairly represent past
exposure in the relevant etiologic period. In cross-sectional association-based etiog-
nostic studies (See: Chap. 6), this is a necessary assumption that needs to be met
strictly. An example is current exposure to environmental factors in a confined
setting (e.g., a work setting) that has not changed appreciably over the etiologic
period considered.

10.2.3.3 Questions on Timing and Intensity Patterns

of Exposures
Within the relevant etiologic time span, the exposure to ask questions about may be:
* A single event, e.g., having eaten a particular food item on a particular occasion
* Repeated events, e.g., instances of exposure to X-rays
* A permanent characteristic e.g., sex
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* An episode of interaction between body and environment, e.g., a visit to a
particular geographical area

* Repeated similar periods of interaction between body and environment, e.g.,
periods of working in a particular type of workplace

The type of exposure tends to have a bearing on the statistical analysis methods
that can be used in the study. For example, longitudinal analysis methods will tend
to be more useful for repeated events exposures than for a single event exposure.
Depending on the object design, questions of interest may concern the exact timing,
duration, and frequency of exposure; the intensities and patterns of exposure; or the
exact nature of an exposure (if subtypes of the exposure are of interest).

With information on exact timing available, one may classify subjects according to
mutually exclusive reported exposure time categories. Miettinen gave an example of
a simple, correctly classified time exposure history in an etiognostic study (Miettinen
1985): the classifications were (1) never used a contraceptive pill; (2) current use only;
(3) past use only, 1-5 years ago; (4) past use only, 5—10 years ago; (5) past use only,
10-20 years ago; or (6) other. In this example it is clear that the ‘Other’ category is
important in that it represents the experience of all those who used a contraceptive pill
in more than one of the historical time segments. With such a classification of expo-
sure histories, it is possible to validly contrast any of the categories of past use with
the ‘never used contraceptive’ category, except for the ‘Other’ category, which is a
mixed bag category of little further use in the synthesis of the data. Alternatively, one
may wish to use more information from this ‘Other’ category and treat each historical
segment as a separate attribute, each with a separate exposure variable representing
it in a regression analysis. In any case, characterization of exposures in historical
segments usually requires separate questions concerning each of the segments. For
instance, in Miettinen’s example, it would be important to ask separate questions
about the different time segments before attempting to arrive at the proposed classifica-
tion. The reason is that it would require the respondents to possess a high capacity
for abstraction to be able to select the appropriate options about ‘past use only’.

10.2.3.4 Measuring Cumulative Exposure Using Anamnesis

Sometimes there will be only an interest in cumulative exposure over the entire
etiologically relevant period, not in any patterns of how this accumulation came
about. In this case the ‘amount of exposure’ may be approximated, for example, by
a summation of intensity-weighted exposure durations in pre-defined mutually
exclusive time segments. If the exposures are repeated events, the number of events
(perhaps intensity-weighed) is sometimes taken to represent cumulative exposure
amount (e.g., pack-years of smoking).

10.2.4 Prospective Follow-Up Measurement Strategies
The scheduled length of follow-up is an element of the general design of longitu-

dinal studies. This does not mean, however, that all individual observation units are
followed for the same length of time. If the study base is a dynamic population,
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individuals are only followed for the time they fit the inclusion criteria. Units scheduled
to be followed for the entire study period may be lost to follow-up for various reasons
or acquire an ‘endpoint’ and therefore no longer contribute needed data.

10.2.4.1 Choice of Measurement Intervals and Time
of Measurement

In any study, the ideal measurement interval may vary according to the study variable
at issue. When cumulative or chronic exposure patterns need to be documented and
the attribute shows considerable fluctuations within individuals, then more frequent
or even continuous follow-up measurements will better characterize the exposure
pattern. For continuous characteristics, the measurement interval must permit the
potential for a change larger than the expected measurement error. For example, it
would be senseless to measure a child’s height every day over a long observation
period; a minimal interval of 6 weeks to 2 months would allow detection of small,
true gains in height. Height gains over shorter periods would tend to be indistin-
guishable from measurement error.

A related problem arises when variables are known to fluctuate normally according
to the time of day. For example, the circadian rhythm of blood pressure is well docu-
mented. Although the amplitude of this cycle is small at approximately 5 mmHg,
taking measurements at different times of day in different groups nearly guarantees
irreconcilable bias. Many physiological parameters are known to cycle in a circadian
manner, examples of which include various white blood cell counts; hematocrit;
some serum electrolytes; and many hormones, such as cortisol, melatonin, and
catecholamines. One should turn to the literature for each variable potentially liable
to time-of-day effects.

When secondary data are used, more follow-up data may be available than are
actually needed. For instance, if the outcome is baseline-adjusted change in weight
from start till end of follow-up, then weights obtained in the middle period of
follow-up may be irrelevant. When events must be recorded by history taking, con-
cerns about recall bias and desirability bias should guide selection of an appropriate
interval between interviews. It may be possible to instruct participants to keep a
diary on particular behaviors or of signs and symptoms for later use during structured
interviews. This may improve accuracy and precision and may also decrease the
number of follow-up visits needed.

10.2.4.2 Cost Saving Strategies in Prospective
Follow-Up Studies

When the optimal measurement technique is highly reliable but very expensive, one
may be led to consider the cost-reducing strategies at the expense of some accuracy
(White et al. 2008). One option is to validate a less expensive (and less reliable)
method against the expensive one in a sub-sample only. Another may be to pool
samples within each main comparison group to determine a single (mean) level in
each pool. Sometimes it is possible to analyze only a selection of the collected
samples. This may be useful when the timing of an event needs to be estimated on the
basis of a series of samples. For instance, when the timing of HIV seroconversion
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needs to be estimated, it makes economic sense to analyze only the full series of
samples from individuals whose last sample showed seroconversion. Whether it
also makes ethical sense to delay analysis of samples until the end of the data
collection needs to be judged on a case-by-case basis.

10.3 Measurement Standardization

Measurement standardization is the application of an identical standard to measure-
ment procedures.

10.3.1 Aims of Measurement Standardization

In epidemiological studies it is essential to ensure that all measurers uniformly
apply optimal measurement procedures. What constitutes the optimal procedure
depends on scientific, ethical, and practical considerations. For example, one might
consider standardizing measurement procedures to reduce observer fatigue (an ethical
issue) with the aims of improving overall measurement reliability (a scientific issue)
and cost-efficiency (a practical issue). Properly executed measurement standardiza-
tion creates data that are comparable among subjects, populations, or subgroups
(Textbox 10.2). Failure to execute measurement standardization properly renders
data incomparable and can lead to biased study findings.

More information on how measurement error affects validity of study findings
can be found in Chaps. 11 and 27. In this section we deal with important ways of
avoiding these problems of measurement bias.

Achieving successful measurement standardization can be complex, especially in
studies involving many measurers. The preferred approach is to enroll all measurers in
a study-specific tutorial, allowing them to be trained simultaneously or in batches. In
small studies, however, a training process might amount to a few meetings of measurers

Textbox 10.2 Types of Standardization in Epidemiology

Not to be confused with measurement standardization (the topic of this
section) is the standardization of measurement values (See: Chaps. 12
and 13), which refers to the scoring of measurement values in relation to a
‘reference distribution,” thereby making scored values comparable. The stan-
dardization of estimates (See: Chap. 22) involves taking one population as a
reference and using its underlying distribution of determinants to calculate
adjusted estimates for another population. This process produces expected
estimates had the underlying distribution of the determinants been the same as
in the reference population.
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Panel 10.2 Requisite Elements of Adequate Measurement Standardization

* Uniformity in prescribed procedures to be applied to each participant and
by each measurer; it is preferable to use validated formal guidelines

e Detailed descriptions of procedures and the successive measurement
processes

* Descriptions of what to do (and why) and also of what not to do (to avoid
error); protocols/standard operating procedures should be employed to
enhance objectivity and reduce subjectivity

* Training of the technical procedures up to or close to an expert level

* Proof of standardization through documentation of data quality (See:
Chaps. 11 and 29)

and investigators. A special case arises in epidemiologic studies that involve only ques-
tionnaires completed individually and without assistance of research staff. In this case,
subject-measurer contacts are indirect, so measurement standardization often takes the
form of proper questionnaire development (See: Chap. 18).
Measurement standardization is critical to the general epidemiological principles
listed in Chap. 1 (Panel 1.1), for example:
* To obtain accurate and precise measurement values
* To enhance data completeness
» To contribute to overall unbiasedness of evidence by making data comparable
within subjects and observers (over time) and among observers and studies
* To ensure that measurements are efficient, such that no participant undergoes
unnecessary lengthy or otherwise burdensome measurement sessions
» To ensure that measurements are taken in the safest possible way
Consider the example of venous blood sampling in children. Minimally, the
measurement standardization plan should limit the number of attempts to find venous
access, prescribe a sequence of body sites for those attempts, define conditions for
referral to a pediatrician or expert phlebotomist, and instruct on the use of anesthetic
skin creams or adhesives. The requisite elements of measurement standardization
plans are shown in Panel 10.2.

10.3.2 Sources of Measurement Variation

A measurement plan should be based on what the expected sources of measurement
variation are. When considering possible error sources one should keep in mind that
each single measurement value is the end-result of a complex interaction between
measurement instruments, the environment in which measurement occurs, a subject
(and any accompanying persons), and usually also one or several measurers
(Fig. 10.1). These interactions potentially make the measurement value inaccurate.
As an example, consider measurement of usual alcohol consumption in a 17-year
old adolescent boy, by questions asked in a face-to-face interview administered during
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Measurement Environment Downstream of
Measurement Environment

Recorded
measurement

Observer(s)/

Subject
measurer(s)

Data entry

Data cleaning

Accompanying Instrument(s) and
person(s) sample(s)

- Data transformation

Fig. 10.1 Sources of error in a study variable that depends on a simple direct measurement act.
All components of the measurement environment interact to influence the recording. Downstream
of the measurement environment, the recorded measurement values are manipulated in a series of
steps leading to data analysis. Errors can be introduced at any point from the first contact between
the subject and the measurement environment through the completion of data analysis

a home visit. The interviewer visiting the home is a 22-year old female research

assistant. The accuracy of the boy’s responses may be influenced, among others, by:

» Formulating questions about alcohol consumption in a way that suggests alcohol
drinking is for adolescents anything but neutral e.g., bad, unhealthy, or ‘cool’

* Preceding questions about condom use; E.g., the boy has become embarrassed
and is now very much looking forward to the end of the interview

* The television in the room is showing an exciting soccer match

* The boy’s mother, who is strongly opposed to adolescent alcohol consumption,
is listening at the other end of the table to what the boy answers

* The interviewer finds the boy attractive and impresses upon him with non-verbal
cues; the boy recognizes these cues and, in turn, tries to make a favorable impres-
sion upon the interviewer through his answers

The example illustrates how the quality of the instrument, the behavior of the
subject, the characteristics of the measurement environment, the measurement skills
of the observer, and the behavior of accompanying persons can be sources of error.
The example also implies that standardization can avoid these errors.

The interactions shown in Fig. 10.1 are those occurring during a single direct
measurement act. Some of these separate measurement acts may be indirect, on sampled
materials. For many attributes, several separate measurement acts will be needed to
produce the final measurement values. Total error will then be determined by the
accumulation of all errors occurring at all stages. With biological sampling, total error
variance will be the sum of variance in sampling and storage technique, variance of the
actual sample analyses, and variance from data handling after recording of analysis
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results. What is needed at the planning stage of the study is a step-by-step critical
analysis of the measurement process and consideration of how errors at each step
can be avoided. All the different measurements and their possible sequences need to
be considered. The result should be a measurement and standardization protocol.

10.3.3 The Measurement and Standardization Protocol

A measurement protocol may contain long lists of detailed instructions. Each separate
instruction may contribute little to overall data quality, but the combined effect of
standardizing a large number of procedural components greatly enhances quality and
comparability. Hence, all details are important. Instructions in a measurement protocol
may represent a prevailing choice among possible alternatives. This choice may or
may not be evidence-based and often represents a consensus among experts. Even for
the most common measurements, there is still a need for methods-oriented research.
Panels 10.3, 10.4, and 10.5 provide a checklist of issues to consider when
designing a measurement and standardization plan. Protocols for using devices may

Panel 10.3 Overview of Standardization Issues with Instruments

Choice of instrument

 Intrinsic validity

e Precision of the measurement scale

* Design features influencing accuracy or precision
* Applicability to the whole study population

e Usefulness in field studies

Instrument calibration

* Recognized and demonstrated validity

» Use of certificates of calibration

e Assembling; conditions of usage

» Checking of calibration status at start of research data collection
* Frequency of calibration checks during usage

* Equipment needed for calibration checks

e Technical calibration protocol

Maintenance of instrument

* Frequency

* Availability of well-described technical guidelines
* Robustness of instrument

* Cost, affordability

* Cleaning requirements

Instrument storage and transport

* Sensitivity to exposure to sunlight, temperature, humidity, dust, etc.
* Sensitivity to physical impact

* Best mode of transportation
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need input from technical experts, such as environmental hygienists, industrial
manufacturers, or laboratory technicians. The source of expertise may vary, but an
epidemiological researcher must always acquire insight into any elements of the
protocol that may affect validity, ethics, or efficiency.

10.3.3.1 Measurement Sessions

The planning of measurement sessions should foresee enough time for all measure-
ments. The session should not be too long in total, and pauses of appropriate lengths
should be inserted where appropriate. Sessions should be held at appropriate times

Panel 10.4 Overview of Standardization Issues with Environment, Subjects, and
Observers-Measurers

Measurement environment

e Privacy

* Light, room temperature

* Space requirements; necessary furniture; placement of instrument
* Attractiveness; comfort for subject and observer

» Interference; sources of sensory stimuli e.g., radio, TV, loud voices

Subjects and accompanying persons

* Motivation; relationship; encouragement by accompanying persons
* Knowledge of what will happen

* Availability, time of day

» Physical condition; sickness, memory

Observers-measurers and assistants

* Number needed per measurement; number needed for the study

» Training and experience; skills, knowledge and specific training of the
technical measurement protocol

* Motivation and attitude; mood; pre-conceptions

» Time; working hours, schedules; remunerations

» Physical condition; sickness, memory; alertness

Panel 10.5 Standard Sections of a Technical Measurement Protocol

* Preparation of subject
» Step-by-step instructions for:
— Interaction of subject with instrument
— Handling/application of instrument by observer
* Reading and recording instructions
* Replicate measurements
e Value checks; when to re-measure
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of the day and, in follow-up studies, at appropriate intervals. Within sessions, the
sequence of measurements and timing of any necessary replicate measurements can
have an important influence on data quality. For example, sensitive questions or
invasive measurements are best located at the end of a session, and, independent
replicates should be made more independent by inserting other measurements in
between. As to technical measurement protocols, one can sometimes make use of
internationally accepted protocols, such as those available for blood pressure or
standing height measurement.

There can also be issues of standardization over time. In prospective studies spe-
cial problems may arise if, in the middle of the data collection period, an improved
measurement method becomes accessible. Conversely, at times the optimal method
may need to be replaced with a less optimal method. Similarly, in retrospective
studies, changes in measurement techniques may have occurred. When measure-
ments are not of the direct type, the solution may be re-analysis of old material.
If not, the challenge is to replace values obtained with the sub-optimal method
with predicted values under the better method. Regression modeling will require a
set of doubly measured items and may lead to a simple conversion factor or a more
complex model.

Pre-conceptions can influence the researcher’s performance. Researchers may
have strong expectations about the existence or direction of an association between
risk factor and outcome. This may lead, for example, to an unintentional trend to
positively identify expected outcomes among exposed and unintentional mistakes in
the analysis. Blinding of measurers and investigators as to the exposure status dur-
ing data collection and analysis can be a useful design decision.

10.4 Measurement Issues According to Type of Attribute

10.4.1 Measurement Issues of Occupational and Environmental
Exposures

Data collection about occupational and environmental exposures, including treatments
and other interventions, may use:

* Interviews, questionnaires

* Measurements of the workplace environment (e.g., water, noise, air pollution)

e Measurements of individual micro-environments (e.g., office, nearby machines)
* Human tissues (e.g., blood, urine, biological markers of past exposures)

Each of these sources of data has its limitations and will need to be considered
on a case-by-case basis. As a brief example, measurements in the general workplace
environment may ignore inter-individual exposure variation, and measurements in
micro-environments may have unclear long-term relevance and may not reflect true
exposure.

A chosen exposure measure tends to have greater validity when measuring ‘closer
to the physiological impact’. An example is a clinical trial in which the intake of
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test drug could be measured alternatively as ‘dose prescribed’, ‘dose taken’, or
‘plasma levels after intake’. Proxies for exposure have often been used in studies in
occupational and environmental health, for example an individual’s distance to the
source of pollution in the workplace. In relation to this example, one should keep in
mind that those who do the most dangerous work may tend to also have more dan-
gerous living conditions at home or partake in riskier activities. Such confounders
need accurate measurement.

In the measurement of environmental exposures, short-term fluctuations often
need to be controlled for by standardization. Continuous or frequent monitoring
may be more relevant than a single or small number of scattered measurements.
For example, exposure levels within a workplace may fluctuate according to par-
ticular circumstances, such as deadline-related workload, atmospheric conditions,
technical problems with equipment, and human error. For further reading, See:
White et al. (2008).

10.4.1.1 The Measurement of Interventions Received

Measuring intervention levels tends to be relevant in etiognostic and prognostic
(intervention-prognostic and descriptive-prognostic) research. Attention should be
given to the different components of the intervention strategies. The intervention of
interest is likely to be accompanied by additional interventions which can be pre-
scribed under the study protocol, initiated by health care workers (biomedical or
alternative) or imposed by policy makers. Forms of additional interventions that are
particularly frequent but not always accurately measured include (1) various types
and intensities of advice and counseling and to what extent they are followed and
(2) the use of non-prescribed medications (Bland et al. 2004).

Individual clients, patients, or other units may undergo different levels of actual
exposure, adherence, or policy penetration of both the main intervention and the
additional interventions. Ideally, all these individual levels of exposure should be
captured accurately in all comparison groups during a study. The description of an
intervention level as ‘usual care’ or ‘standard care’ is problematic; it does not allow
clarity about the actual intervention contrast between index groups and reference
group. But accurate measurement of the intervention can be difficult. One reason is
that misreporting of adherence during interviews is frequent. Secondly, carefully
observing intake or exposure at an individual level can be misleading. For example,
part of the doses of drugs taken may not be absorbed due to spitting, vomiting, or
malabsorption. Repeatedly measuring plasma levels is invasive and expensive, and
often unacceptable to participants. Even integrated plasma levels may not adequately
reflect what happens at the receptor level. Concentrations of many drugs can be
measured in hair or nails, where they accumulate and reflect intake in the last weeks
to months. This may be a preferred method in some settings, for example for the
monitoring of adherence to antiretroviral drug treatments (Ghandi et al. 2009).
The sampling is easy and non-invasive. However, there can be cultural taboos around
the collection of hair or nails. Infant hair, for example, is particularly difficult to
obtain in some African areas.
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10.4.2 Measurement Issues of Constitutional Attributes
The following methods are frequently used to characterize constitutional factors.

10.4.2.1 Traditional Anthropometry
Weight and height measurements are among the most frequently performed of all
measurements in medical research. They are variably used to construct indices of
general nutritional status, general heath status, and total body adiposity (through the
calculation of body mass index). Other frequent measurements are circumferences
of head, neck, left mid-upper arm, waist and hip. The exceptional popularity of
weight and height derives from their non-invasiveness, perceived simplicity of
measurement, and widely accepted usefulness for assessing adiposity and obe-
sity-related morbidities. Issues of economy and efficiency, especially in large stud-
ies, have made it common practice to ask subjects to report their body weight and
height in lieu of direct measurement by research staff. Unfortunately, self-reported
weight and height tend to be highly inaccurate, with increasing degrees of error for
both as individuals become heavier. No reliable standardization protocols currently
exist to adjust self-reported weight and height, so it is highly recommended to
employ direct measurements.
» For an overview of the use of anthropometry, See: WHO (1995)
» For anthropometric standardization guidelines, See: Lohman et al. (1988) and
Growth Analyzer (2009)

10.4.2.2 Medical Imaging
This family of methods is sometimes classified under anthropometry. Medical
imaging, like traditional anthropometry, tends to be non-invasive. Yet, there may be
concerns about, for example, exposure to radiation during X-rays, and the required
preparations for patients who undergo imaging procedures may be burdensome. In
research, the main roles of medical imaging are in case diagnosis and case severity
assessment, and in assessment of body composition. Similar to traditional anthro-
pometry, a main challenge lies in achieving high enough sensitivity and specificity
through standardization of measurement and quality control of observer perfor-
mance. A common fallacy is to judge the level of standardization on the basis of
reproducibility and accuracy of readings of images without taking into account
measurement variation attributable to subject preparation and technical aspects to
imaging. It is also important to blind image assessors to the exposure level of the
participant.
» Imaging techniques are not always within the area of technical expertise of epi-
demiologists and thus a good collaboration with radiologists and radiographers
is often important in the research setup

10.4.2.3 Blood Pressure Measurement
Diastolic and systolic blood pressure measurements are other examples of widely
performed non-invasive measurements used in many research projects. They are



10 The Measurement Plan 217

usually done in the context of measuring cardiovascular or renal health. Accurate
and reproducible measurement of cardiovascular health aspects through blood
pressure is very challenging, and elaborate standardization plans are required. This
standardization plan should explicitly account for the time of blood pressure
measurements given the well-characterized normal fluctuations in blood pressure
over the course of the day.
 For standardization of sphygmomanometer-based blood pressure measurements
See: Perloff et al. (2001), Chobanian et al. (2003), Pickering et al. (2005), and
Shea et al. (2011)

10.4.2.4 Measurements Involving Laboratory Analyses

Methods sections of study proposals and study reports need to describe any biological
sampling and laboratory methods used to measure constitutional characteristics or
traces of environmental impact on the body. Panel 10.6 is a list of some major issues
regarding laboratory methods that need to be addressed in the study proposal or
protocol.

Panel 10.6 Checklist for the Description of Biological Sampling and Lab
Methods

» Places and circumstances of biological sampling
» Type of tissue, secretions, excretions
* Method of accessing and collecting samples
— Body site, timing
— Preparation of subjects for sampling or direct measurement
— Equipment used during sampling e.g., syringes, intubation, endoscopic
equipment, tubes, rectal swabs
— Drainage, aspiration, biopsy
— Special considerations around environment of sampling
* Handling of samples before arrival at lab
— Splitting in subsamples for different purposes: spare sample, samples
for different types of analyses
— Manipulations: centrifuging, addition of reagents, preserving agents
— Storage: place, timing, duration, equipment e.g., cooler box, fridge,
freezer (including temperature of storage at minimum)
— Dispatch to laboratory: transport means, route, maximum delays, cold
chain issues
— Good Laboratory Practice guidelines followed
» Lab storage conditions of samples until processing e.g., freezer temperature
* Lab analysis method
» Use of lab analysis results to calculate study variables
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10.4.3 Measurement Scales for Mental-Behavioral Characteristics

Accurate measurement of mental and behavioral characteristics can be very chal-
lenging because direct measurement is often impossible. The researcher is often be
forced to resort to an extensive questions-based measurement tool with a series of
questions that all measure ‘something of” the attribute of interest. Such measurement
tools are developed by a method called ‘scaling’. Their relevance and use is well
established in psychiatric research. An excellent example of the development of a
set of psychometric ‘diagnostic tools’ is the Composite International Diagnostic
Interview (CIDI and CIDI-SF) for eight psychiatric conditions, including major
depressive episodes, general anxiety disorder, and others (See also: National
Comorbidity Survey website). The study of children’s mental health is particularly
challenging given the need for proxy information. There is a serious risk of
underreporting of risk exposures, such as violence or abuse, due to fear of stigma,
legal consequences, or denial.

Subjective experiences (attitudes and perceptions) around health-related pheno-
mena have become increasingly popular topics for investigation. An illustration of
this is the wide interest in quality of life measurements (next section) and in the
measurement of health state preferences in cost-effectiveness analyses. We therefore
further discuss scaling and methods of local adaptation of questions-based measure-
ment scales in this section.

Scaling uses methods that have been developed in psychometrics. We briefly
describe the phases of a typical scaling exercise. For further introduction, See:
Howitt and Cramer (2008) and Streiner and Norman (2008). This type of develop-
ment and adaptation exercise may require a preparatory sub-study prior to use of the
final scale in the main epidemiological study. The phases of development are as
follows.

10.4.3.1 Phase-1: Designing Questions for Scale Construction

The construction of a new scale starts with designing a series of questions that are
all thought to capture something of the underlying attribute. The questions may be
selected from a variety of sources, including personal experiences and questions
borrowed from existing questionnaires. This is not an exact science. To cite Howitt
and Cramer (2008), “Writing appropriate and insightful items to measure psycho-
logical characteristics can be regarded as a skill involving a range of talents and
abilities.” Patients or potential research subjects are excellent sources for creating
questions (Streiner and Norman 2008). Focus group discussions and key informant
interviews can be helpful in designing relevant and appropriately worded questions
about subjective experiences, attitudes, opinions, and knowledge. While borrowing
questions from existing sources allows other researchers to perform secondary
analysis across surveys and measurements, a word of caution is in order. First, the
mere fact that something has been used by others is insufficient proof of quality.
Secondly, as discussed below, there are many possible reasons why an existing tool
may need adaptation. There exist publicly accessible databases of questions-based
measurement scales in certain domains. Table 10.4 lists some examples.
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Table 10.4 Selected publicly available sources of questions-based measurement scales for
mental-behavioral characteristics

Type of attribute Public source

Personality aspects Goldberg et al. 2006 http://ipip.ori.org

Pain, fatigue, emotional Cella et al. 2007 www.nihpromis.org

distress, physical

functioning

Quality of life Generic scales: SF-36 www.sf-36.org/ and www.proqolid.org

Physical activity International Physical Activity Questionnaire (IPAQ) https://
sites.google.com/site/theipag/

Work performance Health and Work Performance Questionnaire (HPQ) http://www.

and health hcp.med.harvard.edu/hpq

Some thought must go into whether it makes sense to regard the attribute as
one-dimensional or multi-dimensional. If the multidimensional nature of the attri-
bute seems obvious and one can clearly conceive the different aspects of it then it
becomes necessary to design questions for each of those aspects. One may want to
separately measure one or more of these aspects in addition to the overarching attri-
bute. A larger number of questions will need to be devised for the aspect one chooses
to document separately. In general at this stage, the more questions the better,
because redundant questions are eliminated in the phase of scale construction.
When compiling questions about an underlying attribute, the aim is to get as much
variation in responses as possible. For example, if a questionnaire intends to test
knowledge, there should be a mix of questions with various degrees of difficulty.
One should limit opinion questions on issues that nearly everybody will know or
strongly agree with, although this cannot always be anticipated. The set of chosen
questions should be developed into a questionnaire that can be piloted. When the
attribute is an attitude or a perception one should make sure that about half of the
questions gauging agreement or disagreement are worded negatively and half of
them positively. This is because some people have a tendency to always agree with
statements whereas others have a tendency to always disagree.

10.4.3.2 Phase-2: Selecting Questions for Final
Scale Construction

Once the questionnaire is devised it should be tested in a group of people similar to
future study participants. One should use the data from this exercise to eliminate
questions that tend to get the same answer from everybody and questions that
many people do not answer. Questions which participants found unclear or overly
intrusive should be reworked or dropped. The list can be made shorter still and also
more internally consistent by eliminating questions that do not seem to measure the
same attribute as the others. This can be done using item-total correlation analysis
or factor analysis.

In item-total correlation analysis, one calculates for each question the correlation
of the question’s response with the total score from the remainder of the questions.
Questions that do not correlate with the total score can be eliminated. This is a
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matter of judgment. What constitutes a ‘good enough’ question-total correlation is

arbitrary (Howitt and Cramer 2008). Kline (1987) has proposed a correlation coef-

ficient cut-off of 0.2 for deciding which questions to eliminate.

Factor analysis is often made use of for scale construction. It is a statistical
method that aims to detect virtual underlying factors in a set of variables such as
answers to a series of questions about an attribute. Factor analysis can be useful:

* To explore whether the attribute is one-dimensional or multi-dimensional. The
conclusion may be that the attribute was one-dimensional if a single factor
was detected or that it was multi-dimensional with the different sub-dimensions
represented by meaningful factors

* To detect the nature of the underlying attributes represented by the factors. By
looking at all the questions that have a high loading on a particular factor and
then looking at all those that do not have a loading on the same factor one can
usually ‘see’ what kind of attribute is represented by the factor. This is a matter
of insight into psychological processes and common sense

* To drop questions that do not seem to load on any relevant underlying factor

» To calculate a factor score for each participant on a dimension that one wishes to
further use as an epidemiological study variable

10.4.3.3 Phase-3: From Multiple Questions to a Measurement
Scale and a Normative Range

A frequently used approach to integrating the responses to all questions is to give
each question a separate score (e.g., 0 or 1 for each yes/no question) and construct
a total score based on the summation of all the question scores. When each question
gets the same maximum score and the total score is the sum, it is assumed that all
questions have the same importance. At times, however, some questions may seem
more important than others. This could be based on tacit expert knowledge about
what is crucial and what is accessory. Based on this assessment, a weight can be
given to each question, and the score of each question is then multiplied by this
weight before the total score is calculated. Another form of weighting gives each
question a weight proportional to its standardized beta-coefficient in a regression of
total scores on question scores (Streiner and Norman 2008). This method is based
on the idea that questions explaining more of the variance in total scores should get
proportionally more weight. In practice, this form of weighting has been found to
rarely impact the total score’s ability to predict clinical outcomes known to be
related to the attribute (Streiner and Norman 2008). More research is needed in this
area. Weighting may also be needed because:
* The attribute is multi-dimensional but the number of questions for each aspect is

not in proportion to the perceived relative importance of the aspect
* Some questions are so highly correlated that they can be considered to measure

the same aspect, artificially inflating the importance of this aspect in calculating

the total score

The next step in scaling is to standardize the raw scale for purposes of compara-
bility among scales and populations. For this it is useful to study the distribution of
raw scores in the target population through examining a representative sample of
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that target population. Another step may be the selection of normative cut-offs and
assessment of discriminatory power.

10.4.3.4 Adapting an Existing Questions-Based Measurement
Tool to a Local Context

Adaptations of existing measurement tools, using the same approached as outlined
above, are frequently needed because of issues with (1) Locally unacceptable or
locally invariant questions (2) Locally poorly understood questions; (3) Outdated
terminology, (4) Translation, and (5) Issues of different factor loadings in different
contexts. Questions use concepts and terms that can bear different meaning and can
have different uses in different cultures and languages. They can also acquire differ-
ent meanings over time. This can complicate translation and local adaptation of
questions-based measurement scales (Herdman et al. 1997). Formal permission
from the original developers may be needed to facilitate dissemination and use of
the adapted instrument by others. The use of appropriate translation procedures
to achieve linguistic, dialectal, and cultural appropriateness is also needed. This
will often require the involvement of appropriate translators and/or ethnographic
experts.

10.4.4 Physical Activity Measurements

Physical activity is a frequently measured behavioral characteristic. In some
studies it is possible to quantify certain aspects of physical activity prospectively
using a pedometer or accelerometer. The former measures the number of steps an
individual takes but cannot distinguish between different intensities of movement
(e.g., walking versus running), whereas the latter generally has a greater degree of
freedom and can make this distinction by measuring a person’s changes in acceleration.
Data generated by both devices may need to be standardized to a person’s metabolic
rate or a proxy measure thereof. Questions-based assessment of physical activity has
been greatly facilitated by the IPAQ questionnaire (See: Table 10.1). The IPAQ score
allows categorization of an individual’s daily life into low, moderate, and high levels
of physical activity. New technologies such as small Global Positioning System
devices are allowing new types of physical activity measurement. A comprehensive
list of measures of physical activity is found in Bauman et al. (2006).

This concludes the first part of the chapter, in which we have discussed several
aspects of measurement planning. It is not possible to discuss many types of
measurement; however, there are two that we wish to explain in greater detail
in the rest of the chapter to highlight their increasing importance in health
research. The first is the measurement of health related quality of life, and the
second is cost measurement.
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10.5 The Measurement of Health Related Quality of Life

There are two main objectives motivating the development of instruments to measure
and value health related quality of life. The first is to monitor and compare value-
adjusted burdens of disease across settings, space and time. The second objective is
to measure value-adjusted health improvements from health interventions. Health
improvement is a key element in all economic evaluations in which alternative and
competing health interventions are compared.

Health related quality of life, sometimes called health state preferences or health
utilities, can be evaluated using monetary and non-monetary approaches. The distinc-
tion refers not to whether cost is included but to whether health status is converted
into dollar estimates. The monetary techniques are not commonly applied in epide-
miology or economic evaluation of health interventions, although they can be useful
in some situations. In the remainder of the chapter we will therefore mainly focus
on the non-monetary approaches of health valuation.

10.5.1 Requirements for Instruments for Valuation
of Health Related Quality of Life

There are some general requirements for instruments to measure and value health
state preferences to be useful in economic evaluation such as cost-utility analyses.
First, the instrument should be able to capture differences and compare changes
across diseases and interventions. Second, they should preferably have “ratio scale”
i.e., containing a true zero, and “interval properties.” ‘Interval property’ means that a
constant change has the same value across the entire scale. A change from 0.2 to 0.3
should in other words have the same value as a change from 0.8 to 0.9. A final
requirement for the usefulness of health indices as input to economic valuation is that
they should represent the values and preferences of affected individuals or the society.

The question of whose preferences are elicited is critical not only for theoretical
reasons but because the numbers obtained can vary widely. Two aspects of preference
elicitation are relevant here. First, who is asked? The individuals participating in the
preference elicitation exercise could be medical experts, lay persons, or individuals
who suffer from the disease in question. This latter category can be further divided
into patients who have recently developed the disease, and patients who have
accommodated to their current health state. Due to the remarkable ability of the
human spirit to accommodate dramatic changes in physical states, asking the same
question of these two different groups often yields very different answers. For
instance, the self-assessed health status of recent quadriplegics can be much lower
than the self-assessed health status of the same individual even a year later. Second,
given a particular type of participant in preference elicitation studies, should a
societal or individual perspective be taken? Certain types of measurements induce a
frame of mind closer to an objective policymaker, whereas others induce the more
personal view of a caregiver in the field. Here, again, results vary widely depending
on how the question is framed.



10 The Measurement Plan 223

10.5.2 Ethical Considerations for Calculating Quality-of-Life

As a society we feel hesitant about putting a quantitative value on human life.
Everyone experiences the world differently, and on a fundamental level comparing
one person’s life to another is an impossible task. The measures used to calculate
quality of life certainly do not pretend to be able to encapsulate everything about the
human experience.

Despite ethical concerns listed in Panel 10.7, it is often very useful to put a
numerical value on human life. In a world of finite resources, we must have a way
to make difficult decisions about where best to spend our money. A valuation of
health and quality of life enables us to systematically compare across many differ-
ent diseases, treatments, and health care delivery settings. These valuation methods
put a value on the health related quality of people’s life years, creating a unit which
is commensurable with the length of their lives. This reflects the important fact that
people are willing to make trade-offs between those two aspects. It also enables us
to assess the relative values of two very different health states, and thus identify
potential resource distributions that could maximize societal welfare. In a world
where all resources are finite and scarcity is a fact of life, these tools are imperfect
but necessary for societal decision-making.

Panel 10.7 Important Ethical Concerns Around Numerical Quality of Life
Measures

» Is it morally right to use these calculations to deny anyone a treatment that
could extend her or his life, even for a short time or with considerable
impairment? In theory everyone agrees that we need to reduce health care
spending, but far fewer people actually want those limits imposed on them.

* Some valuations over-weight the young vs. the elderly. Since the elderly
tend to have lower quality-of-life by most metrics, a policy focused on
maximizing quality-life-years would disproportionately reward resources
to the young. The “fair innings” argument is an opposite position, in which
it is considered to be more fair to accrue additional weight to loss of health
among the young individuals.

* Similarly, when looking at a measure of “cost per quality-of-life,” highly
prevalent, low-burden conditions may be favored if rounding error occurs
in weighting. For instance, if dental caries is given a weight of 0.01 but this
value was not exact but simply meant “very small” in the minds of the
interviewed, then since many people have dental carries their burden could
be disproportionately large.

* These valuations do not measure objective differences in the need for a
treatment, but rather how individuals subjectively value different health
states. For example, a value measurement could theoretically be the same
for fistula surgery vs. cosmetic surgery, but support for spending public
funds on the former would be considerably greater than for the latter.
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10.5.3 Non-monetary Valuation of Health

In all the non-monetary techniques for measuring health related quality of life, one tries
to capture one or several intrinsic elements of “health-related.” Exactly what this intrin-
sic aspect of “health” should be depends on the objectives of the study. This choice of
health outcome measure must be done carefully, as it will influence the commensura-
bility and usefulness of the results in a broader context. Commensurability means that
health outcomes are measurable by the same standard, which is a prerequisite for
comparison with other diseases and interventions. Many health economists therefore
consider commensurable health outcome measures to be the gold standard. In other
situations, incommensurable measures of health may be sufficient to meet study
objectives. An overview of alternative non-monetary outcome measures is given below.

10.5.4 Incommensurable Measures of Health

Incommensurable health outcome measures are useful foremost for comparison
within a single disease, but pose restrictions regarding comparability and usefulness
in a broader context. They provide valuable information regarding epidemiology and
clinical practice, and many are also commonly used as measures of health improve-
ment in cost-effectiveness studies.

Disease incidence or prevalence are typical examples of incommensurable
measures. It is not meaningful to compare a study presenting the cost per averted
case of tuberculosis with a study reporting the costs per prevented case of malaria.
On the other hand, if the study objective was to compare different malaria preven-
tion strategies, malaria incidence would be an appropriate choice of outcome mea-
sure and the cost per prevented case of malaria for the alternatives would be highly
relevant information for decision-makers.

Survival rates for fatal or non-fatal outcomes are also common incommensurable
outcomes in clinical trials. They are crude measures because they do not distin-
guish well between survival at different ages and because they only bluntly capture
differences in disease severity. Survival rates are not useful as health outcome
measures in economic evaluation, but may be very useful as intermediate outcomes
or for other purposes.

10.5.5 Commensurable Measures of Health

Commensurable measures of health can be applied to a wide range of diseases,
including chronic or acute based disease and somatic or psychiatric conditions.
The instruments can be one-dimensional, whereby the health state preferences are
directly measured. Alternatively, health state preferences can be measured indi-
rectly, using multi-dimensional instruments. Some of the most common approaches
are explained in more detail below.
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Fig. 10.2 Visual Analogue Scale (VAS). The value O is often set to represents the condition
“worst imaginable health”, whereas 100 represents “best imaginable health.” Tha VAS can be
employed in many circumstances, as long as answering a question on a 0-to-100 scale makes sense
and is appropriate

10.5.5.1 One-Dimensional Health Valuation Instruments
One-dimensional valuation instruments ask participants to report overall health in
a single number. Since health is a multidimensional construct, individuals must
therefore implicitly weight different aspects of health to provide an answer.

The simplest way to measure health state preferences is to use a Visual Analogue
Scale (VAS) (Fig. 10.2). The VAS scale resembles a “thermometer” with values
typically from O to 100. The value O is often set to represent the condition “worst
imaginable health,” whereas 100 represents “best imaginable health”. The respon-
dents, who most commonly are patients, are asked to indicate on the scale how good
or bad they consider their health state to be at a specified point of time (e.g., today).
The VAS scale is very easy to apply, is usually considered cognitively easy to respond
to, and provides results that can be interpreted straightforwardly in the sense that the
preference value is given directly from the scale. On the other hand VAS scales are
considered to be overly simplistic by many researchers. Because responding does not
include any explicit elements of weighting or trade-off, VAS scales tend to result in
disease states being weighed as more severe than with other instruments.

With Time Trade-off (TTO) instruments, respondents are asked to hypothetically
trade-off a long life with an inferior health state and a shorter life with perfect health.
This process starts out with clearly describing the condition in question, including
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Calculation: H*t=h*T-> h=tT

0 t=2 T

Fig. 10.3 Tllustration of how Time Trade-off methods can be used to calculate health related
quality of life weights. Respondents are asked to indicate how much of their remaining life expec-
tancy (T) in an inferior health state (h) they would be willing to give up in order to live in the best
imaginable health (H) all the time. The size of this time sacrifice is found by equaling the two
shaded areas, as indicated by the formula

details about different aspects of health such as somatic and psychiatric symptoms,

pain and functionality. An example of this type of hypothetical question is:

* “Imagine yourself in the described health state. Given that you would live T years
in this health state, how much of the final time would you be willing to give up
in order to live in best imaginable state all the time (t)?”

TTO instruments can be well-suited for health state valuation, especially for
chronic conditions (Fig. 10.3). Also, respondents are “forced” to weight quality-of-
life against duration-of-life; proponents of the method believe this makes the responses
more carefully considered. Empirical experience has shown that TTO methods
typically rate diseases as less severe than VAS. TTO questions are a bit more cogni-
tively challenging to answer than VAS, which may reduce survey response rates.

With Person Trade-off (PTO) instruments respondents are given hypothetical
choices between saving the life of one person and treating N persons with a speci-
fied health condition. As for TTO, the health condition in question is first described
in detail. An example of a PTO question is:

» “For a given sum of money one may either save the life of one person or prevent
N cases of illness X. How great would N have to be for you to consider the two
programs equally good?”

Although hypothetical, PTO questions have clear resemblance to policy deci-
sions where limited resources must be prioritized between patient groups. PTO
instruments are therefore less appropriate for estimating health state preferences
of patients or care takers, but can be used to estimate societal preferences. The
health related quality of life weights (h) are given with the formula 2= 1-1/N.

Both TTO and PTO are simplistic in the sense that they ignore a very important
aspect of valuation of benefits, namely uncertainty. According to welfare economic
theory, people have preferences for risk, which subsequently will influence the
value they attach to alternative outcomes.
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In Standard Gamble (SG) instruments, risk is included through asking hypo-
thetical questions about preferences for a long life in a specific inferior health state
(which must be clearly described) versus a risky intervention that will result in one
out of two possible outcomes: the best imaginable health state or death. An example
of a SG question is:

* “Imagine yourself in the described health state over T years. You are offered a
chance to receive a treatment which will either cure you completely with some
probability or lead to your death. What is the lowest probability (p) of a successful
outcome you would require in order to choose the intervention rather than living
in the described health state?”

The health state preference weights (h) are directly given with the following
formula 4 = p, where p is the probability from the standard gamble.

By incorporating uncertainty, SG is the only of these four instruments for direct
valuation of health state preferences that is consistent with welfare economic theory.
Despite this advantage, the method has not become very popular, primarily because
such questions are cognitively rather demanding to answer. In particular, people
tend to mis-assess small risks and treat losses and gains differently (Kahneman and
Tversky 1979).

10.5.5.2 Multi-dimensional Health Valuation Instruments
and Summary Measures of Health

With the one-dimensional instruments described above, health state preferences
were directly assessed by asking questions about “health” as such. Although these
approaches are computationally simple, we have claimed that they either tend to be
overly simplistic (VAS), or cognitively demanding for respondents (TTO, PTO and
SG). These are among the reasons why it is common to see multi-dimensional instru-
ments in empiric research on health state preferences. By dividing “health” into several
sub-dimensions (e.g., pain, physical functioning, psychological state, etc.), each with
independent response alternatives, multi-dimensional instruments are generally easier
for patients and others to respond to. To create a summary measure of overall health,
a weighting between the dimensions of health must be established.

Summary measures of overall health take two forms: “health gain” and “health
gap” measures. Health gain measures assess how much “health” or “quality of life” is
added by an intervention or policy. Health gap measures assume a baseline state of
“ideal health” and assess how the gap between someone’s actual health state and the
ideal health state shrinks following an intervention or policy. These are two conceptu-
ally different but numerically related ways of measuring health. Figure 10.4 shows the
relationship between the two. Health gain measures put no limit on how much health
someone can achieve; health gap measures assume a limit (an “ideal” state of health).

The most common health gain measure used is the quality-adjusted life-year
(QALY), and the most common health gap measure is the disability-adjusted life
year (DALY). The World Health Organization measures the global burden of disease
using DALY, whereas cost-effectiveness studies almost universally use QALYs.

A multi-dimensional quality-of-life metric mathematically represents the
overall weighted value of all relevant dimensions of health. For instance, a minor
tooth ache might be given a disutility of 0.05 (or 0.95 of full health), whereas a
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Fig. 10.4 The relationship between health-related quality of life (HRQoL) and life expectancy
(Time) can be used to illustrate the difference between health achievements that health systems
seek to maximize, and health gaps that one wishes to minimize

painful chronic illness might be given a disutility of 0.7 (0.3 of full health). In order
to provide a generic model in which we might investigate the different types of

multi-dimensional metrics which exist, we provide the following basic formula for
the common (linear) case:

Multidimensional quality of life of individual i

1.1 22
Q,=wc, +we +...+w'c!

Where:

Superscripts refer to the j™ condition

Subscripts refer to the i™ individual

¢/ =a “health profile”: a numeric measure of the extent to which individual
i has the j™ condition. This could be an indicator variable (e.g., presence
of blindness) or a measurement on a continuous scale (e.g., mobility)

w/=the linear weight given to the jth condition

Weighting or value functions such as those described above are used to transform
the health profiles into health indices, a single numerical value representing the
health state preference of the patient population in question. Preference basis is a
prerequisite for the validity of the estimates as input in for example economic evalu-
ation of health interventions. For an estimate to be valid in economic evaluation — for
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example as input for a quality-adjusted life year (QALY) calculation — the health
profiles and indices should have generic properties, i.e., they should be applicable
to all types of health conditions and patients groups. When this is the case, the
instruments are commensurable. Non-commensurable instruments cannot be used
to calculate QALYS, and are far less applicable in economic evaluation. In the next
paragraphs we explain how health profiles and indices are generated for two popular
multi-dimensional generic instruments.

Perhaps the most commonly used multi-dimensional instrument is the EQ-5D.
It was developed by the Euroqol group, and as the name indicates it has five sub-
dimensions of health: Mobility, self-care, usual activities, pain/discomfort and
anxiety/depression. Each dimension has three severity levels: No problems (level 1),
some or moderate problems (level 2), and extreme problems (level 3). The exact
wording of each level is customized to each dimension being measured. This makes
the instrument very simple for patients to respond to. With five dimensions and three
levels, EQ-5D has 243 potential health profiles, although some combinations are not
very likely. A patient with moderate anxiety/depression, and no other problems, has
the following EQ-5D health profile: (1 1 1 1 2). Someone confined to bed (severe
mobility problems), having some problems with washing and dressing (self-care),
but otherwise having no problems, has the following profile: (321 1 1).

EQ-5D has an additive weighting function. The starting point is health profile
(1 111 1), which represents the best possible health state with an index value of
1.0. For each health dimension where the level deviates from 1, a certain value is
subtracted from 1. More value is subtracted for level 3 than for level 2 scores, and
the more dimensions that deviate from level 1 the lower is the remaining health
index value. Value sets have been developed for several countries, and are impor-
tant for the subsequent size of the health index. Robberstad and Olsen (2010)
illustrate how the use of a UK value set produced health state preferences for
severe AIDS that were much lower than when a value set from Zimbabwe was
applied.

EQ-5D is considered to be easy to use, to be well tested and reliable, and the
instrument has a well-defined protocol for adaptation and use. The instrument is
criticized by some for being a bit “blunt,” with relatively few dimensions and levels.
In particular, many consider the instrument to be invalid for assessment of minor
health decrements, and that this leads to non-severe health conditions being rated
too severely. In the literature, this is referred to as a “ceiling effect.” In 2012, a
version of EQ-5D was launched with five rather than three levels for each dimen-
sion. Potentially, five levels might reduce sensitivity challenges and ceiling effects
of EQ-5D, but the empirical evidence regarding this is still limited.

The Health Utilities Index Mark 2 (HUI2) has seven dimensions of health, with
3-5 levels within each health dimension. These are Sensory (four levels), Mobility
(five levels), Emotion (five levels), Cognitive (four levels), Self-Care (four levels),
Pain (five levels) and Fertility (three levels). With a maximum of 24,000 hypothetical
health states, it can be argued that the instrument is more suitable to capture minor
health changes than the less detailed EQ-5D. The health index value is calculated using
a multiplicative scoring function. The starting point is 1.06 (best possible health),
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corresponding to health profile (1 1 1 1 1 1 1). For each dimension, this value is
multiplied with a score between 0 and 1 depending on the level.

HUI2 has some apparent attractiveness over EQ-5D in terms of level of detail,
but the instrument has fewer translations and is not as well validated as the latter.
Other commonly used descriptive systems have adopted even more detailed classi-
fications of “health.” For example, the Australian AQoL (Assessment of Quality of
Life) has five main dimensions of health (illness, independent living, social relation-
ships, physical senses and psychological wellbeing), each with three sub-dimensions
and four levels. The Finish 15D has 15 dimensions with five levels for each, and
thus a total number of hypothetical health states exceeding 30 million. An overview
of available instruments is provided by the Quality of Life Instruments Database
(www.proqolid.org).

10.5.6 Monetary Valuation of Health

As mentioned, monetary valuation techniques have been less dominant in practice,
partly due to measurement challenges and partly because measuring health benefits
in monetary terms has not communicated well with the health care disciplines nor
health care decision makers. Briefly, there are two main approaches to monetary
valuation of health that both relate to how much people are willing to pay to achieve
health improvements. The underlying assumption of the first approach is that people
implicitly prioritize and value health together with other commodities they need
or desire, and that the value of health thus can be estimated through observing
how much they actually pay for various health improvements or how much health
they give up in exchange for undertaking risk. Classic studies in this stream of
research have used the additional wage required to be paid to employees to take on
a riskier job.

The other more commonly applied approach is to ask people questions about
how much they would be willing to pay for certain types of health care or health
benefits. Several techniques have been developed to elicit willingness to pay,
broadly labeled as “contingent valuation.” Questions can be open-ended: How much
would you be willing to pay? Or questions can be closed-ended: Would you be
willing to pay X to achieve Y? Questions can be organized as bidding games, where
values are changed upward or downward depending on the previous answer; or
through payment cards, where alternative values are suggested ranging from zero to
a value assumed to exceed a realistic maximum, and people are asked for the
maximum they are willing to pay.

10.6 Cost Measurement

In Chap. 6, you were briefly introduced to two categories of costing studies, namely
“cost-of -illness” and “cost-of-intervention” studies. As the names indicate, the former
is concerned about the cost imposed by disease on different parties of society, while
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Fig. 10.5 Venn diagram
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the latter is concerned with the costs related to preventing or treating the illness. While
these objectives are clearly distinct, the two types of studies share some metho-
dological issues that are most reasonably dealt with simultaneously. Below we discuss
how costing studies should be designed to be useful in planning and decision making
processes, or as input into further research such as full economic evaluations.

All costing exercises involve three common steps: (1) Identification, (2) Measure-
ment and (3) Valuation. It is important for transparency and reproducibility that
these steps are performed explicitly, and that measurement and valuation results are
reported separately. It is a common mistake in costing exercises that cost estimates
are not reported disaggregated into quantities (units) and unit prices. This makes it
difficult for readers to assess the validity of the results, reduces the usefulness of the
results for e.g., budgeting purposes, and precludes translation of the results into dif-
ferent settings (where unit prices may be different). Presenting quantities and unit
prices separately is called the ingredient approach. Below, we discuss important
aspects of the three steps of costing.

10.6.1 Costing Step-1: Identification

Before it is possible to consider the quantities and values of various cost items, we
need to consider and justify a list of items that should be included in the analysis.
This identification exercise is far from trivial, and will strongly affect the down-
stream results and the range of conclusions that can be drawn from the study. For
example, the analyst needs to decide from whose point of view the costs should be
‘considered, i.e.” “the perspective” of the study. These can be broadly categorized
into health sector, patients and families and other parties (Fig. 10.5). Sometimes
productivity losses are categorized as a separate perspective, while others will see
this as a sub-category of the perspectives previously mentioned. When all these pers-
pectives are combined, the costing exercise is done from a societal perspective.



232 J.Van den Broeck et al.

10.6.1.1 Study Perspective

Disease imposes costs on the health sector. Because planning of health care services
is a very common motivation for doing cost studies, it is rare to see costing exercises
that exclude this perspective. There is, however, great variation in how the health
sector is defined in applied studies. The point of care is usually included, e.g. the
district hospital or primary health services that actually deliver the health care to
patients. The degree to which up-stream levels of the health sector are included
varies considerably. Horizontal health care programs involve sector-wide planning,
co-ordination, training and monitoring at district, regional and national levels.
Vertical programs involve the same processes, although differently since they are
typically organized through international donor-based activities. It is quite common
to see that costing exercises fail to include the full range of up-stream costs. Such
studies can be insufficient as input for budgeting of e.g. scale-up exercises. If they
are used naively, they will result in budget deficits and subsequent implementation
problems for the new activities.

Arguably, illness always entails costs to patients and their families. Typically,
illness will impose direct costs to pay for treatment, drugs and transport. User fees
and drug costs are important determinants for health seeking behavior, especially
in low-income situations, and better knowledge of such factors may be of great
relevance. In addition, illness typically is associated with indirect costs in terms of
reduced ability to work for the patient, or because family members must divert
efforts from their usual activities to take care of the patient. Malaria is a typical
low-income disease resulting in acute illness as well as in high prevalence of chronic
anemia and resultant fatigue. Therefore, malaria imposes indirect costs for patients
and their families in terms of reduced ability to perform subsistence activities both
in the short and longer terms. Generally, chronic illnesses represent substantial costs
to patients and families, both direct and indirect, and reducing these costs through
illness control efforts can therefore be valuable to society.

In addition to the health sector and patients/families, other sectors are also com-
monly involved. Third party payers have important roles in funding health care,
and are thus influenced by the occurrence and management of disease. Examples of
third party payers are private or collective insurance schemes, which are common in
most high income settings and increasingly important in low and middle income
settings. Different types of governmental social insurance schemes may exist outside
the health sector.

As mentioned, productivity losses include indirect costs incurred on patients and
their families. Illness does however affect the society more broadly. It will for example
affect employers in the short term through reduced production, and in the longer
term through increased costs for recruiting and training of employers to replace
those who are ill. It will affect governmental income, through reduced taxes from
both the employers and the employed, and subsequently morbidity will affect
national income and overall economic development. Other effects are far more
difficult to estimate, and they are therefore often pragmatically ignored in costing
exercises. Nutritional disorders, such as iodine deficiency, are for example known to
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affect the cognitive development and learning abilities of school children. But the
down-stream effect of this on personal development and national income is
extremely difficult to estimate. In such situations, consider presenting sensitivity
analyses based on different assumptions about down-stream effects.

The choice of study perspective should be decided by the research question and
the objectives of the study. A societal perspective provides the most comprehensive
and complete picture of costs related to morbidity and its management. In low-
income settings the governmental expenditure on health care typically represents
around 50 % of the total health care expenditures, while private money and to a
varying degree insurance schemes represent most of the rest. Costing exercises that
only focus on the public health sector costs therefore very poorly represent societal
costs in such settings. In high income countries the governmental share of total
health care expenses is typically much higher, with some important exceptions
including the USA. It can be argued that social planners should be concerned about
total welfare in society, and that the societal perspective therefore should be applied
for all types of social planning. Indeed, prominent guidelines from academics
and journals single out the societal perspective as the appropriate one. However,
identifying, measuring and valuing all societal costs is a costly and demanding
exercise. With a narrower study objective, a more narrow costing perspective can
therefore sometimes be defended. If for example the objective of the costing study
is to improve internal organization of hospital services, a more narrow health sector
perspective might be justified. In this case, since the objective relates to hospital
budgets, other societal costs are ex ante assumed not to matter for the decision.

10.6.1.2 Cost-of-lliness Versus Cost-of-Intervention

Since health interventions usually are delivered by the health system, the health
systems perspective naturally becomes the core element of most cost-of-intervention
studies. This does not rule out the relevance of other perspectives, since different
health interventions may influence stakeholders differently. An example is the choice
between facility based and community based services for tuberculosis patients.
A facility based service is typically more costly to patients who regularly have to
travel to a hospital to receive treatment and follow-up. Community based services
on the other hand require an extension service program, and are typically more
costly to the health care provider. Inclusion of patient costs may in this situation
represent important information for the health care planners. Cost-of-illness studies
aim at estimating the economic burden of specific morbidities to society and should
therefore have a broader perspective than simply focusing on the intervention costs.
The exact framing of a study should be based on the nature of the disease.

Cost items can be categorized according to activities (e.g. administration, training,
patient treatment), according to input categories (e.g. salaries, medical supplies) or
according to organizational level (e.g. facility, district, region, national level). What
is more practical depends on the nature of the study question, but it is important
that all relevant cost categories are covered to avoid underestimation, and that the
categories are not overlapping, which may result in double counting.
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10.6.2 Costing Step-2: Measurement

Once all relevant cost-items have been identified, the second step of a costing
process is to measure the quantities of each. Broadly speaking, measurement can be
done prospectively, for example alongside a clinical trial, or retrospectively, through
modeling.

Measuring resources used by a health care activity alongside a clinical trial has
several advantages. With this prospective approach it is possible to monitor
resource use relatively accurately. The trial situation is a good opportunity to
expand existing data collection tools to include information for example about
how many hours of work different categories of health personnel use to perform
the various activities. One can track patients through the different procedures and
accurately take account of the time and resource consumption associated with
their treatment. While prospective costing can yield accurate estimates of resource
use in a particular setting, thus representing high internal validity, the external
validity is not necessarily good. This is because organizational factors, popula-
tions and epidemiology differ substantially between settings, and resource use in
one setting therefore is not necessarily representative of another setting. The simple
fact that a clinical trial in itself represents a special case, typically with more
resources and higher standards of care than what is common in a country, calls
for caution. In a study on the costs of breastfeeding promotion in Uganda, Chola
et al. (2011) describe how estimates on resource use from a clinical trial were
adjusted to better represent resource use in an assumed national scale up of the
intervention.

While prospective costing alongside clinical trials has several advantages in
terms of accuracy, the most common approach in applied economic evaluation is
to measure resource use retrospectively. In many cases this is a consequence of
clinical trial designs failing to properly include costing aspects during planning
and implementation. In other cases researchers aim for results that are more
generic and that can be transferred and used in broader contexts. The wider imple-
mentation of a trial’s test intervention has organizational and resource use impli-
cations at many levels of society, including for the patients, that are not captured
through the core design of clinical trials. In both cases modeling of resource use
can be helpful.

Modeling, in short, implies that clinical, epidemiological, socio-economic and
institutional factors are considered jointly. The relationship between these factors
and how they influence resource use is based on assumptions that should be based
on best available evidence, which can come from a variety of sources. Robberstad
et al. (2011) illustrate how different sources including registry data, evidence from
clinical trials and cost databases can be combined to model resource use and soci-
etal costs of morbidity preventable by pneumococcal vaccines in Norway. Modeling
introduces a great level of flexibility, and is applicable in most situations. But differ-
ent sources of evidence must be combined cautiously since they may represent situ-
ations that are not compatible.
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10.6.3 Costing Step-3: Valuation

The third step in costing processes is valuation, which should always be based on
the concept of opportunity cost (sometimes called alternative cost). The opportunity
cost concept is fundamental in all economic thinking. It captures the idea that the true
cost of a resource is represented by what we have to give up when we choose to use
it. It is a simple fact that when we choose to spend a sum of money on an activity,
the same amount of money is no longer available for other activities. According to
economic theory it is the value of these foregone activities that represent the true
cost of an activity, and this value is not necessarily the same as the amount of
money paid.

Opportunity costs are straightforward to estimate for commodities or resources
that can be bought in well-functioning markets, in which case the opportunity cost
is reflected through the market prices. Good examples of this are commodities
such as stationary, furniture and fuel. The opportunity cost of capital (money) can
likewise be extracted from the financial markets, for example the interest rate one
has to pay to lend money to fund the necessary investments. There are two common
situations when market prices are no longer good proxies for opportunity cost; the
first is for non-market goods, and the second is when the markets are regulated
through taxes or subsidies. We will start with a brief discussion about adjustment of
taxes and subsidies.

Taxes are important sources of income for both low- and high-income coun-
tries, and a sales tax or value-added tax (VAT) increases the price the consumers
have to pay for certain goods and services. Whether or not VAT should be
included as a cost depends, however, on the perspective of the analysis. From a
societal perspective, where all parties in society are taken into account, VAT is
but a transfer of resources from one party to another (usually the government).
From a societal point of view VAT is thus not a cost, and it should be deducted
from the price of goods and services to reflect opportunity cost. If the perspec-
tive is narrower, e.g. a pure health care provider perspective, it may be correct
to include VAT as a cost since this reflects the situation of e.g. the hospital in
question.

Subsidies are also common in the health care sector. In many ways subsidies are
negative taxes, but whereas taxation is usually done by governments, subsidies are
commonly provided also by non-governmental organizations. For example, the prices
of antiretroviral drugs to treat AIDS are usually strongly subsidized in low income
countries. Leading pharmaceutical companies now provide their products at 90 %
discount to low-income high-prevalence countries, compared to their prices in high-
income countries. This represents a kind of cross-subsidization where buyers in the
best-off countries subsidize buyers in the worst-off countries. Like taxes, subsidies
should be dealt with in economic analyses depending on the perspective. In a societal
perspective, subsidies are merely a transfer of resources between different parties
and do not represent cost-reduction. From a societal perspective, prices should
therefore not be adjusted for subsidies.
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While the size of subsidies and taxes is relatively easy to observe, the true
opportunity cost of non-market goods is often much more difficult to assess. What
is, for example, the opportunity cost of the time a mother uses to bring her sick child
to the hospital? What is the value of volunteer time, which is important for the run-
ning of many community health services? For patients and care takers who are
employed, the valuation of time use can be based on the wage rates. This is called
the human capital approach, which is considered to be a good approximation in a
short time horizon. With a longer time horizon, work absenteeism can be compen-
sated through recruitment and training of new employees, in which case the friction
cost approach may be more appropriate. For self-employed people, time is often a
non-market good, and it may be necessary to consider a shadow wage rate that rep-
resents the value of the lost production. For e.g. subsistence farmers, the conse-
quences for crop production may be much higher in the wet-season, when planting
and weeding require attention, compared to the dry season. A pragmatic approach
is to apply governmental minimum wage rates as proxies for the value of time, but
the validity of such a proxy will vary with local circumstances.

Above we have reflected on some issues regarding valuation of resource use.
The bottom line is that market prices do not always reflect the opportunity costs of
resource use, in which case it may be necessary to make price adjustments or to
value the resource use with alternative techniques. When this is adequately done,
the analysis represents the economic costs. It is, however, also common in economic
analyses to present unadjusted prices, in which case the results are the financial
costs of an activity or a disease. While economic costing is appropriate when
considering resource allocation (prioritization), financial costing has a role to play
for budgeting purposes. In the following paragraphs we will briefly look at a few
cross-cutting topics that are important in costing exercises.

10.6.3.1 Cost Items that Are Durable

Some types of cost items are consumed continuously throughout the period of an
activity. A good example is pharmaceutical drugs that need continuous purchasing
and re-stocking. Such consumables are called recurrent cost items, and they should
be valued and allocated directly to the point of time in which they occur. Other costs
items represent investments that should last for several years. Good examples are
building facilities, vehicles and expensive diagnostic equipment. Such durables are
labeled capital cost items, and they need to be treated differently from recurrent cost
items in costing exercises to reflect the true opportunity costs of undertaking the
activity.

Capital goods represent two types of costs: (1) the opportunity cost of the
money invested to purchase the item, and (2) depreciation. The opportunity cost
of the investment can commonly be reflected by the interest rate for money in the
mortgage market. The money invested in e.g. a new car could have been put in a
bank account and yielded interest that could have been used for other purposes,
such as better coverage of essential drugs. Alternatively, if the money to buy the
car needs to be lent, interest will have to be paid to the bank. In any case, the inter-
est represents a stream of cost that must be included in the economic assessment
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of the activity. Depreciation, on the other hand, represents the tear and wear on the
equipment. Capital goods have a limited life time, and during the lifetime the
value of the item is gradually reduced until eventually it is zero. The stream of
opportunity and depreciation costs represents the capital cost of an item, and the
process of calculation is called annuitization. When the stream of costs is calcu-
lated as constant annual values, the result is called equivalent annual value (E),
calculated as:

S
(1+r)n
A(n,r)

E=

Where K denotes purchase price, S is the value at the end of the period, A is the
annuity factor, r is the discount rate, and n is the useful life of the equipment.
Equivalent annual values can conveniently be calculated by using a spreadsheet:

Equivalent Annual Value (E) Calculation
Excel: =-PMT(r,n,K)
Lotus 1-2-3: @PMT(K, r, n)

10.6.3.2 Costs and Quantities of Output

Above you were introduced to the difference between recurrent and capital costs
and how to deal with cost items that last for more than a year. Another important
dimension of costing is to consider how the costs are likely to change when the level
of output of an activity is increased or decreased. What are for example the cost
implications of increasing the number of patients that are treated in a certain program?
To answer this, it is necessary to understand the concepts of fixed and variable costs,
and how they can produce information about marginal costs that is crucial for
budgeting purposes and for consideration about how much a health care provider
should offer for a service.

Fixed costs do not depend on the level of output. They are constants that do not
change with output, at least not within the limits that are relevant in the context of
the analysis. In order to provide a servi