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v

   Translational bioinformatics    is to bridge clinical application and methodology 
development and translate the analysis and visualization of complex medical data-
sets to clinical informatics. The volume  Bioinformatics of Human Proteomics  as 
one of the serial books entitled  Translational Bioinformatics  more focuses on the 
application of bioinformatics in human sample-based proteomic studies. The  present 
volume aims to introduce new concepts and methodologies of human proteomics-
based bioinformatics and present a number of outstanding studies. We hope clini-
cians and clinical researchers will  fi nd the volume helpful in medical practice, the 
selection of appropriate software to analyze the protein microarray data for medical 
decision-making, the development of disease-speci fi c biomarkers, and in drug  target 
identi fi cation and clinical validation. With increasing numbers of clinical studies on 
human tissue-based proteomics, translational bioinformatics integrates omics tech-
nology, metabolic and signaling pathways, biomarker discovery and development, 
computational biology, high-throughput image analysis, human tissue bank, mathe-
matical medicine and biology, protein expression and pro fi ling and systems biology 
together. Bioinformatics of human proteomics is a critical tool to discover and 
develop protein-based diagnostics and therapies for diseases. 

 The serial book     Translational Bioinformatics  is an effort to match disease 
 complexity with patient information, clinical data, standard laboratory evaluations, 
imaging data and omic data obtained from molecular pro fi ling experiments, in order 
to improve medical care, patient prognosis, and human health. We created the 
 Journal of Clinical Bioinformatics  (www.jclinbioinformatics.com) to elucidate how 
biological and medical information can be applied to the development of personal-
ized healthcare, medication, and therapies, and translate bioinformatics and compu-
tational methods into clinical and medical applications as well as the advancement 
of our understanding of the molecular and cellular mechanisms of diseases. To 
 further accelerate the translational process to clinical practice, new journals  Clinical 
and Translational Medicine  (www.clintransmed.com) and  Translational Respiratory 
Medicine  (www.transrespmed.com) were expected to foster a predictive, preven-
tive, personalized, and practical approach toward precision medicine, and exchange 

    Preface 



vi Preface

ideas between basic and clinical scientists on molecular and cellular mechanisms of 
disease and potential therapies, leading to improved patient prognosis. 

 The  fi rst part of the volume starts with the chapter “Clinical Bioinformatics in 
Human Proteomics Research” to describe the concept and importance of bioinfor-
matics in human proteomics combining clinical informatics, bioinformatics,  medical 
informatics, information technology, mathematics, and addresses clinically relevant 
challenges in early diagnosis, ef fi cient therapies, and predictive prognosis of patients 
with disease. The chapter “Clinical Bioinformatics in Human Proteomics Research” 
explains how to analyze protein-protein interactions, understand the regulation of 
signal pathways, select different approaches discovering the interaction, and char-
acterize protein complexes. The chapter entitled “Protein Function Microarrays: 
Design, Use and Bioinformatic Analysis in Cancer Biomarker Discovery and 
Quantization” describes available methodologies relevant to human proteomics and 
provides a simple approach to the design and fabrication of cancer antigen arrays 
suitable for cancer biomarker discovery through serological analysis of cancer 
patients, including raw data extraction, pre-processing, and analysis. The chapter 
“Proteomics and Cancer Research” discusses disease-speci fi c biomarkers to detect 
early-stage cancer, predict prognosis, determine therapy ef fi cacy, identify novel 
drug targets, and ultimately develop personalized medicine. The chapter “Towards 
Development of Novel Peptide-Based Cancer Therapeutics: Computational Design 
and Experimental Evaluation” demonstrates peptides as a novel class of drugs for 
cancer therapy and discusses three novel bioactive peptide analogues designed using 
the Resonant Recognition Model. 

 The second part of the volume focuses more on “Advances in Proteomic Methods” 
to introduce new technologies for sample processing, protein identi fi cation, 
quanti fi cation, structure, and function for the further improvement of accuracy, pre-
cision, and reproducibility. The chapter “Clinical and Biomedical Mass Spectrometry: 
New Frontiers in Drug Developments and Diagnosis” states the importance of pro-
tein biomarkers in drug discovery and development, high throughput multiplexed 
biomarker assay in clinical health care and targeted medicine, and new biomarkers 
in the early identi fi cation of disease and disease progression. The chapter “Disease 
Biomarkers: Modeling MR Spectroscopy and Clinical Applications” introduces the 
reference technique for evaluating the metabolism of different tissues in vivo, with 
special application to brain and prostate lesion characterization and tumor follow-
up. Such technology with spectroscopic imaging, higher spatial resolution, lower 
acquisition times, and the automation of the spectra processing analysis can be also 
applied in many degenerative and oncologic diseases. The chapter “Processing of 
Mass Spectrometry Data in Clinical Applications” provides speci fi c bioinformatic 
tools to assist researchers in the management of large-scale proteomic data and 
identify biomarkers for clinical practice with a speci fi c focus on the identi fi cation of 
proteotypic peptides and the classi fi cation of proteomic data. The chapter 
“Bioinformatics Approach for Finding Target Protein in Infectious Disease” elabo-
rates the systems biology approaches for identi fi cation of novel drug targets for 
various infectious diseases and highlights some in silico experiments and effective 
systems biology strategies. 
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 The third part of the volume calls special attention from clinicians and researchers 
on biomarkers, network biomarkers, or dynamic network biomarkers and empha-
sizes the importance of dynamic interactions between proteins. The chapter 
“Identi fi cation of Network Biomarkers for Cancer Diagnosis” explains the reasons 
that the complexity and heterogeneity of carcinogenesis should be explored and 
 validated from individual marker discovery to a systems-oriented paradigm. Network-
based biomarker discovery can be one of new strategies to monitor the ef fi cacy and 
ef fi ciency of cancer intervention. The chapter “Software Development for Quantitative 
Proteomics Using Stable Isotope Labeling” demonstrates a technique to identify and 
validate protein-based biomarkers by table isotope labeling coupled with liquid 
 chromatography and high resolution tandem mass spectrometry. UNiquant as a 
quanti fi cation program is introduced to analyze quantitative proteomics data. Another 
alternative    for “Clinical Translation of Protein Biomarkers Integrated with 
Bioinformatics” can be achieved by maturely quantitative proteomics methods such 
as stable isotope labeling by amino acids in cell culture, isobaric peptide tags for rela-
tive and absolute quanti fi cation, and label-free. Targeted quantitative measurements 
of selected proteins can be applied for the further validation in a large population of 
patients. The chapter “Proteomic Approaches for Urine Biomarker Discovery in 
Bladder Cancer” offers a practical example to analyze urinary protein patterns of 
bladder cancer with the proteomic approach. The chapter “Antibody Microarray and 
Multiplexing” highlights statistical methods for data normalization and analysis of 
antibody-based microarray and the implementation of each technique to the techno-
logy and suitability on basis of sample types and experiment designs. Last but not 
least, the chapter “Proteomics in Anesthesia and Intensive Care Medicine” presents 
a vision of clinical proteomic application from the clinician. 

 Bioinformatics in human proteomics becomes more and more important in 
identi fi cation and development of disease-speci fi c biomarkers, to diagnose various 
phases of diseases, monitor severities of diseases and responses to therapies, and 
predict prognoses and responses of patients to therapy. The application of bioinfor-
matics in clinical proteomics bene fi ts disease-associated speci fi city, sensitivity, 
traceability, stability, repeatability, and reliability. Integration of clinical proteomics 
with bioinformatics can bridge identi fi cation and validation of gene or protein-based 
biomarkers, network biomarkers, dynamic network biomarkers with human  diseases, 
patient phenotypes, and clinical applications. The book intends to accelerate the 
discovery and development of human disease-speci fi c biomarkers for the early 
diagnosis, monitoring, and evaluation of diseases and predictions of responses to 
therapy.  

    Xiangdong   Wang     
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  Abstract   Proteome analysis has rapidly developed in the post-genome era and is 
now widely accepted as a complementary technology to genetic pro fi ling. The 
improvement in the technology of both two-dimensional electrophoresis (2-DE) 
analysis as well as quantitative iTRAQ has made proteomics a valuable and powerful 
tool to study human diseases. Clinical bioinformatics, emerging science combining 
clinical informatics, bioinformatics, medical informatics, information technology, 
mathematics, and omics science together, can be considered to be one of critical 
elements addressing clinical relevant challenges in early diagnosis, ef fi cient thera-
pies, and predictive prognosis of patients with disease. A combination of proteome 
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    Chapter 1   
 Clinical Bioinformatics in Human Proteomics 
Research       

      Duojiao   Wu,       Haihao   Li   , and    Xiangdong   Wang           
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analysis with clinical bioinformatics has been developed as a promising experimental 
approach for the identi fi cation of diagnostic and prognostic markers and so on, 
suggesting that proteome-based analysis is a promising tool for the identi fi cation of 
prognostic and diagnostic markers as well as for novel therapeutic targets which 
could be used for the treatment of diseases. The integration of proteome-based 
approaches with data from genomic or genetic pro fi ling will lead to a better under-
standing of different diseases, which will then contribute to the direct translation of 
the research  fi ndings into clinical practice.  

  Keywords   Clinical bioinformatics  •  Proteomics  •  Biomarker  •  Network      

    1.1   Introduction 

 Bioinformatics now entails the creation and advancement of databases, algorithms, 
computational and statistical techniques, and theory to solve formal and practical 
problems arising from the management and analysis of biological data. There are 
some ways of modeling a biological system, such as sequence analysis, literature 
analysis, and also analysis of gene expression, regulation, protein expression, muta-
tions, and modeling biological systems, high-throughput image analysis, structural 
bioinformatics approaches. Modeling biological systems is a signi fi cant task of 
systems biology and mathematical biology. Computational systems biology aims 
to develop and use ef fi cient algorithms, data structures, and visualization and 
communication tools with the goal of computer modeling of biological systems. 
It involves the use of computer simulations of biological systems, like cellular sub-
systems, to both analyze and visualize the complex connections of these cellular 
processes (Bonneau  2008  ) . 

 High-throughput image analysis is used to accelerate or fully automate the pro-
cessing, quanti fi cation, and analysis of large amounts of high-information-content 
biomedical imagery. Modern image analysis systems augment an observer’s ability 
to make measurements from a large or complex set of images by improving accu-
racy, objectivity, or speed (Nicholson et al.  2007  ) . 

 Protein structure prediction is the prediction of the three-dimensional structure of 
a protein from its amino acid sequence. It is one of the most important goals pursued 
by bioinformatics and theoretical chemistry and is highly important in the territory of 
medicine and biotechnology. Basing on the notion of homology, we can determine 
which parts of a protein are important in structure formation and interaction with 
other proteins. The technique called homology modeling may currently remain the 
only way to predict protein structures reliably (Zhang and Skolnick  2005  ) . 

 Another important aspect is molecular interaction. Understanding protein–
protein interactions is important for the investigation of intracellular signaling 
pathways, modeling of protein complex structures, and gaining insights into vari-
ous biochemical processes (Pazos and Valencia  2001  ) . There are plenty of suc-
cessful stories. Biomarker is a typical successful application. Biomarker is de fi ned 
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by FDA as “A characteristic that is objectively measured and evaluated as an 
indicator of normal biologic processes, pathogenic processes, or pharmacologic 
responses to a therapeutic intervention.” According to the de fi nition of proteome, 
we must have the idea that the structure and function of each protein and the 
complexities of protein–protein interactions are important and critical for our 
clinical application.  

    1.2   Clinical Bioinformatics 

 Clinical bioinformatics provides biological and medical information to allow for 
individualized healthcare. In clinical bioinformatics, the proteomic data only have 
meaning if they are integrated with clinical data (Matharoo-Ball et al.  2007  ) . 
In pharmacogenomics, clinical bioinformatics includes elaborate studies of bioinfor-
matics tools and various facets of proteomics related to drug target identi fi cation 
and clinical validation. Using clinical bioinformatics, researchers apply computa-
tional and high-throughput experimental techniques to cancer research and systems 
biology. Meanwhile, researchers of bioinformatics and medical information have 
incorporated clinical bioinformatics to improve healthcare, using biological and 
medical information. Using the high volume of biological information from clinical 
bioinformatics will contribute to changes in practice standards in the healthcare 
system. Clinical bioinformatics provides bene fi ts of improving healthcare, disease 
prevention, and health maintenance as we move toward the era of personalized 
medicine (Chang  2005  ) . 

 Proteome data should be furthermore correlated with clinical informatics, 
including patient complaints, history, therapies, clinical symptoms and signs, phy-
sician’s examinations, biochemical analyses, imaging pro fi les, pathologies, and 
other measurements, as explained in Fig.  1.1 . Clinical bioinformatics, emerging 
science combining clinical informatics, bioinformatics, medical informatics, infor-
mation technology, mathematics, and omics science together (Wang and Liotta 
 2011  ) , can be considered to be one of critical elements addressing clinical relevant 
challenges in early diagnosis, ef fi cient therapies, and predictive prognosis of 
patients with disease.  

 In our previous paper (Chen et al.  2012  ) , we developed a new protocol of speci fi c 
biomarker evaluation by integrating proteomic pro fi les of in fl ammatory mediators 
with clinical informatics in patients with chronic obstructive pulmonary disease 
(COPD) and acute exacerbations (AECOPD), understanding better their function 
and signal networks. Forty chemokines were measured using a chemokine multi-
plex antibody array. Clinical informatics was achieved by a Digital Evaluation Score 
System (DESS) for assessing severity of patients. Some chemokines such as BTC, 
IL-9, IL-18Bpa, and CCL22 had signi fi cant correlation with DESS scores. Our pre-
liminary study suggested that integration of proteomics with clinical informatics 
can be a new way to validate and optimize disease-special biomarkers, as shown in 
Fig.  1.2 . The DESS scoring system is provided in Table  1.1 .   
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 Systems clinical medicine is a new and important concept which integrates 
systems biology, omics science, or bioinformatics with clinical measurements 
and provides a three-dimensional imaging of protein–protein interactions to 
demonstrate the location and time of altered proteins, interactions, or regulations 
in the network. Dynamic network biomarkers show not only higher or lower 
expression of genes or proteins but also time-dependent stronger or weaker inter-
actions between genes and proteins. Systems clinical medicine more focuses on 
the bifurcation of gene or protein interactions and the early change of network 
biomarkers in diseases. Dynamic network biomarkers have the advantage of 
demonstrating pathophysiological changes at different stages and periods. One 
of the examples in the  fi eld of systems clinical medicine was that the disease 
speci fi city of dynamic network biomarkers can be validated by the integration 
with clinical informatics by which the clinical descriptive information on com-
plaints, sign, symptoms, biochemical analyses, imaging, and therapies was trans-
lated into the digital data (Chang  2005  ) . Comparing dynamic alterations of 
network biomarkers with clinical informatics may allow us to discover disease-
speci fi c, stage-speci fi c, severity-speci fi c, or therapy-sensitive biomarkers.  

  Fig. 1.1    Work fl ow used for integrating proteomics with clinical informatics to validate and opti-
mize  AECOPD -special biomarkers (Seng et al.  2009  )        
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    1.3   Methodology of Proteome Research 

 To study a particular protein, speci fi c antibodies to speci fi c modi fi cation can be 
used to determine the set of proteins that have undergone the modi fi cation of inter-
est. In order to develop personalized drugs that are more effective for individual, 
researchers use these techniques such as ELISA, mass spectrometry, high-pressure 
liquid chromatography,  fl uorescence two-dimensional differential gel electropho-
resis (2-D DIGE), secretomics, and matrix-assisted laser desorption/ionization 
(MALDI). Enzyme-linked immunosorbent assay (ELISA) is a popular format of a 
“wet-lab” type analytic biochemistry assay that uses one subtype of heterogeneous, 
solid-phase enzyme immunoassay (EIA) to detect the presence of a substance, usu-
ally an antigen, in a liquid sample or wet sample. The ELISA has been used as a 
diagnostic tool in medicine and plant pathology as well as a quality-control check 
in various industries. Attempting to detect (and quantify) the presence of the anti-
gen in the sample proceeds as follows. Antigens from the sample are attached to a 

  Fig. 1.2    A new protocol of speci fi c biomarker evaluation by combination of proteomic pro fi les of 
in fl ammatory mediators with clinical informatics in patients with acute exacerbations of chronic 
obstructive pulmonary disease ( AECOPD ). Clinical informatics was achieved by a Digital 
Evaluation Score System ( DESS ) for assessing severity of patients. Chemokines such as BTC, 
IL-9, IL-18Bpa, and CCL22 had signi fi cant correlation with DESS scores (Seng et al.  2009  )        
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surface. Then a further speci fi c antibody is applied over the surface so that it can 
bind to the antigen. This antibody is linked to an enzyme, and, in the  fi nal step, a 
substance containing the enzyme’s substrate is added. The subsequent reaction 
produces a detectable signal, most commonly a color change in the substrate 
(Lequin  2005  ) . 

 Mass spectrometry (MS) is an analytical technique that measures the mass-
to-charge ratio of charged particles (Sparkman  2000  ) . It is used for determining 
masses of particles, for determining the elemental composition of a sample or mole-
cule, and for elucidating the chemical structures of molecules, such as peptides and 
other chemical compounds. MS works by ionizing chemical compounds to generate 
charged molecules or molecule fragments and measuring their mass-to-charge 
ratios. The technique has both qualitative and quantitative uses. MS is now in very 
common use in analytical laboratories that study physical, chemical, or biological 
properties of a great variety of compounds (Thelen and Miernyk  2012  ) . High-
pressure liquid chromatography (HPLC) is a chromatographic technique used to 
separate a mixture of compounds in analytical chemistry and biochemistry with the 
purpose of identifying, quantifying, and purifying the individual components of the 
mixture (Xiang et al.  2006  ) . 

 Two-dimensional difference gel electrophoresis is a technique of gel electro-
phoresis used to see changes in protein abundance. The proteins from the different 
sample types are run on the same gel they can be directly compared. To do this 
with traditional 2-D electrophoresis requires large numbers of time-consuming 
repeats. 2-D DIGE is an emerging technique for comparative proteomics, which 
improves the reproducibility and reliability of differential protein expression 
analysis between samples (Alban et al.  2003  ) . Secretomics is a subset of proteomics 
in which all of the secreted proteins of a cell, tissue, or organism are analyzed 
(Hathout  2007  ) . Secreted proteins are involved in a variety of physiological 
processes, including cell signaling; matrix remodeling, integral to invasion; and 
metastasis of malignant cells (Pavlou and Diamandis  2010  ) . Secretomics has 
thus been especially important in the discovery of biomarkers for cancer. 

 Matrix-assisted laser desorption/ionization is a soft ionization technique 
used in mass spectrometry, allowing the analysis of biomolecules and large 
organic molecules, which tend to be fragile and fragment when ionized by more 
conventional ionization methods. It is similar in character to electrospray ion-
ization both in relative softness and the ions produced (Seng et al.  2009  ) . 
Systems biology application is widely translated in clinical medicine, such as 
toward prognosis and therapy response prediction in cancer patients (Logan 
et al.  2010 ; Saratsis et al.  2012  ) . Systems clinical medicine could provide 
insights into molecular mechanisms of disease behavior, helping to develop sen-
sitive prognostic models, identifying novel therapeutic targets, and providing 
the framework for the development of molecularly based therapies, and, eventu-
ally, will help in developing individualized therapy to improve outcomes, with 
reduced toxicity.  
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    1.4   Application of Proteome Research in Clinical Treatment 

 Although a systems-level approach to drug design is still very much in its infancy, 
there are many leading authorities who recognize the potential of systems biology 
in clinical therapeutics (Zhou and Gallo  2011  ) . The current state of systems phar-
macology allows us to formulate a set of questions that could drive future research 
in the  fi eld. Combining pathway and network analyses, pharmacokinetic and phar-
macodynamic models, and a knowledge of polymorphisms in the genome will 
enable the development of predictive models of therapeutic ef fi cacy. The long-term 
goal of such research is to develop poly-pharmacology for complex diseases and 
predict therapeutic ef fi cacy and adverse event risk for individuals prior to com-
mencement of therapy (Zhao and Iyengar  2012  ) . Scientists try to set up a methodol-
ogy of incorporating drug pharmacology information into drug therapeutic response 
modeling using a computational systems biology approach. A dynamic molecule-
to-phenotype model of the human system would allow in drug screening and, thus, 
more ef fi cient and ethical use of time and resources. It is also important to under-
stand the interaction between proteins rather than only focus on the expression of 
proteins in diseases, as indicated in Fig.  1.3 .  

 On the other hand, it could provide valuable suggestions to adjust individual 
drug dosing regimens to improve therapeutic effects considering some agents 
(immunosuppressive agents, etc.) have wide interindividual pharmacokinetic 

  Fig. 1.3    Understanding protein–protein interactions is important for the investigation of intracel-
lular signaling pathways, modeling of protein complex structures, and gaining insights into various 
biochemical processes       

 



111 Clinical Bioinformatics in Human Proteomics Research

variability and a narrow therapeutic index (Shi et al.  2011  ) . A dynamic hybrid 
systems model is proposed to study drug antitumor effect from the perspective of 
tumor growth dynamics, speci fi cally the dosing and schedule of the periodic drug 
intake, and a drug’s pharmacokinetics and pharmacodynamics information are 
linked together in the proposed model using a state–space approach (Li et al.  2012  ) . 
It is proved analytically that there exists an optimal drug dosage and interval admin-
istration point and demonstrated through simulation study. 

 Systems clinical medicine is also of interest in the  fi eld of targeted therapeutics 
(Dietel and Schafer  2008 ; Williams et al.  2006  ) . Systems biology can bene fi t the 
biomedical sciences by providing a more complete understanding of human disease, 
enhancing the development of targeted therapeutics (Parisi et al.  2011 ; Long et al. 
 2011  ) . In this context, the aim of systems biology is to identify and model key system 
components (e.g., genes and proteins) that regulate a phenotypic behavior of interest. 
By measuring these key molecules, the model can be tailored to represent the biology 
of an individual patient. The personalized model could be used to predict the response 
to the available treatments and indicate the best therapy on an individual basis 
(Nicholson  2006  ) . It is particularly relevant in heterogeneous conditions such as neu-
roblastoma (Teitz et al.  2011  ) ; a systems model of neuroblastoma offers bene fi ts in 
terms of clinical management and therapeutic design for this disease and could also 
assist developments in related areas of biology and pathology. Also, multiple 
myeloma (MM) is a complex disease that is driven by numerous genetic and epige-
netic alterations. Integrated oncogenomic analyses of human MM have identi fi ed 
candidates of genetic alterations are predicted to be involved in MM pathogenesis 
and progression. The biological behavior and clinical outcome in MM are dependent 
on these molecular determinants, which are also attractive therapeutic targets (Munshi 
and Avet-Loiseau  2011  ) . 

 Vitucci et al.  (  2011  )  studied that gene expression pro fi ling of human glioma to 
identify molecular subtypes related with the uniquely response to adjuvant thera-
pies. Such progress may lead to a more precise classi fi cation system that accurately 
re fl ects the cellular, genetic, and molecular basis of disease, a prerequisite for iden-
tifying subsets uniquely responsive to speci fi c adjuvant therapies and ultimately in 
achieving individualized clinical care of patients.  

    1.5   Prognostic Biomarkers and Risk Strati fi cation 

 Risk strati fi cation is likely to progress further in the near future, with the increasing 
availability of omics techniques allowing the routine global molecular analyses of 
patient-related samples. Qiu et al.  (  2009  )  have identi fi ed a number of novel bio-
markers for prognosis prediction of gastric cancer by using SELDI-TOF-MS 
combined with sophisticated bioinformatics. By combing Clinical Data Mining 
Software (Pavlou and Diamandis  2010  )  and extensive analysis of patient samples, 
scientists set up systems modeling to confer additional bene fi t to current risk 
strati fi cation and management. The term “classi fi er” refers to a diagnostic that 
translates one or more biological measurements to a set of predicted categories. 
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The process includes identi fi cation of the genes or proteins to be included in the 
classi fi er, selecting a mathematical way of combining the expression levels of the 
individual genes or proteins, and training the classi fi er (i.e., determining the weights 
and cutoff points) on a training set of data to distinguish responders from nonre-
sponders (Simon  2003  ) . There is substantial literature on the development of gene 
expression-based classi fi ers (West et al.  2001 ; Radmacher et al.  2002  ) . Some designs 
for phase III clinical trials may facilitate movement to a more predictive oncology 
(Simon  2008  ) . Because the number of variables (genes, proteins) available is much 
greater in genomics/proteomics expression pro fi ling than the number of cases avail-
able in the training data set, traditional statistical regression model-building strate-
gies are ineffective. 

 Systems clinical medicine approach to human disease is challenging, but collab-
orative efforts are facilitating progression toward this ultimate goal. Rapid advances 
are being made in analytical technologies, bioinformatics, and modeling, resulting in 
more accurate representation of biology with each iteration of the model develop-
ment cycle. The integration of proteome-based approaches with data from genomic 
or genetic pro fi ling will lead to a better understanding of different diseases, which 
will then contribute to the direct translation of the research  fi ndings into clinical 
practice (Fig.  1.3 ). Although different “omics data can make important contributions 
to human systems biology,” in order for these data to bene fi t the wider community, it 
must be of good quality and properly annotated (Fig.  1.4 ). Standards are also impor-
tant for facilitating systems model compatibility in clinical application.        

  Fig. 1.4    General work fl ow used for omics-based research in clinical medicine       
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  Abstract   Protein interactions play fundamental roles in signaling transduction. 
Analysis of protein–protein interaction (PPI) has contributed numerous insights 
to the understanding of the regulation of signal pathways. Different approaches 
have been used to discover PPI and characterize protein complexes. In addition to 
conventional PPI methods, such as yeast two-hybrid (YTH), af fi nity puri fi cation 
coupled with mass spectrometry (AP-MS) is emerging as an important and popu-
lar tool to unravel protein complex and elucidate protein function through the 
interaction partners. With the AP-MS method, protein complexes are prepared 
 fi rst by af fi nity puri fi cation directly from cell lysates, followed by characteriza-
tion of their components by mass spectrometry. In contrast to most PPI methods, 
AP-MS re fl ects PPI under near physiological conditions in the relevant organism 
and cell type. AP-MS is also able to probe dynamic PPI dependent on protein 
posttranslational modi fi cations, which is common for signal transduction. AP-MS 
mapping protein interaction network of various signal pathways has dramatically 
increased in recent years. Here, I’ll present the strategies toward obtaining an 
interactome map of signal pathway and the methodology, detailed protocols, and 
perspectives of AP-MS.  

  Keywords   Protein interactions  •  Signaling transduction  •  Mass spectrometry  
•  Af fi nity puri fi cation  •  Interaction network  •  Dynamic      
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    2.1   Introduction 

 Protein interaction plays essential role in cell structure and function. In a simpli fi ed 
diagram of a signaling pathway, upon interaction of a ligand, the receptor alters its 
conformation, such as dimerization, phosphorylation, and ubiquitination, leading to 
recruitment of intracellular molecules and subsequent activation of downstream sig-
nal cascades. Each level of the signaling cascades requires protein interaction to 
work as a well-assembled, multifunctional protein complex essential for signal 
transduction. The functionality of proteins relies on their ability to interact with one 
another, whereas pathogenic conditions can re fl ect the perturbations of these protein 
interactions. 

 Numerous protein–protein interaction (PPI) methods have been developed, but 
only a few of them are used for large-scale PPI detection, including yeast two-
hybrid (YTH), protein fragment complementation assay (PCA), luciferase-mediated 
interactome (LUMIER), mammalian protein–protein interaction trap (MAPPIT), 
protein array, and af fi nity puri fi cation coupled with tandem mass spectrometry 
(AP-MS). The YTH system is the  fi rst assay for analysis of large-scale protein–protein 
interactions and widely accepted method (Fields and Song  1989  ) . In YTH system, 
interested gene (bait, X) is fused to the DNA-binding (DB) domain of a transcrip-
tion factor such as Gal4 (DB-X), while the interacting protein (prey, Y) is fused to 
an activation domain (AD) such as Gal4-AD (AD-Y). Physical interaction between 
X and Y brings AD and DB together, which reconstitutes the transcription factor 
and subsequently activates the downstream reporter genes (Fields and Song  1989  ) . 
Like the YTH, PCA requires that bait and prey are each fused with incomplete frag-
ments of a third protein, which acts as a reporter. Interaction between bait and prey 
proteins brings the fragments of reporter protein in close enough proximity to allow 
them to form a functional reporter protein (Rossi et al.  1997  ) . When  fl uorescent 
proteins are reconstituted, the PCA is called bimolecular  fl uorescence complemen-
tation assay (Kerppola  2009  ) . LUMIER is basically a co-immunoprecipitation 
assay, in which bait is linked to an epitope for puri fi cation and prey protein is fused 
to renilla or  fi re fl y luciferase for detection (Barrios-Rodiles et al.  2005  ) . In the 
MAPPIT, bait and prey proteins are linked to signaling de fi cient cytokine receptor 
chimeras. Interaction of bait and prey restores JAK–STAT cascade after the receptor 
has been stimulated with ligand, which leads to STAT3-dependent reporter gene 
activation (Eyckerman et al.  2001  ) . Protein microarray is a microscopic array glass 
slide on which interested proteins have been af fi xed at separate locations in an 
ordered manner using a variety of available chemical linkers (MacBeath  2002  ) . 
Protein microarrays are typically high-density arrays that are used to identify novel 
proteins or protein–protein interactions. Antibody microarrays are the most com-
mon analytical microarray. 

 AP-MS is biochemical puri fi cation of protein complexes followed by character-
ization of their components by mass spectrometry. However, unlike the methods 
discussed above, AP-MS is not designed for one-to-one protein interaction (i.e., 
binary interaction). Instead, AP-MS detects multi-protein complexes. As with 
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AP-MS, gene of interests is tagged with desirable epitope for af fi nity puri fi cation. 
Various tags have been developed, such as FLAG tag, HA tag, glutathione 
S-transferase (GST) tags, the calmodulin-binding peptide, the streptavidin-binding 
peptide, or the in vivo biotinylation of the target tagged peptide using coexpression 
of the BirA ligase (Waugh  2005  ) . With af fi nity tag, protein complexes are enriched 
 fi rst by af fi nity puri fi cation. One early developed AP-MS is to use the tandem 
af fi nity puri fi cation (TAP) tag (Puig et al.  2001  ) . The original TAP tag is composed 
of a protein A tag and a calmodulin-binding peptide for two sequential enrichment 
puri fi cations. In the  fi rst puri fi cation step, the protein complex is isolated from the 
cell lysate using immunoglobulin gamma (IgG) resin with high protein A af fi nity. 
After protein complex is cleaved from the protein A tag with TEV protease, the elu-
ate undergoes second puri fi cation on an immobilized calmodulin column. 

 To date, AP-MS has been performed in combination with other techniques, 
such as biochemical fractionation and chemical cross-linking, for characteriza-
tion of protein complex. Combining biochemical fractionations, like size frac-
tionation, with AP-MS can provide a more precise characterization of 
multi-protein complexes according to the factions. For example, a combination 
of TAP puri fi cation with standard gel  fi ltration has allowed for a better charac-
terization of RNA polymerase II complex (Mueller and Jaehning  2002  ) . Cross-
linker is used for detecting weak interactions, such as membrane complex, 
which may be interrupted by detergents in lysis buffer. A combination of TAP 
with in vivo cross-linking with formaldehyde was used to identify novel protea-
some interactors (Tagwerker et al.  2006  ) . AP-MS can also be combined with 
quantitative proteomics approaches, such as SILAC and ICAT, to better under-
stand the dynamics of protein complex assembly. Stable isotope labeling by 
amino acids in cell culture (SILAC) is an approach for in vivo incorporation of 
a label into proteins for mass spectrometry (MS)-based quantitative proteomics 
(Ong et al.  2002  ) . Isotope-coded af fi nity tags (ICAT) are complementary to 
SILAC and measure dynamic changes in complexes isolated from tissues or 
organisms that cannot be metabolically labeled (Gygi et al.  1999  ) . Both entail 
labeling the samples with isotope labels that allow the mass spectrometer to 
distinguish between identical proteins in separate samples. Differentially labeled 
samples are combined and analyzed together, and the differences in the peak 
intensities of the isotope pairs accurately re fl ect difference in the abundance of 
the corresponding proteins. 

 Given the fundamental importance of protein interactions, systematically map-
ping protein–protein interaction (PPI) in various species has dramatically increased 
in recent years. Using high-throughput    YTH, proteome-wide physical interaction 
maps have been generated for several organisms:  Saccharomyces cerevisiae  
(Fromont-Racine et al.  1997 ; Uetz et al.  2000 ; Ito et al.  2001  ) ,  Caenorhabditis 
elegans  (Walhout et al.  2000 ; Reboul et al.  2003 ; Li et al.  2004  ) ,  Drosophila 
melanogaster  (Giot et al.  2003 ; Guruharsha et al.  2011  ) , and human (Guruharsha 
et al.  2011 ; Rual et al.  2005  ) . Virus–host protein interactomes were also explored, 
such as severe acute respiratory syndrome (SARS)-coronavirus (Pfefferle et al. 
 2011  ) , Kaposi sarcoma herpesvirus (KSHV), and Varicella zoster virus (VZV) (Uetz 
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et al.  2006 ; Rozen et al.  2008  ) . In addition to global mapping, protein interaction 
networks of several important signal pathways, such as MAPK (Bandyopadhyay 
et al.  2010  ) , TGF b  (   Tewari et al.  2004 ),    SMAD (Colland et al.  2004  ) , and PI3K-
mTOR (Pilot-Storck et al.  2010  ) , have been investigated. 

 In addition to YTH, AP-MS is another widely used PPI tool to map protein inter-
actomes. Due to many advantages that will be discussed later, AP-MS mapping 
protein interaction network of various signal pathways has dramatically increased 
in recent years. Global-wide interactomes have been established in  Escherichia coli  
(Hu et al.  2009  )  and  Mycoplasma pneumonia  (Kuhner et al.  2009  ) ,  Saccharomyces 
cerevisiae  (Krogan et al.  2006 ; Gavin et al.  2006 ; Ho et al.  2002  ) ,  Drosophila mela-
nogaster  (Guruharsha et al.  2011  ) , and HIV–host interactome (Jager et al.  2012  ) . In 
vertebrate, this approach has so far been used to de fi ne proteomic subspaces or 
speci fi c signal pathways: antiviral innate immunity pathway (Li et al.  2011  ) , 
autophagy pathway (Behrends et al.  2010  ) , deubiquitinase interactome (Sowa et al. 
 2009  ) , endoplasmic reticulum-associated protein degradation network (ERAD) 
(Christianson et al.  2012  ) , TNF pathway (Bouwmeester et al.  2004  ) , proteasome 
interaction network (Guerrero et al.  2008  ) , and disease-related protein network 
(Ewing et al.  2007  ) . 

 Systematic identi fi cation of protein interactions within an organism will facili-
tate systems-level studies of biological processes. Current binary PPI networks are 
mainly generated by high-throughput yeast two-hybrid. Due to the small overlap of 
these maps, it has been assumed that these maps are of low quality containing many 
false positives (Parrish et al.  2006  ) . Recent efforts to map interactions using AP-MS 
illustrate the promise to measure speci fi c protein interactions in vivo (instead of in 
yeast) and provide a more powerful tool to model the in vivo interactome. First, I 
discuss the advantages of AP-MS versus YTH, and then focus the details of the 
methodology, applications, and perspectives of AP-MS.  

    2.2   AP-MS Versus YTH 

 Despite the wide acceptance of YTH system for protein–protein interaction analysis 
and discovery, high-throughput YTH for protein interaction network bears several 
major limitations: (1) Reporter analysis method indirectly re fl ects protein–protein 
interaction which usually leads to high false positives. For example, proteins with 
transcriptional activity can lead to autoactivation of the reporter genes. (2) Some 
heterologous protein expressions are incompatible or toxic to yeast, i.e., membrane 
proteins which are unlikely to be appropriately assayed as a fusion with a reconsti-
tuted transcription factor in YTH. (3) YTH cannot re fl ect the endogenous protein 
interactions in the relevant organism. (4) Lots of signaling pathways in vertebrates 
do not exist in yeast. Thus, interactions triggered by posttranslational modi fi cations 
do not occur in yeast, resulting in many intrinsic false negatives. (5) The coverage 
of prey library usually is not completed. In addition, in high-throughput YTH, the 
bait expression is not monitored. Heterologous full-length protein expression, 
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especially high-molecular-weight protein, expects to have low expression level 
in yeast. 

 Although both YTH and AP-MS detect protein–protein interaction, they have 
several distinct differences (Table  2.1 ). AP-MS couples af fi nity puri fi cation 
with mass spectrometry and requires more labor works and sophisticated equip-
ments. Basically, baits can be expressed in any cell line, which investigator is 
interested in. After antibiotic selection, bait expression levels are monitored in 
stable cell lines by western blot, and cell line expressing low bait protein level 
(close to endogenous level) is usually chosen for following af fi nity puri fi cation. 
Since the bait expression is close to the counterpart endogenous protein level, 
we expect the puri fi ed complex re fl ects the endogenous protein interactions 
under physiological conditions. AP-MS also can be used to detect dynamic pro-
tein interactions dependent on protein posttranslational modi fi cation by signal 
stimulation. Unlike YTH detecting one-to-one interaction (aka binary interac-
tion), AP-MS analyzes the entire bait complex and provides all prey information 
in one run. However, the puri fi ed complex represents a mix of direct and indi-
rect binding partners since the nature of the interactions identi fi ed in AP-MS 
data cannot be determined to be either direct or indirect. Last, protein abun-
dance and speci fi city in different cell lines also limits the detection of protein 
complex. For example, MIB1 and MIB2 have comparable af fi nity with TBK1, 
but we did not detect MIB2 in TBK1 complex in 293T cells by AP-MS. Using 
real-time PCR, we found MIB1 predominantly expressed in 293T cell line (Li et al. 
 2011  ) . Taken all together, AP-MS overcomes the limitations of YTH discussed 
above except several disadvantages over YTH: high cost, indirect interaction, 
and cell type speci fi city.   

    2.3   Methodology of AP-MS 

 The pipeline of AP-MS from gene construction to interaction network mapping 
is shown in Fig.  2.1  (Li et al.  2011 ). In brief, interested gene is tagged with desir-
able epitopes such as FLAG, GST, His, and biotin. Depending on the puri fi cation 
strategy, one or two tags (usually tandem tags) are adopted. These vectors should 
carry one antibiotic resistance gene for mammalian cell stable line selection. 

   Table 2.1    Comparison between YTH and AP-MS   

 Cell type 
 Interaction 
detection 

 Interaction 
type 

 Interaction 
level 

 Interaction 
status  Cost 

 YTH  Yeast  Indirect  Binary  Overexpression  Static  Relatively 
cheap 

 AP-MS  Relevant 
species 

 Direct  Multi-complexes  Endogenous  Static/dynamic  Expensive 
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After transfection or infection into the desirable mammalian cell line, cells are 
selected by designated antibiotics to obtain stably and close to endogenous pro-
tein expression. Protein complexes are precipitated from lysates of bulk cells by 
using various immobilized matrixes, such as resin conjugated with antibody. 
Protein complexes are then eluated from the matrixes after several washing steps 
to remove nonspeci fi c interactors. Protein complex is either separated on gel fol-
lowing silver staining or precipitated. Sliced gel bands or solution samples are 
analyzed by mass spectrometry. After data collection and statistical analysis, 
protein interaction network is generated and ready for validation and further 
function analysis.  

  Fig. 2.1    Schematic illustration of the experimental pipeline from gene construction, stable cell 
line selection, and protein complex af fi nity puri fi cation and identi fi cation to data analysis and 
interactome mapping       
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    2.3.1   Vector 

 To purify protein complex closing to physiological level, cell line stably expressing 
tagged bait is a prerequisite. Therefore, antibiotic resistance gene should be included 
in the vector for stable cell line selection. Genes of interest also needs to be tagged 
in-frame with an epitope (at either the N or C terminus), which is used to af fi nity 
purify the tagged protein (aka bait) along with its interacting partners (aka prey). 
Any af fi nity tag can be used for AP-MS in theory, and most successful tags devel-
oped to date are FLAG, HA, S-tag, and tandem af fi nity puri fi cation (TAP) tag. Each 
puri fi cation tag has advantages and disadvantages, and the appropriate technique 
should be selected depending on the goals of the experiment. For example, a single 
FLAG or HA epitope only adds 8–11 amino acids (Li et al.  2011  ) , while the TAP tag 
adds a >20-kDa tag (Krogan et al.  2006  )  which may cause more nonspeci fi c bind-
ing. Because tag may interfere with protein expression or interaction, both N-terminal 
and C-terminal fusion could be tested for optimal AP-MS. For example, membrane 
protein may need to put the tag on the C-terminal or after signal peptide on the 
N-terminus. Furthermore, two kinds of puri fi cation methods (single and tandem 
puri fi cation) are used for AP-MS, which requires bait fused with single or double 
epitopes, respectively.  

    2.3.2   Puri fi cation 

 Depending on the number of tags on the vector, there are one-step and two-step 
puri fi cation methods for speci fi c protein complex, cell line, or organism. Originally 
developed for yeast, the  fi rst TAP tag consists of calmodulin-binding peptide 
(CBP), followed by tobacco etch virus protease (TEV protease) cleavage site and 
protein A with high af fi nity to immunoglobulin gamma (IgG). Protein complex is 
 fi rst puri fi ed from the cell lysate on an IgG af fi nity resin and cleaved from the 
protein A tag with TEV protease. The eluate is then enriched in a second af fi nity 
puri fi cation step on an immobilized calmodulin column. Several variants of TAP 
with different combinations of tags, such as FLAG-HA double tags, are 
developed. 

 Usually, one-step puri fi cations on average preserve weaker or more transient 
protein–protein interactions in the price of a higher number of nonspeci fi c binding 
proteins. Conversely, the tandem procedure tends to yield cleaner results, but weak 
interactions can be lost. FLAG and HA double tags are most commonly applied for 
tandem puri fi cation of protein complexes. We compared the effect of tandem tag 
versus single tag puri fi cation on the yield of total prey and HCIP by examining four 
protein complexes puri fi ed by single puri fi cation with FLAG versus a two-step 
puri fi cation with FLAG followed by HA (Li and Dorf  2013 ). MS analysis revealed 
that the number of total interactors was dramatically reduced in all protein complexes 
(TBK1, NAP1, IRF3, and SINTBAD) isolated by TAP puri fi cation. However, the 
ratio of HCIP to total prey did not increase. Consistently, more HCIP were detected 
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by single-step af fi nity puri fi cation (Fig.  2.2 ). In brief, tandem puri fi cation reduces 
the NSBP at the price of HCIP loss. Due to on average more than 90% of proteins 
as nonspeci fi c binding protein in one-step puri fi cation, researchers prefer to tandem 
af fi nity puri fi cation to get a cleaner background if they only study on a few protein 
complexes. However, if the study is to map the protein interaction network of a 
speci fi c signaling pathway, NSBP from one-step puri fi cation can be excluded by 
statistical analysis of the whole database.   

    2.3.3   Mass Spectrometric Protein Identi fi cation 

 In most proteomics experiments, the puri fi ed proteins are separated by one-
dimensional SDS-PAGE and stained with a mass spectrometry-compatible dye 
such as silver, SYPRO ruby, or Coomassie. SDS-PAGE separation removes 
unwanted contaminants such as buffer components from the protein sample, and the 
sample complexity is decreased by separating the proteins according to molecular 
weight. Moreover, it also can be used to compare bands distribution with and without 
stimulation. In some cases, like IRF3 complexes shown in Fig.  2.1 , unique bands 
are only found in the bait complex with stimulation, indicating these interacting 
proteins are dependent on ligand stimulation. 

 Individual protein bands of interest are excised, or the entire lane is cut into 
approximately 1-mm 3  pieces. Gel pieces were then subjected to an in-gel trypsin 
digestion procedure to produce peptides for mass spectrometry analysis. But the 
extraction ef fi ciency of peptides from a gel is low and dependent on the primary 
structure of the peptide. As an alternative approach to in-gel digestion, protein mix-
tures can be digested in solution without prior separation (Behrends et al.  2010  ) . 
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Because buffer components, such as detergents, interfere with the mass spectrometry 
ionization process, protein samples need to be precipitated with trichloroacetic acid 
(TCA), washed, and redissolved in a digestion buffer. The main advantages of solu-
tion digestion are the reduction of the time and a higher recovery of peptides com-
pared to in-gel digestion. However, bear in mind that some proteins like membrane 
proteins are resistant to be redissolved. 

 The peptide mixture can be directly introduced into the mass spectrometer or 
separated by HPLC before mass spectrometric analysis (LC-MS). The two primary 
mass spectrometry methods developed for identi fi cation of proteins are electrospray 
ionization (ESI) (Fenn et al.  1989  )  and matrix-assisted laser desorption/ionization 
(MALDI) (Hillenkamp et al.  1991  ) . Electrospray ionization mass spectrometry is a 
desorption ionization method. A sample solution is sprayed from a small tube into a 
strong electric  fi eld in the presence of a  fl ow of warm nitrogen to assist desolvation. 
The droplets formed evaporate in a region maintained at a vacuum of several torr 
causing the charge to increase on the droplets. The multiply charged ions then enter 
the analyzer. The most obvious feature of an ESI spectrum is that the ions carry 
multiple charges, which reduces their mass-to-charge ratio compared to a singly 
charged species. This advantage allows mass spectra to be obtained for large mole-
cules. A major disadvantage is that this technique cannot analyze mixtures very 
well. The other most used technique, MALDI, is a two-step process. First, desorp-
tion is triggered by a UV laser beam. Matrix material heavily absorbs UV laser 
light, leading to the ablation of upper layer (~micron) of the matrix material. A hot 
plume produced during the ablation contains many species: neutral and ionized 
matrix molecules, protonated and deprotonated matrix molecules, matrix clusters, 
and nanodroplets. The second step is ionization (more accurately protonation or 
deprotonation). In the most common instrumental designs, ESI and MALDI are 
performed with mass spectrometers capable of tandem mass spectrometry (MS/
MS) experiments. Ion traps, quadrupole time-of- fl ight instruments (Q-TOF), Fourier 
transform ion cyclotron resonance (FT-ICR) mass spectrometers (FTMS), and the 
Orbitrap are the most common types of instrumentation now used in high-end pro-
tein analysis.  

    2.3.4   Quanti fi cation and Dynamics 

 Most protein interactomes only represent as static entities, which however only 
poorly captures the dynamics of complex composition. There has been increasing 
efforts to detect dynamic views of interactomes using various modi fi ed AP-MS. 
Systematic methods to map dynamic changes include semi-quanti fi cation based on 
total spectral counts or ion intensities of precursor peptide (MS1) or fragment ions 
(MS2) and use of isotopic labeling approaches to obtain more accurate relative 
quanti fi cation. Relative quanti fi cation methods such as the stable isotope labeling 
by amino acids in cell culture (SILAC) detect differences in protein abundance 
among samples using nonradioactive isotopic labeling. Although relative quantitation 
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is more costly and time-consuming, and less sensitive to experimental bias than 
label-free quantitation, it entails labeling the samples with stable isotope labels that 
allow the mass spectrometer to distinguish between identical proteins in separate 
samples. Differentially labeled samples are combined and analyzed together, and 
the differences in the peak intensities of the isotope pairs accurately re fl ect differ-
ence in the abundance of the corresponding proteins. Thus, relative quantitation 
may discover the dynamic interactions by comparing the change of identical protein 
abundances from same bait cells with and without extracellular stimulation. Absolute 
quantitation of proteins is also developed by using isotopic peptides entails spiking 
known concentrations of synthetic, heavy isotopologues of target peptides into an 
experimental sample (Mirgorodskaya et al.  2012  ) . However, the cost of absolute 
quantitation is too high and not realistic for large-scale interactome mapping. 

    As quantitative methods become more robust, there will be increasing demand 
for detection of dynamic protein interaction upon extracellular stimulation. For 
example, we revealed that ~20% protein interactions are dependent on ligand stimu-
lation, such as viral dsRNA mimics poly(dI:dC), in the  h uman  i nnate  i mmunity 
 i nteractome for type  I i nterferon (HI5) (Li et al.  2011  ) . Another example in insulin 
pathway, Glatter et al. de fi ned the interaction network of insulin receptor/target of 
rapamycin pathway in Drosophila (Glatter et al.  2011  ) . They found that 22% of the 
detected interactions were regulated by insulin. In addition to the quantitative power 
of mass spectrometry, it is also crucial to establish a stable cell line sensitive to 
stimulations. When overexpressed in cells, bait protein may not respond to stimuli 
as sensitive as the corres ponding endogenous protein.  

    2.3.5   Data Collection and Analysis 

 In most cases, the raw data  fi les are  fi rst processed by the software controlling the 
respective mass spectrometry instrument. The generated data sets are then searched 
against a protein database using search engines such as MASCOT (Hirosawa et al. 
 1993  )  or SEQUEST (MacCoss et al.  2002  ) . A valid approach for validation of the 
chosen parameters is to search the obtained data sets against a decoy protein data-
base. The data also need to be further  fi ltered by setting speci fi c thresholds such as 
a minimum peptide length or a speci fi c number of peptides to consider a protein 
identi fi cation. Mass spectrometry has some intrinsic problems, such as the common 
problem of carryovers between mass spectrometry runs. To circumvent the carry-
over problem in mass spectrometry, we usually analyze the repeated sample in dif-
ferent batch. The carryovers in two independent AP-MS of the same bait will not be 
possible to show up twice. The record of each batch of MS runs will also help to 
discriminate the carryovers. 

 In addition to mass spectrometry, af fi nity puri fi cation also has its own inherent false 
positives and false negatives, which is critical general limitation encountered in the inter-
pretation of the AP-MS due to lack of binary interaction information. False positives are 
nonspeci fi c binding proteins and contaminants found in puri fi ed bait complex. Several 
types of false positives are present in typical af fi nity puri fi ed protein samples. The most 
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common ones are from researchers’ hands when they perform puri fi cation and handle 
samples. These contaminants usually are keratin proteins and easy to remove from the 
dataset. There are also other various kinds of nonspeci fi c binding proteins: (1) proteins 
binding to af fi nity matrices, like STK38 and PRMT5; (2) proteins bind to af fi nity tag, 
like KIF11 binding to FLAG tag; (3) abundant proteins (e.g., actin, tubulin); (4) proteins 
prefer binding to speci fi c domain, like    ribosomal proteins binding to baits with nucleic 
acid-binding domain; (5) and heat-shock proteins for protein folding. Therefore, it is 
important to use cell line stably expressing baits at near physiological levels to avoid 
NSBPs, as transient overexpression may probably result in protein aggregation and 
improper intracellular localization. To discriminate NSBP from the protein complex, 
repetition of AP-MS is mandatory. In our experiences, NSBPs are dramatically different 
in two independent AP-MS of the same bait. Proper controls including cells expressing 
GFP with the same epitope will be also useful to exclude NSBPs. Last, large database 
with the same af fi nity tag and the same cell line background from high-throughput study 
will be a good resource for identi fi cation of NSBPs and HCIPs. If a protein is often 
isolated with many unrelated bait proteins, it is easily recognized through analysis of the 
high-throughput data. However, systematic large-scale experiment does not allow for 
the subjective and individual evaluation of their results, which means the removal of 
potential contaminating proteins cannot be based on judging individual puri fi cations. 
Therefore, statistic tools for analysis of database are required to  fi lter out nonspeci fi c 
proteins and yield high-con fi dence interacting proteins. 

 For statistical analysis of AP-MS data, three main parameters are protein 
abundance, uniqueness (the frequency of observed protein in database), and 
reproduci bility. Total spectral counts (TSC) have gained acceptance as a practical, 
label-free, semiquantitative measure of protein abundance in proteomics study. 
Several computational tools have been developed for the processing of AP-MS 
data, like CompPASS (Sowa et al.  2009  ) , SAINT (Breitkreutz et al.  2010  ) , and 
MiST (Jager et al.  2012  ) . 

 We designed a simpli fi ed method for analysis of AP-MS data, combining three 
main parameters: protein abundance, uniqueness (the frequency of observed protein 
in the database), and reproducibility. Total spectral counts (TSC) have gained accep-
tance as a practical, label-free, semiquantitative measure of protein abundance for 
proteomics studies. We adopted the  z -score statistic to compare protein abundance 
because  z -score calculates the probability of TSC occurring within a normal dis-
tribution. However,  z -score does not re fl ect reproducibility. In our protocol, each 
protein complex is tested in 4 MS runs, so reproducibility can be readily factored 
into the analysis.  z -Score also does not analyze information about prey occurrence 
(i.e., prey uniqueness). To explore the likelihood that an interaction is speci fi c, we 
set a value of prey occurrence at <5%. We now propose a simple 3-stage scoring 
system to identify HCIP. This algorithm combines  z -score plus prey occurrence and 
reproducibility (ZSPORE) (Li and Dorf  2013 ). In the ZSPORE scoring system, 
each interaction must pass all three criteria to merit classi fi cation as HCIP. The 
 fl owchart of ZSPORE is shown as in Fig.  2.3 , and a detailed description is provided 
in Sect.  2.4.6 . Taken together, the ZSPORE method combines three parameters 
( z -score based on TSC, prey occurrence, and reproducibility) and is a simple, 
ef fi cient, and robust way to analyze AP-MS data.  
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 As with any large screening database, AP-MS also has false negatives, like lack-
ing many known protein–protein interactions documented previously. There are 
several reasons why a known interaction fail to be found in AP-MS. First, statistical 
analysis tool may  fi lter out the known interaction as a nonspeci fi c binding. Second, 
the nature and location of the tag might interfere bait protein function and disrupt its 
interactions. Third, to parallel comparison, all AP-MS experiments are performed in 
a same single condition. The generic conditions of af fi nity puri fi cation may be too 
harsh to preserve some protein interactions, such as the buffer for membrane pro-
teins should be different from other ones. Fourth, the known protein interaction 
depends on different stimulation. Some proteins may be involved in several path-
ways and have different interactors in response to the relevant stimulation. Last, the 
absence of detection is often due to the protein expression level in the speci fi c cell 
type, especially when the cells have relative low abundances of the protein.  

    2.3.6   Network Mapping and Analysis 

 To visualize the protein interaction network formed by HCIPs and baits, graphic 
representation of two protein interactions basically consists of drawing two circles 
(nodes) linked by a line (edge). All interactions are combined to generate a map of 

Z-score
Cut off >2

Reproducibility
>1

Prey Occurrence
(<5%)

HCIPs

HCIP=Z-score + Prey Occurrence + Reproducibility
(P<0.05) (<5%) (>1)

GFP & controls
  Fig. 2.3    Flowchart of 
ZSPORE analysis       
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the protein interaction network or interactome. A common protein interactome 
displays a few highly connected nodes forming hubs or subnetwork, while most 
nodes have a few edges. Several software are developed for graphic mapping protein 
interaction network. Cytoscape is the most used open-source software platform, 
which can be used to visualize complex networks derived from AP-MS data. 
Cytoscape is available for free download at   http://www.cytoscape.org    . A lot of plug-ins 
are also available for various kinds of problem domains, including bioinformatics, 
social network analysis, and semantic web (Smoot et al.  2011  ) . For comprehensive 
and dynamic visualization of the network, various kinds of attributes can be applied 
to the node and the edge by representation of different color and line thickness. 

 In addition, the functional classi fi cations of HCIPs can be analyzed by a few online 
programs. For example, HCIP list can be uploaded to PANTHER (Thomas et al.  2003  )  
or DAVID (da Huang et al.  2009  )  via a web interface. These programs group these 
proteins by protein domains, molecular functions, biological processes, and signal 
pathways. The functional classi fi cations may help discover common threads underly-
ing the proteins of interest. Another approach is to obtain clues from known protein 
interactions to discover regulation mechanisms. Several protein–protein interaction 
databases are available for online search, repository, and free download, such as 
BioGRID, STRING, IntAct, and MINT. The BioGRID database is an online protein 
interaction repository with data compiled through comprehensive curation efforts. 
The latest version searches 31,739 publications for 510,188 raw protein and genetic 
interactions from major model organism species (Stark et al.  2011  ) . The STRING is a 
database of known and predicted protein interactions. The interactions include direct 
(physical) and indirect (functional) associations. STRING quantitatively integrates 
interaction data from these sources for a large number of organisms and transfers 
information between these organisms where applicable (Szklarczyk et al.  2011  ) . The 
IntAct database provides a freely available, open-source database system and analysis 
tools for molecular interaction data (Kerrien et al.  2012  ) . All interactions are derived 
from literature curation or direct user submissions and are freely available. The MINT 
database focuses on experimentally veri fi ed protein–protein interactions mined from 
the scienti fi c literature by expert curators (Licata et al.  2012  ) . 

 AP-MS raw data also can be deposited in the Tranche repository (Smith et al. 
 2011  ) , which is a distributed  fi le system into which any sort of proteomics data may 
be uploaded. The data then are distributed on the internet and downloaded by any-
one who has access to the hash key identi fi ers for the data, which may be kept pri-
vate or publicly released. In summary, all these free online programs are useful and 
convenient research tools for mapping, analysis, and repository of AP-MS data.   

    2.4   Protocols 

 AP-MS has applied for mapping of protein interactome of various cellular signaling 
pathways in mammalian cells. Our lab has established an ef fi cient AP-MS pipeline 
for de fi ning protein interaction network and successfully applied in several 

http://www.cytoscape.org
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pathways including  h uman  i nnate  i mmunity  i nteractome for type  I i nterferon (HI5) 
(Li et al.  2011  ) ,  mi RNA pathway  i nteractome (Mii), and in fl uenza–host (iHost) 
protein interaction network (Li and Dorf, unpublished data). Detailed pipeline of 
our AP-MS is provided in this section, and how this applies on different pathways 
in mammalian cells will be discussed. 

    2.4.1   Bait Selection and cDNA Cloning 

 Genes known to regulate the studied signaling pathway are usually selected as 
primary baits. Baits cover from extracellular signals like ligands to cognate recep-
tors on cell membrane and to signaling intermediates, kinases, and transcription 
factors involved in these signaling pathways and their family members. After analy-
sis of primary bait AP-MS, some new and important HCIPs with primary baits are 
also chosen to be as secondary baits. Secondary baits will validate the association 
with primary baits but also expand the protein interaction network, provide new 
insights into this signaling pathway, and cross talk with other pathways. 

 Bait cDNAs can be tagged with various epitopes, such as FLAG or HA epitope. 
As we discussed earlier, commercially available anti-FLAG beads have much higher 
af fi nity than anti-HA beads. We use two mammalian expression vectors, pCMV-
3Tag8 (Stratagene) and viral expression vector, pLPCX (Clontech), for transfection 
and infection, respectively. Vector pCMV-3Tag8 harbors a hygromycin resistance 
gene, while pLPCX confers cells’ resistance to puromycin.  

    2.4.2   Establishment of Stable Cell Line and Cell Stimulation 

 Transfection and transduction are two common DNA delivery methods into mam-
malian cells. For cell lines easy to be transfected like HEK293 cells, bait constructs 
are directly transfected into cells. For cell lines with low transfection ef fi ciency, 
such as THP-1 cell line, bait gene needs to be  fi rst packaged into retroviral virion. 
The following infection will allow bait gene to integrate into cell genome DNA and 
subsequent expression in cells. Two days after transfection and infection, cells are 
treated with puromycin or hygromycin for 14 days. Single colonies are picked and 
expanded in 6-well plates. Protein expression levels in each colony are determined 
by immunoblotting. Colony with protein expression close to endogenous level is 
picked up for AP-MS. 

 Most protein interactomes are descriptions of homeostasis of a speci fi c signaling 
pathway, such as DUB network (Sowa et al.  2009  ) , autophagy interaction network 
(Behrends et al.  2010  ) , and ERAD interactome (Christianson et al.  2012  ) . However, 
many protein interactions depend on protein posttranslational modi fi  cations induced 
by different stimuli. For example, we found that about 20% interactions were ligand 
dependent in HI5 protein interaction network (Li et al.  2011  ) . We also noticed many 
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new interactions between in fl uenza virus protein and human host after viral infec-
tion (Li and Dorf, unpublished data). Therefore, in our pipeline for AP-MS, each 
stable cell line is divided into two groups, and cells are treated with ligand 
speci fi c for the signaling pathway or infected with virus for studying virus–host 
interactome.  

    2.4.3   Complex Puri fi cation 

 Each group of cells is cultured in four or  fi ve 15-cm 2  culture dishes (about 5 × 10 7  
cells) to scale up for af fi nity puri fi cation. Cells are lysed in 10 ml TAP buffer (50 mM 
Tris HCl [pH 7.5], 10 mM MgCl 

2
 , 100 mM NaCl, 0.5% Nonidet P40, 10% glycerol, 

phosphatase inhibitors, and protease inhibitors). After shaking on ice for 30 min, 
cell lysates were centrifuged for 30 min at 15,000 rpm. Supernatants are collected 
and precleared with 50  m l of protein A/G resin. After shaking for 1 h at 4°C, resin is 
removed by centrifugation. Cell lysates are added to 20  m l anti-FLAG M2 resin 
(Sigma) and incubated on a shaker for 12 h. Then the anti-FLAG resin is 3× washed 
(15 min/time) with 10 ml TAP buffer. After removing the wash buffer, the resin is 
transferred to a spin column (Sigma) and incubated with 40  m l 3× FLAG peptide 
(Sigma) for 1 h at 4°C in a shaker. Eluates are collected by centrifugation and stored 
at −80°C.  

    2.4.4   Silver Staining 

 Puri fi ed complexes are loaded on 4–15% NuPAGE gels (Invitrogen) and run about 
1 cm 2  distance for 8 min at 200 V. Gels were stained using the SilverQuest Staining 
Kit (Invitrogen). Each entire stained lane was excised and rinsed twice with 50% 
acetonitrile.  

    2.4.5   Mass Spectrometry 

 The Taplin Biological Mass Spectrometry Facility (Harvard Medical School) per-
forms MS analysis for our samples. Excised gel bands were cut into approximately 
1-mm 3  pieces. Gel pieces are then subjected to a modi fi ed in-gel trypsin digestion 
procedure. Gel pieces were washed and dehydrated with acetonitrile for 10 min fol-
lowed by removal of acetonitrile. Pieces were then completely dried in a speed-vac. 
Gel pieces were rehydrated with 50 mM ammonium bicarbonate solution contain-
ing 12.5 ng/ m l modi fi ed sequencing grade trypsin (Promega, Madison, WI) at 4°C. 
After 45 min, the excess trypsin solution was removed and replaced with 50 mM 
ammonium bicarbonate solution to just cover the gel pieces. Peptides were later 
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extracted by removing the ammonium bicarbonate solution, followed by one wash 
with a solution containing 50% acetonitrile and 1% formic acid. The extracts were 
then dried in a speed-vac (~1 h) and stored at 4°C until analysis. 

 On the day of analysis, the samples were reconstituted in 5–10  m l of HPLC sol-
vent A (2.5% acetonitrile, 0.1% formic acid). A nanoscale reverse-phase HPLC 
capillary column was created by packing 5  m m C18 spherical silica beads into a 
fused silica capillary (100- m m inner diameter  x  ~12-cm length) with a  fl ame-drawn 
tip. After equilibrating the column, each sample was loaded via a FAMOS auto 
sampler (LC Packings, San Francisco, CA) onto the column. A gradient was formed 
and peptides were eluted with increasing concentrations of solvent B (97.5% ace-
tonitrile, 0.1% formic acid). 

 As peptides eluted, they were subjected to electrospray ionization and then 
entered into an LTQ Velos ion trap mass spectrometer (Thermo Fisher, San Jose, 
CA). Peptides were detected, isolated, and fragmented to produce a tandem mass 
spectrum of speci fi c fragment ions for each peptide. Dynamic exclusion was enabled 
such that ions were excluded from reanalysis for 30 s. Peptide sequences (and hence 
protein identity) were determined by matching protein databases with the acquired 
fragmentation pattern by the software program SEQUEST (Thermo Fisher, San 
Jose, CA). The human IPI database (ver. 3.6) was used for searching. Precursor 
mass tolerance was set to ±2.0 Da, and MS/MS tolerance was set to 1.0 Da. 
A reversed-sequence database was used to set the false discovery rate at 1%. 
Filtering was performed using the SEQUEST primary score, Xcorr, and delta-Corr. 
Spectral matches were further manually examined, and multiple identi fi ed peptides 
(>1) per protein were required.  

    2.4.6   Statistical Analysis of Mass Spectrometry Data 

 As with many screening methods, un fi ltered AP-MS data contain many nonspeci fi c 
binding proteins due to some intrinsic characteristics, such as nonspeci fi c binding to 
bead or tag, protein aggregation, and carryover during MS runs. We now describe a 
simple ef fi cient statistic method,  z -score plus prey occurrence and reproducibility 
(ZSPORE) scoring system, for identi fi cation of HCIP. Using this pipeline, we 
achieve a higher ef fi ciency of AP-MS and better identi fi cation of high-con fi dence 
interacting proteins. The methods and criteria used to remove nonspeci fi c binding 
proteins and identify high-con fi dence interacting proteins include:

    (a)    GFP and controls. AP-MS of GFP-FLAG and various controls, such as non-
FLAG IgG conjugated resin for AP-MS, were used to identify nonspeci fi c bind-
ing proteins in the database.  

    (b)     z -Score. A  z -score (aka a standard score) indicates how many standard devia-
tions an element is from the mean. To calculate  z -score, mass spectrometry data 
were transformed into a “stats table,” where the columns are total spectral 
counts (TSC) from 4 MS runs, the rows are bait-associated proteins (Table  2.2 ). 
Then we calculated  z -score of each  X  

i,j
  (i prey interacts with j bait) based on 
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the maximum total spectral counts (TSC) of 4 MS runs. For HI5 database 
analysis, we set the cutoff of  z -score as 2.   

     

( )X
z

μ
σ
-

=
   

 z  is the z-score,  X  is the value of the element,   m   is the population mean, and   s   is the 
standard deviation.  
    (c)    Prey occurrence. We considered any prey associated with a single bait as an 

HCIP while preys associated with all baits as NSBP. Generally, we set the bar 
of prey occurrence as <5%, which means one speci fi c prey interacts less than 
5% of total baits in the entire database. In HI5, we showed that preys that inter-
act with less than 5 baits represented statistically signi fi cant interactions in HI5 
dataset. So the threshold for prey occurrence in HI5 is set as 4. Due to known 
high interconnectivity among selected baits, bait-to-bait interactions were con-
sidered as HCIP.  

    (d)    Reproducibility. Each prey must appear in at least 2 out of 4 MS runs.  
    (e)    Batch reproducibility. To account for possible variations in the list of back-

ground contaminants observed in our dataset that were not identi fi ed by 
other statistical approaches, we intentionally sequenced each duplicate 
puri fi ed complex in different experiments. Any protein that did not appear 
in different puri fi cations was considered an NSBP and manually removed 
from HCIP list.      

    2.4.7   Construction of Protein Interaction Map 
and Bioinformatics Analysis 

 After statistical analysis of dataset, all pairwise interactions are collected and ana-
lyzed by Cytoscape. Several important attributes, such as  z -score and TSC, can be 
integrated into the interaction map. Except generating interaction map, the func-
tional classi fi cations of HCIPs also need to be analyzed. Interactors can be grouped 
by protein domains, molecular functions, biological processes, and signal 

   Table 2.2    Statistical    analysis table   

 Bait 1  Bait  κ  

 Unstimulation  Stimulation  Unstimulation  Stimulation 

 Round 1  Round 2  Round 1  Round 2  Round 1  Round 2  Round 1  Round 2 

 Interactor 1      1
1,1X         2

1,1X         1
2,1X         2

2,1X         1
2 1,1X κ -

        2
2 1,1X κ -

        1
2 ,1X κ         2

2 ,1X κ    

 Interactor 2      1
1,2X         2

1,2X         s1
2,2X         s2

2,2X         1
2 1,2X κ -

        2
2 1,2X κ -

        1
2 ,2X κ         2

2 ,2X κ    

 Interactor  m       1
1,mX         2

1,mX         1
2,mX         2

2,mX         1
2 1,mX κ -

        2
2 1,mX κ -

        1
2 ,mX κ         2

2 ,mX κ    
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pathways, which may help discover common mechanism underlying the proteins 
of interest. To  fi gure out the new interactions in database, several protein–protein 
interaction databases such as BioGRID, STRING, IntAct, and MINT can be used 
to identify the known interaction.    However, protein interactions in new publication 
will not be included in these databases. The interaction information is also not 
completed, and many known interactions may not be found in these database. 
Therefore, it is important to dig out protein interaction information in curated lit-
erature. Take together, all AP-MS data must be interpreted with care and validated 
with additional experiments. As with any screening approach, the database does 
not represent a  fi nal or complete interaction network.   

    2.5   Perspectives 

 Understanding how proteins interact in complex and dynamic networks is the key to 
dissect the complexity of many genotype-to-phenotype relationships. The system-
atic mapping of physical interactions is therefore critical for post-genomic research. 
Comprehensive analysis of protein–protein interactions is still a challenging 
endeavor of functional proteomics. Since intrinsic negatives are inherent to every 
technique, the physical interaction data generated by AP-MS may carry many false 
positives and negatives. Thus, AP-MS is unlikely to grasp the entire interactome. It 
is also still a challenge to develop optimal computational tools to visually and com-
putationally represent the multiple layers of data and integrate existing biological 
knowledge and functional data in literature with the interactome data. Since most 
AP-MS data represent static graph of PPI map, advanced methods have to be devel-
oped and focused on dynamic and spatial changes in PPI. 
 We have presented the general principles of the AP-MS approach and highlighted 
some recent developed technologies and successful applications on various signal-
ing pathways. Despite of the increasing AP-MS data and analysis tools, there are 
still many major challenges. It includes (1) the speci fi city of protein complex in dif-
ferent cells and tissues, (2) the dynamics of protein complex with different stimula-
tions or posttranslational modi fi cations, (3) the absolute and relative quantitation of 
proteins, (4) mapping of transient or weak PPI and endogenous PPI from native 
cells and tissues, (5) the integration of PPI data sets with the other functional data 
sets, (6) the standardization and benchmarking for interactome mapping, and (7) the 
challenges for primary cells like neuronal cells and the detection of weak endoge-
nous interaction. Given the different types of mass spectrometric instrumentation, 
ionization processes, and software platforms, the assessment of published data 
becomes increasingly dif fi cult. To facilitate sharing experimental data, common 
standards in data acquisition, data interpretation, and data storage are required. 

 Many processes in a cell depend on PPI, and perturbations of these interactions 
can lead to diseases. Comprehensive knowledge of PPI network of signaling 
pathways will not only give us insights on how the cells respond to stimulation but 
will also provide new drug targets for therapeutic application. Moreover, many viral 
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and bacterial pathogens rely on host PPIs to survive in host cells and tissues and 
exert their damaging effects. Ultimately, such high-quality PPI networks will 
become invaluable resources for better understanding the mechanisms underlying 
major human diseases and will enable the better de fi nition of drug targets.      
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  Abstract   Protein microarrays have many potential applications in the systematic, 
quantitative analysis of protein function, including in biomarker discovery applica-
tions. In this chapter, we review available methodologies relevant to this  fi eld and 
describe a simple approach to the design and fabrication of cancer-antigen arrays 
suitable for cancer biomarker discovery through serological analysis of cancer 
patients. We consider general issues that arise in antigen content generation, microar-
ray fabrication and microarray-based assays and provide practical examples of 
experimental approaches that address these. We then focus on general issues that 
arise in raw data extraction, raw data preprocessing and analysis of the resultant 
preprocessed data to determine its biological signi fi cance, and we describe compu-
tational approaches to address these that enable quantitative assessment of serologi-
cal protein microarray data. We exemplify this overall approach by reference to the 
creation of a multiplexed cancer-antigen microarray that contains 100 unique, 
puri fi ed, immobilised antigens in a spatially de fi ned array, and we describe speci fi c 
methods for serological assay and data analysis on such microarrays, including test 
cases with data originated from a malignant melanoma cohort.  
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    3.1   Introduction 

 In the postgenomic era, attention has turned towards the systematic assignment 
of function to proteins encoded by genomes. Bioinformatic methods are typi-
cally now used ubiquitously as an essential  fi rst step in assigning predicted 
function to open reading frames (Hunter et al.  2009  ) . However, while such 
methods give helpful insights into possible function, there remain many exam-
ples of proteins that have closely related sequences and/or structures but which 
prove to have quite different functions when studied experimentally (Wise et al. 
 2002 ; Schmidt et al.  2003 ; Lander et al.  2001  ) . As the number of sequenced 
genomes expands ever further, there is thus an ever-increasing need for experi-
mental methods that enable the determination and/or veri fi cation of protein 
function in high throughput. At the forefront of this monumental task, the  fi eld 
of proteomics can be segregated into discovery- and systems-oriented proteom-
ics (Macbeath  2002  ) . Discovery-oriented proteomics is mainly concerned with 
documenting the abundance and localisation of individual proteins as well as 
building a picture of protein–protein interaction networks. This is the realm of 
2-hybrid screens, 2D-gel electrophoresis and increasingly powerful more direct, 
isotope-labelling-based mass spectrometry methods; these latter two methods in 
particular are commonly used to understand the way in which expression pro fi les 
change in response to different stimuli by comparing, for example, diseased and 
healthy cell extracts. However, these discovery-oriented proteomic methods tell 
us little directly about the precise function of individual proteins or protein 
complexes, even when augmented by ever more sophisticated bioinformatic 
methods. Systems-oriented proteomics takes a different approach; rather than 
rediscovering each protein in each new experiment, the focus is on a prede fi ned 
set of proteins – in principle up to an entire proteome, but in practice more typi-
cally a limited subset thereof – enabling the functionality of each member of 
that set to be dissected in great detail (Wolf-Yadlin et al.  2009  ) . However, 
obtaining quantitative and genuinely comparative functional data across large 
sets of proteins with any degree of accuracy is technically dif fi cult, requiring 
isolation of each individual protein in an assayable format. We and others have 
chosen to focus on protein function microarray-based methods because the par-
allel, high-throughput nature of microarray experiments is attractive for 
analysing large numbers of protein interactions, while the uniform intra-array 
conditions both simplify and increase the accuracy of assays (Wolf-Yadlin et al. 
 2009 ; Boutell et al.  2004 ; Kodadek  2001 ; Predki  2004 ; Zhu et al.  2000,   2001 ; 
Michaud et al.  2003 ; Fang et al.  2003  ) . Additionally, the small volumes of ligand 
or reaction solution required to perform assays, typically tens to hundreds of 
microlitres, can provide economic advantages, for example, when using expen-
sive recombinant proteins or labelled compounds. 

 The key element to such microarray experiments is that the arrayed, immobil-
ised proteins retain their folded structure such that meaningful functional interrogation 
can then be carried out. There are a number of approaches to this problem, which 
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differ fundamentally according to whether the proteins are immobilised through 
non-speci fi c, poorly de fi ned interactions or through a speci fi c set of known interac-
tions. The former approach is attractive in its simplicity and is compatible with 
puri fi ed proteins derived from native or recombinant sources (MacBeath and 
Schreiber  2000 ; Angenendt et al.  2003  )  but suffers from a number of risks. Most 
notable among these is that the uncontrolled nature of the interactions between 
each protein and the surface might at best give rise to a heterogeneous population 
of proteins or at worst destroy activity altogether due to partial or complete sur-
face-mediated unfolding of the immobilised protein. In practice, an intermediate 
situation probably most often occurs, where a fraction of the immobilised proteins 
either have undergone conformational change as a result of the non-speci fi c inter-
actions or have their binding/active sites occluded by surface attachment; these 
effects effectively reduce the speci fi c activity of the immobilised protein and there-
fore decrease the signal-to-noise ratio in any subsequent functional assay that is 
sensitive to conformation. It is, therefore, important to consider the possible effects 
of unfolding on the intended downstream assay prior to choosing an array surface: 
for example, an assay in which a solution-phase kinase phosphorylates arrayed 
proteins may well be sensitive to disruption of the relative three-dimensional 
arrangement of targeting and substrate domains in the arrayed proteins (Blackburn 
and Shoko  2011  ) ; by comparison, an assay in which solution-phase antibodies bind 
to linear epitopes on the array will be unlikely to be affected by unfolding of the 
arrayed proteins – indeed, it may even be desirable to deliberately unfold such 
proteins in order to expose a greater range of potential epitopes. However, an 
important caveat here is that unfolded proteins are also more likely to exhibit non-
speci fi c binding to antibodies via the now-exposed hydrophobic surfaces and, 
across an array of diverse proteins, this non-speci fi c binding may give rise to a high 
rate of false positives in serological assays. 

 The advantages of controlling the precise mode of surface attachment are that, 
providing the chosen point of attachment does not directly interfere with activity, 
the immobilised proteins will have a homogeneous orientation resulting in a 
higher speci fi c activity and higher signal-to-noise ratio in assays, with less inter-
ference from non-speci fi c interactions (Koopmann and Blackburn  2003  ) . This 
may be of particular advantage when studying protein–small-molecule interactions 
or conformationally sensitive protein–protein interactions in an array format. 
The disadvantages of this approach though are that it is really only compatible 
with recombinant proteins or with families of proteins, such as antibodies, which 
have a common structural element through which they can be immobilised. 
However, in a systems-oriented approach, the disadvantage of working with 
recombinant proteins is largely outweighed by the problems encountered in indi-
vidually purifying large numbers of active proteins from native sources. In addi-
tion, experimental approaches that facilitate high-throughput expression and 
puri fi cation of many different proteins in parallel have become more generally 
accessible over recent years, simplifying access to larger, de fi ned collections of 
recombinant proteins. An important caveat here though is that it is increasingly 
clear that despite its ease of use,  Escherichia coli  is not an optimal host for 
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recombinant expression of folded, functional mammalian proteins. Furthermore, 
while cell-free transcription/translation-based protein microarray systems have 
been described (He and Taussig  2001 ; Ramachandran et al.  2004  ) , it remains 
unclear how reproducible such arrays are or what proportion of mammalian 
proteins produced by such approaches are properly folded and therefore func-
tional prior to immobilisation (Blackburn and Shoko  2011  )  – thus, their true 
utility in cancer biomarker discovery applications also remains unclear. 

 Having decided on and created the protein content and then fabricated a repro-
ducible protein microarray, a typical downstream protein microarray experiment 
generates a large amount of raw and often noisy data that requires preprocessing 
via a series of computational steps in order to  fi lter and normalise the data to 
yield a robust clean data set which can then be analysed using various bioinfor-
matic tools in order to determine its biological signi fi cance (Klein and 
Thongboonkerd  2004 ; Brusic et al.  2007  ) . However, DNA microarray software 
solutions in general have proved to be not well suited to the analysis of protein 
microarray data – for reasons that will be discussed below – and a comprehensive 
analysis software solution designed for protein microarrays has yet to be pro-
duced. To address this issue, our group has developed a preprocessing and qual-
ity control pipeline for raw protein microarray data (Zhu et al.  2006  )  which we 
will discuss in more detail below.  

    3.2   Custom Antigen Arrays 
as Serological Diagnosis Tools 

 A number of different types of protein microarrays are currently used to study the 
biochemical activities of proteins. Among them, the analytical microarrays are typi-
cally used to pro fi le complex mixtures of proteins and to estimate the level of expres-
sion, binding af fi nities and speci fi cities of speci fi c components. These types of protein 
microarray-based experiments have interesting applications in molecular medicine, 
such as biomarker discovery for diagnosis, drug design and development as well as 
increasing understanding of pathogenesis and disease biology (Hall et al.  2007  ) . 

 In the cancer  fi eld, it is well understood that individual patients generally show 
aberrant expression and/or post-translational modi fi cation of a selection of anti-
gens (‘cancer antigens’), suggesting that detection and quantitation of cancer anti-
gens should be a promising approach in, for example, disease diagnosis. In an 
ideal world, cancer biomarkers should be easy and inexpensive to measure to 
allow easy accessibility in developing countries, should be measureable in periph-
eral  fl uids (e.g. serum) to avoid unnecessarily invasive treatments and should be 
highly accurate for diagnostic and/or prognostic purposes to allow improved clin-
ical management of patients (Berrade et al.  2011 ; Frank and Hargreaves  2003 ; 
Rifai et al.  2006  ) . 

 Considering serum as a target peripheral  fl uid for cancer diagnosis, the  fi rst step 
today typically involves identi fi cation through serology (using the term in its broader 
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sense) of a set of candidate serum biomarkers that might correlate with disease 
status. In any serological analysis of cancer patient samples, there are two comple-
mentary approaches that could be taken: one obvious approach is to identify and 
quantify circulating tumour antigens that are aberrantly expressed in cancer; how-
ever, it is also known that aberrant protein expression and/or post-translational 
modi fi cation results in measureable autoimmune responses in most cancers, thus 
providing a second approach to serological analysis based on the identi fi cation and 
quantitation of circulating autoantibodies to tumour antigens. 

 Circulating tumour-antigen pro fi les may be analysed either by direct mass spec-
trometry-based proteomic techniques or by using antibody microarrays made up of 
immobilised antitumour-antigen antibodies. Alternatively, circulating autoantibody 
pro fi les can be analysed using protein microarrays made up of immobilised tumour 
antigens. There are pros and cons to each approach. Mass spectrometry approaches 
to de novo discovery of serological markers have not met with much success to date, 
largely due to the complexity and dynamic range of the serum proteome. Selected 
reaction monitoring (SRM) mass spectrometry-based assays that target known anti-
gens are likely to be more successful but still today require signi fi cant preprocessing 
of serum samples (e.g. depletion of abundant proteins, tryptic digests and LC sepa-
rations) that may in fl uence downstream quantitative assays. 

 Antibody microarrays provide a much more direct means to analyse a wide range 
of different cancer antigens in what amount to miniaturised, multiplexed ELISAs. 
Numerous antibody microarrays are now available commercially and are being 
developed to be able to both quantify the individual targeted antigens and to also 
assess changes in post-translational modi fi cations (e.g. glycosylation) of a given 
antigen between samples. The obvious current limitation in antibody microarray 
technology is the availability of large collections of suitable high speci fi city anti-
cancer-antigen antibodies; this shortcoming is being addressed via a number of 
public initiatives (e.g. the Human Protein Atlas (  www.proteinatlas.org    ), which 
currently describes antibodies to 12,238 human proteins). However, a less obvious 
limitation is that the antibodies used in antibody microarrays are typically murine in 
origin and have binding af fi nities for their target antigens in the nanomolar range, 
which limits the ability of antibody microarrays to detect circulating tumour antigens 
at the sub-nanomolar concentrations likely to be present at low tumour loads, that 
is, in early disease; this is less easy to address and may well prove to be a limitation 
for antibody microarrays into the future (note that in any such antibody-based 
microarray assay, the array-based signal is dependent both on the analyte concentra-
tion and also on the antibody–analyte af fi nity due to simple equilibrium binding 
considerations. Thus, as the analyte concentration signi fi cantly falls below the  K  

d
  of 

the antibody–analyte binding interaction, the proportion of immobilised antibody 
that is bound by analyte – and therefore the signal from the array – becomes non-
linear and falls off rapidly into the background noise). 

 Antigen microarrays by comparison seek to detect and quantify circulating cancer-
speci fi c human autoantibodies, which are typically highly speci fi c for the tumour 
antigen and show picomolar or lower af fi nities. Antigen microarray-based serologi-
cal analyses thus offer unique opportunities to  fi nd novel disease-speci fi c serological 

http://www.proteinatlas.org


44 J. Duarte et al.

markers – that is, cancer-speci fi c autoantibodies – that are not readily accessible by 
other proteomic technologies (Matarraz et al.  2011  ) . More speci fi cally, the study of 
autoantibody pro fi les in cancer patients could lead to the discovery of novel biomark-
ers for, inter alia, early detection of tumours, patient strati fi cation, personalised 
patient treatment, development of improved therapies, and monitoring therapeutic 
response and disease progression. Importantly, antigen microarrays provide the 
enticing possibility of detecting much lower concentrations of autoantibodies than 
are detectable for the cancer antigens themselves (due to the intrinsically high af fi nity 
of human autoantibodies), thus in principle bringing forward in time the ability to 
detect the cancer biomarkers and potentially enabling presymptomatic diagnosis. As 
with antibody microarrays, a limited number of antigen arrays are now available 
commercially (e.g. the Invitrogen Human ProtoArray which contains ca. 9,000 indi-
vidually puri fi ed, denatured human proteins). 

 However, antigen microarrays also suffer problems, primarily due the fact 
that often the aberrant form of any given cancer antigen that is misrecognised 
by the host immune system as an autoantigen is poorly de fi ned, making it 
dif fi cult to create recombinant forms of the autoantigen for reproducible pro-
tein array fabrication. The choice and customisation of the antigen content on 
such microarrays is thus a critical component in experimental design and will 
strongly in fl uence the likelihood of downstream success (Zhu et al.  2006 ; 
Ingvarsson et al.  2007 ; Hultschig et al.  2006 ; Sanchez-Carbayo  2006 ; Casiano 
et al.  2006  ) . One group of cancer antigens – the so-called cancer–testis anti-
gens – therefore stands out as being of particular potential utility in serological 
analyses of cancers. 

 The cancer–testis (CT) antigen family are a group of >90 structurally and 
functionally unrelated proteins that show highly restricted expression only in 
germ cells in the adult male testis, as well as in occasionally in the adult ovary 
and the trophoblast of the placenta (Scanlan et al.  2002  ) . Critically, these are 
all immune- privileged compartments, so the adult immune system has typi-
cally never been trained to  recognise CT antigens and ‘self-antigens’. The CT 
antigens are however aberrantly expressed in many cancers due to the disrup-
tion of gene regulation. When this occurs these proteins are thus misrecognised 
as autoantigens, making them potential cancer diagnostic markers as well as 
vaccine targets. 

 The expression of different CT antigens is known to be associated with many 
different types of cancer. However, the absence or presence of expression of any one 
CT antigen is not in itself exclusively indicative. Thus, as with many other candidate 
biomarkers, CT antigens are therefore not thought to be individually viable as diag-
nostic or prognostic markers (Scanlan et al.  2002 ; Anderson and LaBaer  2005  ) . 
Instead, it is possible that patterns of CT antigen expression may be used as corre-
lates of speci fi c cancer types and of disease progression, making this family of 
cancer antigens particularly well suited to serological study via an antigen microar-
ray-based approach. Importantly, recombinant forms of CT antigens typically retain 
immunological activity, further enhancing their suitability as content for customised 
cancer-antigen microarrays. 
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 In contrast to systemic autoimmune diseases, where the presence of a single 
autoantibody might have a diagnostic value, tumour-associated antibodies have 
little diagnostic value when detected individually for three reasons: (1) the frequency 
of a speci fi c antigen within a cohort of patients is often relatively low; (2) several 
tumour-associated antigens are responsible for tumorigenesis in multiple cancer 
types, so the detection of the associated autoantibody can only indicate the pres-
ence of a developing tumour without enabling discrimination between different 
cancer types; and (3) several CT antigen-associated autoantibodies lack speci fi city, 
as they might arise from events associated with other diseases. We therefore con-
cluded that the characterisation of autoantibody pro fi les against a wide panel of CT 
antigens via a CT antigen array would be signi fi cantly more informative than the 
detection of autoantibodies against individual-speci fi c antigens (Casiano et al. 
 2006 ; Robinson  2006  ) . Our group has therefore developed a CT antigen array 
(‘CT100 array’) for the in vitro serological assessment of autoimmune responses 
to cancer-speci fi c targets. 

 In seeking to exemplify the utility of our CT antigen array, we have focussed 
initially on the observation that an increasing number of clinical trials in prog-
ress today are examining the safety and ef fi cacy of therapeutic cancer treat-
ments which either target speci fi c tumour-associated antigens (e.g. the CT 
antigens NY-ESO-1 and MAGE A3) or aim to transiently deregulate self-recog-
nition of molecules by targeting components of the peripheral tolerance machin-
ery such as CTLA4 (Ueda et al.  2003  ) . However, in therapeutic vaccine trials, 
the chronic nature of the disease makes it dif fi cult to provide an early assess-
ment of whether an individual patient is generating a therapeutically useful 
response following vaccination or not. T-cell-based assays for cytokine release 
have been widely used in the search for correlates of therapeutic response, but 
so far without great success. 

 We have therefore applied our CT antigen microarray-based approach together 
with robust bioinformatic algorithms for data analysis, as a generic tool with 
which to study the serum antibody (i.e. B-cell) responses to therapeutic cancer 
experimental treatments, accepting implicitly that such analyses will only be a 
surrogate for the T-cell responses currently desired in cancer vaccine strategies. 
We will exemplify this approach below by reference to use of our CT100 microar-
ray in the assay of serum samples from malignant melanoma patients who were 
undergoing an experimental vaccine treatment, our goal being to identify autoan-
tibody ‘biosignatures’ that could serve as potential biomarkers of therapeutic 
response. 

 In this chapter, we provide an overview of the complete process necessary for 
creation and use of customised antigen microarrays in serological analyses. We 
consider general issues that arise in antigen content generation, microarray fabrica-
tion and microarray-based assays and provide practical examples of experimental 
approaches that address these. We illustrate these approaches by reference to sero-
logical assay of samples from a malignant melanoma cohort using a multiplexed 
cancer-antigen microarray that contains 100 unique, puri fi ed, immobilised anti-
gens in a spatially de fi ned array. We then focus on general issues that arise in raw 
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data extraction, raw data preprocessing and analysis of the resultant preprocessed 
data to determine its biological signi fi cance, and we describe computational 
approaches to address these.  

    3.3   Protein Microarray Technology 

 Fundamentally, protein microarray technology is based on the immobilisation of 
multiple proteins onto a surface (typically glass, gold or plastic) in a spatially 
de fi ned array for use as capture probes. This technology permits numerous  biological 
questions to be addressed via the high-throughput analysis of  biochemical and/or 
biological interactions between the arrayed proteins and other biomolecules con-
tained in complex sample solutions, thereby generating signi fi cant volumes of pro-
teomic information that require analysis (Hardiman  2003  ) . 

 The high-throughput manipulation of proteins to create protein microarrays is 
considerably more challenging however than the manipulation of oligonucleotides 
to create DNA microarrays; this is primarily due to the very diverse physical and 
chemical properties of different proteins, including differing stabilities, binding 
af fi nities and the requirement often of folded 3D structure for biological activity 
(Hardiman  2003 ; Draghici  2003  ) . Considerations regarding protein acquisition, 
immobilisation and assay are discussed further below. 

    3.3.1   Antigen Content Generation 

 The methods used in antigen content generation usually rely on the identi fi cation of 
open reading frames (ORFs) and the selection of the most appropriate plasmids for 
protein expression. An ORF is a protein-coding segment within the DNA sequence 
that encodes all the amino acids between the initiation and termination codons. This 
ORF is typically ampli fi ed by PCR prior to insertion into an expression plasmid. In 
the case of eukaryotic genes that are subject to splicing, the protein encoding ORF 
is usually derived from cDNA – itself prepared from mRNA – to ensure that the 
correct protein sequence can be expressed in recombinant form in a suitable host 
(Hall et al.  2007 ; Phizicky et al.  2003 ; Gray et al.  1982  ) . Heterologous expression is 
generally used, even though it may lead to expression issues. For example, in more 
than 60% of cases, soluble proteins expressed in  Escherichia coli  ( E. coli ) show 
altered solubility, suggesting folding defects, and lack any post-translational 
modi fi cations. Insect cells by contrast provide a relatively simple eukaryotic alter-
native to  E. coli  and, importantly, utilise eukaryotic co-translational folding and 
post-translational modi fi cation pathways to typically yield properly folded forms of 
recombinant eukaryotic proteins with similar post-translational modi fi cations to 
mammalian cells (Phizicky et al.  2003  ) . In the protocols developed by our group, we 
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thus primarily use insect cells to express our human antigens of interest (Beeton-Kempen 
et al.  submitted  )  (see Supplementary Material for detailed protocol).  

    3.3.2   Protein Immobilisation on Microarray Surfaces 

 The techniques of immobilisation are important both for effective concentration 
and orientation of immobilised proteins on the surface and also to preserve their 
folded conformations. There are two categories of protein immobilisation meth-
ods, covalent and non-covalent. The covalent immobilisation method is based on a 
covalent coupling to a cross-linker attached to the surface. By contrast, the biotin–
streptavidin methodology used by our group is a non-covalent immobilisation 
method based on the high af fi nity of the biotin and streptavidin interaction. This 
method links biotinylated macromolecules to a surface that was previously deriva-
tised with streptavidin via a single point of attachment (Fig.  3.1 ) (MacBeath and 
Schreiber  2000 ; Büssow et al.  2001  )  (see Supplementary Material for detailed pro-
tocol: Methodology, Sect.  1.4 ).   

    3.3.3   Detection of Binding Interactions on Microarrays 

 One of the main goals in protein microarray experiments is the quantitation of inter-
actions between the probes immobilised on the slide surface and target analytes 
contained in the sample solution. To permit detection of this typically bimolecular 
interaction, molecules with speci fi c interaction properties are labelled with either 
 fl uorescent, photochemical or radioisotope tags. The choice of one detection method 
over another depends on the need to reach a low signal-to-noise ratio at an affordable 
cost for the speci fi c assay in question. 

  Fig. 3.1    Schematic of single-step immobilisation/puri fi cation route to array fabrication. The array 
surface is intrinsically ‘nonstick’ with respect to proteinaceous material but has a high af fi nity and 
speci fi city for biotinylated proteins. Crude cellular lysates containing the recombinant biotinylated 
proteins can then be printed onto the surface in a de fi ned array pattern ( step a ) and all non-biotiny-
lated proteins removed by washing ( step b ), leaving the recombinant proteins puri fi ed and 
speci fi cally immobilised via the af fi nity tag in a single step       
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 Since the vast majority of target analytes are not naturally coloured,  fl uorescent, 
bioluminescent or radioactive, detection of the molecular interaction on a protein 
microarray usually requires that some detectable molecule (a ‘label’) be included in 
the assay, either by direct conjugation to the analyte molecule itself or by conjuga-
tion to some secondary detection agent (e.g. an antibody) that can also bind to the 
analyte once it is speci fi cally captured onto the array surface. Label-free biosensors 
(e.g. surface plasmon resonance- and quartz crystal microbalance-based biosensors) 
circumvent this problem, but in most manifestations are not yet truly compatible 
with medium- to high-density protein microarrays, plus they struggle to match 
label-based methods in terms of assay sensitivity (i.e. limit of detection), so will not 
be considered further here. 

 The choice of potential labels is wide: Chemiluminescence is a highly sensitive 
label-based detection method, but it has a relatively limited dynamic range; radioac-
tivity-based methods are much less frequently used today because of safety con-
cerns;  fl uorescent labelling is still therefore currently the most widely used detection 
method for protein microarray experiments since it is highly sensitive, stable, safe 
and effective and can be archived for future imaging. However, the direct labelling 
of analyte molecules might affect their ability to interact with their respective bind-
ing partners (Klein and Thongboonkerd  2004 ; Hall et al.  2007 ; Schweitzer et al. 
 2003  ) . In the context of antigen microarray-based assays to measure human autoan-
tibody pro fi les, the simplest mode of detection is thus via use of a  fl uorescently 
labelled antihuman IgG as a secondary detecting agent, since this will bind with 
high af fi nity to all human autoantibodies captured onto the antigen array surface, 
removing the need to label each target analyte in every biological sample.   

    3.4   Protein Microarray Data: Preprocessing 

 Even though microarray technologies have been around for many years, they are 
still subject to bias and variations. In addition to the variations introduced by probe 
acquisition, immobilisation and detection method, there are still a large number of 
environmental factors which might introduce variability in these experiments, 
including ambient conditions when the arrays were processed, the individual con-
ducting the experiments, the recombinant sample differences, the variations in sam-
ple preparation, the nonuniformity in the hybridisation across an array surface, the 
distribution of artefacts or smears on the surface of the array and modi fi cations in 
the scanner settings used for acquisition of  fl uorescent data. Nevertheless, a good 
experimental design can reduce noise and be bene fi cial for the downstream data 
analysis (Ingvarsson et al.  2007 ; Hultschig et al.  2006 ; Smyth and Speed  2003 ; 
Steinhoff and Vingron  2006 ; Altman  2005  ) . 

 In addition to designing a standard optimised protocol to reduce noise within 
the microarray data, the experimental design should include the capacity to assess 
the quality of the microarray data, to  fi lter out poor quality arrays and to normalise 
good quality data. With this consideration in mind, controls should be immobilised 
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onto the array surface, such as housekeeping and exogenous controls. Housekeeping 
controls are assumed to maintain a constant signal, either individually or collec-
tively, within the different conditions of the experiments, while exogenous con-
trols are those from species other than the one under study, which are generally 
selected to not give rise to a signal. Before proceeding with an intended array 
layout and assay, it is essential to identify a stable source of controls (Causton 
et al.  2004  ) . In the context of an antigen microarray-based autoantibody pro fi ling 
assay, simplistically one could consider arraying human IgG and sheep IgG as 
positive and negative controls. 

    3.4.1   Image Processing: Raw Data Extraction 

 Following a typical serological assay on an antigen microarray, in spite of several 
washing steps involved in our protocol, the spot quanti fi cation still remains affected 
by intangible factors. As illustrated in Fig.  3.2 , the same lab protocol can lead to 
different results regarding the background of different replica arrays. The measures 
of background intensity usually represent the auto fl uorescence of the array surface 
at different spot locations (Causton et al.  2004  ) .  

 The aim of image processing is to estimate the amount of speci fi c anti-CT anti-
gen autoantibody present in the serum by measuring pixel intensities across all 
probed spots. The image analysis software (ArrayPro Analyzer software (Media 
Cybernetics Inc., USA)) associated with the scanner (Tecan LS Reloaded 
 fl uorescence microarray scanner, Tecan Group Ltd., Switzerland) allows us to 
retrieve some statistics for the pixels measured in both the spots and their local 
backgrounds, for instance, the mean and median pixel distributions of the spots and 
their adjacent backgrounds. The scanner PMT (photomultiplier tube) gain setting 
helps discriminate between a weak signal and its background. By increasing the 
PMT gain setting, the sensitivity of the signal is improved but the selection of the 
optimal gain setting must provide a balance between the need to detect as many 
spots as possible and the necessity to avoid saturation of any of the spots. 

 The scanner software proceeds by matching a grid layout de fi ned by the user 
(typically based on a .gal  fi le generated by the microarray printer) to the actual 
image coming from the array and by locating the signal spots in order to quantify 
them. The spot  fi nding can be achieved manually, automatically or semiautomati-
cally. In the manual approach, the user adjusts a grid over the array and  fi ts each spot 
individually to account for spot size variations and uneven spacing between spots. 
In practice, this approach is time consuming and subject to human error, especially 
when dealing with a large number of arrays. The automatic approach aims to iden-
tify and  fi t, without human intervention, the extent of each spot using speci fi c algo-
rithms. This approach is rapid and avoids human errors, but noise and contamination 
can lead to false detection of certain spots. The semiautomatic spot  fi nding approach 
used by our group relies on automatic spot  fi nding approach followed by manual 
curation of the grid alignment.  
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    3.4.2   Image Processing: Pixel Segmentation 

 Within a given spot area, individual pixels may be either true signal, background 
signal or erroneous signal originated from dust particles/artefacts. Typical image 
processing software outputs from scanned microarray images include some statis-
tics based on pixel distributions. Image segmentation then aims to de fi ne rules to 
 fi lter out unwanted pixels (see Fig.  3.3 ).  

 The simplest image segmentation rules include ‘pixel  fi ltering’ and ‘trimmed 
pixel’ methods. The pixel  fi ltering method sets an arbitrary threshold to  fi lter out 
low-intensity pixels and performs statistics on the remaining pixels. The trimmed 
pixel method assumes that most of the pixels in the spot area are true signal, while 
most of those in the adjacent area belong to the background; for each spot or back-
ground intensities, the pixels falling outside de fi ned quantiles are considered to be 
outliers and are therefore trimmed off (i.e. removed from further analysis) with all 

  Fig. 3.2    Illustration of the variability of the background intensities of eight arrays with the appli-
cation of the same experiment protocol. Here the eight blocks of each array are represented in the 
columns       
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subsequent statistics (e.g. mean and median foreground and background pixel 
intensities for each spot) being based on the remaining pixels. Signi fi cant differ-
ences between the effectiveness of the various segmentation methods become more 
noticeable as the level of artefacts on the arrays increases.  

    3.4.3   Image Processing: Quality Control 

 When evaluating the quality of an array image, there are many considerations that 
should be taken into account, such as:

    1.    Spot-to-spot variation – when looking at the signal of triplicate spots, one should 
expect a similar signal across all replicas, as well as uniform spots across the 
whole slide. Variations which may occur include spot bleeding (2 or more spots 
run into each other due to close proximity between spots or inappropriate spot-
ting buffer, compromising the signal of all affected spots); pin sticking or errone-
ous pin calibration (inadequate cleaning of the arrayer pins and printhead between 
print runs could lead to the failure to print some or all intended spots, as well as 
non-reproducible printed spots); and washing artefacts and speckles (inadequate 
washing steps throughout the assay could lead to large washing artefacts which 
appear as negative spots or random additional smaller spots across the slide) on 
the array surface.  

    2.    Spot homogeneity – when looking at the signal of an individual spot, one should 
expect a homogenous signal across all pixels within that spot. Variations which 
may occur include the ‘doughnut’ effect (inadequate pin height during print run 
and liquid residues on the pin body when immersing pin head in source plate 
could lead to uneven spot distribution); dust particles (inadequate storage and 
handling of slides during assays could lead to the presence of dust particles 
on spots of interest, which appear as high-intensity pixels and skews the real 
signal) on the array surface; and temperature and humidity conditions (increased 

  Fig. 3.3    Illustration of 
image segmentation. ( a ) 
shows the result of the spot 
 fi nding process and ( b ) 
shows the result of image 
segmentation       
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temperature/decreased humidity may lead to the evaporation of printed spots, 
and humidity above 75% may lead to condensation, which would account for an 
uneven intensity within spots). The homogeneity between replica spots can be 
measured by calculating the coef fi cient of variation (CV), which is the ratio 
between the standard deviation (SD) of all pixel intensities within a spot and the 
mean intensity as a percentage. The CV should not exceed a value of 20%.  

    3.    Background variation – when looking at several spots across an array, one should 
expect low variation of the background between the neighbourhood spots. 
Variations which may occur include dust particles (inadequate storage and han-
dling of slides during assays could lead to the presence of dust particles around 
spots of interest, which results in high local background for a speci fi c spot and 
dif fi culty distinguishing between real signal) on the array surface.  

    4.    Signal-to-noise ratio – when looking at several spots across an array, one should 
expect the spot intensity to be greatly above its local or neighbourhood back-
ground. Variations which may occur include washing artefacts and speckles 
(inadequate washing steps throughout the assay could lead to large washing arte-
facts which appear as negative spots or random additional smaller spots across 
the slide) and dust particles (inadequate storage and handling of slides during 
assays could lead to the presence of dust particles around spots of interest, which 
results in high local background for a speci fi c spot and dif fi culty distinguishing 
between real signal) across the array surface. To be con fi dent that the net spot 
intensity (i.e. foreground intensity minus background intensity) is signi fi cantly 
above background, a signal-to-noise ratio of at least 2 is used for quality assur-
ance, with ‘noise’ de fi ned as the standard deviation of the background pixels.  

    5.    Saturated pixels – when looking at several spots across an array, no saturated 
pixels should be visible within the spots of interest, as these are above the scan-
ner’s reading capacity (approximately 65,000 RFU in the case of the Tecan 
Reloaded scanner used in our laboratory). If this occurs, the slide should be res-
canned at a lower PMT gain setting until no saturation is visible across the array 
(Schäferling and Nagl  2006 ; Espina et al.  2003  ) .     

    3.4.3.1   Background Correction and Subtraction 

 Following pixel segmentation, the background intensity for a given spot is estimated 
from the adjacent area of that spot and is subtracted from its foreground intensity to 
obtain the net intensity, that is, the true signal derived from the speci fi c interaction 
being interrogated on the array – in our case, the antigen–autoantibody binding inter-
action. The most important factor here is to avoid including artefacts in the estima-
tion of the background because that could arbitrarily induce overestimated background 
intensity and, as a result, arti fi cially reduce the true value of the spot intensity. 

 Module 1 of the protein chip analysis tools (ProCAT) (Zhu et al.  2006  )  provides a 
robust way to tackle the issue of local artefacts in background signals. The 
ProCAT approach for background correction essentially replaces the local 
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median background intensity of a speci fi c spot by the ‘neighbourhood background’, 
    ,0.5 ��

i jBem   , de fi ned as the median background pixel intensity of a surrounding 3 × 3 
spot window centred on the spot of interest:
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where  i  ,   j  ,   i  ¢  and  j ¢   design the row and column coordinates of spots. 
 This neighbourhood background correction smooths the local background (see 

Fig.  3.4 ) by reducing the effect of artefacts and noise in the background, thus 
enabling calculation of more accurate net intensities by subtracting the corrected 
neighbourhood background value from the median local foreground pixel 
intensity.     

    3.5   Protein Microarray Data: Filtering 

 Following background subtraction for each spot on the array, it is useful to then run a 
number of quality control (QC) tests to  fi lter out noisy or defective array data prior to 
bioinformatic analysis. Data  fi ltering therefore increases the data quality by  fl agging 

  Fig. 3.4    The background correction corrects the arbitrary peak of the background intensity in a 
3 × 3 spot window in a sample test case       
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questionable and low-quality arrays and/or individual spots. Our approach to this 
problem utilises a collection of criteria to  fi lter out poor quality data. Among these are:

    1.    Flagging of spots with foreground intensity close to the saturation level 
(65,536RFU).  

    2.    Flagging of triplicates based on their variability, as measured by the CV of their 
net intensities. N.B. When one of the triplicates is  fl agged, the measure of vari-
ability is then de fi ned by the two remaining spots  S 1 and  S 2 as being equal to 
(| S 1 −  S 2|)/( S 1 +  S 2).  

    3.    Flagging of net signal intensities close to the noise level. A way to estimate the 
level of noise in the neighbourhood of a spot is to measure the standard deviation 
of the local background and to stipulate a noise threshold of 2SD of the local 
background pixel intensity  (  Tecan LS TM  ) .     

 The negative controls on the array surface can in principle also enable the  fi ltering 
of low-intensity spots because they re fl ect the cross reactivity of the detecting anti-
body with copurifying insect cell proteins or with the BCCP tag. However, in reality 
this typically proves less straightforward since both the expression level and the 
physical accessibility of the BCCP tag may differ in a dif fi cult-to-quantify manner 
from antigen to antigen. It may therefore prove more effective in practice to de fi ne 
a baseline grass intensity signal for each antigen observed across a signi fi cant num-
ber of samples from healthy volunteers, when available.  

    3.6   Protein Microarray Data: Normalisation 

 Depending on the printing method used to fabricate the protein microarrays, each spot 
may or may not be printed with the same pin or nozzle. Where different spots are 
printed by different pins/nozzles, there may be subtle differences in the volumes of the 
printed antigens and therefore in the density of the immobilised antigens. Such differ-
ences can be corrected by so-called ‘pin-to-pin’ normalisation. More importantly, to 
correct for differences in the density of the same arrayed antigen across replica arrays, 
as well as to correct for any other systematic, non-biological variation between arrays, 
so-called ‘array-to-array’ normalisation is typically then applied. 

 The overall purpose of normalisation is thus to correct microarray data from varia-
tions in their measurements due to processes other than the targeted biological activity, 
thereby improving the quality of the data and allowing comparison of data originating 
from different arrays and different experiments (Lu et al.  2005 ; Oshlack et al.  2007  ) . 

    3.6.1   DNA Microarray Normalisation Methods 

 Numerous methods for microarray normalisation have been published for ‘two-
colour’ DNA microarrays. In two-colour arrays, two samples – control and target – 
are assayed on the same array with control and target analytes labelled with 
different  fl uorophores, simplifying downstream normalisation of the data. However, 
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in most cases protein arrays are run as single-colour assays due to concerns about 
differential physical occlusion effects arising from the size of the assessed macro-
molecules, together with the fact that the analyte molecules themselves are typically 
not directly labelled. Protein microarray-based data therefore typically lacks strong 
biological assumptions to carry out normalisation (Zhu et al.  2006  ) . However, the 
methods published for normalising DNA microarrays can still inspire and support 
the normalisation of protein arrays and can be classi fi ed into three categories (Smyth 
and Speed  2003 ; Steinhoff and Vingron  2006 ; Freudenberg  2005  ) :

    1.     Scaling methods  assume that the arrays being normalised share a common statistical 
measure, such as the mean or median of their spot intensities or even the total inten-
sities of their spots, and apply a common factor to each spot intensity (Freudenberg 
 2005  ) . Thus, if  m  

 j 
  is a statistical measure on chip  j  that is equalised across the chips 

after normalisation, the scaling factor   a   
 j 
  on chip  j  is then given by  
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j

m
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where  m  is the  fi nal value of  m  
 j 
  after normalisation.  

    2.     Transformation methods  rely on assumptions that allow quantitative mapping of 
two sets of spot intensities. The most popular methods are curve  fi tting, LOWESS 
and quantile normalisation. The curve  fi tting method assumes that the distribu-
tion of the normalised data set is known, and attempts to identify parameters of 
the distribution model; for instance, Lu et al.  (  2005  )  suggested adapting Zipf’s 
law for the normalisation of one or two-colour DNA arrays (Draghici  2003 ; Lu 
et al.  2005  ) . The LOWESS (locally weighted polynomial regression) method 
maps data from two data sets using a polynomial regression within overlapping 
intervals (Draghici  2003  )  and is most effective when most of the spots within two 
arrays show similar intensities (Oshlack et al.  2007  ) . The quantile normalisation 
method can be applied where the assumption of a common underlying distribu-
tion seems to be justi fi ed. It is fast, easily implementable and does not require 
statistical modelling of the data (Freudenberg  2005 ; Bolstad et al.  2003  ) .  

    3.     Invariant set method  relies essentially on the ability to identify a suitable set of non-
differentially expressed probes or ‘housekeeping’ probes. The selection of the set of 
invariant spots might be experiment dependent, and an inappropriate choice of house-
keeping probes can lead to bias in results (Freudenberg  2005 ; Ploner et al.  2005  ) .      

    3.6.2   Protein Microarray Normalisation Methods 

 Custom antigen arrays however are typically not directly amenable to any of these 
standard DNA microarray normalisation approaches (Oshlack et al.  2007  )  since 
often a relatively small selection of speci fi c probes show strong signals for a given 
sample and the identity of these probes vary between samples. This breaks most of 
the usual assumptions based on the comparison of equivalent signals across arrays, 
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unless the samples being compared display special features (Oshlack et al.  2007  ) . 
Therefore, two methods are widely used for normalisation of antigen microarray 
data: the  fi rst relies on housekeeping controls and the second on a microarray sam-
ple pool (MSP) control (Lu et al.  2005 ; Oshlack et al.  2007 ; Wilson et al.  2003  ) . 
Housekeeping controls are ideally supposed to keep a consistent signal across 
experimental conditions and different samples. In regard to antigen arrays, such as 
our CT100 array, used in assessing antibody pro fi les in serum, the housekeeping 
controls should ideally be serum independent to enable comparisons across differ-
ent samples. However, identi fi cation of suitable housekeeping proteins in serum is 
less straightforward, as shown by the many mass spectrometry-based proteomic 
experiments that have documented high variability in the serum proteome; this 
housekeeping control-based normalisation approach therefore may be of limited 
value in serological assays using antigen microarrays. 

 Alternatively, the MSP method selects probes from a heterogeneous pool library 
and dilutes them at different concentrations to cover ranges similar to those covered 
by the probes used in the experiment; these probes must be printed in a number large 
enough to enable the assumption of non-differential expression between samples 
(Oshlack et al.  2007  ) . Transformation methods such as LOWESS can subsequently 
be applied for normalisation. However, the limited size of the typical custom antigen 
microarrays can be a limiting factor in the usage of the MSP method and may restrict 
its readily application in serological assays using custom antigen microarrays.  

    3.6.3   Composite Normalisation Methods 
for Custom Antigen Microarrays 

 The normalisation method used by our group aims to make more ef fi cient, effective 
and robust usage of a relatively small number of positive controls to correct for 
systematic bias in pin-to-pin and array-to-array variations. Robustness here is taken 
to mean the ability of the method to cope with the  fl agging of some positive con-
trols, while still being based on sound biological principles. 

 The normalisation assumption we make here is that our positive control spots 
share a common underlying distribution across the chips (block, arrays, etc.) on 
which they are printed. This perspective provides greater  fl exibility than assuming 
that the individual positive control spots maintain the same intensities across the 
chips. Thereafter, our composite normalisation method combines quantile and total 
intensity normalisation modules to correct for systematic bias among the chips, 
while providing more robustness when dealing with  fl agged positive control spots 
(Causton et al.  2004 ; Bolstad et al.  2003  ) .

    1.     Quantile-Based Module  
 Since the positive control spots – in our CT100 array, these are Cy5-labelled, 
biotinylated BSA – are replica spots across different arrays, it seems reasonable 
to assume that they share an underlying distribution across arrays, and the quan-
tile approach can be used to identify the corresponding housekeeping spot inten-
sities based on their intensity distributions. 
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 Bolstad et al .  ( 2003 ) described an algorithm to carry out spot identi fi cation 
within the same quantile according to the following steps, where  S  

 ij 
  is the inten-

sity of a positive control spot  i  on chip  j :

    (a)    Load the positive control spot intensities  S  
  ij  
  into an  I  ×  J  matrix  X .  

    (b)    Sort the spot intensities in each column  j  of  X  to get  X  
sort 

.  
    (c)    Take the means across each row  i  of  X  

sort
  and get     iX   .     

     iX   is considered the underlying distribution of the positive control spot intensities 
across chips (Bolstad et al.  2003  ) . This reorganisation enables more  fl exibility in 
handling outliers or  fl agged spots within the positive control data set.  

    2.     Total Intensity-Based Module  
 This module assumes that post-normalisation, all arrays have a common total 
intensity value of their positive control spots (i.e. the sum of all the positive con-
trol spot intensities on each array should be constant) (Causton et al.  2004 ;

Quackenbush   2001  ) , given by     
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X   is the total intensity of all the positive control spots on array  k  prior

to normalisation. 
 This is a scaling normalisation method that assumes that different arrays share a 

common total intensity of their housekeeping spots, while taking into account the 
potential existence of  fl agged spots within the housekeeping spots. Importantly, if a 
given positive control spot is identi fi ed as an outlier on one array (i.e. it is  fl agged 
for some reason), the corresponding positive control spots across all arrays are 
identi fi ed in the quantile module above and are then also  fl agged across all arrays 
prior to normalisation; the net consequence of this is to ensure that the same number 
of positive control spots are considered across all arrays during normalisation.      

    3.6.4   Overall Preprocessing Pipeline 

 Our overall work fl ow, illustrated in Fig.  3.5 , includes the following steps: 

    1.    Spot  fi ltering  fl ags spots whose  fl uorescent pixels comprise less than 20% of an 
arbitrarily de fi ned spot area, as well as spots that show saturation in >10% of the 
pixels.  

    2.    Background adjustment corrects the local background of each spot to become 
the median neighbourhood background of its surrounding spots (3 × 3 window).  
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    3.    Background subtraction gives the net spot intensity by subtracting the corrected 
neighbourhood background from the original raw median pixel intensities.  

    4.    Noise  fi ltration sets all net intensities to zero if they are lower than 2 SD of the 
background.  

    5.    Array  fi ltering calculates the CV of the positive controls within the array prior to 
normalisation and  fl ags arrays with CVs above a user-de fi ned threshold (we typi-
cally use a value of 30% here).  

    6.    Pin-to-pin normalisation normalises the data based on our composite normalisa-
tion method in order to account for variations between the usage of different pins 
during the print run.  

    7.    Array-to-array normalisation normalises the data, again using our composite 
method, in order to account for variations between arrays and to thereby allow, 
for example, comparison of serology data obtained on samples collected at dif-
ferent time points from the same patient (Safari Serufuri  2010  ) .       

    3.7   Protein Microarray Data: Qualitative Clustering 

 Following preprocessing, quality control and normalisation of antigen microarray 
data, quantitative bioinformatic methods can then be applied with greater con fi dence 
to enable biological interpretation of the data. 

 The ultimate purpose of all clustering methods is to group or segment a set of 
items by taking into consideration a criterion of similarity or dissimilarity. The clus-
tering can provide information regarding data structures as well as outliers – an 
outlier being an item not suf fi ciently similar to any other items in the data set. An 
additional goal of clustering can be to infer hierarchical order between clusters 
(Draghici  2003 ; Causton et al.  2004 ; Hastie et al.  2001 ; Boutros and Okey  2005 ; 
Costello and Osborne  2005  ) . 

 Before choosing a clustering algorithm, one has to determine the intended type 
of cluster that might be expected from the data set and the most appropriate mea-
sure of similarity to capture the clusters of interest. Another essential consideration 

  Fig. 3.5    Schematic of 
overall antigen microarray 
data preprocessing pipeline       
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is the performance of the selected algorithm (Hastie et al.  2001 ; Boutros and Okey 
 2005  ) . Qualitative clustering can be based on the trend line similarities between 
antibody pro fi les of patient samples at a common time point or on trend line simi-
larities between patients across a timecourse (e.g. trend line similarities in changes 
in autoantibody pro fi les between samples collected at different time points 
posttreatment). 

 We routinely use two clustering methods for analysis of our CT antigen array 
data: a factor analysis method and a  K -means method using a Pearson correlation 
metric. Detailed mathematical description of these two clustering methods is beyond 
the scope of this chapter but a brief qualitative description is as follows: 

 The factor analysis method – used in an unsupervised mode – aims to investigate 
the number of intrinsic factors that are required to account for the correlations 
among variables or observations (Hastie et al.  2001  ) . Factor analysis has been 
widely used in intelligence research to explain a variety of results based on different 
tests by identifying groups of correlated results. For instance, the performance at 
running, weight lifting and jumping could be explained by general athletic ability 
(Costello and Osborne  2005 ; Wikipedia  2010 ; Tryfos  2010  ) . 

 The  K -means method is among the most popular clustering algorithms. It is an 
iterative method relying on the minimisation of an objective function de fi ning a mea-
sure of dissimilarity between the items or of their K-centroids, a centroid here being 
a measure by which the dissimilarity between clusters or between clusters and items 
can be summarised by one value (Causton et al.  2004 ; Hastie et al.  2001 ; Boutros and 
Okey  2005  ) . The  K -means method however requires a number of preconceived inputs 
to achieve the clustering, including the number of expected clusters K, the maximum 
number of iterations, the selection of the similarity metric (Pearson, Euclidian, etc . ) 
and an initial clustering which is improved iteratively until a steady state or the maxi-
mum number of iterations is reached (Draghici  2003  ) .  

    3.8   Experimental Design: Test Case of a Cancer–Testis 
Antigen Array for In Vitro Cancer Biomarker Discovery 

 We have applied our antigen microarray approach in cancer biomarker discovery 
projects and describe below a test case using serum samples from patients undergo-
ing an experimental cancer treatment, the aim being to use our CT100 microarray to 
monitor changes in the autoimmune pro fi les of those patients following treatment as 
a possible correlate of therapeutic response. 

    3.8.1   Description 

 The ‘CT100’ array is a ‘one-colour’ CT antigen microarray designed to discover the 
expression pro fi le of 100 CT- or tumour-associated (TA) antigens of interest 
(see Table  3.1 ) in speci fi c cancer patients, as revealed by the binding of autoantibodies 
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present in a patient’s serum to the puri fi ed and spatially segregated, immobilised 
antigens. Uses of this CT antigen array include monitoring therapeutic responses 
and/or the rate of cancer progression in individual patients (Safari Serufuri  2010  ) .  

 Recombinant gene cloning methods were used to clone each antigen into a 
relevant insect cell expression vector as a C-terminal fusion construct with the 
biotin carboxyl carrier protein (BCCP) tag (see Supplementary Material for 
detailed protocol). The BCCP tag is biotinylated in vivo in insect cells (as well 
as in  E. coli  and yeast) and allows single-step puri fi cation and immobilisation 
onto the array surface via the high speci fi city and af fi nity streptavidin–biotin 
interaction. Expression and biotinylation of each recombinant antigen in insect 
cells (see Supplementary Material for detailed protocol) was con fi rmed using 
Western blot analysis prior to printing, and crude lysates were then diluted 
with PBS containing 40% sucrose. Replica ‘CT100’ protein arrays were printed 
in a 4-plex format (i.e. 4 replica  fi elds per slide) using crude cell lysates of 
Sf21 insect cells expressing each of the 72 CT antigens and 28 TA antigens of 
interest. Various controls were also included in each array  fi eld: 50 ng/ m l human 

   Table 3.1    List    of the 72 CT antigens ( yellow ) and the 28 non-CT antigens of interest ( blue ) present 
within each array  fi eld and comprising the ‘CT100’ array   

 Antigen identity  Antigen identity  Antigen identity  Antigen identity 

 BAGE2  LEMD1  SGY-1  CDK7 
 BAGE3  LIPI  SILV  FES 
 BAGE4  MAGEA1  SPAG9  FGFR2 
 BAGE5  MAGEA10  SPANXA1  MAPK1 
 CCDC33  MAGEA11  SPANXB1  MAPK3 
 CEP290  MAGEA2  SPANXC  PRKCZ 
 COL6A1  MAGEA3  SPANXD  RAF 
 COX6B2  MAGEA4 v2  SPO11  SRC 
 CSAG2  MAGEA v3  SSX1  CALM1 
 CT47.11  MAGEA v4  SSX2a  CDC25A 
 CT62  MAGEA5  SSX4  CREB1 
 CTAG2  MAGEB1  SYCE1  CTNNB1 
 CXorf48.1  MAGEB5  SYCP1  p53 S6A 
 DDX53  MAGEB6  THEG  p53 C141Y 
 MMA1  MART-1/MLANA  TPTE  p53 S15A 
 FTHL17  MICA  TSGA10  p53 T18A 
 GAGE1  NLRP4  TSSK6  p53 Q136X 
 GAGE2A  NXF2  TYR  p53 S46A 
 GAGE4  NY-CO-45  XAGE-2  p53 K382R 
 GAGE5  NY-ESO-1  XAGE3a v1  p53 S392A 
 GAGE6  OIP5  XAGE3a v2  p53 M133T 
 GAGE7  p53  ZNF165  p53 L344P 
 GRWD1  PBK  AKT1  CYP3A4 
 HORMAD1  RELT  CDK2  CYPR 
 LDHC  ROPN1  CDK4  EGFR 
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IgG (positive control), 200 ng/ m l sheep IgG (negative control), as well as a 
crude insect cell lysate expressing BCCP only and no fusion protein (negative 
control). For slide orientation and signal normalisation, three different biotiny-
lated Cy5-BSA concentrations were included in each sub-array (5, 10 and 
15 ng/ m l). Each sample and control was spotted in triplicate within each array 
 fi eld, while the Cy5-BSA concentration series was spotted in triplicate by each 
pin within each sub-array (i.e. 24 spots total per array  fi eld). Array design is 
shown in Fig.  3.6  below (Beeton-Kempen et al.  submitted  ) .  

 Each CT100 array was printed on an in-house streptavidin-coated surface 
(Nexterion slide H) using a Genetix QArray2 (Genetix Ltd., UK) robotic microar-
rayer with 8 × 300  m m  fl at-tipped solid pins (see Supplementary Material for detailed 
protocol). After printing, each slide was washed with prechilled blocking solution 
(25 mM HEPES pH 7.5, 20% glycerol, 50 mM KCl, 0.1% Triton X-100, 0.1% BSA, 
1 mM DTT and 50  m M biotin) and stored at –20°C in storage buffer (same as the 
blocking solution except with 50% glycerol and no biotin). Under these conditions 
it proved possible to store these slides for up to 3 weeks prior to assay (Beeton-
Kempen et al.  submitted  ) .  

  Fig. 3.6    Schematic of the CT100 array layout. Each slide contains four replicate  fi elds each com-
prising all 100 antigens of interest (one  fi eld is used per patient sample assay). Each  fi eld contains 
eight blocks of 7 × 7 spots each. A representative block is shown with the  Cy5-BSA  controls, the 
various antigens, the  hIgG  positive control and a negative control       
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    3.8.2   CT100 Assay Using Patient Serum 

 A collection of 100 serum samples from a malignant melanoma patient cohort (UCT 
HREC Ref number: 240/2011) was subjected to serological assay as follows: 

 Each serum sample was diluted 1:800 in PBS/0.1% Tween-20 and incubated on 
an individual CT100 array (prepared as described above, Sect.  3.8.1 ) at room tem-
perature for 1 h. Each array was then washed independently with slide buffer 
(PBS/0.1% Tween-20). Cy5-labelled goat antihuman IgG (Invitrogen) was diluted 
1:100 in slide buffer and incubated with each individual array for 1 h at RT. The 
individual arrays were then washed independently in slide buffer, dried and then 
scanned immediately using a Tecan LS Reloaded  fl uorescence microarray scanner 
(Tecan Group Ltd., Switzerland). All liquid handling steps were carried out on a 
Tecan HS4800 Pro automated hybridisation station (Beeton-Kempen et al.  submitted  ) . 
The arrays were scanned at a resolution of 20  m m using  fi xed gain settings of 110, 
120, 125 and 135 PMT in order to determine the setting that gave the highest signal 
with minimal saturation across all slides.  

    3.8.3   CT100 Array Data Extraction 

 Using ArrayPro Analyzer v6.3 software (Media Cybernetics Inc., USA), a grid was 
semiautomatically autoaligned over the individual spots on each image  fi le. A con-
stant area feature  fi nder was used across the array surface. ArrayPro was then used 
to extract the raw data from each of the spots (in batch processing mode), using a 
200-RFU pixel threshold and a .gal  fi le (output from the Genetix QArray2 printer) 
containing information about the identity of the sample in each spot. Upon extrac-
tion, ArrayPro provided both the mean and median foreground and background 
pixel intensities of each spot. This data was then used for further processing and 
analysis (Beeton-Kempen et al.  submitted  ) .  

    3.8.4   CT100 Array Data Processing 

 The net intensity for each spot was calculated by subtracting the corrected neigh-
bourhood median background of surrounding spots from the local median fore-
ground intensity of each spot. The average of the three replicate spots’ net intensities 
was calculated to determine the mean signal for each sample. The data was then 
 fi ltered to remove all spots displaying saturated signals, signals below the back-
ground signal plus two standard deviations noise threshold or where the signals 
observed occupied less than 20% of the area of the captured spot. Each array (cor-
responding to a unique patient serum sample) was inspected, and all array  fi elds 
displaying >30% coef fi cient of variation across the Cy5-BSA spots were excluded 
from further analysis and the corresponding samples re-assayed on new arrays. 
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 Array-to-array normalisation was carried out using the net signal intensities of 
the 15 ng/ m l biotinylated Cy5-BSA spots of each array and across each slide using 
the composite normalisation method developed by our group, as described above 
(Sect.  3.6.3  &  3.6.4 ) (Safari Serufuri  2010  ) . All array images were also visually 
inspected for evidence of spot bleeding, washing artefacts or pin sticking, and rele-
vant arrays were excluded from further analysis and the corresponding samples re-
assayed on new arrays.  

    3.8.5   CT100 Array Results and Discussion 

 Serum samples were taken from patients prior to receiving an experimental treatment 
(‘screening’) and then following different cycles of treatment (cycles 1, 2, etc.). Not 
all patients had the same number of treatment cycles nor were these all carried out at 
the same time intervals. Nevertheless, distinct anti-CT antigen autoimmune responses 
were observed for the majority of this melanoma cohort prior to treatment, and these 
patterns appeared to be modi fi ed signi fi cantly in response to treatment (see, e.g. 
Figs.  3.7  and  3.8 ). Note that these two patients showed very different autoimmune 
pro fi les prior to treatment as well as differential responses to the experimental treat-
ment. Here, erring on the side of caution, we interpret antigen signals from the array 
with net intensity >1,000 RFU as real and signi fi cant data. When comparing different 

  Fig. 3.7    Graph displaying the autoimmune pro fi le of Patient 1 pre and post experimental 
treatment       
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time points for a given patient, simple statistical calculations (e.g.  t -tests or ANOVA) – 
based on the triplicate repeat data for each antigen on each array – can be performed 
to determine whether the intensity at one time point is signi fi cantly different to 
that at a later time point. As expected, the number, identity and strength of anti-CT 
antigen autoimmune responses varied from patient to patient across our cohort, as 
exempli fi ed in Figs.  3.7  and  3.8 . In addition, when comparing the autoimmune pro fi le 
of Patient 1–2, it is evident that Patient 1 has a noisier array, with nearly all antigens 
lighting up between 0 and 500 RFU, while Patient 2 has a cleaner array, with approx-
imately only 30 antigens of interest showing strong signals above 500 RFU. The 
biological rationale underlying this observation remains unclear as yet, but it is note-
worthy that all signals shown in Figs.  3.7  and  3.8  are signi fi cant compared to back-
ground. It is also noteworthy that we have previously veri fi ed individual anti-CT 
antigen responses by Western blot and have also compared our microarray data to 
ELISA data for individual antigens where available: in all cases, such comparisons 
have provided independent veri fi cation of the speci fi city of our protein microarray 
data (data not shown) (Beeton-Kempen et al.  submitted  ) . Furthermore, we have also 
demonstrated that our CT100 microarray platform shows linearity of response to 
anti-CT antigen autoantibody titres across 3–4 orders of magnitude and that it has a 
limit of quantitation in the range of 100 pg/ml (data not shown) (Beeton-Kempen 
et al.  submitted  ) .   

 The freely available  MultiExperiment Viewer  (MeV; v4.8.1) software was used 
to cluster the above data using the  K -means algorithm using the Pearson correlation 

  Fig. 3.8    Graph displaying the autoimmune pro fi le of Patient 2 pre and post experimental 
treatment       
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(see Fig.  3.9 ). N.B. MEV was utilised solely for clustering purposes and not for 
normalisation or other data adjustments.  

 The resultant heatmap (Fig.  3.9 ) provides a compact visualisation of the data, 
which facilitates data interpretation and comparison between patients.   

    3.9   Conclusions 

 In this chapter we have highlighted the importance of both experimental and infor-
matic protocols to minimise the in fl uence of variations within microarray data sets 
due to non-speci fi c binding, smears, artefacts or high background resulting from 
ineffective washing of the array surface, any of which can confound interpretation 
of data from a protein microarray experiment. Standardising protein microarray 
work fl ows and methodologies is essential to allow comparison of data generated at 
different times by the same or different laboratories. 

 We have emphasised the deterministic role of an experimental design and sug-
gested the importance of the selection of speci fi c controls, to enable normalisation 
of data and to assess background binding effects. With the development of appro-
priate preprocessing and quality control pipelines for raw array data, qualitative 
clustering of patient samples based on their autoantibody pro fi les measured on 
such antigen arrays becomes viable. We note that characterisation of anti-CT anti-
gen autoantibody pro fi les from a single patient provides qualitative data on CT 
antigen expression, while comparison of anti-CT antigen autoantibody pro fi les 
across a timecourse for a given patient enables quantitative data to be generated 
on changes in autoantibody titres (Casiano et al.  2006  ) . Factor analysis allows an 
unsupervised approach to cluster samples and provides a qualitative measure of 
how pro fi les correlate to a given cluster while also enabling the detection of out-
lier pro fi les within clusters. Compared to the  K -means method, factor analysis is 
more straightforward, since it directly identi fi es the number of potential clusters 
and does not proceed by iterative steps. Factor analysis also provides more repro-
ducible results, which is not always the case with  K -means clustering, where  fi nal 
clustering might depend on the initial cluster assignment – which is randomly 
generated – and a suf fi cient number of iterations. In our experience, the limited 
number of control spots typically printed onto custom antigen arrays proved to be 
a challenge when determining the appropriate controls to generate a robust nor-
malisation hypothesis, particularly since serum compositions are known to be 
strongly patient dependent. Therefore, the future utility of custom antigen microar-
rays in cancer biomarker discovery research will rely strongly on their design, 
which is ultimately linked to the available knowledge on the research question 
being addressed in each particular experiment. Despite these challenges though, 
the fast evolving protein microarray  fi eld has already enabled the identi fi cation of 
several serum antigens and antibody markers in cancer, although it is worth noting 
that validation of such candidate cancer biomarkers has in general yet to be 
con fi rmed (Matarraz et al.  2011  ) .      
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  Fig. 3.9    Heatmap of Patient 
1 and 2 autoimmune pro fi les 
at two time points following 
 K -means clustering       
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      Supplementary Material 

      Methodology 

      Cloning of Cancer/Testis Antigen Genes 

 In total, 100 proteins were cloned and expressed for printing on the CT100 array. 
Seventy-two of these were CT antigen proteins, while the remaining twenty-eight 
were other cancer-associated proteins/proteins of interest. All antigens were cloned 
into baculoviral expression vectors and expressed in insect cells. 

 The following procedure was carried out for insect cell-expressed proteins. The 
gene encoding the  E. coli  biotin carboxyl carrier protein (BCCP) domain – amino 
acids 74–156 of the  E. coli accB  gene (Athappilly and Hendrickson  1995 ; Chapman-
Smith and Cronan  1999  )  – was ampli fi ed by PCR from an  E. coli  genomic DNA 
preparation and cloned downstream of a viral polyhedrin promoter in an E. coli 
vector to create the transfer vector pJB1. This  E. coli  transfer vector system is 
derived from pTriEx-1.1 (Novagen). Flanking this  polh -BCCP expression cassette 
were the baculoviral 603 and 1,629 genes (Zhao et al.  2003  ) , which enabled the 
subsequent homologous recombination of the construct into a replication-de fi cient 
baculoviral genome. 

 Synthetic genes for each of the antigens of interest were obtained from Origene, 
Open Biosystems or GeneService. PCR primers were designed for each CT antigen 
cDNA such that the stop codon would be removed, enabling it to be cloned into the 
pJB1 transfer vector upstream of and in-frame with the 3 ¢ -BCCP tag via ligation-
independent cloning methods, replacing the ORF region between the  Spe  I and  Nco  
I sites of pJB1 in the process (all primers synthesised by IDT, UK) (Yang et al. 
 1993  ) . Each resulting transfer vector thus encoded an individual antigen fused to a 
C-terminal BCCP tag. 

 The PCR ampli fi cation of each synthetic gene; ligation-independent cloning of 
these products into a BCCP tag-containing transfer vector, pJB30; and transforma-
tion of this vector into  E. coli  DH5 a  were all carried out according to standard 
recombinant DNA protocols (Sambrook et al.  2001  )  and are accordingly not 
described here in detail. Successful PCR ampli fi cation of each antigen was con fi rmed 
by gel electrophoresis, while successful cloning was determined by sequencing the 
relevant regions of each transfer vector (i.e. the region containing the ligated PCR 
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products as well as the junctions between these and the BCCP tags) according to 
standard protocols and veri fi ed against the RefSeq database.  

      Maintenance and Co-transfection of Sf21 Cells 

 A replication-incompetent baculovirus vector, bacmid pBAC10:KO 
1629

  (Zhao et al. 
 2003  ) , was propagated in  E. coli  HS996 cells, and bacmid DNA was prepared 
according to standard procedures. pBAC10/KO 

1629
  was then linearised by restriction 

with  Bsu 361 (New England Biolabs) for 5 h at 37°C, after which  Bsu 361 was heat 
killed at 80°C for 15 min. Five hundred nanograms of undigested pJB1 transfer 
vector was then combined with 500 ng linearised bacmid, and the total volume 
made up to 12  m l with water. Twelve microlitres Lipofectin (diluted 2:1 in H 

2
 O) 

was then added to this DNA mix, and the tube was incubated at room temperature 
for 30 min. One millilitre serum-free media (InsectXpress, Lonza) was added to 
the Lipofectin/DNA mixture. A 6-well plate containing 1 × 10 6  Sf21 cells/well 
(Invitrogen) was prepared and incubated at 27°C for 1 h to allow the cells to adhere. 
Excess media were aspirated from the Sf21 cells and replaced with the Lipofectin/
DNA/serum-free mix. The transfected cells were incubated at 27°C overnight. The 
media was then replaced with 2 ml InsectXpress media supplemented with 2% 
FBS and incubated at 27°C without agitation for a further 72 h. Cells were resus-
pended by physical agitation and then pelleted by centrifugation at 1,000 ×  g  for 
10 min. The supernatant containing recombinant baculovirus was transferred to a 
fresh tube and stored at 4°C; this was the P 

0
  stock. The general baculoviral system 

used here was adapted from the work of Prof Ian Jones (Reading University, UK) 
(Zhao et al.  2003  ) . 

 Recombinant baculoviral particles were ampli fi ed according to standard proce-
dures. Brie fl y, a 6-well plate was set up with 1 × 10 6  Sf21 cells/well and incubated at 
27°C for 1 h. Excess media were removed and replaced with 500  m l of P 

0
  virus plus 

500  m l InsectXpress media supplemented with 2% FBS and incubated at 27°C with-
out agitation for a further 72 h. P 

1
  virus was harvested as described above. A 150-ml 

tissue culture  fl ask was seeded with 20 ml of 1 × 10 6  Sf21 cells/ml and incubated at 
27°C for 1 h. Excess media were removed and replaced with 500  m l of P 

1
  virus plus 

3 ml InsectXpress media supplemented with 2% FBS and incubated at 27°C for 1 h, 
after which a further 25 ml InsectXpress media supplemented with 2% FBS were 
added and cells incubated without agitation for 72 h. P 

2
  virus was harvested as 

described above. The titre of the P 
2
  viral stock was determined by a SybrGreen-

based quantitative PCR assay versus a stock of known titre determined by plaque 
assay. Stocks that were found to have low titre were re-ampli fi ed.  

      Expression of BCCP-Tagged CT Antigens 

 A 24-well deep well plate containing 6 × 10 6  Sf21 cells/well suspended in 3 ml 
InsectXpress media supplemented with 2% FBS and 50  m M biotin was used. 200  m l 
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of P 
2
  virus was added, and the plate was incubated at 27°C for 72 h with agitation. 

Cells were harvested by centrifugation of the plate prior to lysis. Cells were gently 
resuspended and washed in 3 ml of PBS buffer for 5 min, the plate was recentri-
fuged and the supernatant was discarded; this was repeated three times in total. 
Pellets were gently resuspended in 350  m l of freezing buffer (25 mM HEPES, 
50 mM KCl, pH 7.5) ensuring thorough mixing of the cells. Cells were aliquoted in 
50  m l volumes and stored at −80°C until required for cell lysis. For cell lysis, ali-
quots were thawed and 50  m l lysis buffer (25 mM HEPES pH 7.5, 20% glycerol, 
50 mM KCl, 0.1% Triton X-100, 0.1% BSA, 250 U/ml protease inhibitor cocktail 
and 1 mM DTT plus 10 U Benzonase (Novagen)) was added to each; this was then 
incubated on ice with agitation for 30 min. Cell debris was removed by centrifuga-
tion at 13,000 ×  g  for 30 min at 4°C, the supernatant collected and then stored on ice 
for up to 24 h prior to printing. 

 The protein concentration of the soluble, crude protein extract was determined 
by Bradford assay (Bradford  1976  )  to con fi rm that effective cell lysis had occurred. 
Antigen expression and biotinylation were analysed by Western blot according to 
standard protocols (Sambrook et al.  2001  ) . Antigen expression was con fi rmed using 
a mouse anti-c-myc antibody (Sigma-Aldrich) at 1:5,000 followed by a 1:25,000 
dilution of goat anti-mouse IgG HRP conjugate (KPL). For more rapid processing, 
dot blots were sometimes used (same conditions as for Western blots) to assess 
expression prior to array fabrication. Biotinylation of the antigens was con fi rmed 
using a streptavidin–HRP conjugate probe (GE Healthcare) at 1:10,000.  

      Fabrication of Protein Microarrays 

      Preparation of Streptavidin-Coated Slides for Printing 

 A Nexterion Slide H microarray slide (Schott, Germany) was equilibrated to room 
temperature and removed from the foil package. A 1 mg/ml streptavidin solution 
was made up in 150 mM of Na 

2
 HPO 

4
  buffer (pH 8.5). The microarray surface was 

immersed in approximately 5 ml of the streptavidin solution for 1 h at room tem-
perature. The slide was removed from the streptavidin solution (which can be reus-
able successively up to 10 times) and then washed for 1 h at room temperature in 
10 ml of 150 mM Na 

2
 HPO 

4
  buffer (pH 8.5) containing 50 mM of ethanolamine to 

deactivate any remaining amine-reactive groups. The slide was washed for 3 × 5 min 
in 10 ml wash buffer and then for 5 min in 10 ml water. The slide was then placed 
in a 50-ml Falcon tube and centrifuged at 1,000 ×  g  for 5 min at 20°C until dry. 
Streptavidin-coated slides were placed into slide boxes, sealed in Ziploc bags and 
stored at −20°C. 

 As a QC test, one streptavidin-coated slide per batch was incubated for 1 h with 
a solution of Cy5-biotinylated BSA (10  m g/ml in PBS), washed and scanned; this 
demonstrated that with this procedure, we can readily achieve CVs of 2–3% across 
the print area of the slide surface, judged by analysis of a virtual grid of 576 evenly 
distributed spots.  
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      CT Antigen Microarray Fabrication 

 The expression and biotinylation of the various antigens were con fi rmed using 
SDS-PAGE- or dot blot based Western blot analysis prior to printing and crude 
lysates were then diluted with PBS containing 40% sucrose (sucrose was included 
to increase the surface tension and to reduce spreading of printed droplets). Forty 
microlitres of the crude protein extract for each BCCP-tagged protein to be arrayed 
was transferred into individual wells of a 384-well V-bottom plate. The plate was 
centrifuged at 4,000 rpm for 2 min at 4°C to pellet any cell debris that may have 
carried over from cell lysis. The plate was then stored on ice prior to the microarray 
print run, and during printing it was kept at 4°C. 

 Replica CT100 arrays were printed in a 4-plex format (i.e. 4 replica arrays per 
slide), using crude cell lysates. Each of the 72 CT antigens and the 28 TA antigens 
were printed in triplicate within each array. Several different controls were also 
included in each array. The positive controls included 50 ng/ m l biotinylated human 
IgG (Rocklands Immunochemicals Inc.). The negative controls included biotiny-
lated 200 ng/ m l sheep IgG (Rocklands Immunochemicals Inc.) and an ‘empty vec-
tor’ lysate control consisting of a crude insect cell lysate containing the BCCP-tag 
alone with no recombinant fusion partner. In addition, three different concentrations 
(5, 10 and 15 ng/ m l) of biotinylated Cy5-BSA were included in each sub-array for 
slide orientation and signal normalization purposes. 

 Each CT100 array was printed on home-made streptavidin-coated microarray 
slides (prepared as above) using a Genetix QArray2 robotic arrayer (Genetix Ltd., 
UK) equipped with 8 × 300  m m  fl at-tipped solid pins. Each array was printed as a set 
of eight 7 × 7 blocks, with each block printed by a different pin. The printing proce-
dures were carried out at room temperature, while the source plate was kept at 4°C, 
and the atmosphere in the print chamber was humidi fi ed to ~50%. The arrays were 
printed using the following key QArray2 settings: inking time = 500 ms, microar-
raying pattern = 7 × 7, 500  m m spacing, maximum stamps per ink = 1, number of 
stamps per spot = 2, printing depth = 150  m m, water washes = 60 s wash and 0 s dry, 
ethanol wash = 10 s wash and 1 s dry. 

 After printing, each slide was washed for 30 min with 50 ml prechilled blocking 
solution (25 mM HEPES pH 7.5, 20% glycerol, 50 mM KCl, 0.1% Triton X-100, 
0.1% BSA, 1 mM DTT and 50  m M biotin) and then stored at −20°C submerged in 
storage buffer (25 mM HEPES pH 7.5, 50% glycerol, 50 mM KCl, 0.1% Triton 
X-100, 0.1% BSA and 1 mM DTT).  

      Veri fi cation of Immobilisation of BCCP-Tagged Proteins to Array Surface 

 Following standard protocols for Western blots, it is possible to verify the success-
ful immobilisation of biotinylated proteins to the array surfaces, as follows. Mouse 
anti-c-myc antibody was diluted 1:1,000 in 1 ml PBST containing 5% fat-free milk 
powder. The protein array was removed from wash buffer and equilibrated in PBST 
at room temperature for 5 min. The PBST was drained away and 5 ml antibody solution 
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was added to the array, which was then incubated with gentle agitation at room 
temperature for 30 min. The array was washed for 3 × 5 min with 1 ml of PBST. 
Goat anti-mouse antibody-HRP conjugate was diluted 1:1,000 in 1 ml milk/PBST. 
The antibody solution was added to the array, and the array was incubated with 
gentle agitation at room temperature for 30 min. The array was washed for 3 × 5 min 
with 1 ml of PBST and then submerged in 5 ml of chemiluminescent detection 
reagents (Pierce). After 1 min, the slide was placed in a 50-ml Falcon tube and 
centrifuged for 30 s to dry. In a dark room, the array was placed against autoradiog-
raphy  fi lm for varying lengths of time before developing the  fi lm.      
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  Abstract   Cancer presents high mortality and morbidity globally, largely due to its 
complex and heterogeneous nature as well as the lack of effective biomarkers. There 
is an urgent need to identify clinically relevant markers for better diagnosis, prognosis, 
monitoring treatment ef fi cacy, and accelerating the development of novel targeted 
therapeutics. Proteomics study of cancer may identify and characterize functional 
proteins that drive the transformation of malignancy as well as discover biomarkers to 
detect early-stage cancer, predict prognosis, determine therapy ef fi cacy, identify novel 
drug targets, and ultimately develop personalized medicine. The technology platforms 
for proteomics analysis have advanced considerably over the last few years. Driven by 
these advancements in technology, a number of potential biomarkers have been 
identi fi ed in the tissues, blood, and body  fl uids.  

  Keywords   Biomarker  •  Cancer  •  MALDI  •  Mass spectrometry  •  Proteomics      

    4.1   Introduction 

 Cancer is not a single disease but rather an accumulation of several events, mainly 
genetic and proteomic, arising in a single cell over a long period. Therefore, a top 
priority in the cancer  fi eld is the identi fi cation of these events. This can be 
achieved by characterizing cancer-associated genes and their protein products. 
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Identifying the molecular alterations which distinguish any particular cancer cell 
from a normal cell will ultimately help to de fi ne the nature and predict the patho-
logic behavior of that cancer cell. In addition, it will indicate the responsiveness 
to treatment of that particular tumor. Moreover, the understanding of the pro fi le 
of molecular changes in any speci fi c cancer will be extremely useful as the cor-
relation of the resulting phenotype of that cancer with molecular events will 
become possible. As a general rule, achieving these goals and knowledge will 
provide an opportunity for discovering new biomarkers for early cancer detec-
tion and developing prevention approaches. Thus, this will also help us identify 
new targets for therapeutic development (Mandong and Ngbea  2011 ; Ectors and 
Verh  2011 ; Semiglazova et al.  2011 ; Ostapenko and Ostapenko  2011 ; Junker 
 2011 ; Ozkan et al.  2011  ) . 

 Mass spectrometry (MS) technology includes methods and tools that enable 
research including, but not limited to, instrumentation, techniques, devices, and 
analysis tools. The identi fi cation and de fi nition of the molecular pro fi les of cancer 
require the development and dissemination of high-throughput molecular analysis 
technologies as well as elucidation of all of the molecular species embedded in the 
genome and proteome of cancer and normal cells. Moreover, the main challenge in 
cancer control and prevention is early detection. This could then enable effective 
interventions and therapies contributing to reduction in mortality and morbidity. At 
a speci fi c time, biomarkers serve as molecular signposts of the physiologic state of 
a cell. These signposts are the result of genes, their products (proteins), and other 
organic chemicals made by the cell. Biomarkers could prove to be vital for the 
identi fi cation of early cancer and those subjects at risk of developing cancer as a 
normal cell progresses through the complex process of transformation to a cancer-
ous state (Wright et al.  2012 ; Zhong et al.  2012 ; Schirle et al.  2012 ; Bouwman et al. 
 2012 ; Catusse et al.  2011 ; López et al.  2011a,   b,   c  ) . This chapter discusses ongoing 
research in proteomics and MS basic concepts to identify molecular signatures such 
as protein biomarkers and their relevance in cancer diagnoses.  

    4.2   Genes and Proteins in Eukaryote Cellular Regulation 

 It is well known that eukaryotic organisms include a wide area of species: plants, fungi, 
animals, and humans. Moreover, although we show great diversity from plants and 
fungi, we all share the same characteristics of biochemistry, cellular organization, and 
molecular biology. Furthermore, for many years cellular biology has been intensively 
studied by examining the DNA and RNA levels, and today the complete human genome 
has been mapped (Venter et al.  2001  ) . The discovery of restriction enzymes as the tools 
to cut DNA and RNA initiated a whole new world of experiments, giving DNA/RNA 
research a boost (Meselson and Yuan  1968  ) . However, neither DNA nor RNA gives us 
the entire picture of the cellular organism. Not all DNA is translated into RNA and the 
proteins formed by RNA translation can carry various posttranslational modi fi cations 
(PTMs), which cannot be predicted from the study of RNA. Proteins constitute the 
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majority of the effector molecules in the cell and the study of proteins is therefore very 
important to achieve a better understanding of cellular activities. 

 In the organism, the proliferation and activities of cells need to be strictly regulated. 
Intercellular signaling determines the exact differential stage and functions of each 
cell, and defects in this signaling can result in abnormalities such as uncontrolled pro-
liferation and loss of apoptosis leading to diseases such as cancer. Several diseases 
result from deviances from normal cellular behavior, which emphasizes the need to 
understand the cellular system and the dynamic of living cells. All cellular activities are 
due to biochemical communication within and between cells. The cells communicate 
by means of nucleic acids, steroids, fatty acid derivatives, retinoids, lipids, carbohy-
drates, proteins, etc. Proteins have a predominant role acting as catalysts in biochemi-
cal reactions, as signal integrators, transducing motion and forming large multifunctional 
complexes. They are involved in processes such as cell proliferation, metabolism, 
development, and defense. Therefore, the elucidation of protein structures and func-
tions is necessary for the understanding of the living cell (Bayley and Devilee  2012 ; 
Schuettengruber et al.  2011 ; Zhu et al.  2011 ; Guo et al.  2011 ; Nicholls et al.  2011  ) .  

    4.3   Basic Concepts of Proteomics and MS 

    4.3.1   Proteomics 

 Proteomics is the large-scale study of proteins, particularly their structures and 
functions (Anderson and Anderson  1998 ; Blackstock and Weir  1999  ) . Proteins are 
vital parts of living organisms, as they are the main components of the physiological 
metabolic pathways of cells. The term proteomics was  fi rst coined in 1997 to make 
an analogy with genomics (James  1997  ) . The word proteome is a blend of protein 
and genome and was coined by Marc Wilkins in 1994 while working on the concept 
as a PhD student (Wilkins et al.  1996 ; Thomson  1913  ) . The proteome is the entire 
complement of proteins (Wilkins et al.  1996  ) , including the modi fi cations made to 
a particular set of proteins, and produced by an organism or system. This will vary 
with time and distinct requirements, or stresses, that a cell or organism undergoes 
(Wilkins et al.  1996  )  (Fig.  4.1    ).   

    4.3.2   MS 

 MS implies a powerful tool in the study of chemical and biological compounds. 
By the measurement of the mass-to-charge ratio ( m / z ) of a sample molecule, 
exact details on the mass and structure can be obtained, which in turn can give 
the scientist useful information about the function, interactions, and regulation 
of the particular molecule. A century ago, Thomson developed the very  fi rst mass 
spectrometer (Thomson  1913  ) . 
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 A mass spectrometer instrument consists of (a) an ion source, in which the 
sample molecules are ionized; (b) a mass analyzer, which separates the ions accord-
ing to their  m / z ; and (c) a detector, where the ions are registered according to the 
 m / z  values. Also, the mass spectrometer is connected to visualize the resulting 
spectra and data. Thus, proteomic strategies together with MS analyses can be used 
to perform clinical proteomics (Adams et al.  1988  ) .  

    4.3.3   What Is a Mass Spectrum 

 A mass spectrum is a plot of an intensity  vs m / z  of a separated chemical collection. 
The mass spectrum of a given sample is the distribution pattern of the components 
of that collection, whether atoms or molecules, based on their  m / z . 

 The  X -axis of the plot is the  m / z  which is the quantity obtained by dividing the mass 
number of an ion by its charge number. For mass analyzers such as time-of- fl ight 
(TOF) (Bush and Lehman  1995  ) , the direct  X -axis measurement is the time series of the 
ions measured by the detector. For such cases, the spectra must be calibrated with known 
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  Fig. 4.1    Identifying proteins  via  mass spectrometry. The mixture of proteins (or just one protein) 
must be digested to obtain peptides. The resulting peptides have to be cleaned and desalted  via  
chromatography (e.g., POROS R2) to avoid salts and detergents, which artifact the mass spectrom-
etry analysis. Subsequently, the desalted and cleaned peptides are injected into the mass spectro-
meter. Finally, the matched peptides allow the identi fi cation of the proteins using databases 
(e.g., Mascot Server) (Courtesy Dr. K. Kjerno, Group Meetings 2007, Protein Research Group, 
PR Group of Odense University of Denmark,   http://www.sdu.dk    )       
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standards in order to transform the  X -axis from a time series into an  m / z . The values for 
the standards are used to generate the parameters for the equations relating the time of 
 fl ight to  m / z . After these parameters are determined, the  m / z  for the unknown sample 
can be calculated from their TOF. For example, with the Fourier transform ion cyclo-
tron resonance mass spectrometer (Marshall and Verdum  1990 ; Williams  1995  ) , the 
frequency measurements gathered by the detector plates undergo fast Fourier transfor-
mation before they are mass calibrated (  http://www.asms.org/whatisms/p5.html    ). 
Fourier transform ion cyclotron resonance MS is a type of mass analyzer (or mass 
spectrometer) for determining the  m / z  of ions based on the cyclotron frequency of the 
ions in a  fi xed magnetic  fi eld (Moorhouse and Sharma  2011 ; Carbonnelle and Nassif 
 2011 ; Tsybin et al.  2011 ; Allmer  2011 ; Vestal  2011  )  (Fig.  4.2 ).  

 The  Y -axis of a mass spectrum represents the signal intensity of the ions and has 
arbitrary units. In most forms of MS, the signal intensity of an ion current does not 
represent relative abundance accurately but somewhat correlates loosely with it. 
Signal intensity is dependent on certain factors, the nature of the molecules being 
analyzed, how they ionize, the buffers’ interaction, and the sample interaction 
(Caprioli et al.  1996  ) .  

    4.3.4   Method of Interpretation of Mass Spectra 

 Samples can sometimes be highly dif fi cult to analyze due to the amount of restrictions 
as well as variables that play roles in the output. Many factors can play roles in how a 

  Fig. 4.2    This  fi gure illustrates typical mass spectra. The mass spectrometer shows the mass-charge 
ratio ( m / z ) and the intensity of the detected ions according to the analyzed sample molecule 
(Courtesy Dr. K. Kjerno, Group Meetings 2007, Protein Research Group, PR Group of Odense 
University of Denmark,   http://www.sdu.dk    )       
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mass spectrum is interpreted; these factors may include the following: even electron 
 vs  odd electron species, positive  vs  negative ion mode, and intact protein  vs  frag-
mented peptide ions. 

 Basis of resolution as well as peak height is reliant on the amount of sample 
being used and the amount of separation done prior to the mass spectroscopy. Based 
on certain heights and areas or peaks, structures can be determined. 

 Not all mass spectra can be interpreted similarly, due to the varying nature of the 
mass analyzers and ionization methods available. For example, some mass spec-
trometers break the analyte molecules into fragments; others observe the intact 
molecular masses with little fragmentation. A mass spectrum can represent many 
different types of information based on the type of mass spectrometer and the 
speci fi c experimental conditions applied; however, all plots of intensity  vs m / z  are 
referred to as mass spectra (Gaskell  1986  ) .  

    4.3.5   Normalization Techniques Used in MS 

 The process of removing statistical error from data created from repeated measure-
ments is called normalization. In MS, normalization techniques are used to remove 
systematic biases from peptide samples. These biases can arise from various sources 
including protein degradation, measurement errors, and variation in loading samples. 
The common normalization techniques used on MS data require that the data is trans-
formed from the linear to the log scale. Doing so allows the values to conform to the 
normal distribution and reduces the likelihood of masking more relevant proteins 
with less relevant ones (  http://www.itl.nist.gov/div897/sqg/dads/HTML/euclidndstnc.
html    ) (  http://www.absoluteastronomy.com/topics/Normalization_statistics    ) (Waller 
 1972  )  (Fig.  4.3 ).   

    4.3.6   Annotation of Data 

 As described in the section above, there are a number of factors which are vital for 
meaningful interpretation of the data from a MS experiment. Without this metadata 
about the variables of the experiment, it is dif fi cult to use a mass spectrum to gener-
ate an assessment. Combine this with the variance among types of mass spectrom-
eters, and the utility of a reporting standard emerges. 

 In the vein of minimum information about a microarray experiment (MIAME; 
  http://www.psidev.info/index.php?q=node/91    ; The Minimum Information about a 
Proteomics Experiment, Reporting guidelines for proteomics), the Human Proteome 
Project (HUPO,   http://www.hupo.org/    ) proteomics standards initiative developed 
minimum information about a proteomics experiment in MS. The standard requires 
metadata to be recorded about general information such as the machine manufacturer 
and model, variables of the ion source for electrospray ionization and matrix-assisted 

http://www.itl.nist.gov/div897/sqg/dads/HTML/euclidndstnc.html
http://www.itl.nist.gov/div897/sqg/dads/HTML/euclidndstnc.html
http://www.absoluteastronomy.com/topics/Normalization_statistics
http://www.psidev.info/index.php?q=node/91
http://www.hupo.org/
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laser desorption/ionization (MALDI), mass analyzers and detectors involved, and 
post-processing involved in peak list generation and annotation. In addition to the 
mass spectrometer operation, post-processing methods that are often used in other 
 fi elds of signal processing are frequently applied to mass spectra in order to generate 
a more useful spectrum. 

 Further work has been done to regulate the expression of mass spectroscopy data 
 via  the establishment of a controlled vocabulary. Developed by HUPO under the 
proteomics standards initiative, the controlled vocabulary provides ontology, com-
prised of applicable terms and transitions, which will better control the representa-
tion of MS data by regulating the vocabulary used in their description (McLafferty 
and Turecek  1993 ; Zimmer et al.  2006 ; Taylor et al.  2007  ) .  

    4.3.7   MALDI 

 MALDI was invented in 1987 by Karas and Hillenkamp  (  1988  ) . Later, Tanaka and 
coworkers  (  1988  )  applied the technique on a variety of biological macromolecules, 
which gave him the Nobel Prize in Chemistry for 2002. 

 MALDI is a technique commonly used in the analysis of large, nonvolatile 
biomolecules. When working with peptides, proteins, nucleotides, and oligosaccha-
rides, MALDI is often the chosen ionization technique. Different parameters in fl uence 
this ionization process, for example, laser wavelengths, pulse energies and lengths, 
matrix-analyte combinations and ratios, and salts, which all vary from experiment to 
experiment (Zenobi and Knochenmuss  1998  ) . 
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  Fig. 4.3    This  fi gure shows that the ratio of variance is on the  Y -axis across a set of replicates after 
quartile normalization, divided by the variance of the scale-normalized values. The mean levels are 
on the  X -axis. Both axes are on the log scale (Courtesy Dr. K. Kjerno, Group Meetings 2007, 
Protein Research Group, PR Group of Odense University of Denmark,   http://www.sdu.dk    )       

 

http://www.sdu.dk


82 E.L. Villar and W.C.-S. Cho

 The matrix molecules play a critical role in the ionization procedure in several 
ways: (a) they absorb laser light at a wavelength different from the analyte mole-
cules; (b) the matrix molecules are added in large molecular excess, which separates 
the analyte molecules from each other and prevents analyte cluster formation; and 
(c) the matrix molecules function as a proton donor (in positive ion mode) and a 
proton acceptor (in negative ion mode) (Re fl ex II (Bruker)  1995  )  (Fig.  4.4 ).  

 The introduction of a matrix made it possible to desorb protein molecules of 
several hundred kilodalton (kDa) as intact ions as opposed to an upper limit of ~1,000 
Da for biopolymers and 9,000 Da for synthetic polymers using LD-MS (Hillenkamp 
et al.  1991 ; Karas and Krüger  2003  ) . Some of the most commonly used matrices are 
listed in Table  4.1  and their chemical structures are shown in Fig.  4.5 .   

 Matrices are classi fi ed as either hot or cold matrices depending on the degree of 
fragmentation they cause to the sample. For example, 2,5-dihydroxybenzoic acid 
does not give rise to much fragmentation and is therefore considered to be a cold 
matrix, whereas  a -cyano-4-hydroxycinnamic acid is a hot matrix (de Hoffmann and 
Stroobant  2001  ) .  

    4.3.8   ESI 

 ESI is the method of choice when working with large biomolecules and highly 
complex samples due to its ability to be online coupled to liquid chromatography (LC). 

  Fig. 4.4    The illustration of the principle of matrix-assisted laser desorption/ionization ( MALDI ) 
(Courtesy Dr. TE. Thingholm, Master Thesis 2005, Protein Research Group, PR Group of Odense 
University of Denmark,   http://www.sdu.dk    )       
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In 1968, Dole introduced the concept of electrospray, and in 1988, Fenn and 
coworkers (Yamashita and Fenn  1984 ; Fenn et al.  1989  )  developed electrospray for 
ionization in MS. John Fenn received the Nobel Prize in 2003. 

 ESI is a liquid-phase ion source in which the nonvolatile analyte molecules are 
analyzed directly from the liquid phase. The analyte molecules are diluted in an 
aqueous solution, which is then forced through a  fi ne capillary at a very low  fl ow 
rate (0.1–10  m L/min). In positive ion mode, the analyte molecules are sprayed at 
low pH to improve the formation of positive ions, whereas higher pH conditions are 
used for negative ion mode. Proteins and peptides are usually analyzed using positive 

   Table 4.1    The most commonly used matrices for MALDI together with the chemical names and 
their applications   

 Matrix  Chemical name  Application 

 ATT  6-Aza-2-thiothymine  Oligonucleotides 
 Gentisic acid (DHB)  2,5-Dihydroxybenzoic acid  Peptides, proteins 

and carbohydrates 
 HPA or 3HPA  3-Hydroxypicolinic acid  Oligonucleotides 
 PA  Picolinic acid  Oligonucleotides 
 Sinapic acid (SA)  3,5-Dimethoxy-4-hydroxycinnamic acid  Higher mass biopolymers 
 Trihydroxyacetophenone  2,4,6-Trihydroxyacetophenone  Oligonucleotides, peptides 
  a -Cyano (HCCA)   a -Cyano-4-hydroxycinnamic acid  Peptides, proteins and 

organic compounds 
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  Fig. 4.5    The chemical structures of the matrices (Courtesy Dr. TE. Thingholm, Master Thesis 
2005, Protein Research Group, PR Group of Odense University of Denmark,   http://www.sdu.dk)           
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  Fig. 4.6    The electrospray ionization process. The analyte solution is forced through the capillary, 
which has been supplied with high voltage. A Taylor cone is created due to the electric  fi eld between 
the capillary and the counter electrode, forming charged droplets of analyte ions and solvent. As 
these droplets travel toward the mass spectrometer, the solvent evaporates creating analyte ions. 
When the solution that comprises the Taylor cone reaches the Rayleigh limit, at which point the 
Coulombic repulsion of the surface charge is equal to the surface tension of the solution, charged 
droplets are formed at the tip of the capillary (Courtesy Dr. TE. Thingholm, Master Thesis 2005, 
Protein Research Group, PR Group of Odense University of Denmark,   http://www.sdu.dk    )       

ion mode, whereas oligonucleotides and oligosaccharides are analyzed using negative 
ion mode. The number of positive charges obtained by a molecule is related to the 
number of basic sites on the molecule; PTMs also in fl uence this. 

 A high voltage (1–5 kV) is applied to the capillary creating an electric  fi eld gradient 
between the capillary and the counterelectrode. The charge of the voltage, whether it is 
positive or negative, depends on the analyte molecules being analyzed. The electric  fi eld 
gradient results in an accumulation of charge at the surface of the liquid, which forces 
the liquid to protrude from the tip of the capillary producing a Taylor cone. When the 
solution that comprises the Taylor cone reaches the Rayleigh limit, at which point the 
Coulombic repulsion of the surface charge is equal to the surface tension of the solution, 
charged droplets are formed at the tip of the capillary (Cech and Enke  2001  )  (Fig.  4.6 ).  

 These droplets carry an excess of positive or negative charge. The charged droplets 
are pulled toward the mass analyzer by the opposite charge at the counter electrode 
giving a  fi ne spray of droplets (nebulization), meanwhile generating charged analyte 
molecules by a mechanism not yet fully understood. In 1968, Dole and coworkers 
 (  1968  )  suggested the coulomb  fi ssion mechanism, saying that the evaporation of the 
solvent from the formed droplets leads to an increase in the charge density. This causes 
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the droplets to split into smaller and smaller droplets producing free and charged ana-
lyte molecules (ions), which can then enter the mass analyzer (Fig.  4.7A ). Iribarne and 
Thomson  (  1976  )  suggested an alternative mechanism known as ion evaporation in 
which the evaporation of solvent leads to an increase in the charge density of the drop-
lets, which in turn causes Coulombic repulsion to overcome the liquid’s surface ten-
sion, leading to the release of ions from the droplets’ surfaces (Fig.  4.7B ).    

    4.4   Sample Preparation: A Critical Step in Clinical 
Proteomic and MS Research Studies 

 When using proteomic and MS tools, sample preparation is one of the most crucial 
processes in proteomic analysis and biomarker discovery in solubilized samples. 
Chromatographic or electrophoretic proteomic technologies are also available for 
separation of cellular protein components. There are, however, considerable limita-
tions in currently available proteomic technologies as none of them allows for the 
analysis of the entire proteome in a simple step because of the large number of pep-
tides and because of the wide concentration dynamic range of the proteome in clinical 
blood samples. The results of any undertaken experiment depend on the condition 
of the starting material. Therefore, proper experimental design and pertinent sample 
preparation is essential to obtain meaningful results, particularly in comparative 
clinical proteomics in which one is looking for minor differences between experi-
mental (diseased) and control (nondiseased) samples (Hernández-Borges et al. 
 2007 ; Guilak et al.  2005  ) . Homogenization is one of the preparation steps employed 
for preparation of biological samples for proteomic analysis and includes such 
processes as mixing, stirring, dispersing, or emulsifying in order to change the 
sample’s physical, but not chemical, properties. Homogenization for proteomics 

The coulomb fission mechanisma

Ion evaporationb

  Fig. 4.7     Section A  illustrates 
the coulomb  fi ssion 
mechanism proposed by Dole 
and coworkers in  1968 , 
whereas  Section B  illustrates 
the ion evaporation 
mechanism proposed by 
Iribarne and Thomson in 
 1976  (Courtesy Dr. TE. 
Thingholm, Master Thesis 
2005, Protein Research 
Group, PR Group of Odense 
University of Denmark, 
  http://www.sdu.dk    )       
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incorporates  fi ve main categories: mechanical, ultrasonic, pressure, freeze-thaw, 
and osmotic/detergent lyses. Mechanical homogenization for tissues and cells can 
be accomplished by devices such as rotor-stator and open blade mills (e.g., Waring 
blender and Polytron), or pressure cycling technology such as French presses. 
Rotor-stator homogenizers can homogenize samples in volumes from 0.01 mL to 
l20 L depending on the tip and motor used. For optimum results, the tissue should 
be cut into slices, the size of which is slightly smaller than the diameter of the 
applied stator, as larger samples may clog the generator’s inlet, making it impossible 
to achieve effective homogenization. Depending on the chemical resistance of a 
cutting tool, it is possible to homogenize samples under acidic or basic conditions 
in order to prevent degradation by endogenous enzymes. Heat transfer to the pro-
cessed mixture is low to moderate and the process usually requires external cooling. 
Sample loss is minimal compared to pressure cycling technology, where by means 
of a pressure-generating instrument (Pressure Bioscience, West Bridgewater, MA), 
alternating cycles of high and low pressure are applied to induce cell lysis (Bodzon-
Kulakowska et al.  2007 ; Rabilloud  1996  ) . 

 Related to protein solubilization, proteins in biological samples are generally 
found in their native state associated with other proteins and often integrated as a part 
of large complexes, or into membranes. Once isolated, proteins in their native state 
are often insoluble. Breaking interactions involved in protein aggregation (e.g., 
disul fi de hydrogen bonds, van der Waals forces, ionic and hydrophobic interactions) 
enables disruption of proteins into a solution of individual polypeptides, thereby pro-
moting their solubilization. However, because of the great heterogeneity of proteins 
and sample-source-related interfering contaminants in biological extracts, simultane-
ous solubilization of all proteins remains a challenge. Integration of proteins into 
membranes and their association and complex formation with other proteins and/or 
nucleic acids hamper the process signi fi cantly. No single solubilization approach is 
suitable for every purpose, and each sample and condition requires unique treatment. 
Sample solubilization can be improved by agitation or ultrasoni fi cation, but an 
increase in temperature must be avoided. The selection of the appropriate solubiliza-
tion protocol and buffers has especially been facilitated by the availability of com-
mercial kits, although it is somewhat more expensive than routine reagent methods 
(Cañas et al.  2007 ; Görg et al.  2004  ) . 

 To avoid protein modi fi cations, aggregation, or precipitation resulting in occur-
rence of artifacts and subsequent protein loss, sample solubilization process neces-
sitates the use in the sample buffer of (1) chaotropes (e.g., urea, thiourea, charged 
guanidine hydrochloride) that disrupt hydrogen bonds and hydrophilic interactions 
enabling proteins to unfold with ionizable groups exposed to solution; (2) ionic, 
nonionic, and zwitterionic detergents (SDS, CHAPS, or Triton X-100); (3) reducing 
agents that disrupt bonds between cysteine residues and thus promote unfolding of 
proteins (DTT/dithioerythritol, tributylphosphine, or tris-carboxy ethyl phosphine); 
and (4) protease inhibitors (Thadikkaran et al.  2005  ) . 

 Although there is no general procedure to select an appropriate detergent, non-
ionic and zwitterionic detergents such as CHAPS and Triton X series are less 
denaturing than ionic detergents and have been used to solubilize proteins for 
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functional studies. On the other hand, ionic detergents are strong solubilizing 
agents that lead to protein denaturation. However, sodium cholate and deoxy-
cholate are soft detergents compatible with native protein extraction, although 
variables like buffer composition, pH, salt concentration, temperature, and com-
patibility of the chosen detergent with the analytical MS procedure and how to 
remove it (e.g., by dialysis) are all crucial factors that need to be considered. 
Usually, tissue disruption and cell lyses require the combination of detergent and 
mechanical methodologies (Görg et al.  2004  ) . The proper use of the above 
reagents, together with optimized cell disruption method, dissolution, and con-
centration techniques, collectively determines the effectiveness of proteome solu-
bilization methodologies. 

 All the previously detailed information and also coupled to the use/study of blood, 
as a biospecimen in discovery research (a commonly used biospecimen which is 
highly complex and has a wide dynamic range of protein concentrations), makes it is 
very dif fi cult to discover (measure) low-abundance proteins (potential biomarkers). 
One solution to this problem is to develop and apply nanotechnology in clinical pro-
teomics as well as the throughput of analytical measurement systems while lowering 
their cost. Not only does nanotechnology have the potential of ful fi lling many criteria 
required for the advancement of clinical proteomics, essential changes in the physico-
chemical properties of substances on their conversion to the nanostructured state, but 
it has also made it possible to create ef fi cient systems for drug delivery to targets. 

 Moreover, blood cells offer unique insights into disease processes. Therefore, 
erythrocytes, granulocytes, monocytes, lymphocytes, and platelets are of special 
interest for clinical proteomics. Blood is a liquid organ and isolated blood cells 
re fl ect the environment and genome of the individual  fl ow. Cytometry is currently 
widely used as an analytical tool for clinical cell analysis directly from anticoagu-
lated whole blood and also for cell sorting to generate pure populations of cells from 
heterogeneous and highly integrated mixtures as are found in the majority of 
biological environments. Elispot, slide-based cytometry, and tissue arrays together 
with high-content screening microscopy are further upcoming techniques in cyto-
proteomics. The major challenge for this type of preanalytical standardization is 
related to the use of fresh samples, either for direct multiparameter analysis of 
cellular proteomics in whole blood or body  fl uids without preseparation or for cell 
sorting and enrichment strategies for subsequent proteomic and functional genomics 
analysis (Thadikkaran et al.  2005  ) .  

    4.5   Relevance of Proteomics-MS Analyses 
in Clinical Research Studies 

 Improved biomarkers are of vital importance for cancer detection, diagnosis, and 
prognosis. While signi fi cant advances in understanding the molecular basis of dis-
ease are being made in genomics, proteomics will ultimately delineate the functional 



88 E.L. Villar and W.C.-S. Cho

units of a cell: proteins and their intricate interaction networks and signaling 
pathways in health and disease. 

 Much progress has been made to characterize thousands of proteins qualitatively 
and quantitatively in complex biological systems by use of multidimensional sample 
fractionation strategies, MS, and protein microarrays. Comparative/quantitative anal-
ysis of high-quality clinical biospecimen (e.g., tissue and bio fl uids) of human cancer 
proteome landscape can potentially reveal protein/peptide biomarkers responsible for 
this disease by means of their altered levels of expression, PTMs, as well as different 
forms of protein variants. Despite technological advances in proteomics, major 
hurdles still exist at every step of the biomarker development pipeline (Hassanein 
et al.  2011 ; Anderson  2005 ; Rifai et al.  2006 ; García-Foncillas et al.  2006 ; Bouchal 
et al.  2009 ; Wiener et al.  2004 ; Geiger et al.  2010 ; Anderson and Hunter  2006 ; 
Wang et al.  2009a ; Lee et al.  2009 ; Pierobon et al.  2009 ; Ramachandran et al.  2008  ) . 

 In the post-genome era, the  fi eld of proteomics incited great interest in the pur-
suit of protein/peptide biomarker discovery especially since MS demonstrated the 
capability of characterizing a large number of proteins and their PTMs in complex 
biological systems, in some instances even quantitatively. Technological advances 
such as protein/antibody chips, depletion of multiple high-abundance proteins by 
af fi nity columns, and af fi nity enrichment of targeted protein analytes, as well as 
multidimensional chromatographic fractionation, have all expanded the dynamic 
range of detection for low-abundance proteins by several orders of magnitude in 
serum or plasma, making it possible to detect the more abundant disease-relevant 
proteins in these complex biological matrices (Beirne et al.  2009 ; Kelleher et al. 
 2009 ; Wang et al.  2009b ; Whiteaker et al.  2007 ; Ernoult et al.  2010 ; Nirmalan et al. 
 2010 ; Krishhan et al.  2009 ; Cha et al.  2010 ; Anderson et al.  2011  ) . However, 
plasma- and cell-extract-based discovery research studies aimed to identify 
low-abundance proteins (e.g., some kinases) are extremely dif fi cult. Therefore, it 
is necessary to develop signi fi cant technological improvements related to identify-
ing these low-abundance, yet high biological impact, molecules. Moreover, if these 
protein kinases to be studied contain PTMs, it is important to know that spatial and 
temporal factors can decrease the ef fi ciency of our study (e.g., many kinases are 
regulated by phosphorylation of the activation loop, which then directly re fl ects 
cellular kinase activity). 

 Furthermore, proteomics has been widely applied in various areas of science, 
ranging from the deciphering of molecular pathogenesis of diseases, the character-
ization of novel drug targets, to the discovery of potential diagnostic and prognostic 
biomarkers, where technology is capable of identifying and quantifying proteins 
associated with a particular disease by means of their altered levels of expression 
(Bateman et al.  2010 ; Kristiansen et al.  2008 ; An and Lebrilla  2010  )  and/or PTMs 
(Choudhary and Mann  2010 ; Madian and Regnier  2010 ; Iwabata et al.  2005  )  
between the control and disease states (e.g., biomarker candidates). This type of 
comparative (semiquantitative) analysis enables correlations to be drawn between 
the range of proteins, their variations and modi fi cations produced by a cell, tissue, 
and bio fl uids, and the initiation, progression, therapeutic monitoring, or remission 
of a disease state. 
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 PTMs including phosphorylation, glycosylation, acetylation, and oxidation, in 
particular, have been of great interest in this  fi eld as they have been demonstrated as 
being linked to disease pathology and are useful targets for therapeutics. 

 In addition to MS-based large-scale protein and peptide sequencing, other inno-
vative approaches including self-assembling protein microarrays (Ceroni et al. 
 2010  )  and bead-based  fl ow cytometry (Wong et al.  2009  )  to identify and quantify 
proteins and protein-protein interaction in a high-throughput manner have furthered 
our understanding of the molecular mechanisms involved in diseases. 

 In summary, clinical proteomics has come a long way in the past decade in terms of 
technology/platform development, protein chemistry, and bioinformatics to identify 
molecular signatures of diseases based on protein pathways and signaling cascades. 
Hence, there is great promise for disease diagnosis, prognosis, and prediction of thera-
peutic outcome on an individualized basis. However, without correct study design and 
implementation of robust analytical techniques, the efforts and expectations to make 
biomarkers a useful reality in the near future can easily be hindered.  

    4.6   Tissue Biomarker Studies 

 Among the most common diseases worldwide, cancer remains a major threat to 
public health and there is an urgent need to identify novel biomarkers for diagnosis, 
prognosis, and prediction of response to anticancer treatment. 

    4.6.1   Diagnostic Tissue Biomarkers 

 Esophageal squamous cell carcinoma is among the top ten most frequent malignan-
cies worldwide. Using the isobaric tags for relative and absolute quantitation (iTRAQ) 
approach, Pawar et al. (Pawar et al.  2011  )  have identi fi ed several novel protein bio-
markers for esophagus squamous cell carcinoma, including PSAP, PLEC1, and 
PDIA4. These biomarker candidates were further validated to be overexpressed by 
immunohistochemical labeling using tissue microarrays. 

 Junrong et al.  (  2011  )  used two-dimensional gel electrophoresis (2-DE) coupled 
with electrospray ionization quadrupole TOF-MS/MS analysis to identify differ-
entially expressed proteins among the hepatocellular carcinoma (HCC) tumor 
center, tumor margin, and non-tumorous liver tissues. Immunostaining suggested 
an increase tendency of CIB1 expression from non-tumorous liver tissue to tumor 
center, whereas knockdown of CIB1 expression by RNA interference led to the 
signi fi cant suppression of the cell growth in hepatoma cells. These data suggest 
that CIB1 may be used as a potential diagnostic factor and possibly an attractive 
therapeutic target for HCC. 

 Pancreas ductal adenocarcinoma (PDAC) is also a deadly malignancy with 
poor early diagnosis and no effective therapy. To explore the accessible proteins 
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overexpressed in PDAC, fresh human normal and PDAC tissues were ex vivo 
biotinylated, isolated, and analyzed using the two-dimensional (2D) nano-high-
performance liquid chromatography (HPLC)-MS/MS method. TGFBI, LTBP2, 
and ASPN were found to be signi fi cantly upregulated in a large group of clinical 
PDAC samples compared to the corresponding normal and in fl ammatory tissues. 
These proteins bear the potential to be of clinical value for diagnostic and thera-
peutic applications in human PDAC (Turtoi et al.  2011  ) . 

 Using label-free quantitative proteomics to analyze the insoluble fractions from 
colorectal cancer (CRC) patients, Yang et al.  (  2012  )  have identi fi ed a panel of pro-
tein markers (KRT5, JUP, TUBB, and COL6A1) for CRC. These proteins give 
speci fi c network information for CRC, which may increase our understanding of the 
membrane environment in CRC and provide direction for diagnosis through molec-
ular biomarker targeting. 

 There was also a comparative proteomic study on biopsies from patients with 
ovarian cancer to identify potential diagnostic biomarkers in tumor tissue. Evaluating 
by 2-DE and MS/MS analysis, calgranulin and S10A8 showed overexpressions in 
carcinoma tissue. These two proteins may serve as diagnostic biomarkers for ovar-
ian cancer (Cortesi et al.  2011  ) .  

    4.6.2   Prognostic Tissue Biomarkers 

 HCC is characterized by a multistage process of tumor progression. Differential 
tissue proteome analysis using LC-MS/MS has identi fi ed a cytoskeletal protein, 
TLN1, to be upregulated in HCC. The TLN1 expression levels in HCC nodules 
were signi fi cantly associated with the dedifferentiation of HCC, and TLN1 
upregulation may be related to the higher rate of portal vein invasion in HCCs. 
These  fi ndings suggest that TLN1 may serve as a novel prognostic marker of 
HCC (Kanamori et al.  2011  ) . 

 Another proteomics pro fi le analysis of HCC tissues with different metastatic 
capabilities revealed that NDRG1 was correlated with metastasis and recurrence in 
HCC patients after liver transplantation. NDRG1-positive expression had poor prog-
nosis compared with NDRG1-negative expression, either for shorter disease-free 
survival or overall survival. HCC cells in in vitro experiments with small interfering 
RNA against NDRG1 signi fi cantly suppressed its proliferation, colony formation, 
invasion, and migration ability. These  fi ndings suggest that NDRG1 is an important 
molecule in controlling HCC metastasis and thus may serve as a novel biomarker for 
predicting HCC recurrence after liver transplantation (Cheng et al.  2011  ) . 

 There was a study comparing pairs of fresh frozen sections of Dukes B CRC and 
normal colorectal mucosa using a combination of 2-DE and HPLC-MS/MS. CH60, 
S10A9, and TCTP showed the greatest degree of signi fi cant overexpressions in pri-
mary CRC compared with normal colonic mucosa. A two-protein signature consisting 
of 14-3-3 b  and ALDH1 was identi fi ed as an independently prognostic marker in a 
multivariate model (O’Dwyer et al.  2011  ) .  
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    4.6.3   Predictive Tissue Biomarkers 

 Targeted therapies have optimal activity against a speci fi c subset of tumors that 
depend upon the targeted molecule or pathway for growth, survival, or metastasis. 
Caccia et al.  (  2011  )  have found several cell-line secretome proteins (VASN, CD109, 
and BGH3) related to TGF- b  signaling in thyroid cancer cells, which were sensitive 
to dasatinib and RPI-1 treatments. These secretome proteins may be potential bio-
markers for measuring the effectiveness of thyroid cancer therapies. 

 Reversed-phase protein array is a promising technology for quick and simultane-
ous analysis of many patient samples allowing relative and absolute protein 
quanti fi cations. Using reverse-phase protein array, Gonzalez-Angulo et al.  (  2011  )  
have developed a ten-protein (ER, PR, Bcl2, GATA3, EIG121, EGFR, HER2, 
HER2p1248, CCNB1, and CCNE1) biomarker panel that could predict the recur-
rence-free survival and pathological complete response in breast cancer patients 
receiving neoadjuvant taxane and anthracycline-taxane-based systemic therapy.   

    4.7   Noninvasive Biomarker Studies 

 Noninvasive biomarkers, such as those from blood or urine, are ideal for cancer 
detection, strati fi cation, monitoring, and prognosis. 

    4.7.1   Noninvasive Biomarkers for Cancer Diagnosis 

 Discovery of diagnostic biomarkers is the key to improve the early detection of 
human cancers. However, most biomarker studies use biological samples collected 
at or after diagnosis which are often advanced tumor stage. Opstal-van Winden 
et al.  (  2011  )  analyzed the pre-diagnostic breast cancer serum proteome with 
surface-enhanced laser desorption/ionization (SELDI)-TOF-MS, iTRAQ, and 2D 
nano-LC-MS/MS. AFAM, APOE, and isoform 1 of ITIH4 were found to be 
signi fi cantly higher, whereas A2MG and CERU were signi fi cantly lower in breast 
cancer. Their results showed that serum protein pro fi les were altered up to 3 years 
before breast cancer detection. 

 Remy-Martin et al.  (  2012  )  coupled surface plasmon resonance imaging with 
MALDI-TOF-MS in a hyphenated technique which established a new method to 
characterize potential cancer marker in human plasma. This new method had excel-
lent analytical performance when detecting LAG3 protein in breast cancer, with its 
speci fi city >10 and reliability of 100% LAG3 identi fi cation with high signi fi cant 
mascot score >87.9. This rapid, collective, and automated on-chip MS analysis has 
many potential applications in proteomics. 

 Antibody-based proteomics provides a strategy for the systematic generation of 
antibodies against all human proteins to combine with protein pro fi ling in cancer 
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samples using microarrays, immunohistochemistry, and immuno fl uorescence. 
Targeted antibody arrays are strongly contributing to the identi fi cation of protein 
cancer biomarker candidates and functional proteomic analyses (Pontén et al. 
 2011  ) . Most HCC is generated from chronic hepatitis and cirrhosis. Hsieh et al. 
 (  2011  )  initiated their search in the interstitial  fl uid of tumor  via  differential gel 
electrophoresis and antibody arrays. Serum sERBB3 was identi fi ed as a marker for 
early HCC patients with chronic hepatitis and cirrhosis. Serum sERBB3 had a bet-
ter performance than  a -fetoprotein in the discrimination of early HCC from chronic 
hepatitis or cirrhosis; combination of sERBB3 and  a -fetoprotein further improved 
the accuracy. 

 On the other hand, Ku86 has been found to be overexpressed in HCC patients. 
Nomura et al.  (  2012  )  assessed the diagnostic value of serum anti-Ku86 in the early 
detection of hepatitis C virus-related HCC patients. Serum levels of anti-Ku86 anti-
bodies were signi fi cantly elevated in HCC patients compared to those in liver cir-
rhosis patients. Receiver operating characteristic analyses indicated that anti-Ku86 
had a better sensitivity than  a -fetoprotein, suggesting serum anti-Ku86 may be a 
potential biomarker for the early detection of hepatitis C virus-related HCC. 

 Analyzing the serum of gallbladder cancer by 2-DE and MALDI-TOF-MS, Tan 
et al.  (  2011  )  have found that the expressions of HPT and S10AA proteins were 
higher in gallbladder cancer compared to that in healthy volunteers. Further investi-
gation revealed that patients with high expressions of HPT and S10AA were linked 
to late-stage disease and poor clinical prognosis. These two proteins may serve as 
new potential serum biomarkers for gallbladder cancer diagnosis and prognosis. 

 Targeted proteomics is an emerging technology that is playing an increasingly 
important role to facilitate disease biomarker development. Applying a selected reac-
tion monitoring-based targeted proteomics platform to directly detect candidate bio-
marker proteins in plasma, three candidate proteins (GELS, LUM, and TIMP1) 
demonstrated an area under the curve value >0.75 in distinguishing pancreatic cancer 
from the chronic pancreatitis and healthy age-matched controls (Pan et al.  2012  ) . 

 An MS-based plasma biomarker discovery work fl ow was also developed to 
facilitate biomarker discovery. Plasma from either healthy volunteers or pancreatic 
cancer patients was 8-plex iTRAQ labeled, fractionated by 2D reversed-phase chro-
matography, and subjected to MALDI-TOF/TOF-MS. Analysis of patient plasma 
prior to treatment identi fi ed PRDX2 with signi fi cant change in pancreatic cancer 
patients (Zhou et al.  2012  ) . 

 Jayapalan et al.  (  2012  )  have pro fi led the sera of patients with prostate cancer and 
benign prostatic hyperplasia using the gel- and lectin-based proteomics methods. 
Signi fi cant differential expressions of APOA2, CO3  b  chain fragment, ITIH4 frag-
ment, TTHY, A1AT, and KNG1 light chain were demonstrated between the two 
groups of patients’ samples. These data suggest the potential use of these serum 
proteins as complementary biomarkers to effectively discriminate prostate cancer 
from benign prostatic hyperplasia. 

 A 29-plex array platform was constructed to examine the gastric adenocarci-
noma and control samples. Eleven proteins (EGFR, pro-APOA1, APOA1, TTHY, 
RANTES, D-dimer, VTNC, IL6, A2MG, CRP, and PAI1) were selected as classi fi ers 
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in two algorithms. These algorithms differentiated between the majority of gastric 
adenocarcinoma and control serum samples with >88% accuracy. They can supple-
ment clinical gastroscopic evaluation of symptomatic patients to enhance diagnostic 
accuracy (Ahn et al.  2012  ) . 

 Shield-Artin et al.  (  2012  )  combined immunodepletion, liquid-phase isoelectric 
focusing, one-dimensional differential in gel electrophoresis, MALDI-TOF-MS, 
and LC-MS/MS to identify differentially expressed proteins in the plasma of symp-
tomatic ovarian cancer patients. They have identi fi ed several well-established bio-
markers (CRP, HPT, A2MG, and A1A2) and two new ovarian cancer candidate 
biomarkers (MMRN2 and S10A9). The cancer-associated differential expressions 
of CRP and S10A9 were further con fi rmed by Western blot and ELISA. 

 Li et al.  (  2012  )  reported a re fi ned work fl ow that combined ZipTip desalting, 
acetonitrile precipitation, HPLC separation, and MALDI-TOF-MS analysis for the 
pro fi ling, puri fi cation, and identi fi cation of the targeted serum proteins found by 
SELDI-TOF-MS. Using this work fl ow, the isoforms of the human SAA family with 
or without truncations at their N-terminals were found in the sera of patients with 
various types of advanced-stage (stages III–IV) cancers. SAA is an acute-phase 
protein that is synthesized under the regulation of in fl ammatory cytokines during 
both acute and chronic in fl ammation (Liu  2012  ) . It has been reported as a biomarker 
for various cancer types, such as nasopharyngeal (Cho et al.  2010  ) , gastric (Sasazuki 
et al.  2010  ) , lung (Cho et al.  2004  ) , and renal cell (Vermaat et al.  2012  )  cancers. 

    4.7.1.1   Noninvasive Biomarkers for Cancer Prognosis 

 Egler et al.  (  2011  )  have developed an integrated proteomic approach to identify 
plasma biomarkers for high-risk neuroblastoma. Seven candidate biomarkers (SAA, 
APOA1, IL-6, EGF, MDC, sCD40L, and CCL11) were identi fi ed. These biomarkers 
were then used to create a multivariate classi fi er of high-risk neuroblastoma, which 
showed a speci fi city of 90% and a sensitivity of 81% for detecting post-diagnosis 
longitudinal samples that have active disease. Further validation of these biomarkers 
may improve the outcomes of patients by developing a simple blood test for the 
detection of relapse prior to the development of clinically evident disease. 

 The early detection of metastasis in CRC patients could improve their survival 
rate after curative surgery. Tsai et al.  (  2012  )  reported the use of Cy-dye labeling 
combined with multidimensional fractionation and MS as a proteomics-based 
approach for the identi fi cation of CRC metastasis-associated biomarkers in plasma 
samples collected from CRC patients upon diagnosis. The increased plasma levels 
of GELS were found in >80% of CRC patients with distal metastases, and a 
signi fi cant increase of GELS in plasma samples of stage IV  vs  stages I–III CRC 
patients was found before treatment. 

 The most reliable approach to diagnose ovarian cancer used to rely on multiple, 
time-consuming, and expensive investigative tools. Recently, serum protein bio-
marker HE4 has been approved by the Food and Drug Administration (United 
States) for monitoring recurrence or progression of epithelial ovarian cancer. 
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Reliable clinical evidence demonstrated that HE4 (used alone or in combination 
with CA125) substantially improved the accuracy of screening and/or disease moni-
toring of ovarian cancer (Montagnana et al.  2011  ) . 

 Urine is a gold mine for biomarker discovery; nevertheless, with multiple pro-
teins being in low amounts, urine proteomics becomes challenging. The study of 
Zoidakis et al.  (  2012  )  applied IMAC fractionation and LC-MS/MS for the discovery 
of urinary protein biomarkers for aggressive bladder cancer. PROF1 was found to be 
differentially expressed in the urine from patients with invasive to noninvasive bladder 
cancer and benign controls. By tissue microarray analysis, PROF1 was further 
found to have a strong correlation with poor prognosis and increased mortality.   

    4.7.2   Noninvasive Predictive Biomarkers 

 Prediction of the responses to neoadjuvant chemotherapy can improve the treatment 
of patients with advanced breast cancer. Hyung et al.  (  2011  )  have performed 
pro fi ling of N-glycosylated proteins in the serum from advanced breast cancer 
patients to discover serum biomarkers of chemoresistance using a label-free LC-MS/
MS method. They demonstrated that a multivariate classi fi cation model of six pro-
teins (AHSG, APOB, C3, C9, CP, and ORM1) could predict responses to neoadju-
vant chemotherapy and further predict relapse-free survival of patients.   

    4.8   Conclusive Remarks and Future Directions 

 Accessible, suf fi cient, and reliable biomarkers are desirable as they can re fl ect vari-
ous states of the cancer cells and they can be used for diagnosis, prognosis, risk 
strati fi cation, and therapeutic monitoring. Understanding proteomes and the pro-
tein-mediated interactions underlying their complexity and diversity is critical for 
the development of more reliable and robust diagnostic platforms, which are antici-
pated to enable personalized medicine. 

 Proteomics technologies not only provide insights into the heterogeneity of 
cancer but also open new avenues for treatment through the identi fi cation of sig-
naling molecules in the proliferation and survival of neoplastic cells. Utilizing 
proteomics technologies can provide clues regarding tumor classi fi cation as well 
as identify clinical biomarkers and pathologic targets for the development of per-
sonalized treatments. The identi fi ed protein markers may guide clinical decision-
making and advance diagnostic and therapeutic options for the treatment of 
various cancers. During the last few years, proteomics has facilitated biomarker 
discovery by coupling high-throughput techniques with novel nanosensors. It is 
enlightening to see the improvement of sensitivity and selectivity by using nano-
proteomics approaches as novel sensors (Dasilva et al.  2012  ) . On the other hand, 
the introduction of well-organized protein biomarker validation process can also 
accelerate the development of effective protein-based diagnostics.       
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  Abstract   Drug research and discovery are of critical importance in human health 
care. Computational approaches for drug lead discovery and optimization have 
proven successful in many recent research programs. These methods have grown in 
their effectiveness not only because of improved understanding of the basic science, 
the biological events and molecular interactions that de fi ne a target for therapeutic 
intervention, but also because of advances in algorithms, representations, and math-
ematical procedures for studying such processes. Advances in genomics and pro-
teomics and development of new bioinformatics methods contribute greatly to 
the process of rational drug design, which can be a cost-effective solution to drug 
discovery. Peptides are emerging as a novel class of drugs for cancer therapy, and 
many efforts have been made to develop peptide-based pharmacologically active 
compounds. In this study, we present and discuss three novel bioactive peptide 
 analogues, designed using the Resonant Recognition Model (RRM), and discuss 
their biological effects on normal and tumor cells from mouse and human origins.  
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    5.1   Introduction 

 Drug design is a time-consuming multistep experimental process that includes 
 synthesis of a drug molecule followed by in vitro and in vivo evaluation of its phar-
maceutical potency and ef fi cacy for medical treatment. Often this intense discovery 
process could lead to a product with poor pharmacokinetic properties that can even 
produce toxic and adverse side effects in humans (Bidwell and Raucher  2009  ) . 
Combinatorial chemistry is a powerful tool used by medicinal chemistry for the 
design of new drug candidates (Dolle  1998  ) . Combinatorial methods allow generat-
ing a large number of compounds in a short period of time (compared to the 
 traditional synthesis of a single compound). However, there is a need to select the 
products to be synthesized from the vast pool of those possible to be produced 
(Pickett et al.  2000  ) . As the structures of more and more protein targets become 
available through crystallography and NMR analysis, computational methods can 
use the known structure of a protein target as a route to discover novel lead com-
pounds. These  in silico  methods include de novo design, virtual screening, and 
fragment-based discovery. 

 The most powerful approach for designing drug-oriented peptides is hybridiza-
tion of structure-based and combinatorial chemistry methodologies. This approach 
proposes to screen large quantities of drug candidates. The peptides are designed 
using a semi-rational process, the so-called evolutionary computation (Pickett 
et al.  2000  ) . 

 The importance and broad functional role of peptides in life processes became 
apparent only in the 1950s and early 1960s, when the continuous development of 
increasingly sensitive analytical methods and techniques for isolation and 
puri fi cation started a new era in pharmacology (Porath and Flodin  1959 ; Peterson 
and Sober  1956 ; Craig and King  1958 ; Sewald and Jakubke  2002  ) . Native pep-
tides can be directly applied as pharmacologically active compounds only to a 
very limited extent. The major disadvantages of the application of a peptide in a 
biological system – for example, rapid degradation by proteases, hepatic clear-
ance, undesired side effects by interaction of conformationally  fl exible peptides 
with different receptors, and low membrane permeability due to their hydrophilic 
character – prohibit the use of oral application in most cases because of their 
detrimental effects (Sewald and Jakubke  2002  ) . However, peptide chemistry can 
contribute considerably to drug development. The interaction of a peptide or a 
protein epitope with a receptor or an enzyme is the initial event based on molecu-
lar recognition and generally elicits a biological response. Many efforts have 
been made to develop pharmacologically active peptide-based compounds, 
including peptide modi fi cation and the design of peptidomimetics (Sewald and 
Jakubke  2002  ) . While modi fi ed peptides contain non-proteinogenic or modi fi ed 
amino acid building blocks, peptidomimetics are non-peptidic  compounds that 
imitate the structure of a peptide in its receptor-bound conformation and – in the 
case of agonists – the biological mode of action on the receptor level. 
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 According to the de fi nition by Ripka and Rich  (  1998  ) , three different types of 
peptidomimetics may be distinguished:

   Type I: these are peptides modi fi ed by amide bond isosteres and secondary structure 
mimetics. These derivatives are usually designed to closely match the peptide 
backbone.  

  Type II: these are small non-peptide molecules that bind to a receptor or enzyme 
(functional mimetics). However, despite being often presumed to serve as 
 structural analogues of native peptide ligands, these non-peptide antagonists 
often bind to a different receptor subsite and, hence, do not necessarily mimic the 
parent peptide.  

  Type III: these may be regarded as ideal mimetics, because they are non-peptide 
compounds and contain the functional groups necessary for the interaction of a 
native peptide with the corresponding protein (pharmacophoric groups) grafted 
onto a rigid scaffold. The design of all three types of peptidomimetics may be 
assisted by X-ray crystallographic or nuclear magnetic resonance (NMR) data, 
computational de novo design, and combinatorial chemistry.    

 In peptide-based drug design, it is most important to determine a speci fi c peptide 
sequence with a high af fi nity binding to a particular protein surface. Solving a 
peptide binding problem involves  fi nding a region on the protein surface suitable 
for peptide binding,  fi nding the appropriate peptide for this region, and peptide 
re fi nement to enable stable binding which is required for inhibition. When the bind-
ing surface is known, a peptide can be designed de novo. In other cases, for a given 
peptide, the region on the protein’s surface with the optimum binding conditions 
should be searched. Petsalaki et al.  (  2009  )  introduced a method based on a bioinfor-
matics approach that could successfully  fi nd the binding sites for the peptides. 
A similar approach, the de novo molecular design computational tool ProLigand, 
was adopted by Frenkel et al.  (  1995  ) . Known peptides were docked to unknown 
locations on given proteins by Hetenyi and Van der Spoel  (  2002  )  using AutoDock. 
There have been successful attempts for computational peptide design that use 
knowledge-based search strategies and diverse sets of statistical descriptors,  different 
training databases, hydrophobicity scales, and motif regularities (Juretic et al.  2009  ) . 
Automated peptide binding search techniques from known epitopes or protein 
libraries have been successfully used as bioinformatics tools (Mayrose et al.  2007 ; 
Moreau et al.  2008 ; Stein and Aloy  2008  ) . There are different computational bind-
ing tools such as the sequence moment concept, arti fi cial neural networks, fuzzy 
neural networks, and Hidden Markov Model for checking the suitability of inhibi-
tory peptides for binding on MHC class II proteins (Unal et al.  2010  ) . The suitabil-
ity of a ligand as a drug was tested using Bayesian neural network analysis 
(Ajay et al.  1998  ) . The application of genetic algorithms for the design of peptides 
has been an important line of research, examples of which are  in silico  peptide 
screening and the application of a genetic algorithm to determine an inhibitory 
 peptide against the Parkinson’s disease-related protein a-synuclein (Abe et al.  2007  ) , 
 peptides as thrombin inhibitors (Kamphausen et al.  2002 ; Riester et al.  2005  ) , inte-
ger linear programming (Klepeis et al.  2004  ) , design of hexapeptides against 
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stromelysin protein (Singh et al.  1996  ) , and a peptide buildup approach in combination 
with a genetic algorithm (Budin et al.  2001a,   b,   c  ) . 

 Currently, immunotherapy is at the forefront of experimental cancer therapies. 
This methodology utilizes the power of the immune system and its focused ability 
to destroy cancer cells (Bright and Franz  2002  ) . Cancer vaccine development is 
becoming more complex and challenging with each advance in the  fi eld. It ranges 
from molecular characterization of candidate vaccine antigens or peptides to formu-
lation of an optimal vaccine and to administration and monitoring of such a  vaccine 
in appropriately designed clinical trials (Waldmann  2003  ) . The idea of vaccinating 
to treat cancer, i.e., the administration of a therapeutic vaccine, is not new. For 
decades, researchers and clinicians have studied and debated the possibility of 
 vaccinating against cancer (Old  1996  ) . Vaccines consisting of peptides derived 
from the protein sequence of a candidate tumor-associated or speci fi c antigens 
represent the tip of the anticancer vaccine spear (Bright and Franz  2002 ; Knutson 
et al.  2001  ) . Additional essential signaling components in cancer cells are being 
discovered, and it has been shown that individual peptides can be derived to inhibit 
their function in a targeted fashion (Lev et al.  2004 ; McCarty  2004 ; Tortora et al. 
 2003  ) . These  peptides can be used for monotherapy or in combination with con-
ventional chemotherapeutic agents. Since multiple pathways become dysfunctional 
when a tumor develops and cancer cells accumulate oncogenic mutations as they 
progress, the greatest advancement can be achieved by combining therapeutic 
agents, which address different hallmarks of cancer. This concept, called “multifo-
cal signal modulation therapy” (MSMT), is a very promising approach, and 
researchers have  demonstrated that combinations of signal modulators achieve 
dramatic suppression of tumor growth (Lev et al.  2004 ; McCarty  2004 ; Tortora 
et al.  2003  ) . 

 Anticancer peptide therapy is an emerging  fi eld that uses bioactive therapeutic 
peptides to kill cancer cells. In the past 15–20 years, much effort has been directed 
to developing peptides capable of eliciting therapeutic responses in cells. Early 
work was pursued with the goal of using peptides as tools to probe the mecha-
nisms and functional consequences of various protein–protein interactions, but it 
soon became apparent that peptides capable of mimicking or interfering with 
important intraprotein contacts could be useful as therapeutic molecules (Bidwell 
and Raucher  2009  ) . 

 It is important to note that, as opposed to small molecule drugs, peptides are 
 easily designed to target almost any protein of interest using “rational” methods. As 
the sequence, structure, and interaction partners of many oncogenic proteins are 
known, peptides can be designed to inhibit these interactions by using a sequence 
from the interaction domain. Peptides can be easily produced and their sequence 
easily modi fi ed using chemical synthesis or molecular biology techniques. However, 
the utilization of peptides for cancer therapy is limited at present by poor pharma-
cokinetic parameters and tumor deposition (Talmadge  1998 ; Lipka et al.  1996  ) . 
When applied in vivo, peptides are rapidly degraded in circulation, and their 
relatively large size and often charged nature make them unable to penetrate cancer 
cell membranes. These limitations can be overcome through the use of nonnatural 
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amino acids or macromolecular carriers to enhance peptide stability and through the 
use of cell-penetrating peptides to increase membrane permeability (Bidwell and 
Raucher  2009  ) . 

 Therapeutic peptides can be grouped into three classes: (1) peptides that interfere 
with proliferative signal transduction cascades, (2) peptides that arrest the cell cycle 
by modulating cyclin-dependent kinase activity, and (3) peptides that can directly 
induce apoptosis by modulating proteins that control apoptotic response (Bidwell 
and Raucher  2009  ) . 

 In this study, the Resonant Recognition Model (RRM) was employed to design 
de novo the bioactive peptides mimicking the activity of three selected therapeutic 
proteins interleukin 12 (IL12), myxoma virus M-T5 protein (MV-T5), and tumor 
necrosis factor (TNF- a ) known to play signi fi cant roles in cancer treatment. The 
cytotoxicity of the designed peptides was experimentally evaluated on mammalian 
tumor and normal cell lines, with the  fi ndings presented and discussed below.  

    5.2   Resonant Recognition Model 

 The Resonant Recognition Model (RRM) (Cosic  1995,   1997  )  essentially belongs to 
the  fi eld of protein and DNA sequence analysis. There are different approaches in 
this  fi eld that could be classi fi ed into four main areas:

   General statistical analysis (based on amino acid frequencies)   –
  Signal searches (searches intended to uncover potential structural elements of  –
nucleotide or amino acid sequences)  
  Similarity (homology) searches   –
  Structural predictions     –

 However, the available methods can be characterized by a different predictive 
accuracy, especially in predicting biological function from sequence similarities. 
Similar sequences may appear in totally alien proteins as a result of chance or, occa-
sionally, by convergent evolution of sequences with similar properties. There are a 
number of unexpected signi fi cant resemblances between functionally different 
 proteins, and on the one hand, no sequence homology can be observed for function-
ally related peptides. The optimal alignment programs introduce certain improve-
ments in sequence analysis intended to distinguish between analogous and homologous 
sequences, but they are still based on sequence similarities. 

 The RRM allows investigation of the periodicity of structural motifs with de fi ned 
physicochemical characteristics, which determine biological properties of protein 
and DNA sequences. The RRM is based on signal processing methods and incorpo-
rates a physical property of nucleotides or amino acids (the electron–ion interaction 
potential) resulting in decoding of the sequence into a signal and transformation of 
the signal into a spectrum by Fourier or wavelet transform. Multiplication of such 
spectra extracts information that is found to correlate with the biological function of 
the analyzed molecules (Cosic  1994,   1995,   1997 ; Pirogova et al.  2002  ) . The Fourier 
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transform is useful tool in sequence analysis as it allows easy manipulation with 
signals and extracting information out of a great number of sequences as well as 
prediction of the points in the sequence that could be the most important for the 
biological function of the analyzed molecule. 

 In the RRM (Cosic  1994,   1995,   1997 ; Pirogova et al.  2002  ) , at  fi rst the protein 
primary structure, i.e., amino acid sequences, is presented as a numerical series by 
assigning to each amino acid a physical parameter value relevant to the protein’s 
biological activity. A number of amino acid indices (437 have been published) have 
been found to correlate in some way with the biological activity of the whole  protein. 
It was shown (Cosic  1994,   1995,   1997 ; Pirogova et al.  2002  )  that the highest 
 correlation can be achieved with parameters related to the energy of delocalized 
electrons in each amino acid. This observation is explained by the fact that the 
 electrons delocalized from the particular amino acid have the strongest impact on 
the electronic distribution of the whole protein (Cosic  1994,   1995,   1997 ; Pirogova 
et al.  2002  ) . The energy of delocalized electrons, calculated as the electron–ion 
interaction pseudo-potential (EIIP) (Veljkovic and Slavic  1972  )  of each amino acid 
residue, is employed in the RRM for conversion of protein primary sequence into a 
numerical sequence. Thus, these numerical series represent the distribution of free 
electrons’ energies along the protein. 

 At the second stage of the RRM calculation, the obtained numerical series are 
converted into a discrete Fourier spectrum, which carried the same information con-
tent about the arrangement of amino acids in the sequence as the original numerical 
sequence (Cosic  1994,   1995,   1997 ; Pirogova et al.  2002  ) . A multiple cross-spectral 
function is de fi ned and calculated to obtain the common frequency components 
from the spectra of a group of proteins. Peaks in such function denote common 
frequency components for all sequences analyzed (Cosic  1994,   1995,   1997 ; Pirogova 
et al.  2002  ) . It was shown that one characteristic frequency characterizes one 
 particular biological function or interaction (Cosic  1994,   1995,   1997 ; Pirogova et al. 
 2002  ) . But this frequency can be regarded as characteristic feature of the particular 
biological function when the following criteria are met:

   Single peak only can be observed for a group of protein sequences with the same • 
biological activity.  
  If no signi fi cant or prominent peak in the spectrum can be seen, then these  protein • 
sequences are biologically unrelated.  
  Different peak frequencies observed in cross spectrum correspond to different • 
biological functions.    

 In our previous studies, it was shown that proteins with the same biological 
function have a common frequency in their numerical spectra. Hence, the calcu-
lated RRM frequency can be regarded as important feature for protein biological 
function or interaction. It was also proven that proteins and their targets (recep-
tors, binding proteins, and inhibitors) display the same characteristic frequency in 
their interactions. Despite the fact that a protein and its target have different bio-
logical functions, they can participate in the same biological process, which is 
de fi ned by the same RRM frequency (Cosic  1997  ) . When this RRM characteristic 
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frequency is calculated, it is possible then to identify the individual amino acids 
in a protein sequence that contribute most to this speci fi c characteristic frequency 
and, thus, to the observed protein’s biological behavior. It is also possible to 
design  de novo   bioactive peptides having only the determined characteristic 
 frequency and consequently the desired biological function (Cosic  1997 ; Pirogova 
et al.  2002  ) .  

    5.3   Bioactive Peptide Design Using the RRM 

 It is possible to determine the RRM characteristic frequency from analysis of the 
power spectra of proteins. In addition, from the analysis of their phase spectra, we 
can identify the corresponding phase for a particular frequency. On the basis of 
determined RRM characteristic frequencies and phases for a particular group of 
protein sequences, we can design amino acid sequences (short peptides) having 
those speci fi c characteristics related to a protein’s biological function. It is expected 
that the designed peptide will exhibit the desired biological activity (Pirogova et al. 
 2002 ; Cosic and Pirogova  2007  ) . 

 The strategy for design of such de fi ned peptides is presented below:

    1.    The RRM characteristic frequency is determined from the multiple cross- spectral 
function for a group of protein sequences that share a common biological func-
tion (interaction).  

    2.    The phases are calculated for the characteristic frequency or frequencies of a 
particular protein, which is selected as a parent for an agonist/antagonist.  

    3.    The minimal length of the designed peptide is de fi ned by the appropriate fre-
quency resolution. An inverse Fourier transformation (IFT) is used to calculate a 
numerical sequence of different lengths, which exhibits the same prominent 
characteristic frequency as a parent protein.  

    4.    To determine the amino acids that correspond to each element of the new numer-
ical sequence de fi ned above, the tabulated electron–ion interaction potential 
(EIIP) parameter values are used. The resulting new amino acid sequence repre-
sents the anticipated designed peptide (Cosic  1997 ; Pirogova et al.  2002 ; Cosic 
and Pirogova  2007  ) .     

 In previous studies, the RRM approach was applied to structure–function analysis 
of basic  fi broblast growth factor (bFGF) (Cosic et al.  1994  ) . Property   –pattern char-
acteristics for biological activity and receptor recognition for a group of FGF-related 
proteins were de fi ned and then used to aid the design of a set of peptides which can 
act as bFGF antagonists. Molecular modeling techniques were then employed to 
identify the peptide within this set with the greatest conformational similarity to the 
putative receptor domain of bFGF. The 16-mer peptide, which exhibits no sequence 
homology to bFGF, antagonized the stimulatory effect of bFGF on  fi broblast thymi-
dine incorporation and cell proliferation, but exerted no effect itself in these in vitro 
bioassays (Cosic et al.  1994  ) . 
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 The RRM was also successfully applied for the analysis of HIV envelope 
 proteins. The interaction between HIV virus envelope proteins and CD4 cell 
 surface antigen has a central role in the process of virus entry into the host cell. 
Thus, blocking the interaction between the envelope glycoproteins and CD4 
 surface antigen, known to be the HIV receptor, should inhibit infection (Krsmanovic 
et al.  1998  ) . For this purpose, 6 peptides, each of 20 amino acids in length, were 
designed using the RRM methodology. To validate the RRM computational pre-
dictions, the activities of the designed peptides were evaluated experimentally. 
These investigations were performed initially by evaluating the reactivity and 
cross-reactivity of all designed peptides with their corresponding antibodies 
(Krsmanovic et al.  1998  ) . The results obtained showed signi fi cant cross-reactivity 
to the polyclonal antibodies raised against peptides that share at least one charac-
teristic frequency and phase at this frequency. The results provided an experimen-
tal con fi rmation of the concept that RRM frequency characteristics present 
important parameters associated with biomolecular recognition and in particular, 
the antibody–antigen recognition.  

    5.4   Design of Peptide Analogue with Anticancer Activity 

 Here we present the application of the RRM approach to structure–function analysis 
of 3 selected therapeutic proteins: interleukin 12, myxoma virus MT, and tumor 
necrosis factor, which are known to possess anticancer biological activities. The 
short linear bioactive peptides RRM-IL, RRM-MV, and RRM-TNF were designed 
to mimic murine IL12 (Pirogova et al.  2011  ) , myxoma virus MT5 protein (Istivan 
et al.  2011 ; Almansour et al.  2012a  ) , and murine TNF- a  (unpublished), 
respectively. 

    5.4.1   Interleukin 12 (IL12) 

 IL12 has an essential role in the interaction between the innate and adaptive arms 
of immunity by regulating in fl ammatory responses, innate resistance to infection, 
and adaptive immunity. In experimental tumor models, recombinant IL12 treat-
ment has a dramatic antitumor effect on transplantable tumors, on chemically 
induced tumors, and in tumors arising spontaneously in genetically modi fi ed mice. 
IL12 utilizes effect or mechanisms of both innate resistance and adaptive immunity 
to mediate antitumor resistance. The stimulating activity of IL12 on antigen-
speci fi c immunity relies mostly on its ability to determine or augment Th1 and 
cytotoxic T lymphocyte responses. Because of this ability, IL12 has a potent adju-
vant activity in cancer and other vaccines (Colombo and Trinchieri  2002 ; Borden 
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and Sondel  1990  ) . IL12 was shown to have potent antitumor effects in murine 
models of melanoma, sarcoma, kidney cancer, lung cancer, colon cancer, and 
 ovarian cancer (Kozar and Kaminski  2003 ; Den Otter and Jacobs  2008  ) . As 
reported, systemic or peritumoral injection of IL12 can induce complete regression 
of established tumors, inhibit the formation of distant metastases, and substantially 
prolong the survival of tumor-bearing mice. These studies have identi fi ed doses of 
IL12 that can induce impressive tumor responses without causing overt toxicity 
(Kozar and Kaminski  2003  ) . 

 Thirteen IL12 proteins from different origins were analyzed using the RRM. 
The characteristic RRM frequency (most prominent) was identi fi ed at  f  

RRM
  = 0.4531 

as shown in Fig.  5.1 . According to the RRM concepts, this prominent peak charac-
terizes the common biological activity of analyzed IL12 proteins. Less prominent 
peaks observed in Fig.  5.1  con fi rm that these selected IL12 proteins can be involved 
in different biological processes (interact with other proteins). Mouse IL12    
sequence (NP_032377, 215 aa, Entrez Protein Database) was selected as a parent 
protein to design a short bioactive peptide having IL12-like activity. The RRM-IL12 
sequence, AREDLDERAQQKREDLDP, is an 18 amino acid linear peptide. The 
length of the designed peptide is de fi ned using the ration  L  = 1/ f  

RRM
 . The synthetic 

peptide was designed with the frequency  f  
RRM

  = 0.4531 and phase   j   = 3.069. The 
synthetic peptide sequence has the following characteristics: a molecular weight of 
2.184 kDa, theoretical pI of 4.39, and an estimated half-life of 4.4 h in mammalian 
reticulocytes.  

 A similar procedure was used to design the negative control peptide analogue 
(RRM-C), which has a different “inactive” frequency and phase (  f  

C
  = 0.2,   j   

C
  = 1.5) 

and does not express IL12 activity. The 22 amino acid linear peptide 
CVLQDCVLQDCVIQDCVLQDCV was designed as a negative control for bio-
logical cytotoxicity assays (molecular weight of 2.454 kDa, theoretical pI of 3.32, 
and estimated half-life of 1.2 h). The cytotoxic effects of the novel bioactive peptide 
RRM-IL12 and negative control peptide were experimentally validated on B16F0 
mouse melanoma cell culture (Pirogova et al.  2011  ) .  

  Fig. 5.1    Multiple cross-
spectral function of 13 IL12 
protein sequences       
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    5.4.2   Myxoma Virus Proteins (MV) 

 The concept of using viruses to target and destroy cancerous cells is a novel form 
of cancer therapy. An optimal oncolytic virus candidate is required to possess a 
selective tropism to speci fi cally infect and destroy the cancerous tissue without 
causing damage to normal tissue (Stanford et al.  2008  ) . More recently, myxoma 
virus (MV) has been added to the oncolytic virus candidate list. MV is a poxvirus 
of the Leporipoxvirus genus and the Chordopoxvirinae subfamily of Poxviridae 
(Stanford et al.  2008 ; Fenner and Ross  1994 ; Wang et al.  2006 ; Werden and 
McFadden  2008 ; Sypula et al.  2004  ) . It causes a lethal disease known as myxoma-
tosis in the European rabbit, Oryctolagus cuniculus, but it is nonpathogenic in 
other vertebrates including humans (Stanford et al.  2008 ; Fenner and Ross  1994 ; 
Wang et al.  2006 ; Werden and McFadden  2008 ; Sypula et al.  2004  ) . This virus has 
become of signi fi cant attention to researchers due to its oncolytic properties in 
human cancers, which have been reported in several studies both in vitro and 
in vivo (Stanford et al.  2008 ; Fenner and Ross  1994 ; Wang et al.  2006 ; Werden and 
McFadden  2008 ; Sypula et al.  2004  ) . 

 In our recent study (Istivan et al.  2011  ) , we used the RRM to design RRM-MV, 
a short linear peptide (18 amino acids, MW 2.345 kDa) with anticancer bioactive 
frequencies, as an analogue for the 49-kDa M-T5 protein molecule of myxoma 
virus. The 483 aa ankyrin-repeat protein NM-T5 protein (AAC55050) was selected 
as a parent protein for this analysis in addition to MV proteins: M-T1 (NP_051880), 
NM-T2 (NP_051879), T2 (AAA46632), T3C (CAA09973), MT3 (CAA0997), 
M-T4 (NP_051716), M-T6 (CAA09975), NM-T7 (AAA46631), and M-T8 
(AAA46630) (Hetenyi and Van der Spoel  2002  ) . Here we present the results of our 
computational analysis of myxoma virus (MV) proteins and the rational design of 
bioactive peptide analogue having the selected MV-T5-like activity. The RRM 
approach was used for analysis of selected ten MV proteins. Multiple cross-spectral 
function was obtained, and RRM characteristic frequency characterizing the com-
mon biological activity of the selected MV sequences was determined at  f  

MV
  = 0.1152 

shown in Fig.  5.2 .  

  Fig. 5.2    Multiple cross-
spectral function of 10 MV 
protein sequences       
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 On the basis of the characteristic frequencies and corresponding phases deter-
mined for selected MV proteins (the computational analysis is described in details 
in (Istivan et al.  2011  ) ), we designed a short peptide that can exhibit the desired 
biological activity of MV protein. The 18 amino acid linear peptide sequence 
RRM-MV (MDDRWPLEYTDDTYEIPW) was designed with the frequency 
 f  
MV

  = 0.1152 and phase   j   
MV

  = −0.457. RRM-MV predicted theoretical pI, 3.66. Its 
estimated half-life in mammalian reticulocytes is 30 h (  http://au.expasy.org/tools/
protparam.html    ). 

 RRM-MV-C was also designed by the RRM with a frequency other than 
 f  
MV

  = 0.1152 (  f c = 0.08,   j   
C
  = 0.75). It was used as a negative control peptide (Istivan 

et al.  2011 ; Almansour et al.  2012a  ) .  

    5.4.3   Tumor Necrosis Factor (TNF- a ) 

 Another therapeutic protein of our research interest was TNF- a  which is a multi-
functional cytokine playing signi fi cant roles in apoptosis, cell survival, in fl ammation, 
and immunity acting via two receptors. Current use of TNF- a  in cancer therapy is 
in the regional treatment of locally advanced soft tissue sarcomas and metastatic 
melanomas. In this study, 22 mammalian TNF- a  protein sequences have been 
 analyzed, and their RRM characteristic frequency was identi fi ed (Fig.  5.3 ).  

 The original sequence TNF-2 (AAA40459 murine, 235 amino acids) was selected 
as a parent protein to  de novo  design a short bioactive peptide RRM-TNF that can 
express the same biological activity as the selected TNF-2 protein. The RRM 
 characteristic frequency for the mouse TNF- a  peptide analogue was designed on 
the basis of the frequency and phase determined within the RRM analysis: 
 f  
RRM

  = 0.0508,   j   = −1.393. According to the RRM concept, the RRM frequency 
 characterizes the common biological activity of the selected TNF- a  proteins. The 
20 mer peptide analogue sequence (unpublished) was selected for our experimental 
work based on the characters of the protein sequence: molecular    weight, 2576.7; 
theoretical pI, 4.75; estimated half-life, 1 h (mammalian reticulocytes, in vitro); and 
instability index, stable (ProtParam tool ExPASy).   

  Fig. 5.3    Multiple cross-
spectral function of 22 
TNF- a  protein sequences       
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    5.5   Evaluation of Cytotoxic Effects of the RRM-Designed 
Peptides on Cancer and Normal Cells 

 Recently, our research has been focused on evaluating the suitability of the compu-
tationally designed peptides as melanoma therapeutics. We applied several qualita-
tive and quantitative cellular cytotoxicity assays in this approach.

    1.     Qualitative Evaluation  
 The cytotoxic effects of the bioactive peptides RRM-MV, RRM-IL, RRM-TNF, 
and RRM-C were investigated on several mammalian cell lines at different 
concentrations and different incubation times using confocal laser scanning 
microscopy (CLSM) (Istivan et al.  2011 ; Almansour et al.  2012a  ) . Evaluation of 
in vitro assays via CLSM revealed that the bioactive peptide analogues (RRM-MV, 
RRM-IL, and RRM-TNF) induced the characteristic morphological changes 
associated with apoptosis and/or necrosis. The three peptides were cytotoxic 
to melanoma cells when compared with the non-treated cell culture and with 
the cell cultures treated with the negative control peptide RRM-C on mouse 
melanoma B16 cells (Fig.  5.4 ) and on human melanoma MM96L cells (Fig.  5.5 ). 
Similar cytotoxic effects were also detected on the human carcinoma cell line 
COLO-16 (Istivan et al.  2011 ; Almansour et al.  2012a  ) .   

 The cytotoxic effects on cancer cell lines were dose dependent as higher 
concentrations of the RRM peptide analogues had a stronger necrotic effect on 
the mouse melanoma B16 cells (Fig.  5.6 ) and on all the other tested cancer cell 
lines. The micrographs in (Fig.  5.6 ) indicate the abundant detachment of the 
con fl uent cell layer and the numbers of necrotic cells in cultures treated with 
highest concentration (1.6  m g/mL). In addition to being dose dependent, the 
cytotoxic effects were time dependent, as longer incubation periods with lower 
peptide concentrations caused more signi fi cant effect when incubated for up to 
18 h. However, it was noticed that the B16 cells started to recover from the cyto-
toxic effects of RRM-MV after 16 h of incubation; therefore, a second dose of 
the same concentration of  bioactive peptide at 16 h was found to enhance the 
cytotoxic effect (Istivan et al.  2011  ) .  

 On the other hand, no cytotoxic effects (apoptosis and necrosis) were detected 
when normal (noncancerous) cell lines were incubated with any of the RRM-
designed peptides even at 1.6  m g/mL, a peptide concentration that can cause 
signi fi cant cytotoxic effects on cancer cell lines. The CLSM micrographs in 
Fig.  5.7  show the mouse macrophage J774 semi-adherent normal cell line after 
treatment with the RRM-designed peptides. Similarly, we have investigated the 
cytotoxic effects of RRM-MV on the mouse skin  fi broblast primary cell culture 
(Istivan et al.  2011  )  and on two normal human skin cell lines, the epidermal 
melanocytes cell line (HEM) and the dermal  fi broblast cell line (HDF) (Almansour 
et al.  2012a  ) . No cytotoxic effects were detected on any of the normal cell lines 
when compared to the non-treated cell cultures incubated under similar conditions. 
Furthermore, toxic effects were not detected when the above-mentioned normal 
cell cultures were treated with RRM-IL or with RRM-TNF (unpublished).   
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    2.     Quantitative Evaluation  
 Assessment of cell cytotoxicity through LDH quanti fi cation is based on the detec-
tion of the release of lactate dehydrogenase upon the rupture of cellular mem-
branes leading to cell death. We have applied this test to quantify the levels of 
LDH released from cells following treatment with the RRM-designed peptides. 
The LDH assay results supported our confocal microscopy data, as mouse mela-
noma B16 cells treated with RRM-IL, RRM-TNF, and RRM-MV produced 
signi fi cantly elevated LDH levels compared to the non-treated cells and to cells 
treated with the negative control peptide RRM-C (Fig.  5.8 ).    Conversely, LDH 
levels were not signi fi cantly elevated when the J774 mouse macrophage cells were 

Combined AlexaFluor PI

No 
treatment

RRM-C

RRM-MV

RRM-IL

RRM-TNF

  Fig. 5.4    CLSM micrographs (100× magni fi cation) for the apoptosis/necrosis assay with annexin 
V-Alexa Fluor 488 and propidium iodide ( PI ) in the mouse melanoma cell line (B16F0) after 3-h 
incubation with 0.1  m g/mL of any the RRM-designed peptides.    Cytotoxic changes including 
detachment of con fl uent layer, apoptotic cells ( green ), and necrotic cells ( red ) are obvious in cell 
lines treated with RRM-MV or RRM-IL or RRM-TNF       
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treated with any of the  RRM-designed peptides (Fig.  5.8 ), hence con fi rming the 
minimal cytotoxic effects in normal cells treated with the bioactive peptides which 
was detected by the CLSM qualitative technique (Figs.  5.4 ,  5.5 ,  5.6 , and  5.7 ).  

 Levels of LDH released from damaged cells were also measured in cancer 
and normal mammalian cell lines following treatment with the bioactive peptide 
RRM-MV or with the negative control peptide RRM-C. Our statistical analysis 
data indicated the signi fi cant difference in LDH levels between cancer cells 
treated with RRM-MV when compared with non-treated cancer cells, with cancer 
cells treated with RRM-C, or with normal cells treated with any of the peptides 
(Fig.  5.9 ).      

No treatment Ova Albumin RRM-C

RRM-IL RRM-MV RRM-TMF

  Fig. 5.5    CLSM    micrographs (100× magni fi cation) for the apoptosis/necrosis assay with annexin 
V-Alexa Fluor 488 ( green  fl uorescence ) and propidium iodide ( red  fl uorescence ) on the human 
melanoma cell line MM96L. Cell cultures were incubated with 200 ng/mL of each of  RRM-IL , 
 RRM-MV ,  RRM-TNF , and  RRM-C  for 3 h, and  ovalbumin  (200 ng/mL) was used as an additional 
negative control       

0.1 µg/ml 0.2 µg/ml 0.4 µg/ml 1.6 µg/ml

  Fig. 5.6    CLSM micrographs (100× magni fi cation) for the apoptosis/necrosis assay indicating the 
dose-dependent effect of RRM-MV on the mouse melanoma cell line (B16F0) after 3-h incubation 
with increasing concentrations of RRM-MV. Cytotoxic    changes including detachment of con fl uent 
layer, apoptotic cells ( green ), and necrotic cells ( red ) are more obvious with higher concentrations 
of the peptide       
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    5.5.1   Effect of RRM-Designed Peptides on Human Erythrocytes 

 To assess the suitability for the RRM-designed peptides as future cancer therapeutics, 
their toxicity on human erythrocytes was tested using the hemolysis assay. Human 
erythrocytes were incubated with various concentrations of the each of the following 
peptides: RRM-IL, RRM-MV, RRM-TNF, and RRM-C for 18 h.    Results presented in 
(Fig.  5.10 ) indicated that the above-tested peptides did not induce erythrocyte lysis at 
any of the concentrations used when compared with the  complete erythrocyte lysis posi-
tive control, thus concluding that the tested peptides did not harm human blood cells.   

Combined AlexaFlour PI

No 
treatment

RRM-C

RRM-MV 

RRM-IL 

RRM-TNF

  Fig. 5.7    CLSM micrographs (200× magni fi cation) following the apoptosis/necrosis assay (with 
annexin V-Alexa Fluor 488 and propidium iodide) in the mouse macrophage normal cell line (J774) 
after 3-h incubation with 1.6  m g/mL of one of the RRM-designed peptides (RRM-C, RRM-MV; 
RRM-IL, RRM-TNF). No signi fi cant cytotoxic effects (apoptosis, necrosis, and  cellular detachment) 
were detected in any of the treated cell cultures as compared with the non-treated cell culture simi-
larly incubated in DMEM, indicating the minimal cytotoxic effect of the peptides on normal cells       
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    5.5.2   Evaluation of the Effects of Other Designed Negative 
Control Peptides Versus the Bioactive Peptide RRM-MV 

 To assess the ef fi ciency of the RRM to design bioactive peptide with a speci fi c 
 biological function, we have recently evaluated the biological effects of the bioac-
tive peptide RRM-MV  versus  four negative control peptides on human skin cancer 
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  Fig. 5.8    LDH cytotoxicity assay for mouse melanoma ( B16 ) and mouse macrophage ( J774 ) cell 
lines after treatment with the RRM-designed peptides. Cells    (3 × 10 5 ) were incubated for 3 h with 
 RRM-C ,  RRM-IL ,  RRM-TNF , or  RRM-MV  at 1.6  m g/mL. Cells without treatment were similarly 
incubated for 3 h. Each bar represents mean ± standard errors of three separate experiments in 
triplicate       

  Fig. 5.9    Cytotoxic effect of RRM peptide analogues on normal and cancer cells measured by 
LDH assay. Cells (3 × 10 5 ) were incubated for 3 h with  RRM-C  or with  RRM-MV  at 400 ng/mL (for 
 COLO16 ) and 1,600 ng/mL (for  CHO ,  J774A , and  B16-F0 ). Cells without treatment were simi-
larly incubated for 3 h (blank). Each bar represents mean ± standard errors of three separate experi-
ments in triplicate       
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cells and on human normal skin cells in vitro (Almansour et al.  2012b  ) . The nega-
tive control peptides were speci fi cally designed  not  to possess the antitumor activity 
exhibited by RRM-MV on cancer cells. Hence, the negative control peptide RRM-
MV-C (DDDCWHVLEKWTDDDRQA) was designed by RRM with a frequency 
other than  f  

MV
  = 0.1152 (  f  

C
  = 0.08,   j   

C
  = 0.75). Furthermore, to investigate if any change 

in the order of the amino acid within the sequence of the bioactive peptide RRM-MV 
can in fl uence its biological activity, the order of one amino acid in the original 
RRM-MV sequence was changed at different positions to create the following scram-
bled peptides:

   MVC1-end (MDDRWPLEYTDDTYEI WP )  
  MVC2-mid (MDDRWP EL YTDDTYEIPW)  
  MVC3-side (MDDRWPLEYTD TD YEIPW)    

 The new controls were tested for their biological activity on cancer cells, in 
comparison with the cytotoxic activity of the RRM-MV. The qualitative micro-
scopic data con fi rmed the lack of cytotoxic effects on the MM96L melanoma cell 
line when treated with the non-bioactive peptide controls (Fig.  5.11 ). None of the 
studied negative control peptides (RRM-MV-C, MVC1, MVC2, and MVC3) 
caused obvious apoptosis or necrosis on the tested cancer cell lines (MM96L and 
COLO-16) even after incubation for up to 18 h. Furthermore, the negative control 
peptides and the bioactive peptide RRM-MV did not have any cytotoxic effect on 
the normal human dermal  fi broblast (HDF) (Almansour et al.  2012b  ) . This can 
highlight the fact that the lack of the computationally determined RRM frequency 
in the control peptides RRM-C and RRM-MVC diminished their cytotoxic effect 
on cancer cells. In addition, any change in the unique amino acid sequence of the 
RRM-designed bioactive peptide (RRM-MV) will devalue its desired biological 
function.   

  Fig. 5.10    The effect of the RRM-designed peptides on human erythrocytes. Washed human eryth-
rocytes in PBS were incubated for 18 h with increasing concentrations of  RRM-C ,  RRM-IL , 
 RRM-MV , and  RRM-TNF . Human red blood cells were relatively resistant to the RRM-designed 
peptides when incubated for up to 18 h, as cytolytic/hemolytic effects were not detected. Data 
values are the average of three independent experiments in triplicates       
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    5.5.3   Investigating Possible Targets for the Bioactive 
RRM-Designed Peptides in Cancer Cells 

 It was noticed that the bioactive peptides can only induce cytotoxic effects on can-
cer cells when the treated cell cultures are incubated at the body temperature 37°C, 
while there were no indications on cellular cytotoxicity when the cancer cell cul-
tures were incubated at 4°C instead of 37°C after the RRM peptide treatment 
(Fig.  5.12 ). This is an indication to the possibility of the involvement of cellular 
apoptosis pathways targeted by the peptide treatment in these cells. To understand 
the mechanism of action of the bioactive RRM-designed peptides, we have investi-
gated the effect of RRM-MV on some cellular pathways involved in apoptosis in 
cancer cells such as phospho-Akt (Istivan et al.  2011 ; Almansour et al.  2012a  ) , 
cleaved casapase-3, and p-53 (unpublished).  

 Akt, or protein kinase B (PKB), is a serine/threonine kinase that plays a crucial 
role in the regulation of many cellular processes, including apoptosis or pro-
grammed cell death; therefore, we have investigated the effect of the bioactive 
peptide RRM-MV and the negative control RRM-C on Akt cell signaling pathway 
in  mammalian cancer and normal cell lines. The effect of RRM-MV or RRM-C 

  Fig. 5.11    CLSM combined micrographs for MM96L cell line following treatment with 200 ng/mL 
of the control peptides using Vybrant Apoptosis Assay kit, showing necrotic cells in the  RRM-MV -
treated cell culture only       
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treatment on Akt signaling pathways in B16F0, MM96L, COLO-16, and HDF 
cell lines was investigated using immunoblotting (Istivan et al.  2011 ; Almansour 
et al.  2012a  ) . Our results indicated that the Akt signaling pathway did not seem to 
be affected by RRM-MV treatment in the mouse melanoma cell line (B16F0) 
(Istivan et al.  2011  ) . On the contrary, the levels of p-Akt expression at Ser-473 and 
Thr-308 were slightly increased in the RRM-MV-treated human melanoma and 
carcinoma cells MM96L and COLO-16 (Almansour et al.  2012a  ) . Levels of p-Akt 

No treatment RRM-C RRM-MV RRM-IL RRM-TNF

@ 4ºC

@ 37ºC

@ 4ºC

@ 37ºC

  Fig. 5.12    CLSM micrographs for the apoptosis/necrosis assay in the mouse melanoma cell line 
(B16F0) after 18-h incubation with 0.1  m g/mL of the RRM-designed peptide. Cytotoxic changes 
including detachment of the con fl uent layer and necrotic cells ( red ) are only obvious in cancer cell 
cultures incubated at 37°C following treatment with  RRM-MV ,  RRM-IL , or  RRM-TNF . Cell cul-
tures incubated at 4°C did not show any sign of cytotoxicity in comparison to cultures with similar 
treatments incubated at 37°C       
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and total Akt were  unaffected by RRM-C treatment in all tested cancer cell lines. 
Likewise, levels of p-Akt and total Akt expression were unaffected after RRM-
MV or RRM-C treatment in the HDF normal human skin cell line (Almansour 
et al.  2012a  ) . 

 Because p53 and cleaved casapase-3 proteins play a signi fi cant role in cell death 
and are the potential targets for RRM-MV treatment, the cellular expression of p53 
and cleaved casapase-3 proteins in melanoma and carcinoma cells were assessed. 
We found that the levels of these proteins increased after the RRM-MV treatment 
only in cancer cells, while there was no noticeable increase in the levels of P53 and 
cleaved casapase-3 in normal cells indicating that RRM-MV can signi fi cantly affect 
cancer progression leading to apoptosis in melanoma and carcinoma cells without 
harming normal cells (unpublished).   

    5.6   Conclusion 

 In this chapter, a brief review of current advances and novel approaches in experi-
mental and computational drug discovery, design, and development has been pre-
sented. As knowledge grows about the proteins involved in tumor cell development, 
peptides will be the  fi rst available inhibitors for therapy of the newly discovered 
target proteins. Therapeutic peptides can be developed for the inhibition or reactiva-
tion of a huge variety of important signaling molecules. Furthermore, these peptides 
can be very speci fi c with regard to their target proteins and in some cases can also 
be speci fi c with regard to the cancerous cell types. Therefore, owing to their ease of 
design and production and wide spectrum of potential targets, therapeutic peptides 
have a promising future in cancer therapy. The rational design of therapeutic pep-
tides to inhibit interactions of interest is relatively easy and certainly much easier 
than designing small molecules to inhibit the same interactions. This gives drug 
developers access to inhibitors of many important protein–protein interactions to 
which small molecule inhibitors are not available. Furthermore, because therapeutic 
peptides can be very speci fi c, this can reduce the likelihood of “off-target” effects. 
However, so far, the use of peptides for cancer treatment has been limited due to 
their poor performance pharmacologically. Limitations of stability in plasma, bio-
availability, and tumor cell penetration have prevented the advance of peptides 
beyond preclinical testing. Therefore, the key issue for the development of this new 
class of drugs is not  fi nding new therapeutic peptides, but  fi nding new ways for their 
delivery to tumor sites for in vivo validation. 

 In this manuscript, we also discussed the use of de novo designed peptides for 
cancer therapy using the example of the IL12-like, MV-T5-like, and TNF- a -like 
short peptides, which were designed computationally using the RRM approach. 
The  fi ndings obtained within the experimental evaluation indicate the suitability 
of the RRM approach to design bioactive peptides with the desired biological 
functions.       
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  Abstract   It has been almost 20 years since the word proteome was coined in 
1994. Proteomic techniques have experienced three generations: 2-DE MALDI-
TOF, bottom-up, and top-down, although top-down has not yet reached its full 
potential. Though numerous techniques have been developed to assist the 
achievement of accurate results in large scale with high-throughput capability, 
the  fi eld of proteomics is still driven by the development of new technologies for 
sample processing, protein identi fi cation, quanti fi cation, structure, and function. 
Advances in sample preparation mainly focus on sample fractionation, enrich-
ment, and separation. Current trends aim to obtain certain types of peptides 
and proteins or speci fi c organelles. Advances in protein identi fi cation are aimed 
to detect and identify more proteins accurately; while advances in protein 
quanti fi cation are focused on improvement of accuracy, precision, and reproduc-
ibility. Structural and functional proteomics have begun, but require continued 
development to reach their full potential. In summary, every technique is devel-
oped to improve performance and/or reduce cost.  
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    6.1   Introduction 

    6.1.1   What Is Proteomics 

 Originally, proteomics was de fi ned as “the study of proteins, how they’re modi fi ed, 
when and where they’re expressed, how they’re involved in metabolic pathways and 
how they interact with one another” in 1996 by Wilkins, who coined the term pro-
teome in 1994 as “all proteins expressed by a genome, cell or tissue” (Wilkins et al. 
 1996 ; Huber  2003  ) . Along with the development of proteomics, its concept has been 
extended to all aspects of proteins: to de fi ne and characterize the identities, quanti-
ties, structures, and functions of proteins in different cellular contexts (Phizicky 
et al.  2003  ) . Proteomics can be de fi ned simply as a large-scale approach to analyze 
the entire set of proteins expressed in a biosample (Yates  2000 ; Corthals and Nelson 
 2001  ) . The words comprehensive and global have been used very often to substitute 
for large scale (Anderson and Anderson  1998 ; Ziegler  2001  ) .  

    6.1.2   Why Study Proteins 

 In the steps leading from a gene to a fully functional protein, a gene is transcribed 
to mRNA, mRNA is translated into a protein, and the protein is modi fi ed to a fully 
functional form. Although signi fi cant achievements have been made in genomics, 
mRNA measurements cannot substitute for protein measurements for several 
reasons: (1) proteins, rather than nucleic acids, mediate most of the physiologic 
functions within the cell, and (2) proteins are regulated in a variety of ways, many 
of which do not involve changes in mRNA levels, such as translational regulation, 
posttranslational modi fi cation, and protein degradation. The protein and mRNA 
responses are only partially correlated (Anderson and Anderson  1998 ; Knepper 
 2002  ) . Therefore, the study of proteomics is essential and complementary to the 
area of functional genomics.  

    6.1.3   Current Proteomic Methodologies 

 It has been almost 20 years since the word proteome was coined in 1994. With terms 
proteome, proteomic, or proteomics in titles or abstracts searched in the PubMed 
database, 40,455 articles have been found between January 1, 1995, and July 31, 
2012. In the same period, 250,093 articles have been published. The data from 1995 
to 2011 of proteomics and genomics publications have been compared in Fig.  6.1 . 
Genomics publications have a consistent rate of increase, at an average of 9% per 
year from 1995 to 2012. Proteomics publications have experienced a dramatic 
increase with an average rate of 164% per year before 2002, a rapid increase with 
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an average rate of 37% per year between 2002 and 2006, and a consistent increase 
rate at an average of 9% per year from 2007 to 2012. Since 2006, the ratio of genom-
ics and proteomics publications has remained around 4.5. Overall, genomics has 
been popular for nearly the last 20 years, while proteomics has become more and 
more popular until it reached a stable stage compared with genomics in recent 
years.  

 Historically, proteomics originated with the combination of 2D gel electrophoresis 
(2-DE) and mass spectrometry (MS). Since then, proteomics has experienced 
numerous technical developments. The  fi eld of proteomics is still driven by the 
development of new technologies for sample processing, protein identi fi cation, 
quanti fi cation, structure, and function. 

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

3 8 37 66 160 372 751
0

5

10

15

20

25

30

0

5000

10000

15000

20000

25000

30000

P
u

b
lic

at
io

n
 F

o
ld

 o
f 

G
en

o
m

ic
s/

P
ro

te
o

m
ic

s

# 
p

u
b

lic
at

io
n

s

Year

Genomics
Proteomics
Fold=Genomics/
Proteomics

3 8 37 66 160 372 751
0

500

1000

1500

2000

2500

3000

0

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

5000

10000

15000

20000

25000

30000

P
u

b
lic

at
io

n
 F

o
ld

 o
f 

G
en

o
m

ic
s/

P
ro

te
o

m
ic

s

# 
o

f 
p

u
b

lic
at

io
n

s

Year

Genomics
Proteomics
Fold=Genomics/
Proteomics

  Fig. 6.1    The numbers and comparison of proteomics and genomics publications from 1995 to 
2011. More and more proteomics and genomics papers were published every year during that 
period. Proteomics publications had a signi fi cantly greater rate of increase than genomics publica-
tions before 2007. Since 2006, the ratio of genomics and proteomics publications has remained at 
a stable level       
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 In proteomics, an ideal method should have the ability to accurately analyze all 
proteins in a sample and to complete the analysis in seconds. Accuracy is at the core 
of proteomics. Global, along with comprehensive and large scale, is the most com-
mon word used to describe the analysis of all proteins in a sample. High-throughput 
is a phrase generally applied to describe the completion of a sample in seconds. 
Currently, such an ideal method does not exist. However, any advance in each pro-
teomic step aims to improve accuracy, scale, or throughput capabilities of present 
methods. 

 In the development of proteomics, too many terms or acronyms have been coined, 
causing communication problems for researchers who are not in proteomics  fi elds. 
For example, SELDI-TOF was coined for surface-enhanced laser desorption/ioniza-
tion time-of- fl ight mass spectrometry. Actually, SELDI is a MALDI (matrix-assisted 
laser desorption/ionization) technique and not a new ionization method. The differ-
ence is that the SELDI surface is used for protein fractionation (Hutchens and Yip 
 1993  ) . Many other terms have been coined to express a combination of multiple 
techniques, such as MudPIT for multidimensional protein identi fi cation technology 
(Washburn  2004  ) . This chapter’s composition is based on experimental processes 
and principles that summarize the most important advances of proteomic methods 
for biomedical research in the past 20 years with representative techniques, not 
focusing on introducing every technique that has been published. Techniques that 
are simply improvements of existing techniques without signi fi cant innovation or 
techniques that have limited value in biomedical applications have been ignored.   

    6.2   Sample Preparation 

 Generally, a biological sample may be an entire organism, an organ, a speci fi c tissue, 
a type of cells, particular organelles, certain proteins, unique peptides, or a special 
body  fl uid (Fig.  6.2 ). Due to the sensitivity limitation of proteomic methods, low-
abundance proteins at each organizational level are very dif fi cult to analyze. Therefore, 
the fractionation of a sample at a sublevel enriches the low-abundance proteins, 
enabling the analysis of more proteins and leading to a global analysis. Other than 
laser capture microdissection (LCM) to isolate cells of interest from a tissue (Cheng 
et al.  2012  ) , techniques for fractionation of organs, tissues, cells, and body  fl uids are 
simple and relatively easy to carry out. On the contrary, organelle, protein, and peptide 
fractionations gain continuous attention, because they signi fi cantly increase the num-
ber of proteins that can be analyzed. Fractionation, enrichment, and depletion are the 
most common words used to describe different processes and techniques to achieve 
this increase, but their aim is the same: to enable the detection of more proteins, espe-
cially for those in low abundance. Meanwhile, protein and peptide separations greatly 
increase the number of proteins that can be analyzed. Therefore, besides LCM, this 
section will focus on the techniques of organelle, protein, and peptide fractionation 
and the techniques of protein and peptide separation (Fig.  6.3 ), which improve the 
global capability of current proteomic methods.   
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 Since most experiments are performed at the peptide level (bottom-up proteom-
ics), many techniques have been developed for the generation of peptides from pro-
teins. A summarization of those techniques also is included in this section. 

    6.2.1   Cell Isolation 

  Laser Capture Microdissection (LCM):  LCM has been extensively applied to iso-
late tumor cells from their surrounding tissues, such as breast cancer (Liu et al. 
 2012  ) , lung cancer (Xu et al.  2012a  ) , and kidney cancer (Kurban et al.  2012  ) . 
Because tumor cells are always surrounded by non-tumor cells and the percentage 
of tumor cells varies dramatically between individual tumor samples, LCM allows 
enrichment of tumor cells and reduces sample bias. Its selectivity for speci fi c cell 
populations is able to greatly improve the diagnosis. The development, platforms, 
principle, applications, advantages, limitations, and future of LCM have been 
reviewed recently (Cheng et al.  2012  ) .  

    6.2.2   Organelle Fractionation 

 An organelle is a specialized subunit of a cell and has a speci fi c function. The most 
common subunits of an animal cell are plasma membrane, cytosol, nucleus, mito-
chondria, Golgi apparatus, endoplasmic reticulum, vacuole, and cytoskeleton. Minor 
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  Fig. 6.2    Samples for 
proteomic analysis at 
different levels. Generally, 
a biological sample may be 
an entire organism, an 
organ, a speci fi c tissue, a 
type of cells, particular 
organelles, certain proteins, 
unique peptides, or a 
special body  fl uid       
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cell components include cilium, nucleolus, vesicle, centriole, myo fi bril, ribosome, 
proteasome, peroxisome, melanosome, lysosome, autophagosome, and acrosome. In 
addition to the components mentioned above, many more subunits have been de fi ned, 
such as cell surface proteins, lipid raft-enriched membranes, exosome, and endosome. 
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Size-based

Cut-off filter 
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Size exclusion chromatography (SEC)
SDS-PAGE
GELFrEE

Immobilized metal affinity chromatography (IMAC)Group-based
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Ion exchange chromatography (IEX)
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Normal phase chromatography (NPC)
Hydrophilic interaction chromatography (HILIC)
Hydrophobic interaction chromatography (HIC)

Cell Level Phenotype-based Laser capture microdissection (LCM)

Size-based Differential centrifugation/pelleting

Charge-based Continuous-flow electrophoresis (CFE)

Activity-based
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Immunoprecipitation (IP)
Immunodepletion
Affinity tag
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  Fig. 6.3    Representative methods of fractionation, enrichment, and separation. According to the 
mechanisms of fractionation, enrichment, and separation, representative techniques are summa-
rized for different levels, including cell, organelle, protein, and peptide       
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Based on the focus of a speci fi c research project, a new subunit may be determined 
and its name coined. 

 Various cell organelles differ in size, density, charge, and characteristic protein 
constituents. Fractionation methods have been developed based on these properties. 
Some organelles overlap in size, density, and charge. Combination of multiple 
methods may be required when a speci fi c organelle is to be enriched. 

    6.2.2.1   Size-Based 

  Differential Centrifugation/Pelleting : Differential centrifugation or pelleting is an 
old-fashioned approach to separate organelles principally on the basis of size differ-
ence, although differences in density can also be involved in a minor way (Roodyn 
 1965  ) . Due to the size overlap of different organelles, it is dif fi cult to obtain a highly 
pure sample in a single step. However, the method is simple, cheap, and rapid. A 
purer separation of the organelle can be obtained by resuspending and recentrifug-
ing them. This centrifugation/pelleting method has been extensively applied in 
sample preparation.  

    6.2.2.2   Density-Based 

  Density Gradient Centrifugation : The most common density-based separation method 
involves the formation of a density gradient solute, overlaying samples on the top, and 
centrifugation until different organelles have reached and stay in a certain gradient solute 
equal to their own density (de Araujo et al.  2008  ) . For instance, to enrich exosomes in 
cerebrospinal  fl uid (CSF), the sample is loaded on the top fraction of a step gradient 
comprising layers of 2, 1.3, 1.16, 0.8, 0.5, and 0.25 M sucrose. The gradients are centri-
fuged for 2.5 h at 100,000 ×  g . Con fi rmed by exosome’s characteristic proteins, exo-
somes are enriched in a fraction of a density of 1.10–1.14 g/ml (Street et al.  2012  ) .  

    6.2.2.3   Charge-Based 

  Continuous-Flow Electrophoresis (CFE) : Due to the presence of acidic and basic groups 
on an organelle’s surface, organelles are charged at neutral pH, allowing migration in an 
electric  fi eld. Though this method provides some distinct advantages over centrifuga-
tion, it has not gained wide popularity for organelle fractionation, because the equipment 
is expensive and has been used for relatively specialized tasks, not for routine isolations. 
It has been applied in the isolation of lysosomes and endosomes (Graham  1993  ) .  

    6.2.2.4   Activity-Based 

  Immunoisolation : In this method, the organelle-speci fi c protein is bound to an anti-
body, and the antibody is attached to a solid support, such as magnetic beads. When 
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the magnetic beads are isolated, the attached organelle is enriched. For example, to 
isolate the neuronal porosome complex from synaptosomes and brain tissue, SNAP-
25-speci fi c antibody conjugated to protein A Sepharose ®  has been applied (Lee 
et al.  2012a  ) . To enrich synaptic vesicles, the monoclonal SV2 antibody conjugated 
to the magnetic beads has been used (Burre et al.  2007  ) . 

  Protease Shaving : A successful strategy for identi fi cation of surface proteins is 
“shaving” intact living cells with proteases. Trypsin is added to live cells suspended 
in PBS containing 30% sucrose (pH 7.4), and the digestion is carried out at 37 °C. 
The digestion mixture is centrifuged, and the supernatant is collected using 0.22- m m 
pore-size  fi lters. The collection contains the proteins on the cell surface, called “sur-
faceome” or “surfomes” (Olaya-Abril et al.  2012  ) .   

    6.2.3   Protein Fractionation, Enrichment, and Separation 

    6.2.3.1   Size-Based 

  Cutoff Filter : Filtration devices with a certain nominal molecular weight cutoff 
(NMWC) have been commercially available for many years and are used exten-
sively. The principle is very simple: proteins with molecular weights greater than 
the NMWC are retained, and proteins with molecular weights lower than the NMWC 
pass through the  fi lter membrane. Four commercially available  fi lter membranes, 
Microcon (Millipore), Centrisart (Sartorius), Amicon Ultra (Millipore), and Vivaspin 
(Sartorius), have been evaluated to enrich low molecular weight proteins from 
human plasma (Greening and Simpson  2010  ) . 

  Microdialysis : To exchange and desalt various media with high yield and low loss at 
very small sample volumes, a microdialysis tool, MicroDialyzer, has been designed 
to sample volumes from 10 to 100  m l. Equipped with low molecular weight cutoff 
(MWCO) membranes, MicroDialyzer can suf fi ciently reduce salt, urea, and deter-
gent content within a short time to enrich proteins (Maischak et al.  2012  ) . 

  Size-Exclusion Chromatography (SEC) : SEC is a chromatographic method in 
which proteins are separated by their size. Small proteins penetrate every cor-
ner of the pore system of the stationary phase, have more volume to traverse, and 
elute later. On the contrary, large proteins cannot penetrate the pore system, 
have less volume to traverse, and elute sooner. In a proteomic study of bron-
choalveolar lavage, an SEC column from Tosoh Bioscience LLC, TSK GEL 
G3000 SW, was used to fractionate bronchoalveolar lavage samples. Six frac-
tions per sample were collected and each fraction analyzed by LC-MS/MS 
(Kosanam et al.  2012  ) . 

  SDS-PAGE : SDS (sodium dodecyl sulfate) is a detergent with a negative charge 
(anionic). When proteins are solubilized with SDS, they will bind SDS in 
amounts proportional to their relative molecular masses, enabling all proteins to 
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acquire the same charge-to-mass ratio and migrate toward the positive pole 
when placed in an electric  fi eld. Polyacrylamide gel electrophoresis (PAGE) is 
a process in which proteins are pulled through the polyacrylamide gel by an 
electromotive force. Polyacrylamide consists of a labyrinth of tunnels through a 
meshwork of cross-linked  fi bers composed of acrylamide monomers, restrain-
ing larger molecules from migrating as fast as smaller molecules. The separa-
tion of proteins by SDS-PAGE is dependent almost entirely on the differences 
in their size that is determined by the relative molecular mass of protein. 
Normally, a sample is loaded in gel lanes in an SDS-PAGE, the lanes are cut into 
multiple slices containing separated protein bands, and each slice is processed 
for LC-MS/MS analysis. A term, geLC-MS/MS, has been coined for this proce-
dure (Vasilj et al.  2012  ) . 

  Gel-Eluted Liquid Fraction Entrapment Electrophoresis (GELFrEE) : In a GELFrEE 
device, a polyacrylamide gel column is used to separate proteins according to their 
intrinsic molecular weights. Unlike conventional analytical gels, GELFrEE enables 
proteins that elute from the gel column to be recovered in solution. As a preparative 
gel electrophoresis device, it affords rapid and broad mass range proteome fraction-
ation (Tran and Doucette  2008  ) .  

    6.2.3.2   Charge-Based 

  Isoelectric Focusing (IEF) : Proteins contain both acidic and basic amino acids. 
Thus, the overall charge on a protein is determined by pH of its surrounding envi-
ronment. At a certain pH, a protein carries no charge, because its constituent nega-
tive and positive charges are equal. That pH is the isoelectric point (pI) of the protein. 
Proteins are positively charged at pH values below their pI and negatively at higher 
pH values. Introduced by Kolin  (  1954  ) , IEF is an electrophoretic separation based 
on the pIs of proteins. IEF has experienced three phases: gel rods, immobilized pH 
gradients (IPGs), and ZoomIEF (Issaq and Veenstra  2008 ; Zuo and Speicher  2000  ) . 
The polyacrylamide gel rods are formed in glass or plastic tubes and contain carrier 
ampholytes that form a  fl uid pH gradient in an electric  fi eld; in IPGs, the ampho-
lytes (immobilines) are attached to acrylamide molecules and cast into the gels to 
form a  fi xed pH gradient; using narrow-range IPG strips, ZoomIEF allows a larger 
number of proteins to separate, because proteins are spread out over a greater physi-
cal distance. 

  Ion-Exchange Chromatography (IEX) : IEX is the most popular method for protein 
separation, including anion-exchange chromatography (AX) and cation-exchange 
chromatography (CX). In AX, negatively charged proteins are attracted to a posi-
tively charged solid support. Conversely, in CX, positively charged proteins are 
attracted to a negatively charged solid support. Proteins are separated based on dif-
ferences between their overall charges. For example, a novel anion-exchange resin 
suitable for both discovery research and clinical manufacturing purposes has been 
reported (Porat et al.  2012  ) . The effects of resin ligand density on cation-exchange 
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chromatography performance in preparative monoclonal antibody puri fi cation pro-
cesses have been evaluated (Fogle et al.  2012  ) .  

    6.2.3.3   Polarity-Based 

  Reversed-Phase Chromatography (RPC) : RPC has a nonpolar stationary phase and 
an aqueous and moderately polar mobile phase. Proteins with a larger hydrophobic 
surface area are retained longer, and proteins with higher polar surface area are 
retained to a lesser extent. RPC is the most extensively applied and published tech-
nology in protein separation (Sheng et al.  2011  ) . 

  Normal-Phase Chromatography (NPC) : In contrast to RPC, NRP has a polar sta-
tionary surface and a nonpolar, nonaqueous mobile phase. In this method, proteins 
are separated based on their adsorption to the polar stationary surface. Adsorption 
strengths increase with increased protein polarity. For instance, NPC has been 
applied in peptide separation for the identi fi cation and quanti fi cation of glycopro-
teins (Ding et al.  2009  ) . 

  Hydrophilic Interaction Chromatography (HILIC) : The mechanisms of HILIC and 
NPC are different. In NPC, proteins are in equilibrium between a state of adsorption 
to the polar stationary phase and dissolution in the nonpolar mobile phase, whereas in 
HILIC, proteins partition between a water-enriched layer, immobilized on the hydro-
philic stationary phase, and the less polar mobile phase. Retention and selectivity of 
stationary phases for hydrophilic interaction chromatography and its application in 
proteomics have been reviewed (Guo and Gaiki  2011 ; Boersema et al.  2008  ) . 

  Hydrophobic Interaction Chromatography (HIC) : HIC is very similar to RPC because 
both are based on hydrophobic interactions between proteins and the hydrophobic 
stationary phase. However, the surface of an RPC medium is usually more hydropho-
bic than that of an HIC medium. Several major differences exist in HIC and RPC 
selectivity. Research has found that some hydrophilic and hydrophobic proteins are 
retained differently on HIC and RPC columns (Fausnaugh et al.  1984  ) .  

    6.2.3.4   Group-Based 

 Proteins with posttranslational modi fi cations, such as phosphorylation and gly-
cosylation, are not readily enriched according to their modi fi cation type using 
size-, charge-, and polarity-based methods. However, their special chemical 
groups permit chemical group-based approaches to enrich proteins of interest. 

  Immobilized Metal Af fi nity Chromatography (IMAC):  The principle of IMAC is 
based on the interaction between transition metal cations (Co 2+ , Cu 2+ , Ni 2+ , Zn 2+ ) and 
certain super fi cial protein residues (histidine, cysteines, and tryptophan) through 
the formation of chelates. The development of IMAC and its most important appli-
cations have been reviewed (Block et al.  2009  ) .  
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    6.2.3.5   Activity-Based 

 Activity-based protein enrichment is a functional proteomic technology that uses 
specially designed antibodies or other chemical probes that react with mechanisti-
cally related speci fi c proteins, protein complexes, or classes of enzymes. Activity-
based protein pro fi ling (ABPP) has been used to characterize enzyme function 
directly in native biological systems on a global scale (Cravatt et al.  2008  ) . 

  Immunoprecipitation (IP) : IP is an activity-based protein enrichment approach that 
is applied extensively in biomedical research. An antibody speci fi cally binds to a 
particular protein and then is precipitated, isolating the protein from the solution. 
This process easily enriches a particular protein or protein complex from a sample 
containing thousands of different proteins (Layton et al.  2012  ) . However, the 
majority of proteins usually identi fi ed in IP experiments are nonspeci fi c binders, 
because the solid matrices, e.g., agarose, sepharose, and magnetic beads, are the 
main contributors to nonspeci fi c binding. Researchers using this approach should 
design and optimize an IP experiment to identify and overcome possible pitfalls 
(ten Have et al.  2011  ) . 

  Immunodepletion : Immunodepletion is a method for removing target proteins from 
a mixture. In serum, 98% of the protein mass is composed of approximately 22 
proteins. Most depletion kits are primarily immobilized antibodies against these 
high-abundance proteins. This strategy is similar with IP, but the enrichment lies in 
the unbound, low-abundance proteins. As in the IP method, nonspeci fi c binding is 
an issue that can lead to the concomitant removal of some nontargeted proteins of 
potential interest (Bellei et al.  2011  ) . 

  Af fi nity Tag : Af fi nity tag technology was  fi rst developed by Beckwith’s group in 
1980 (Shuman et al.  1980  ) . In this approach, the gene of the protein of interest is 
cloned into vectors that contain a tag DNA. Expression of the cloned gene results in 
a tag fusion protein. In the labeling reaction, the tag substrate of choice is covalently 
attached to the tag. Based on the labeling of the tag substrate, various applications 
have been reported, such as protein pulldown. For instance, to identify plasma mem-
brane proteins that undergo retrograde transport to the trans-Golgi network (TGN), 
benzylguanine-tagged plasma membrane proteins that are subsequently targeted to 
the retrograde route are covalently captured by a TGN-localized SNAP-tagged 
fusion protein. This protein enrichment method is novel for the study of retrograde 
protein traf fi cking (Shi et al.  2012  ) .  

    6.2.3.6   Multiprinciple-Based 

  Capillary Electrophoresis (CE) : CE is designed to separate ions by their size to 
charge ratio in the interior of a small capillary  fi lled with an electrolyte. If two 
ions have the same size, the one with a greater charge will move faster in an elec-
tric  fi eld. If two ions have the same charge, the smaller ion has a greater migration 
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rate. Six separation modes of capillary electrophoresis are available, including 
capillary zone electrophoresis (CZE, normally referred to as CE), capillary gel 
electrophoresis (CGE), capillary electrochromatography (CEC), micellar electro-
kinetic capillary chromatography (MEKC), capillary isoelectric focusing (cIEF), 
and capillary isotachophoresis (CITP). Advances in interface development of 
CE-MS and its application in proteomics have been reviewed lately (Ramautar 
et al.  2012  ) . 

  Two-Dimensional Polyacrylamide Gel Electrophoresis (2D-PAGE) : As describe 
above, IEF is charge-based and SDS-PAGE is size-based. Therefore, the combina-
tion of both principles applied in two-dimensional gel electrophoresis is charge-
size-based. The history of 2D-PAGE has been introduced by Issaq and Veenstra 
 (  2008  ) . 2D-PAGE was a foundational tool in proteomic research in the past decades. 
However, conventional 2D-PAGE methods suffer from a few shortcomings involv-
ing accuracy, scale, and throughput. Proteins of similar pI and denatured molecular 
weight are resolved at the same physical location in the gel, called co-migration. 
This makes it impossible to accurately determine the relative abundance of an indi-
vidual protein within a mixed spot. Reproducibility also has been an issue with 
2D-PAGE, affecting the comparison of two different protein mixtures. Lower-
abundance proteins, hydrophobic proteins, and proteins with extreme molecular 
weight and/or pI cannot be resolved easily by 2D-PAGE. Also, 2D-PAGE suffers 
from a narrow dynamic detection range and limited sensitivity. 2D-PAGE methods 
are time-consuming and labor-intensive for protein separation, resulting in low-
throughput analysis. Consequently, many methods have been developed to over-
come these limitations. 

  Two-Dimensional Differential In-Gel Electrophoresis (2D-DIGE) : To improve the 
reproducibility, dynamic range, and sensitivity, 2D-DIGE was developed in 1997 
(Unlu et al.  1997  ) . Typically, samples for comparison are labeled with different cya-
nine  fl uorescent dyes and loaded on one gel to eliminate any error related to gel 
misalignment and improve the reproducibility. Because  fl uorescent dye is used, the 
dynamic range and sensitivity also increases. However, 2D-DIGE does not over-
come the accuracy issues mentioned in 2D-PAGE, is costly, and is not compatible 
with subsequent steps of sample preparation for MS analysis. 

  Other Advances : A fully automated electrophoresis system for rapid protein analysis 
has been developed. Using this system, complete 2D separation can be achieved 
within 1.5 h (Hiratsuka et al.  2007  ) . However, only 662 protein spots were detected 
from a mouse liver sample using this system. The high-throughput value of this sys-
tem is diminished by the low number of proteins detected. Micro fl uidic 2D-PAGE 
and 2D-DIGE separation systems have been reported for separations of protein com-
plexes (Yang et al.  2009 ; Emrich et al.  2007  ) . Many other methods have been devel-
oped and announced, such as nonequilibrium pH gel electrophoresis (NEPHGE) 
(Lopez  1999  )  and ZoomIEF (Zuo and Speicher  2000  ) . However, they have not been 
applied extensively in proteomics labs. Even though improvements have been 
achieved by those methods, convenience and cost hamper the application of new 
techniques. 
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  Summary : In addition to separating proteins, 2-DE enables the relative quanti fi cation 
of the proteins by calculating the intensity of protein spots, which will be reviewed in 
protein quanti fi cation section. Although developments have been achieved to 
overcome the previously mentioned limitations of 2D-PAGE, co-migration and 
low-throughput remain as issues limiting the routine application of 2D-PAGE in pro-
teomics. The current trend in proteomics is that less and less 2-DE is applied in global 
proteomic projects but remains useful for identi fi cation of new proteins, mutated pro-
teins, and proteins with posttranslational modi fi cations.   

    6.2.4   Peptide Fractionation, Enrichment, and Separation 

    6.2.4.1   Charge-Based 

  Ion-Exchange Chromatography (IEX) : IEX is the most popular method for protein 
separation as described above. However, IEX has been applied more extensively in 
peptide separation, because most proteomic analyses are carried out at the peptide 
level. The separation principle is the same for both protein and peptide. Usually, 
IEX is used as the  fi rst dimension of the two-dimensional liquid chromatography-
tandem mass spectrometry work fl ow (2D LC-MS/MS).  

    6.2.4.2   Polarity-Based 

  Reversed-Phase Chromatography (RPC) : RPC can be used in protein separation as 
described above, but it is the most popular method for peptide separation. RPC is 
used as the second dimension of the two-dimensional liquid chromatography-tandem 
mass spectrometry work fl ow (2D LC-MS/MS). Recently, a reversed-phase column 
of small super fi cially porous particles has been successfully applied in the separation 
of peptides. The particles are very highly ef fi cient because of their extremely narrow 
particle size distribution and higher density, which are able to form ef fi cient and 
uniformly packed beds (Schuster et al.  2012  ) . 

 Besides RPC, normal-phase chromatography (NPC) (Ding et al.  2007  ) , hydro-
philic interaction chromatography (HILIC) (Gilar et al.  2011  ) , and hydrophobic 
interaction chromatography (HIC) (Lienqueo et al.  2007  )  have been used in peptide 
separation as well. According to the popularity of their application in peptide sepa-
ration, their rank should be RPC, HILIC, NPC, and HIC.  

    6.2.4.3   Group-Based 

  Immobilized Metal Af fi nity Chromatography (IMAC) : IMAC is the most widely 
used method for the enrichment of phosphopeptides and has been applied to a broad 
range of samples. Numerous research studies and reviews regarding this technique 
have been published (Kagedal  2011 ; Block et al.  2009  ) . 
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  Metal Oxide Af fi nity Chromatography (MOAC) : Historically, IMAC was the  fi rst 
widely used technique for phosphopeptide enrichment. MOAC, essentially with 
TiO 

2
  as support, was developed later as an alternative method. The sequential use of 

the two methods has been proposed to increase the number of phosphopeptides 
puri fi ed. However, a comparison of IMAC and MOAC for phosphopeptide enrich-
ment by column chromatography highly recommends the application of only dis-
posable IMAC columns to avoid storing Fe 3+ -activated IMAC over a long period 
(Negroni et al.  2012  ) . 

  Lectin Af fi nity Chromatography : Among the glycopeptide enrichment techniques, 
lectin af fi nity chromatography is the most widely used. Various lectins can be used 
speci fi cally to enrich different glycopeptides according to their glycan structures. 
Concanavalin A (Con A) lectin has frequently been used for the enrichment of 
N-glycopeptides with mannose. Wheat germ agglutinin (WGA) lectin speci fi cally 
binds glycopeptides with N-acetyl glucosamine (GlcNAc) and sialic acid (Xu et al. 
 2009 ; Ozohanics et al.  2012  ) . 

 Porous graphitized carbon and hydrophilic af fi nity isolation have been reported 
to capture glycopeptides. However, non-glycosylated peptide binding has been 
observed when they are applied (Ito et al.  2009  ) .  

    6.2.4.4   Activity-Based 

  Immunoprecipitation (IP) : IP can be performed at both protein and peptide 
 levels. An antibody can be generated against peptides with a speci fi c sequence 
and then is applied to enrich those peptides from complex protein lysates. An 
example where this can be applied successfully is in the immunoaf fi nity enrich-
ment of K-GG peptides to identify ubiquitination sites. Ubiquitin is a small 
regulatory protein, consisting of 76 amino acids. Ubiquitination is a posttrans-
lational modi fi cation, coupling the C-terminus (-GG) of ubiquitin to lysine (K) 
on substrate proteins, forming K-GG signature peptides where the C-terminal 
diglycine of ubiquitin remains covalently attached to the substrate. An antibody 
against peptides with the sequence CXXXXXXK GG XXXXXX is created, and 
the K-GG peptides are captured with the antibody (Bustos et al.  2012  ) . IP 
method has been applied in enrichment of tyrosine phosphorylated peptides also 
(Rush et al.  2005  ) . 

  Molecularly Imprinted Polymer (MIP) : In IP, the antigen-antibody reaction is a 
lock-and-key combination. The antigen, a protein or peptide, is a key that  fi ts into 
a lock, the antibody. In fact, the process of MIP is to make an arti fi cial tiny lock for 
a speci fi c molecule that serves as a miniature key. The same lock-and-key combi-
nations are formed in IP and MIP. A new MIP designed to bind the side chain of 
phosphotyrosine has been used as arti fi cial receptors for enrichment of 
 phosphorylated peptides (Helling et al.  2011  ) . In comparison with general 
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 enrichment  methods for phosphorylated peptides such as TiO 
2
 -based methods, the 

 pTyr-imprinted polymers offered high selectivity for pTyr-containing peptides 
down to the low fmol level.  

    6.2.4.5   Multiprinciple-Based 

  Multidimensional Protein Identi fi cation Technology (MudPIT) : MudPIT is the most 
well-known peptide separation technique in proteomics. The original MudPIT includes 
a strong cation-exchange (SCX) column as the  fi rst-dimensional separation and a 
reversed-phase (RP) column as the second-dimensional separation (Washburn  2004  ) . 
In principle, it is a charge-polarity-based technique. Numerous applications and reviews 
have been published regarding MudPIT (Di Palma et al.  2012 ; Wu et al.  2012a ; Xu 
et al.  2012b  ) . The idea is simple and straightforward. Based on the peptide separation 
principle, any two, three, or more principles can be bound together to form a new con-
cept, and a new term can be coined, such as SCX-RPLC (Lee et al.  2012b  ) . 

  SDS-Free PAGE : SDS-PAGE has been applied extensively in protein separation. In 
this approach, all proteins are negatively charged and their migration rate toward the 
anode is based on their size. SDS-PAGE is rarely applied in peptide separation. 
However, in SDS-free PAGE, proteins and peptides migrate based on their electro-
phoretic mobility, which is proportional to their charge and inversely proportional 
to their size. Since SDS-PAGE is the most popular tool for protein separation, very 
few applications of SDS-free PAGE in protein separation have been reported. SDS-
free PAGE is mainly used in peptide fractionation (Ramos et al.  2012  ) . 

  Electrostatic Repulsion-Hydrophilic Interaction Chromatography (ERLIC) : ERLIC 
is also called eHILIC and ion-pair normal phase, providing convenient separations of 
highly charged peptides that cannot readily be resolved by other means. In ERLIC, 
basic residues are likely oriented away from the stationary phase, enhancing selectiv-
ity for neutral and acidic residues (Alpert  2008  ) . The selectivity for peptides is based 
on the combination of charge and hydrophilic interactions. 

  Zwitterionic HILIC (ZIC-HILIC) : The ZIC-HILIC column is a zwitterionic type of 
hydrophilic interaction chromatography column with sulfobetaine functional 
groups. The mechanism of separation is based on the combination of charge and 
hydrophilic interactions. It has been applied to the separation of glycopeptides, 
demonstrating that the ZIC-HILIC separation column has selectivity for sialylated 
N-glycopeptides (Takegawa et al.  2006  ) . 

  Porous Graphitic Carbon (PGC) : PGC separates peptides in a mixed mode combin-
ing both polarity-based and charge-based interactions. PGC withstands extremes of 
pH and higher temperatures than traditional stationary phases and does not require 
high levels of nonvolatile salts that must be removed prior to LC-MS analysis. In a 
comprehensive 2D LC-MS/MS analysis, 40% more peptides have been identi fi ed 
using off-line PGC fractionation compared to SCX (Grif fi ths et al.  2012  ) .   
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    6.2.5   Protein Extraction 

  Pressure-Assisted Protein Extraction : High hydrostatic pressure promotes water 
penetration into the inner core of proteins, reduces the size of protein aggregates, 
causes denaturation, and greatly improves protein solubilization. A method using 
heat combined with high hydrostatic pressure (40,000 psi) has been applied for 
the recovery of intact proteins from formaldehyde- fi xed, paraf fi n-embedded 
(FFPE) mouse liver, resulting in a fourfold increase in protein extraction ef fi ciency, 
a threefold increase in the extraction of intact proteins, and up to a 30-fold increase 
in the number of proteins identi fi ed, compared to matched tissue extracted with 
heat alone (Fowler et al.  2012  ) . Additionally, the number of proteins identi fi ed in 
the FFPE tissue was nearly identical to that of matched fresh-frozen tissue.  

    6.2.6   Protein Solubilization 

  Microwave-Assisted Protein Solubilization (MAPS) : In MAPS, proteins suspended 
in a solubilization reagent are subjected to microwave irradiation for 30 s, followed 
by cooling the sample on ice to room temperature and then intermittent homogeni-
zation by vortex. With this method, proteins are dissolved in reagents with high 
ef fi ciency and become more susceptible to trypsin digestion, compared to other 
conventional protein solubilization techniques (Ye and Li  2012  ) .  

    6.2.7   Protein Reduction/Alkylation 

  Volatile Reduction/Alkylation : Most protein identi fi cation methods require protein 
digestion (limited proteolysis). To increase the ef fi ciency of digestion, protein disul fi de 
bonds must be disrupted by reduction. But free sulfhydryl groups are highly reactive 
and will spontaneously oxidize with other sulfhydryl groups. Thus, sulfhydryls are 
routinely blocked by alkylation. A one-step procedure for the reduction and alkylation 
of cysteine residues using volatile reagents triethylphosphine and iodoethanol has 
been developed (Hale et al.  2004  ) . The greatest advantage is that the excess reagent 
can be removed by evaporation in a relatively short time frame, reducing analytical 
variability compared with other procedures using desalting approaches.  

    6.2.8   Protein Digestion 

  Pressure-Assisted Proteolysis Using a Syringe : In this approach, the solution mixture of 
protein and trypsin is transferred to the cylindrical tube of a 3-mL syringe. The syringe 
is loaded onto a syringe pump, applying a pressure of approximately 6 atm to the sample 
solution. Using this method, greater numbers of peptides have been observed in 30 min 
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of pressure-assisted digestion than in overnight  atmospheric pressure digestion (Yang 
et al.  2010  ) . At atmospheric pressure 138 MPa, proteins are digested, obtaining a 20-fold 
increased protein recovery and improved reproducibility (Freeman and Ivanov  2011  ) . 

  Infrared-Assisted Proteolysis : In this case, the protein and trypsin mixture is digested 
under an IR lamp at 250 W in an IR-assisted proteolysis system. The digestion time 
is reduced signi fi cantly to only 5 min. The sequence coverage is better than that 
obtained by conventional in-solution tryptic digestion (Bao et al.  2009  ) . 

  Microwave-Assisted Proteolysis : Denatured proteins are aspirated into an enzyme 
tip and placed into a microwave oven with exhaust module for 2 min at 70 W. High 
sequence coverage has been obtained using this method. The major advantages of 
in-tip digestion are to easily handle a small amount of sample and allow high-
throughput analysis (Hahn et al.  2009  ) . 

  Immobilized Enzyme Reactor (IMER) : Compared to in-solution digestion, IMER 
has a number of advantages: low degree of autodigestion even at high enzyme con-
centration, easy isolation and removal from the digested fragments prior to MS, and 
rapid enzymatic reaction. Various solid supports have been used for protease-immo-
bilization, such as monolith (Spross and Sinz  2010  ) , glass (Fan and Chen  2007  ) , 
magnetic nanoparticles (Li et al.  2007  ) , polymethyl methacrylate (PMMA) (Liu 
et al.  2010  ) , polydimethylsiloxane (PDMS), and polytetra fl uoroethylene (PTFE) 
microtubes (Yamaguchi et al.  2009  ) . IMER has been described as a promising tool 
for high-throughput proteome pro fi ling. However, it is designed to handle a small 
amount of sample, which limits the number of proteins identi fi ed at a large scale. 
Only 541 proteins were identi fi ed from 5- m g rat liver extract using a metal-ion che-
late immobilized enzyme reactor (IMER) supported on organic-inorganic hybrid 
silica monolith (Ma et al.  2011  ) . 

  Ultrasonic Wave : Two different ultrasonic energy sources, the sonoreactor and the 
ultrasonic probe, have been used for enzymatic digestion of proteins for protein 
identi fi cation by MALDI-TOF MS. Both ultrasonic energy sources have success-
fully digested proteins (Rial-Otero et al.  2007  ) . 

  Laser-Assisted IMER : Lasers with an emitting wavelength have high penetration 
ability and photothermal effects, exciting overtone or harmonic vibrations of chemi-
cal bonds within the organic tissue components to generate more protein cleavage 
sites exposed to trypsin. For example, an 808-nm laser has been employed to suc-
cessfully enhance the proteolysis ef fi ciency of monolithic immobilized enzyme 
microreactor (Zhang et al.  2011  ) . 

  Outer Membrane Protease T (OmpT) : While most traditional enzymatic approaches 
generate predominantly small peptides less than 2 kDa, OmpT, which cleaves 
between less common dibasic sites, produces a distribution with a greater number 
of peptides more than 3 kDa (>6.3 kDa on average) (Wu et al.  2012b  ) . Large OmpT 
peptides are able to differentiate closely related protein isoforms and detect many 
posttranslational modi fi cations. A proteomic experiment using this enzymatic diges-
tion is called “middle-down” proteomics. 
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  Multiple Enzymes:  Due to its cleavage speci fi city and the occurrence of lysine and 
arginine in a protein sequence, trypsin alone is not able to achieve high sequence cov-
erage for most proteins. To obtain high sequence coverage, multiple enzymes, such as 
trypsin, GluC, and AspN, are applied in the digestion step (Hoelz et al.  2006  ) .  

    6.2.9   Integration of the Sample Processing Work fl ow 

  Filter-Aided Sample Preparation (FASP) : Before the term FASP was coined in 2009 
in Nature Methods (Wisniewski et al.  2009  ) , an almost identical method had been 
reported in 2005 in proteomics (Liebler and Ham  2009  ) . In FASP, a sample solubi-
lized in 4% SDS is concentrated into microliter volumes by an ultra fi ltration device. 
The  fi lter acts as a “proteomic reactor” for detergent removal, buffer exchange, 
chemical modi fi cation, and protein digestion (Wisniewski et al.  2009  ) . The key fea-
ture of the method is the ability of the  fi lter membrane to enrich and purify proteins 
 fi rst, then peptides. This removes those substances that would otherwise interfere 
with subsequent peptide separation and detection. However, nonspeci fi c binding 
and protein or peptide losses make this method subject to a substantial decline in the 
number of identi fi cations at low sample loads. Even at higher sample loads, diges-
tion ef fi ciencies and peptide recoveries are variable (Liebler and Ham  2009  ) . 

  Precipitation/On-Pellet Digestion : In this strategy, a strong, detergent-containing 
buffer is employed to extract proteins. The detergent, protease inhibitors, and non-
protein matrix components are removed by precipitation of the proteins using ace-
tone. The protein pellet is dissolved by a 4-h tryptic digestion under vigorous 
agitation and then reduced, alkylated, and digested into its full complement of tryp-
tic peptides with additional trypsin (Duan et al.  2009  ) . Using precipitation, protein 
recovery and reproducibility must be considered before application of this method. 

  Single-Tube Sample Preparation : Membrane proteins are solubilized with the vola-
tile surfactant per fl uorooctanoic acid (PFOA) that solubilizes membrane proteins as 
effectively as sodium dodecyl sulfate (SDS) and does not signi fi cantly inhibit trypsin 
activity at a concentration up to 0.5% (w/v). Protein reduction and alkylation are 
carried out with volatile reagents, so they can be easily removed by evaporation, 
enabling a single-tube shotgun proteomics method. In this approach, no proteins/
peptides are lost in any experimental steps (Kadiyala et al.  2010  ) .   

    6.3   Protein Identi fi cation 

 Before tandem mass spectrometry was applied, Edman degradation and peptide 
mass  fi ngerprinting (PMF) were used to sequence amino acids in a peptide. However, 
Edman degradation is a low-throughput and time-consuming approach, because it is 
characterized by short peptide reads (limited to about 30 AA) (Bandeira et al.  2008  ) . 
Using peptide mass  fi ngerprinting, identi fi cation becomes more dif fi cult in cases of 
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complex mixtures and contaminated samples (Fremout et al.  2012  ) . Currently, MS/
MS dominates protein identi fi cation technology due to its high-throughput capabil-
ity and fewer limitations. Therefore, only tandem MS-based identi fi cation tech-
niques are discussed in this section. 

    6.3.1   Ion Source 

  Matrix-Assisted Laser Desorption/Ionization (MALDI) : MALDI was the  fi rst ion-
ization technique applied in proteomics. Matrix absorbs energy from the laser and 
is ionized, a proton is transferred to the analyte molecules from excited matrix mol-
ecules, and ionization of analyte molecules occurs (Fenselau  1997  ) . Because 
MALDI is not able to couple HPLC analysis online, it generally has been replaced 
by electrospray ionization (ESI). 

  Electrospray Ionization (ESI) : Currently, ESI is the most extensively applied ionization 
technique in proteomics, due to its ability to produce gaseous ions directly from an aque-
ous or aqueous/organic solvent system by creating a  fi ne spray of highly charged drop-
lets in the presence of a strong electric  fi eld (Siuzdak  1994  ) . HPLC and tandem mass 
spectrometry, LC-MS/MS, is the most widely used analytical approach in proteomics. 

  Surface-Activated Chemical Ionization (SACI) : SACI  fi rst published in 2003 
(Cristoni et al.  2003  )  is an ionization method that signi fi cantly improves ionization 
ef fi ciency and sensitivity. It has been applied in quantitative phosphorylation analy-
sis (Cirulli et al.  2012  ) , human serum samples (Sogno et al.  2012  ) , and protein 
extraction from leaf samples (Finiguerra et al.  2010  ) . However, more experimental 
comparisons between SACI and electrospray ionization (ESI) are needed to deter-
mine whether SACI or ESI is more capable in proteomic analysis. 

  In-Spray Supercharging : Because multiple charging assists the observation of large 
molecular ions with narrow mass-to-charge ratio ( m / z ) range mass analyzers, it is 
possible to analyze intact protein ions using low-to-medium resolution ion trap 
mass spectrometers (IT MS). A novel approach, in-spray supercharging, has been 
developed to increase the average charge state distribution of peptides and proteins 
by introducing supercharged reagents directly into the electrospray’s Taylor cone 
(Miladinovic et al.  2012  ) .  

    6.3.2   Mass Analyzer 

    6.3.2.1    m / z -Based 

  Time-of-Flight (TOF):  TOF is a method of mass spectrometry in which an ion’s 
mass-to-charge ratio is determined via a time measurement. MALDI-TOF was the 
original and most popular platform for protein identi fi cation before the prevalence 
of LC-MS/MS. 
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  Quadrupole Mass Analyzer : A typical quadrupole mass analyzer includes four circular 
rods set parallel to each other. The quadrupole  fi lters ions based on their  m / z . In prac-
tice, a linear series of three quadrupoles are used: the  fi rst (Q1) and third (Q3) quadru-
poles act as mass  fi lters, and the middle (q2) quadrupole is employed as a collision cell. 
Quadrupole instruments are often reasonably priced, but they cannot perform multiple-
stage mass spectrometry (MSn) like the ion trap (Wong and Cooks  1997  ) . 

  Linear Ion Trap : The linear ion trap is a quadrupole ion trap (Hager  2002  ) . This 
analyzer is the core component in one of the most prominent mass spectrometers in 
proteomics, the LTQ from Thermo Scienti fi c. Advantages of the linear trap include 
increased ion storage capacity, faster scan times, and simplicity of construction. 

  Fourier Transform Ion Cyclotron Resonance (FT-ICR):  FT-ICR provides the high-
est resolution and greatest accuracy among all mass analyzers (Marshall et al.  1998  ) . 
However, the FT-ICR mass spectrometer is the most expensive instrument, enabling 
fewer laboratories to afford it. Therefore, it has not been used extensively in 
proteomics. 

  Orbitrap : In terms of resolution and mass accuracy, the Orbitrap analyzer is second 
only to the FT-ICR mass spectrometer and more affordable (Makarov  2000  ) . Currently, 
the Orbitrap mass spectrometer is one of the most popular instruments in proteomics.  

    6.3.2.2   Mobility-Based 

  Ion Mobility (IM) : IM is a technique used to separate ionized molecules in the gas 
phase based on their mobility in a carrier buffer gas. In an LC-ESI-IM-CID-MS 
approach, mixtures of proteins are separated by reversed-phase LC, eluted proteins 
are electrosprayed into the gas phase, and the gas-phase ions are separated based on 
differences in their gas-phase mobilities. CID-MS is performed after IM separation. 
This particular usage of IM couples with LC and MS to generate fragments of the 
whole protein (Sowell et al.  2004  ) . It enables the detection of all the possible 
sequence variations and modi fi cations in the protein of interest thereby increasing 
the primary sequence coverage and con fi dence of sequence assignments (Zinnel 
et al.  2012  ) . This technology has been integrated in AB Sciex, Thermo Scienti fi c, 
Agilent Technologies, and Waters mass spectrometers.   

    6.3.3   Fragmentation 

  Collision-Induced Dissociation (CID) : CID, also called collisionally activated dis-
sociation (CAD), is mainstream in proteomics. The molecular ions collide with neu-
tral molecules, such as helium, to generate mainly b and y fragment or product ions. 
However, CID often selectively cleaves certain interresidue bonds, leaving amino 
acid sequence gaps. Labile covalent modi fi cations often have the propensity to 
undergo elimination prior to peptide backbone fragmentation, making it dif fi cult to 
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determine the site(s) of covalent modi fi cation, such as posttranslational modi fi cations 
(Bakhtiar and Guan  2006  ) . 

  Higher-Energy C-Trap Dissociation (HCD) : In HCD, fragmentation is performed 
in a collision cell at the far end of the C-trap. The collision cell is supplied with a 
radio frequency voltage and pressurized with nitrogen gas. The advantages of HCD 
fragmentation include generation of low molecular weight reporter ions, which is 
useful in label-based quanti fi cation (Olsen et al.  2007  ) . 

  Electron Capture Dissociation (ECD) : In ECD, a beam of electrons is  fi red into the 
trapped cloud of sample ions, forming unstable radical ions that then fragment to 
produce predominantly c and z product ions from peptide precursor ions. ECD pro-
duces richer fragment spectra from highly charged peptides and leaves posttransla-
tional modi fi cations (PTMs) intact on the peptide backbone. ECD is almost 
exclusively performed in FT-ICR instruments (Chalkley  2010  ) . 

  Electron-Transfer Dissociation (ETD) : ETD uses anions, most commonly 
 fl uoranthene ions, to transfer electrons to the analyte, forming radical ions that then 
fragment similarly to ECD. ETD can be performed in quadrupole ion traps, making 
the technique much more sensitive and affordable than ECD in an FT-ICR instru-
ment (Chalkley  2010  ) . ECD/ETD is complementary to traditional CID. This com-
plementarity enables increased sequence coverage by choosing either CID or ETD, 
when both fragmentation methods are available on a single instrument. 

  Infrared Multiphoton Dissociation (IRMPD) : IRMPD is able to ef fi ciently perform at 
low rf amplitudes in quadrupole linear ion traps (QLT), does not induce ion scattering, 
and require only a single rf device. The use of static QLT rf amplitude and dynamic 
IRMPD irradiation time is an effective strategy for both identi fi cation and quanti fi cation 
of isobaric-tagged peptides in complex mixtures (Ledvina et al.  2012  ) . 

  Laser-Induced Dissociation (LID) : Because only those molecules absorbing energy 
at the appropriate wavelength will fragment, LID is much more speci fi c than CID 
and has signi fi cantly expanded during the last decade for biomolecular analysis. 
The UV-Vis laser provides an alternative excitation method that may be distinct 
from CID and offers complementary structural information (Enjalbert et al.  2011  ) . 

  Negative Electron-Transfer Dissociation (NETD) : NETD fragments peptides and 
proteins along the backbone at the C a -C bond, generating a- and x-type product ion 
fragments. The advantages of NETD include more predictable peptide ion dissocia-
tion and compatibility with PTMs (Rumachik et al.  2012  ) .  

    6.3.4   Mass Spectrometer 

 A mass spectrometer consists of three major components: an ion source, a mass 
analyzer, and a detector. The ion source and detector have undergone few signi fi cant 
advances in the past 20 years. As described earlier, the mass analyzer is the “heart” 
of the mass spectrometer. Many mass spectrometers are named after their analyzers, 
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such as MALDI-TOF, QTOF, LTQ, and LTQ Orbitrap. Advances in mass spectro-
metric instrumentation actually are the result of combining various multiple analyz-
ers in a single instrument, called hybrid instrument, thereby providing higher 
resolution, mass accuracy, sensitivity, and dynamic range. 

  Orbitrap Elite : Currently, the most powerful instrument used in proteomics is the 
Orbitrap Elite. It incorporates improvements in three main areas. First, an ion 
path has been applied in the ion transfer optics to block the line of sight, to 
achieve more robust operation. Second, the tandem MS acquisition speed of the 
dual-cell linear ion trap exceeds 12 Hz. Last but most importantly, the Orbitrap 
analyzer has been redesigned, and its resolution has been increased twofold for 
the same transient length by employing a compact, high- fi eld Orbitrap analyzer, 
achieving resolving power up to 240,000 at  m / z  400 for a 768-ms transient 
(Michalski et al.  2012  ) .  

    6.3.5   Bottom-Up, Middle-Down, and Top-Down 

 Three strategies have been applied in proteomics research based on the mass spec-
trometry instrumentation available in a laboratory. 

  Bottom-Up : In this approach, proteins are digested with a proteolytic enzyme, gen-
erating peptides that have much smaller molecular weights. The peptides are ion-
ized and analyzed by the mass spectrometer. Currently, this is the most popular 
approach to identify and quantify proteins in complex samples, because a mass 
spectrometer that analyzes peptides in large-scale generally is affordable by most 
laboratories. 

  Top-Down : In the top-down approach, intact proteins, rather than peptides, are ion-
ized and analyzed by the mass spectrometer. This approach has been applied and 
improved since the early period of proteomics. Numerous experiments of intact 
protein analysis have succeeded, but its success declines in the high-mass region 
(Wu et al.  2012b  ) . At present, the application of top-down approaches remains rare 
in routine, large-scale proteomic analysis of complex samples. 

  Middle-Down : In this approach, developed after bottom-up and top-down approaches, 
proteins are digested speci fi cally into a few large fragments, instead of small pep-
tides. The large fragments are ionized and analyzed by the mass spectrometer. This 
strategy has been developed later than bottom-up and top-down. Presently, only a 
few applications have been published using this approach (Meyer et al.  2011  ) . 

  Summary : In a complex sample, such as a cellular proteome, proteins may exist in 
multiple isoforms, diverse modi fi cations, and numerous fragments generated by 
endogenous protein cleavages. To accurately identify a protein in its fully functional 
form, intact proteins should be analyzed directly using the mass spectrometer. The 
top-down approach holds the best prospects for intact protein analysis. However, it 
currently suffers from two major limitations: (1) high-mass proteins are dif fi cult to 
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analyze using currently available mass spectrometers, and (2) proteins are multiply 
charged, generating very complex spectra and limiting the approach to isolated pro-
teins. Before novel ionization methods and analyzers are developed, a routine, 
large-scale proteomic analysis of complex samples using top-down LC-MS/MS 
method is unlikely. The top-down approach should be the ultimate goal of proteom-
ics, to accurately and comprehensively detect and identify protein isoforms, 
modi fi cations, and fragments that occur in a living cell. 

 The bottom-up approach has been extensively applied due to the availability of 
affordable instruments. However, in large-scale proteomic analyses, most proteins 
are identi fi ed by only a few peptides, which are minor fractions of the total protein 
sequence. Consequently, this approach is rarely able to distinguish protein isoforms, 
fully characterize modi fi cations, and differentiate protein fragments from an intact 
protein. Bottom-up will gradually be replaced by middle-down when high-end mass 
spectrometers, such as the Orbitrap Elite, are affordable for more and more pro-
teomic laboratories. It will eventually be replaced by top-down when novel mass 
spectrometers are available and affordable. 

 Middle-down is a hybrid approach based on 2–20-kDa peptides and can be per-
formed readily on currently available high-end mass spectrometers (Wu et al. 
 2012b  ) . Middle-down generates larger peptide fragments than peptides generated 
by bottom-up, increasing its ability to distinguish protein isoforms, characterize 
modi fi cations, and differentiate protein fragments from an intact protein. Currently, 
mass spectrometers able to analyze large peptides are available, but not affordable 
for many proteomic laboratories. Once such instruments are affordable, middle-
down will replace bottom-up. Once instruments for top-down are available and 
affordable, middle-down will be preplaced by top-down. Currently, it is likely that 
the application of middle-down approaches will increase until novel instruments are 
created for the top-down approach.   

    6.4   Protein Quanti fi cation 

    6.4.1   Array-Based 

 Protein array analysis is based on binding between a bait molecule and an analyte, 
which are subsequently detected by a probe. The bait molecule can be an antibody, 
protein, peptide, drug, nucleic acid, cell, phage, etc. The analyte is a protein. The 
probe is a molecule with a signal-generating moiety, such as a labeled antibody. 
The intensity of the signal is proportional to the quantity of an analyte bound to the 
bait molecule. An image of the spot pattern is captured, analyzed, and interpreted 
(Liotta et al.  2003  ) . 

 According to whether the analyte is captured from the solution phase or bound 
to the solid phase, protein microarrays include two major classes: forward-phase 
arrays (FPA) and reverse-phase arrays (RPA). In FPA, the analyte is captured from 
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the solution phase, and the bait molecule, such as an antibody, is immobilized onto 
the solid support. In contrast, in the RPA format, the analyte is bound to the solid 
phase and detected by the probe (Liotta et al.  2003  ) . 

    6.4.1.1   Forward-Phase Array (FPA) 

  Antibody-Based : An antibody microarray containing 224 antibodies in 32 subarrays is 
available from Sigma-Aldrich. In each subarray, a single spot with non-labeled bovine 
serum albumin (BSA) as a negative control, a single spot with Cy3- and Cy5-conjugated 
BSA as a positive control, and duplicate spots of 7 antibodies are included. This array 
is able to detect 63 cell signaling proteins, 31 proteins controlling cell cycle, 18 nuclear 
proteins including some transcription factors, 35 cytoskeleton proteins, 29 apoptosis-
related proteins, and 34 neurospeci fi c proteins (Uzdensky et al.  2012  ) . 

 To analyze the cellular proteomes of 24 pancreatic cancer cell lines and two con-
trols, an antibody microarray made of 810 antibodies that permits the analysis of the 
expression levels of 741 distinct proteins has been used. In the set of 810 antibodies, 
668 of these are af fi nity-puri fi ed, peptide-speci fi c, and polyclonal antibodies produced 
by Eurogentec from rabbit; 142 of these are antibodies purchased from different com-
mercial providers or obtained from collaborating partners (Alhamdani et al.  2012  ) . 

  Peptide Array : Arrays of bait peptides are synthesized onto PEG-based membrane 
supports. The membrane is incubated with cell lysate and subjected to 350–365-nm 
light to cross-link with interacting proteins. The indirect and nonspeci fi c interactors 
are removed by high-stringency, denaturing washes (Okada et al.  2012  ) .  

    6.4.1.2   Reverse-Phase Array (RPA) 

  Antibody-Based : In reverse-phase protein array (RPPA), sample lysates are spotted 
onto an array. The array is then hybridized with a speci fi c antibody to recognize the 
protein of interest. The protein signal is ampli fi ed with a biotinylated secondary 
antibody that binds to the primary antibody. The array is scanned, and the resulting 
image is quanti fi ed and analyzed by an array software (Okada et al.  2012  ) .   

    6.4.2   2-DE-Based 

 2-DE-based protein quanti fi cation relies on staining. The most popular staining 
methods include the colorimetric methods, such as Coomassie blue and silver staining, 
or  fl uorescent stain methods. Speci fi c staining reagents and methods are available 
for protein posttranslational modi fi cations such as phosphorylation and glycosyla-
tion. A detailed review on protein gel stain methods has been published (Steinberg 
 2009  ) . In addition to the traditional methods, new staining methods are continually 
emerging. 
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  Native Protein Fluorescence : Although Coomassie brilliant blue has been widely 
used in 2D gel visualization with moderate detection sensitivity, drawbacks and 
limitations frequently arise from the signi fi cant background they may generate in 
subsequent mass spectrometric analysis. A stain-free gel electrophoretic detection 
approach based on native protein  fl uorescence has been developed to be a fast gel 
imaging system (Susnea et al.  2012  ) .  

    6.4.3   MS-Based 

 In antibody-based and 2-DE-based quanti fi cation methods, protein abundances 
are determined directly at the protein level. However, in common MS-based 
methods (bottom-up), protein measurements are completed at the peptide level 
and then combined to calculate a summarized value for the protein from which 
they come. 

 Quantitation of analytes using MS is not new and can be traced back to 1972 
(Bertilsson et al.  1972  ) . In that paper, the fragment ion of 5-hydroxyindole-3-
acetic acid (5-HIAA) dihepta fl uorobutyryl methyl ester derivative,  m / z  538, was 
chosen to determine the concentration of 5-HIAA. Dideuterium-labeled 5-HIAA 
was synthesized and used as an internal standard to integrate a standard curve. 
The developed method required less than 2 min and enabled an accurate determi-
nation of 5-HIAA in the range of 2–50 ng/ml of human cerebrospinal  fl uid (CSF). 
In this pioneering study, the peak height of 5-HIAA derivative fragment ion was 
applied to quantify the concentration of 5-HIAA. At the present time, this 
approach (fragment ion + isotopic-labeled internal standard) continues to be 
applied extensively in quanti fi cation of small-molecule compounds. However, 
peak area rather than peak height is used for quanti fi cation (Tsikas et al.  2012 ; 
Zanchetti et al.  2012 ; Heinig et al.  2011  ) . Developments in the last 50 years indi-
cate that peak area is the most reliable measurement for quanti fi cation. The 
approach for small-molecule compounds also has been adopted for proteomics 
(Schmidt and Urlaub  2012  ) . Because peptides are small-molecule compounds, 
measuring peak area directly should be considered a reliable method for peptide 
and protein quanti fi cation. 

 However, in addition to measuring the peptide peak area directly, numerous 
methods and techniques have been developed for protein quanti fi cation. While 
every approach claims high accuracy and precision (reproducibility), only when 
its cost is low, it is convenient, and it has fewer limitations can one claim it is 
more advanced than other approaches. Various publications have reviewed the 
principle, method, application, and pros and cons (Xie et al.  2011 ; Brewis and 
Brennan  2010  ) . 

 In timeline of proteomic technological development, relative quanti fi cation 
appeared before absolute quanti fi cation and label-based methods were developed 
before label-free methods. Therefore, the introduction of each method will follow 
that sequence in this section. 
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    6.4.3.1   Relative Quanti fi cation 

      Label-Based 

 In the early stages of proteomic technology, a few notable laboratories developed 
stable isotope-labeling methods and coined terms for their methods. Following that 
theme, many new terms have arisen. According to the developmental sequence of 
labeling methods, some of these are summarized in Table  6.1 , including their name, 
stage of proteomic sample preparation work fl ow where labeling occurs, and perti-
nent characteristics.  

      Metabolic Labeling 

   15   N Labeling : The  fi rst labeling method for protein quanti fi cation was published 
in June 1999 (Oda et al.  1999  ) . Wild-type and mutant cells are grown in medium 
containing natural isotopes of nitrogen and the same medium enriched in  15 N, 
respectively. After an appropriate growing period, the cells are combined, and 
the proteins are extracted and separated by 2-DE. Gel spots of interest were 
excised and are subjected to digestion, and the resulting peptide fragments were 
extracted and analyzed by MS. The intensity of pairs of peaks from unlabeled 
and  15 N-labeled peptides is used to determine relative protein abundance in the 
two cell types. This procedure can be applicable to any cell system that can be 
grown in isotopically enriched media. Other stable isotopes,  13 C,  18 O, and  2 H, 
could be used as well. 

  Stable Isotope Labeling by Amino Acids in Cell Culture (SILAC) : SILAC was 
introduced in 2002 (Ong et al.  2002  ) . In this method, cell cultures are adapted to 
normal leucine or Leu-d3 media at the start of the experiment, and proteins are 
mixed directly after lysis and subjected to protein identi fi cation and quanti fi cation 
procedures. In contrast to the method used in  15 N-labeling described above, the 
labeling of peptides using stable isotope-labeled amino acids, rather than elements, 
is speci fi c to its sequence, and the mass differential between two states can be 
speci fi ed more directly. 

 SILAC has been considered to be able to facilitate accurate and reliable quantita-
tive proteomics by the introduction of the stable isotope-labeling amino acids in cell 
culture, combined with high-resolution mass spectrometry. However, several major 
sources of quanti fi cation errors exist, i.e., incomplete incorporation of isotopic 
amino acids, arginine-to-proline conversion, and experimental errors in  fi nal sample 
mixing. A label-swap replication of SILAC experiments has been developed to 
effectively correct experimental errors (Park et al.  2012  ) .  

      Chemical Labeling 

  Isotope-Coded Af fi nity Tags (ICAT) : To overcome the limitations of the  15 N-labeling 
approach, ICAT was developed in October 1999 (Gygi et al.  1999  ) . ICAT is a com-
bination of labeling and enrichment. The side chains of cysteinyl residues in two 
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reduced protein samples are derivatized with the isotopically light and heavy form 
of the ICAT reagent, respectively. The two samples are mixed and enzymatically 
cleaved to generate peptides. Due to the tags on the labeled peptides, the cysteine-
containing peptides are enriched by avidin af fi nity chromatography. Finally, the 
peptides are identi fi ed and quanti fi ed by LC-MS/MS. 

   Table 6.1    The comparison and summary of labeling methods according to their development 
sequence   

 Timeline  Name 

 Labeling stage a  

 Reagent, group, and amino acid  ML  CL  EL  PL 

 Jun 1999   15 N labeling  X   15 N-labeled (>96%) rich cell growth media 
 n/a b  
 n/a 

 Oct 1999  ICAT  X  ICAT reagent 
 Thiol 
 The side chains of cysteine residues 

 Mar 2001  GIST  X   d 3-Methanol 
 Carboxylic acid 
 C-termini and the side chains of aspartic and 

glutamic acid 

 Sep 2001   18 O labeling  X  H 
2
  18 O 

 n/a 
 Cysteine or lysine when trypsin is applied 

 2002  SILAC  X  Heavy isotope-labeled amino acids 
 n/a 
 The responding amino acids 

 2003  TMT  X  TMT reagent 
 Amine 
 N-termini and the side chains of lysine 

residues 
 2004  iTRAQ  X  iTRAQ reagent 

 Amine 
 N-termini and the side chains of lysine 

residues 

 2005  ICPL  X   d 4-Nicotinoyloxy-succinimide 
 Amine 
 The side chains of lysine residues 

 2008  mTRAQ  X  mTRAQ reagent 
 Amine 

 N-termini and the side chains of lysine 
residues 

   a Before a peptide is analyzed by MS, several steps are included, such as protein synthesis, extrac-
tion, and digestion. Labeling could be carried out at any stage. Metabolic labeling ( ML ) happens 
during protein synthesis, chemical labeling ( CL ) occurs after protein extraction and before protein 
digestion, enzymatic labeling ( EL ) takes place during protein digestion, and post-digestion label-
ing ( PL ) happens after protein digestion 
  b n/a not applicable  
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  Isotope-Coded Protein Label (ICPL) : ICPL was  fi rst published in 2005 (Schmidt et al. 
 2005  ) . In ICPL, stable isotope labeling occurs at free amino groups of intact proteins. 
Thus, it is applicable to any protein sample, including extracts from tissues or body 
 fl uids, and compatible with all separation methods employed in proteomic studies.  

      Enzymatic Labeling 

   18   O Labeling : While metabolic labeling using  15 N requires labeling to occur in vivo 
and chemical labeling requires a protein to contain a certain amino acid such as 
cysteine or lysine, enzymatic labeling does not require in vivo metabolic labeling or 
a protein to contain a certain amino acid. Therefore, it is broadly applicable to all 
protein separation methods. The  fi rst  18 O-labeling method was published in 
September 2001 (Munchbach et al.  2000  ) .  18 O isotopic labeling is carried out when 
the proteins are digested in a solution containing 50% H 

2
  18 O.  

      Post-digestion Labeling 

  Global Internal Standard Technology (GIST) : GIST was developed in March 2001 
and so-named in 2002 (Chakraborty and Regnier  2002 ; Goodlett et al.  2001  ) , 
enabling isotopic tagging of all peptides obtained after enzymatic cleavage of pro-
tein samples, because labeling of peptides converts carboxylic acids, which are 
present on the side chains of aspartic and glutamic acid as well as the carboxyl ter-
minus, to their corresponding methyl esters. 

  Tandem Mass Spectrometry Tag (TMT) : TMT is the  fi rst isobaric labeling method and 
was published in 2003 (Thompson et al.  2003  ) . The tag reagent of TMT consists of 
three components: a unique mass reporter (tag) that is used for quanti fi cation, a mass 
normalizer that balances the mass of the tag to make all the tags equivalent in total 
mass, and a reactive moiety that cross-links to peptides. Due to the identical mass of 
the tags, the same peptide in all samples has an identical mass and LC retention time, 
simplifying analysis and potentially increasing analytical accuracy and precision. 

 A new TMT technique called cysTMT has been developed and is used to enrich 
TMT-labeled cysteine-containing peptides (Murray et al.  2012  ) . 

  Isobaric Tags for Relative and Absolute Quantitation (iTRAQ) : The principle of 
iTRAQ is the same as TMT, while the tag is a little different. iTRAQ reagents 
react with amino groups at the N-termini of peptides and with lysine side chains. 
The chemical structure of the iTRAQ reagent includes a charged reporter group 
( m / z  114–117) that is unique to each of the four reagents, a mass balance group 
(28–31 Da) to have an identical total mass of 145 Da for the four isobaric tags, 
and a peptide reactive group. The  fi rst iTRAQ method was published in 2004 and 
the term coined in 2005 (DeSouza et al.  2005 ; Ross et al.  2004  ) . The original 
iTRAQ had four tags, allowing for the simultaneous quanti fi cation of up to four 
samples. Currently, eight tags are commercially available, permitting multiplex-
ing of up to eight samples in a single experiment. 
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 Similar to cysTMT, cysTRAQ has been developed to enable iTRAQ reagent 
quantitation of peptides fractionated based on presence of a cysteine (Tambor et al. 
 2012  ) . The weaknesses and strengths of iTRAQ for relative quanti fi cation and other 
technical issues have been discussed and published (Evans et al.  2012  ) . 

  MRM-Compatible Tags for Relative and Absolute Quantitation (mTRAQ) : mTRAQ 
reagents are MRM-compatible versions of reagents. Unlike the iTRAQ labels, the 
mTRAQ labels are designed to be nonisobaric to maximize possible differences in 
the multiple reaction monitoring (MRM) transitions. The  fi rst mTRAQ application 
was reported in 2008 (DeSouza et al.  2008  ) . The mTRAQ methodology relies on 
MRM to target tryptic peptides from the protein of interest.   

      Label-Free 

 As shown in Fig.  6.4 , a peptide ion provides useful information, including its inten-
sity at each time point, the MS/MS spectra, and the ions and their intensity in the 
MS/MS spectrum. Using this information, different label-free methods have been 
developed, including spectral counting (SC), ion intensity, MS/MS fragment ion 
intensity, and a combination of spectral counting and ion intensity measurements.  

  Fig. 6.4    An example of a peptide detected by LC-MS/MS. A peptide elution on an LC column and 
the peptide ion MS/MS spectrum provides its intensity at each time point, the MS/MS spectra, and 
the product ions and their intensity in the MS/MS spectrum. All the information has been used indi-
vidually or conjointly in numerous label-free methods, such as spectral counting, ion intensity, MS/
MS fragment ion intensity, and a combination of spectral counting and ion intensity measurements       
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      Spectral Counting 

 The principle of spectral counting is very simple: the number of mass spectra 
identi fi ed for a protein is used as a measure of the protein’s abundance (Hendrickson 
et al.  2006  ) . Although spectral counting has been applied in many different biologi-
cal complexes, protein quanti fi cation using spectral counting is challenging, because 
(1) using dynamic exclusion of ions in data acquisition to obtain more MS/MS frag-
ments of low-abundance peptides dramatically affects spectral acquisition, and (2) 
co-eluted peptides in liquid chromatography competing for MS/MS analysis 
in fl uence the spectral acquisition (Lai et al.  2011  ) .  

      Ion Intensity 

 As mentioned above, the application of peak area that is based on ion intensity has 
a long history in the quanti fi cation of small-molecule compounds. There are no 
reasons to exclude the application of this method in peptide and protein quanti fi cation. 
On the contrary, it should be the  fi rst and best choice, because it is well-established 
and has been used extensively. 

 In this approach it is important to emphasize that protein quanti fi cation is not 
carried out directly but based on peptide quanti fi cation. Unfortunately, in compara-
tive studies, individual peptide fold changes often exhibit a different fold change 
than other peptides from the same protein (Lai et al.  2011  ) . Several possible expla-
nations for this phenomenon are as follows: (1) some peptides have greater variation 
than others under the same chromatographic conditions, (2) PTM variably affects 
the relative abundance of unmodi fi ed peptides, (3) peptide sharing among diverse 
proteins causes inconsistent effects on some peptides, and (4) differential regulation 
of isoforms, misidenti fi cation, and misquanti fi cation also may occur (Lai et al. 
 2011 ; Erhard and Zimmer  2012  ) . To detect outlier peptides, Lai et al.  (  2011  )  used a 
peptide intensity correlation calculation, and Erhard and Zimmer  (  2012  )  applied a 
complicated algorithm. Both studies identi fi ed the problem and developed a method 
to remove outlier peptides to improve quantitation.  

      MS/MS Fragment Ion Intensity 

 Two formats of MS/MS fragment ion intensity, spectral index (SI) and summed MS/
MS TIC (SMT), replace spectral counting in the normalized spectral abundance 
factor (NSAF) formula, resulting in two algorithms, abbreviated as NSI and NSMT, 
respectively. Both NSI and NSMT improve overall accuracy over NSAF for the 
relative quanti fi cation of proteomes (Wu et al.  2012c  ) .  

      Combination of Multiple Strategies 

 A label-free quantitative algorithm by combining measurements of spectral count-
ing, ion intensity, and peak area on 1D PAGE-based proteomics has been reported 
(Gao et al.  2008  ) . However, this method is developed for 1D PAGE-based LC-MS/
MS analysis. 
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 In protein quanti fi cation, many methods attempt to improve accuracy by compli-
cating their algorithm or using normalization. Researchers must realize that the 
improvement is limited when the quality of raw data is poor.  

      Selected Reaction Monitoring (SRM)/Multiple Reaction Monitoring (MRM) 

 Traditional label-free quanti fi cation methods quantify hundreds to thousands of 
proteins in a mixture. SRM, also known as MRM, is a targeted protein quanti fi -
cation method. SRM/MRM is not a new mass spectrometry technique, but its 
application in proteomics is emerging as a complement to untargeted shotgun 
methods and is particularly useful in absolute quanti fi cation. The principle, 
application, advance, and future of SRM have been reviewed (Picotti and 
Aebersold  2012 ; Maiolica et al.  2012  ) .    

    6.4.3.2   Absolute Quanti fi cation 

 As described above, SRM/MRM is able to relatively quantify proteins in a complex 
sample. When isotopically labeled, recombinant proteins or synthesized peptides 
are used as internal standards, and SRM/MRM is able to absolutely quantify pro-
teins. The history, principle, and work fl ow of absolute quanti fi cation have been 
introduced and reviewed (Schmidt and Urlaub  2012 ; Bronsema et al.  2012  ) . 

  Absolute Quanti fi cation (AQUA) : In AQUA, peptides are synthesized with incorpo-
rated stable isotopes as internal standards, having identical physicochemical proper-
ties but are distinguished by a mass shift compared to target peptides generated by 
proteolysis. The ratio of the area under the curve (AUC) is used to determine con-
centration of a protein in the cell lysate (Gerber et al.  2003  ) . 

  Protein Standard Absolute Quanti fi cation (PSAQ™) : PSAQ™ was developed in 
2007 to perform absolute quanti fi cation of target proteins in MS experiments using 
stable isotope-labeled full-length proteins as internal standards (Adrait et al.  2012  ) . 
Quanti fi cation is carried out by comparing the protein MS signal to that of the iso-
tope-labeled standard. Because PSAQ standards and their target proteins share the 
same biochemical properties, PSAQ standards can be added into the samples at the 
earliest stages of analysis to enhance protein quanti fi cation accuracy due to losses 
that may occur during sample prefractionation and/or incomplete proteolysis.    

    6.5   Protein Structure 

 Structural proteomics is a high-throughput endeavor for solving three-dimensional 
(3D) structures of proteins, protein complexes, and small-molecule-protein com-
plexes. Structural proteomics is used to determine the detailed structure of the inter-
faces between proteins that may be important drug targets and the interactions 
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between proteins and ligands. Relatively few studies in structural proteomics have 
been published. 

 Biomolecular NMR plays a critical role in structural proteomics. Recently, a 
new strategy using 2D HSQC-type experiments has been developed to establish 
the complete backbone ( 1 H,  15 N,  13 C  a  , and  13 C ¢ ) assignment of small well-folded 
proteins in less than a day for high-throughput structural proteomics (Kumar 
et al.  2012  ) . 

 Mass spectrometry is becoming an important tool for studying protein structure. 
In mass spectrometry-based structural proteomics, proteins are modi fi ed or labeled 
and subsequently analyzed with mass spectrometric techniques to characterize pro-
tein structures. A brief overview of structural proteomics methodologies has been 
published, including the common techniques used in structural proteomics, such as 
cross-linking, photoaf fi nity labeling, limited proteolysis, chemical protein 
modi fi cation, and hydrogen/deuterium exchange (Serpa et al.  2012  ) . Importantly, 
none of these methods alone are able to provide complete structural information, but 
a “combination” of these complementary approaches provides vital information.  

    6.6   Protein Function 

 Functional proteomics is actually interaction proteomics, focusing on protein inter-
actions with a “bait” of interest, such as a protein, DNA, RNA, or small molecule. 
Two main types of methods have been applied in interaction proteomics, including 
genetic-based methods and MS-based methods. 

    6.6.1   Genetic-Based 

  Yeast Two-Hybrid (Y2H) : The Y2H system is a genetic method that detects protein-
protein interactions. In this method, two parts of a transcription factor are separated: 
DNA-binding domain linked to a known “bait” protein X and the activation domain 
linked to an unknown “ fi sh” protein Y. Only when X and Y proteins are bound, a 
complete transcription factor reconstitutes, allowing the corresponding reporter gene 
expression, which is readily detected. One application is to detect new interactions of 
a protein with a known function by library screening (Lecrenier et al.  1998  ) .  

    6.6.2   MS-Based 

  Af fi nity Puri fi cation Coupled to MS : MS-based methods for protein interaction 
analysis are identical to protein identi fi cation and quanti fi cation in the MS analy-
sis but differ with respect to sample preparation. Immunoprecipitation (IP) 
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described earlier in protein fractionation, enrichment, and separation is the most 
common method used in MS-based protein interaction studies. An enriched 
 protein complex is identi fi ed and quanti fi ed with MS, thereby revealing the 
interactions.   

    6.7   Conclusions 

 Generally, proteomic techniques can be classi fi ed into three generations. In the  fi rst 
generation, proteins are quanti fi ed by 2-DE and identi fi ed by MALDI-TOF MS. In 
the second generation, also called bottom-up proteomics, proteins are identi fi ed and 
quanti fi ed by LC-MS/MS at the peptide level. Currently, proteomics is in the second 
generation. In the next generation of proteomics, also called top-down proteomics, 
proteins are identi fi ed and quanti fi ed by LC-MS/MS at the protein level. Top-down 
proteomics has been successful in the analysis of simple samples, but not in the 
routine, large-scale analysis of complex samples. Before a new generation of mass 
spectrometers is available for large-scale top-down proteomics, an alternative 
approach, called middle-down, is a great choice to improve protein identi fi cation 
and quanti fi cation. 

 As far as protein absolute quanti fi cation is performed, a reliable and reproducible 
method should be validated. According to the “Guidance for Industry: Bioanalytical 
Method Validation” from the FDA, a particular method used for quantitative mea-
surement of analytes in a given biological matrix has to be validated reliable and 
reproducible for the intended use. Accuracy, precision, selectivity, sensitivity, repro-
ducibility, and stability are the fundamental parameters. These requirements are of 
the utmost importance in assessing the performance of the particular method. Some 
of them should be considered when any method is used in sample preparation, pro-
tein identi fi cation, relative protein quanti fi cation, protein structure, and protein 
function. Cost, as in time, instrumentation, and operation, is another major concern 
in method development. In reality, every technique should be developed to improve 
performance and/or reduce cost. 

 Advances in sample preparation mainly focus on sample fractionation, enrich-
ment, and separation. Current trends aim to obtain a certain type of peptide and 
protein or a speci fi c organelle. Other advances in sample preparation involve 
improved protein extraction, solubilization, reduction/alkylation, and digestion. 
Advances in protein identi fi cation are the result of improvements in ionization, 
mass analyzers, and fragmentation techniques. Advances in protein quanti fi cation 
are aimed at improving accuracy, precision, selectivity, sensitivity, reproducibility, 
and stability. Structural and functional proteomics have begun but require continued 
development. 

 In summary, advances in each step of proteomic technology are directed at build-
ing a method that is able to generate accurate and global results with high-through-
put capability.       
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  Abstract   Healthcare systems today are undergoing major restructuring. From the 
patient’s perspective, expectations focusing on high quality treatments for most 
common diseases – such as cancer, cardiovascular diseases, neurodegenerative 
diseases, diabetes, and others – have gone unmet in most countries throughout the 
world. Today, a number of protein expression and analysis platforms is available, 
which can generate large-scale maps of proteins related to healthy and diseased 
states. These mass spectrometry-based technologies are used on a daily basis by 
thousands of research laboratories around the world. The major interest is focused 
on discovery and validation of novel biomarkers in various diseases, as well as on 
targeted proteomics where quantifi cation of multiple protein biomarkers is achieved. 
We present these technological developments in relation to disease diagnosis and 
treatment and provide two examples where signifi cant progress has been made.  
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    7.1   Introduction 

 Society has an increasing demand and expectations on health-care quality and 
ef fi ciency, which happens in a time of fast technology development and milestone 
achievements in science. This opens up for new opportunities that can meet 
 challenges to the medical research community and to further drive the patient- 
centric and technology-driven research strategy. 

 The development of new problem-solving biomarkers has a great prospective, in 
where both the industry and the academic  fi elds are investing and exploring 
approaches to exploit technology to make innovative discoveries (Anderson  2005 ; 
Marko-Varga and Fehniger  2004  ) . 

 Recently, the protein science research  fi eld has developed new and complementary 
technologies, like protein shotgun sequencing and quantitative mass spectrometry 
platforms that are readily available and also used in everyday clinical chemistry assays 
within hospitals around the world (Mann  2009 ; Olsen et al.  2009 ; Schmidt et al. 
 2009  ) . With about 20,300 gene products and their multiple structural variations, 
involved in disease pathophysiology, measuring these proteins is a real challenge 
to research society. The coding of the human genome is with its splice-forming 
 variants expected to produce a much higher number of human proteins (Kato et al. 
 2011a ; Rezeli et al.  2011  ) . The exact human protein number is still not known 
today. However, considering the posttranslational modi fi cations that occur in the 
body, it is expected to be many millions of proteins. The cellular activity of all 
these proteins in any given disease state forms a high degree of complexity that 
holds the Holy Grail of many diseases. 

 As the expression of proteins in human bio fl uid is a rich source of clinical 
patient  material, health care has given blood analysis and protein quantitation a 
high degree of attention over the last decades. Still today, considering blood 
samples like plasma and serum constitutes an expression range of 10–12 orders 
of magnitude. This is a real challenge, since there is no analytical technology 
platform today that can measure such a large dynamic range of any given protein 
in patient samples (Anderson and Anderson  2002 ; Domon and Aebersold  2006  ) . 
The limitation of sensitivity of currently available protein platforms does not 
allow us to perform the assay. The alternative solution that most laboratories 
apply is to build the assays in a way that covers 3–5 orders of magnitude and then 
covers the entire range by crossover solutions that will cover the concentration 
area of interest. 

 Right now, there is a large numbers of putative markers that are used for various 
diagnostic predictions. The objective is to be assessing which combination of markers 
has the greatest diagnostic and prognostic power. As there is an ever-increasing 
attention in the clinical  fi eld, trying to understand and predict the disease status and 
malfunctions of patients, the focus on optimal drug treatment of patients has become 
a central point of attention. 

 The lifestyle with alcohol consumption and smoking habits constitutes a unique 
global public health problem with increasing burden on the health-care system due 
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to alcohol- and smoking-related morbidities. These habits in relation to an alternative 
lifestyle with exercise and healthy food, such as functional food products  entering 
into the everyday life of people, will have a global impact to the health of our com-
munities. In addition, increased life expectancy is leading to geriatric and chronic 
illnesses. The predominant diseases in this regard are:

   Cardiovascular disease  • 
  Cancer diseases  • 
  Neurodegenerative diseases  • 
  Obesity and diabetes type 2  • 
  Pulmonary diseases, including chronic obstructive pulmonary disease (COPD)    • 

 There is an increasing international interest to strengthen and progress research 
areas that can aid disease understanding to improve patient care. This will include 
novel medicines such as “personalized medicine.” The targeted drug treatments have 
opened up a whole new  fi eld where patients within a given disease are considered as 
a heterogeneous group rather than one uniform that can be treated in the same way. 
As a result, an alternative dedicated solution is targeted for a speci fi c phenotype. 
This new generation of medications is at the frontline of modern medicine, and most 
drug companies have the pipeline activated in clinical trials to evaluate and adapt 
these treatments to new patient groups. Personalized medicine is closely linked to 
the diagnostic arm of the treatment, where the selection is made. Proteomics and the 
clinical protein science  fi elds are devoting lots of resources to outline the optimal 
path, linking treatment and diagnosis together. In this respect, early indication of 
disease diagnosis along with alternative treatment technologies can utilize both 
imaging techniques and biomarker diagnostics (Kato et al.  2011b  ) . 

 Although considerable progresses are being made, there is still an unmet need 
for solutions how to manage and address best these health-care challenges. These 
tribulations are well known by governments and health-care institutions. These are 
reasons why for instance the European Commission has dedicated large-scale 
research programs to address the developments of disease mechanism research 
within dedicated research area (Andrejevs et al.  2009  ) , and so has National Institute 
of Health (NIH) in USA, as well as other sponsoring bodies in the world. In a joint 
effort between Europe and the USA, there have been common strategies of how 
systems biology can be useful in cancer research (Aebersold et al.  2009  ) .  

    7.2   Protein Biomarkers and Targeted Analysis 

 Patient needs and disease symptoms are very often multifactorial. Consequently, the 
demands are driven by more than one biological mechanism. In addition,  disease 
presentations are in most cases not a one-point position of a treatment event. On the 
contrary, it is a situation where multifold of disease presentation forming the ongo-
ing pathophysiology is cooperatively making out these disease effects. These are 
reasons why the diagnosis of the disease is a highly important part of the health-care 
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process. Diagnosis as such appears in the very beginning when the patients  fi rst 
meet the doctor. A number of analysis and investigations are performed, most com-
monly involving clinical chemistry assay measurements. In many cases, imaging 
tests are made, such as X-ray, CT, PET scan, and MRI. The responsible physician 
will have consultation throughout the disease progression and treatments, where the 
diagnosis will be repeated several times. 

    7.2.1   Disease-Targeted Concepts 

 Today, the diagnosis is made in the hospital, where the number of available analysis 
tests are in the order of 400–600 different clinical measures. In these clinical chemistry 
tests, protein quantitations are preferably performed with an immunoreagent-
based assay technique, with a large number of methodologies at hand. At present, 
ELISA and clinical  fl ow injection assays are the most common, and they are being 
used in highly automated analysis platforms where robotic instrumentation is state 
of the art. 

 As there is an interest in trying to understand multifactorial biology, such as 
strati fi cation within disease, the systems biology approach is gaining more and more 
interest. A systematic and holistic approach where the biology is considered as more 
of a matrix-related event rather than biological event, needs to be treated. The systems 
biology as a concept builds all of the biology components into one common view, 
explaining how the system works. As a consequence, it will allow for an opening to a 
new and ef fi cient future for the patients with alternative treatments, where the entire 
system is taken into consideration. In this context, the information, which is needed in 
the clinical  fi eld for improved medical treatments, is increasing. 

 We see the rise of high-density protein arrays (Schwenk et al.  2008 ; Weissenstein 
et al.  2006 ; Rinn et al.  2004 ; Cho et al.  2006  ) , as well as tissue microarrays 
(Apweiler et al.  2009 ; Paavilainen et al.  2010  ) . The technology-driven disease 
biology cataloguing exercise is a more extensive challenge than was foreseen. 
To address this, the idea of the Human Proteome Project (HPP) was launched in 
September 2010 in Sydney at the HUPO World Congress. 

 The purpose of the international Chromosome-Centric Human Proteome 
Project (C-HPP) is to map and identify all human proteins that are encoded by the 
genes on all human chromosomes. In addition, it is the objective of the C-HPP 
consortium to establish and organize a joint network among the research society, 
responsible for protein mapping of individual chromosomes, and to identify com-
pelling biological and genetic mechanisms in fl uencing colocated genes and their 
protein products. 

 The C-HPP aims to foster integrating these  fi ndings, from related molecular 
omics technology platforms, through collaborations among universities, industries, 
and private research groups (Legrain et al.  2011 ; Paik et al.  2012a,   b ; Marko-Varga 
et al.  2011  ) .   
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    7.3   Biomarkers 

 Biomarkers are most well known from the past as surrogate markers that have 
 successfully been used in patient treatment. In general, the biomarker concept is 
extremely wide in use and application, and it is clear from our current experience 
that one size does not  fi t all; instead, there is a clear strategy how biomarkers should 
be used in combination with patient drug treatment that is focused on  use of the 
right diagnosis to get the right drug to the right patient at the right time.  

 The surrogate markers have high scores both respect to sensitivity and speci fi city. 
Clinicians at hospitals that meet patients on an everyday basis will be able to make 
high ef fi ciency scoring, as the prediction predictive value of surrogate markers is 
high. As a consequence of poor unsatisfactory developments of surrogate markers, 
the high-tech science  fi eld opened up for the development of biomarkers that are 
predictive, but to a lower degree. These biomarkers are commonly used as multiple 
marker assay approaches. Most of the new technology platforms generate multi-
tude of data from a biology of interest, where the informatics and mathematics 
groups are needed to help elucidate the value and the interpretation of these results. 
The health-care area and clinical organizations are utilizing these developments and 
are expecting payback, by means of new and useful protein assays, in the treatment 
of patients. In addition, there are extensive developments ongoing, where ELISA 
tests are being challenged by new mass spectrometry-based assay principles. 
Biomarker perspective and overviews where new technology progresses play a 
central role in cancer, and other disease areas were recently presented by joint 
research initiatives. Biomarkers are utilized for various purposes within the health-
care sector, as well as for drug developments where the type of biomarkers is linked 
to the development phase within the drug development process:

    (a)    Primary biomarkers, commonly with low abundant protein expression.  
    (b)     Secondary biomarkers, commonly with medium abundant protein expression, 

often with an indirect biomarker that is a resulting outcome of the signaling 
pathway biology.  

    (c)     Tertiary biomarkers are, commonly with low-to-medium abundant protein 
expression.     

 These processing steps of biomarker developments are depicted and presented in 
Fig.  7.1 . The concept whereby these biomarkers are used in clinical drug studies is 
shown in Table  7.1 . Here, the biomarkers have speci fi c aims and outcomes as shown 
in Table  7.1 . In early drug studies, the drug impact needs to be veri fi ed by a proof of 
mechanism biomarker, followed in a later phase study by a proof of principle 
biomarker. In the  fi nal phase of drug developments, in clinical phase 3 drug studies, 
the proof of concept biomarkers are applied. At this stage, the biomarker needs to 
provide evidence with a given assay that the drug concept is valid. At this stage, the 
number of patients participating in the study is also high, and consequently the 
statistical evidence and outcome of the biomarker data are critical.   
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   Table 7.1    The biomarker utilization within clinical drug studies   

  Biomarkers for “Proof of Mechanism: POC”  
 A biomarker demonstrates an effect, which results in a functional change related to the 
proposed mechanism of action. The proof of mechanism effects can be measured for instance 
with an in vivo assay, following an appropriate stimuli. 
  Biomarkers for “Proof of Principle: POP”  
 A biomarker demonstrates an effect that results in a biological change, closely related to the 
proposed mechanism of action and known to be associated with disease activity in patients. The 
proof of principle biomarker readouts is proven in a dedicated patient study. It can be a measure 
of, e.g . , an acute phase marker regulation in patient studies after drug intervention. 
  Biomarkers for “Proof of Concept: POC”  
 A study demonstrates an effect on a clinical end point. Proof of concept biomarker evaluation 
needs to be carried out in patients with the disease in question. In cancer studies for instance, a 
tumor reduction would be a positive effect where the biomarker quantitation provides a positive 
effect that has been achieved. 

  Fig. 7.1    Biomarker structure and expression abundance areas in clinical studies       

 In addition to the above, within the drug development process, there is a succes-
sive use of biomarkers such as:

   Biomarkers in translational medicine  • 
  Biomarkers for clinical pharmacology  • 
  Safety and toxicity biomarkers  • 
  Monitoring of response to therapy  • 
  Patient strati fi cation biomarkers  • 
  Molecular diagnostic biomarkers    • 

 In order to have a better understanding, bridging academic and industrial 
 biomarker research progression, a collaborative effort has been made in-between 
Duke University and LabCorp. This effort is established to optimize the speed 
whereby the discovery of interesting biomarkers is taken to commercialization.  
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    7.4   The MRM Technology Platform 

 In most situations, biomarkers with protein origin are identi fi ed as differentially 
expressed in clinical samples comparing for instance clinical status of disease and 
health. The standard hospital technique of today is ELISA, where most  commonly 
a recombinant protein is being used as the reference. The recombinant protein is 
used for quantitative analysis of patient samples which by itself is a possible 
source of analysis errors to be made in the diagnosis of the disease. The reason is 
that most often, the recombinant protein is different from the endogenous 
biomarker. 

 By utilizing mass spectrometry platforms, a protein sequence-related readout is 
generated, which is indifferent to the ELISA method, as the ELISA will quantify, 
based on antigen and antigen-like proteins and resulting in a  fi nal readout, which is 
not  necessarily biomarker speci fi c. 

 The MRM/SRM mass spectrometry technique, on the other hand, identi fi es and 
quanti fi es speci fi c peptides within the digested samples, which is a complex  mixture. 
In addition, the MRM/SRM mass spectrometry technology is inherently easy to 
multiplex. Multiple biomarker analysis assays are straightforward to develop, where 
the fast scan rate of modern mass spectrometry platforms of today easily handles 
multiple protein sequence quanti fi cations. In addition, MRM/SRM assays will offer 
high sensitivity and speed, which is a future requirement, and high-throughput 
screening of clinical samples for candidate biomarkers within the  clinical study area. 

 In the SRM or MRM methods, a given series of transitions are made with target 
peptides that are the precursors being ionized after LC separation and interface to 
MS. These precursor ions are then next fragmented ion pairs, where the corre-
sponding data are picked up by the instrument. A multitude of peptides are 
quanti fi ed during a single LC-MS experiment. Looking back to decades of biological 
mass spectrometry and the recent years with proteomics studies, it is obvious that 
all the generated protein sequence data, compiled and built within databases, is a 
great access. 

 These experimental reports provide in many instances not only sequences of 
importance but also in plentiful cases quantitative information with respect to 
speci fi c biology of clinical relevance. These clinical assay data have been generated 
both within Academia, where they are made public, as well as within pharma and 
biotech industry. The value of all this information, also highlighted by HUPO in the 
standardization program, Proteomics Standards Initiative (  http://www.HUPO.org/
research/psi/    ), is a strong fundament for MRM/SRM assay developments. By the 
utilization of stable isotope standards, MRM platforms are becoming a complemen-
tary protein assay technology to ELISA and other antibody-based assay techniques. 
A multifold of research groups in laboratories globally is picking up on the develop-
ments and utility of MRM platforms and assays. The relative ease of multifold 
reagent (stable isotope peptide) procurement is an attractive feature for MRM assays 
when compared with ELISAs. Most of the MRM assays developed for absolute 
quantitations make use of a digestion step followed by spiking of isotope-labeled 
heavy peptides (Fig.  7.2 ).  

http://www.HUPO.org/research/psi/
http://www.HUPO.org/research/psi/
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 MRM assay developments have been proven to be a highly useful technology 
principle for clinical protein and peptide analysis. In recent years, there is constant 
increase in reports on the assay developments that can be made by modern MRM 
platforms. The mass spectrometry instrumentation platforms are rapidly developing, 
becoming faster, more sensitive, and more user friendly. These technology platforms 
offer robust and reliable quanti fi cations of proteins and peptides with good accuracy 
and precision. At the moment, MRM applications are the fastest growing targeted 
protein analysis area, with multiplex assays for absolute quanti fi cations in clinical 
disease areas. The cardiovascular area holds, besides cancer, some of the fastest 
growing disease area and growth. 

 The MRM technology is able to quantify proteins down to femtomole levels and 
higher concentration regions, which means high and medium abundant and upper 
low abundant area. These are the applicable expression regions for proteins of interest. 
Importantly, the precision, as well as stability of these platforms, needs to be met for 
practical use. 

 By the use of isotope labeling technology, uniformly  13 C- 15 N-labeled blood plasma 
levels of 100 ng/mL biomarkers can be quanti fi ed. A  fi rst report came out very 
recently where a magnetic bead-based immunoaf fi nity sample preparation method 
could reach relevant medium abundant concentration levels at ng/mL sensitivities. 

  Fig. 7.2    Illustration of the MRM work  fl ow that includes disease and healthy patient cohorts, 
sample preparation, peptide separation, and protein sequencing and quanti fi cation       
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By automation of the peptide antibody-capturing process step, high-throughput 
capacities were reached with low statistical variations (median CV 12.6%) for 
quantifying biomarkers using only 10  m L of plasma. Interestingly, by increasing 
the sample volumes to 1 mL, an improvement of the detection to the low pg/mL 
range was reached.  

    7.5   Applications to Prostate Cancer 

 As an example to cancer studies, we summarize our results on prostate cancer 
(PCa), where prostate-speci fi c antigen (PSA) is the main biomarker for diagnosis. 
The worldwide prevalence of PCa is increasing leading to the diagnosis of every 
sixth men. However, the clinical course of the disease broadly dispersed, resulting 
in a larger group of patients who eventually die of other causes. The quantitative 
measure of PSA in blood is a cornerstone both for diagnosing and monitoring the 
disease (Lilja et al.  2007  ) . There are dif fi culties associated with clinical applicabil-
ity of PSA since its values can be elevated due to malignant as well as benign 
prostate disease, e.g., hyperplasia or prostatitis. As a result, 65–75% of men with a 
moderate PSA elevation ( » 3–10 ng/mL, ref. value <3 ng/mL) do not have  evidence 
of cancer (Schröder et al.  2009  ) , whereas every fourth PCa patient has normal PSA 
levels (Rittenhouse et al.  1998  ) . Additionally, the contribution of the lack of pre-
cise understanding of which molecular form(s) of PSA is measured by different 
commercially available clinical routine assays could be signi fi cant. Therefore, the 
microheterogeneity of PSA molecular forms should be closely investigated as it 
may re fl ect its diversity in the biology of prostate disease, providing important diag-
nostic values. 

 Mass spectrometry with high-resolving nanoseparation is a technique that we have 
developed speci fi c methods and assays around (Végvári and Marko-Varga  2010  ) . We 
have combined various analytical principles in order to improve the resolving power 
of PSA identi fi cation, utilizing 1-D gel electrophoresis, high-resolution MALDI-MS, 
and MALDI-MS/MS, which could con fi rm complex patterns of PSA forms in semi-
nal plasma (Végvári et al.  2010  ) . The PSA expression pro fi les in clinical samples 
were thus determined by MALDI-MS generating accurate masses and peptide 
sequences (using a high-end MALDI LTQ Orbitrap XL mass spectrometer), as well 
as monitored by Western blot analysis as shown in Fig.  7.3 . Furthermore, we have 
used high-resolving MS (FT-ICR), resulting in unambiguous protein annotations in 
zymogram gel bands, which has enabled us to identify enzymatically active PSA 
isoforms even in the presence of a high chemical background.  

 As a latest addition to the MS platforms, we utilized for clear-cut identi fi cation 
of PSA, and we developed an MRM assay that included several molecular forms of 
PSA found in the UniProt/KB database, including both reviewed and nonreviewed 
sequence variants. All listed sequence variations were used for further processing of 
 in silico  digestion choosing trypsin as protease. The digestion was performed by 
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using the following settings: iodoacetamide as alkylation agent without oxidation 
on methionine and no miss-cleavage. The resulted tryptic peptides of all PSA 
 isoforms were investigated for uniqueness by blast search. The isoform speci fi city 
of the proteotypic peptides was also noticed at this step. Finally, a list of tryptic PSA 
peptides was prepared  fi ltering by size (not longer than 26 amino acids) for synthe-
sis with and without heavy isotope labeling and alkylation at cysteine residues. Nine 
tryptic peptides were repeatedly identi fi ed in biological sample covering the entire 
range of useful sequences in MRM assays, and the top candidate for quantitative 
analysis was determined (LSEPAELTDAVK), as shown in Fig.  7.4 . Further peptides 
could be selected (SVILLGR and FMLCAGR) suitable to measure PSA levels in 
clinical samples that can provide improved con fi dence and a useful tool control and 
 fi lter possible interferences in the matrix background. Ultimately, these assays will 
be run in parallel to the standard measurements performed by ELISA used in clini-
cal practice today and benchmarked.  

 Today, there is a high unmet need in the medical area for methods, instrumenta-
tion, and diagnostic capabilities that can ful fi ll the demand for improvements of 
the clinical health care, including early indicators of disease, disease severity, 
the evolvement phases of disease, and therapeutic ef fi cacy. By the nine PSA forms 
we identi fi ed until today (Végvári et al.  2012  ) , it is clear in our experience that the 
details of any given target, such as PSA in our case, the bioinformatics data at hand, 
and the “ in silico ” predictions that are experimentally veri fi ed, are powerful combi-
nations. It allows us to reach statistical power with signi fi cance scoring in clinical 
situations that previously have been unknown.  

  Fig. 7.3    Illustration of the mass spectrometric-based proteomics strategy. This approach was built 
extensively in order to improve identi fi cation of molecular forms of prostate-speci fi c antigen in 
clinical samples, combining various mass spectrometric techniques       
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    7.6   Applications to Cardiovascular Diseases 

 The cardiovascular disease area is extensively investigated both in the discovery of 
new biomarkers and the veri fi cation of these markers using quantitative assays. 
MRM assays were published recently for the quantitation of a numerous cardiovas-
cular biomarkers with LOQs below 1,000 ng/mL (Domanski et al.  2012  )  and with 
the application of multidimensional separations in the range of 1–20 ng/mL 
(Keshishian et al.  2009  ) . With the application of the stable isotope standards with 
capture by antipeptide antibodies (SISCAPA) technique, the limit of quantitation 

  Fig. 7.4    Selection of the most suitable signature peptide of prostate-speci fi c antigen. Among the 
accessible tryptic peptides of PSA (shown  color coded in the upper left panel ), LSEPEALTDAVK 
was identi fi ed as top candidate for quanti fi cation of PSA due to its high signal intensity and excel-
lent linearity (presented in the  upper right and lower panels , respectively)       
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can be improved dramatically, as it was demonstrated by Carr’s group using 
this approach for the quanti fi cation of troponin I and interleukin 33 (Kuhn et al. 
 2009  ) . 

 In our assay development (represented in Fig.  7.5 ), we have focused on 11 
 cardiovascular disease biomarkers in the high and medium abundant plasma level, 
selected by clinicians. Unique tryptic peptide sequences were selected for each 
protein biomarker based on previous experimental data (nontargeted LC-MS/MS 
trials) and database search (Peptide Atlas, GPMDB) according to the common 
 fi ltering criteria. The selection of sequences was then synthesized in light and 
heavy labeled forms (C-terminal [ 13 C 

6
 ,  15 N 

4
 ]-Arg or Lys), and these peptides were 

used for  selection and optimization of the transitions. The transitions were tested 
in real background matrix, depleted and nondepleted plasma digest, as well. Stable 
isotope-labeled standards spiked into the samples permit validation of the transi-
tions and help in  fi ltering out the inaccurate transitions and, in addition, allow 
absolute quantitation. The endogenous and the heavy standard peptide fragmented 
identically under the same conditions, generating the same pattern of the daughter 

  Fig. 7.5    Work  fl ow of the cardiovascular assay development       
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ions, re fl ecting to the mass differences due to the labeled AS. The relative intensities 
of the product ions for a given precursor ion along with the peak shape and the 
retention time are used to the re fi nement of the transitions in order to generate a 
high-selectivity assay. In the  fi nal assay, at least three transitions, free-form matrix 
interferences, per precursor ion were monitored and used for quantitation. Plasma 
concentrations of these 11 biomarkers were measured in patients with myocardial 
infarct and control samples. Figure  7.6  shows the MRM assay readout in plasma 
samples.    

    7.7   Conclusion 

 In the near future, we expect to have reached a point where protein biomarkers and 
SRM-MRM technology have taken a larger percentage of the market with a targeted 
drug approach. Improved clinical chemistry diagnosis with gene- and protein 
sequence-based assays will also become state of the art in future medical health 
care, as it is inherently linked to the increasing use of personalized medicine. These 
changes will result in a much higher number of overall analysis throughput and 
patient data generation. Consequently, high-throughput multiplexed biomarker 

  Fig. 7.6    MRM assay readout. TIC of a spiked plasma sample and a representative endogenous/
heavy peptide pair with coeluting peaks and identical fragmentation patterns       
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assay platforms will play an important clinical role as becoming a complement to 
traditional immunoassays for future use in clinical health care and targeted medicine. 
The introduction of new biomarkers of tumors and cardiovascular diseases will 
assist in early identi fi cation of disease and in monitoring the effect of therapeutic 
agents on disease progression. 

 We also envision that key issues are related to an extensive role that biobanks 
will play in the development of new paradigms of disease pathogenesis and in the 
establishment of new treatment protocols for unmet needs in the clinic that will only 
be learned in time. New resources in stored samples, representing milestones of 
health and illness, deserve attention by the public and the political institutions that 
protect the public’s interest. Lastly, whether such future solutions will be able to 
provide the remedy and become the Holy Grail of disease understanding still 
remains to be proven by all of us within our societies.       
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  Abstract   Clinical MRS has become a reference technique for in vivo evaluating 
the metabolism of different tissues, with special application to brain and prostate 
lesion characterization and tumour’s follow-up. It allows detecting relevant changes 
that cannot be appreciated in the conventional MR images. Nowadays, MRS has 
been widely applied in many different brain pathologies with excellent results as a 
disease biomarker. Since the different diseases and grades have different manifesta-
tions in the spectroscopic pro fi le, a deep understanding of the subjacent biology is 
needed for the signal interpretation. The development of high- fi eld ( ³ 3 T) scanners 
has permitted the acquisition of high-quality MRS also in other organs and regions 
outside the brain. The most non-brain extended application of spectroscopy nowadays 
is in the detection and monitoring of prostate cancer. The technique is increasingly 
being applied also for the detection and diagnosis of breast lesions, the quanti fi cation 
of the hepatic fat fraction in steatosis and the characterization of muscle metabolism. 
The evolution of the acquisition technology with spectroscopic imaging, higher 
spatial resolution, lower acquisition times and the automation of the spectra 
processing analysis will encourage the wider application of this technique in many 
degenerative and oncologic diseases.  
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    8.1   Introduction 

 Magnetic resonance spectroscopy (MRS) was initially developed in many 
research teams after the discovery of the nuclear magnetic resonance phenome-
non in 1946 by Felix Bloch and Edward Purcell. Many researchers started to 
study the differences in the resonant frequency related to the type of nucleus 
(mainly hydrogen, phosphorus, carbon and sodium). However, they noticed that 
even the same type of atoms had a different resonant frequency depending on the 
molecular structure in which atoms were integrated, due to the chemical shift 
effect, discovered by Proctor and Yu in 1950, and to the J-coupling effect. 
Chemistry scientists quickly realized the great potential of this new analytical 
technique and incorporated MRS as a routine method to explore the structural 
composition of chemical compounds and to monitor the changes that occur during 
the synthesis processes. 

 The development of more powerful magnets and more uniform magnetic  fi elds 
allowed the study of compounds with higher molecular weight. MRS rapidly 
expanded in the  fi eld of biochemistry for the structural analysis of macromolecules 
and molecular interactions. However, the boom of magnetic resonance imaging 
(MRI) in medicine in the 1980s relegated MRS to a second term, since the in vivo 
acquisition was not trivial. Only with the development and implementation of clinical 
MR systems with higher  fi eld strengths, the acquisition of spectra with suf fi cient 
resolution and sensitivity became feasible. 

 The key factors for the clinical use of MRS in patients are high  fi eld strength and 
linear, stable and selective gradients to accurately locate and position the MR 
signals from a given volume of tissue inside the human body. As an early example, 
the magnetic  fi eld gradients allowed the acquisition of spectroscopic signals from a 
voxel located in the centre of the brain to characterize tumoral cells. In clinical 
MRS, the signal localization techniques are similar to those used in imaging although 
the spectroscopic signals are acquired from larger voxel volumes when compared 
with the higher spatial resolutions of MRI. 

 While the main voxel signal observed in MRI is mainly generated from 
water and also fat molecules, the MRS voxel signals are derived from mole-
cules and metabolites that are from 1,000 to 100,000 times less abundant than 
water molecules in the biological tissues. Therefore, the water resonance peak 
may obscure other metabolites, being one of the main challenges in the 
quanti fi cation of MR spectra. Different methods to suppress the water signal 
and properly tuning the MR equipment are a key element in the spectroscopic 
MRS analysis. 

 The aim of this chapter is to provide a comprehensive vision of in vivo MRS, by 
means of understanding the main sequences and con fi gurations used in the spectra 
acquisition, processing methods applied to the signal, quanti fi cation of different 
metabolite concentration and  fi nally analysing the typical spectrum alterations in 
different pathological abnormalities.  
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    8.2   Physical Principles and Concepts of MR Relaxation 

 The MR phenomenon is mainly governed by excitation-relaxation processes, in 
which the protons of the sample are excited at their resonant frequency by a radio-
frequency (RF) pulse. Immediately after the excitation, protons progressively lose 
and emit the previously received energy in the so-called relaxation process. 

 During the proton excitation phase by RF pulses, the position of the main 
magnetization component, which in the equilibrium state is in the longitudinal ( z ) 
axis, is tilted to the transverse ( x – y ) plane. After the RF transmission, the relaxation 
process starts, allowing the capture of the generated MR signal. The received signal 
displays the decay of the magnetization in the transverse plane, and it is known as 
the free induction decay (FID) signal. 

 The most extended representation of an FID signal can be appreciated in Fig.  8.1a . 
However, in real conditions, the FID signal is a mixture of a high number of resonant 
frequencies (an example of a real FID signal can be appreciated in Fig.  8.1b ).  

 In order to properly analyse the FID signal and its frequency components, a Fourier 
transform is applied to convert from the temporal to the frequency domain (Fig.  8.2 ).  

 There are two main mechanisms that contribute to the different resonance 
frequencies that the same atoms have at different parts of a molecule: the electronic 
molecular shielding and the J-coupling phenomena. The electronic shielding is 
mainly the responsible of the chemical shift frequency differences between different 
metabolites and even different parts of the molecules. In the J-coupling, the 
magnetic  fi eld of a nucleus changes the external magnetic  fi eld that acts on a 
neighbouring nucleus. This effect is conducted by the electrons of the existing 
chemical bond between the pair of nuclei. 

    8.2.1   Chemical Shift 

 According to the Larmor equation, the precession frequencies of the different nuclei 
depend on the perceived main magnetic  fi eld. The main magnetic  fi eld that is 

  Fig. 8.1    Free induction decay ( FID ) signal obtained from the relaxation process of magnetization. 
In ( a ), a theoretical depiction of the decay of the FID signal. In ( b ), real FID signal acquired in an 
MRS sequence       
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present in MRS during an acquisition is formed by three different components: 
the main magnetic  fi eld ( B  

0
 ), a lower magnetic  fi eld produced by the gradients 

system ( G ) and a really small magnetic  fi eld associated to the microenvironment in 
the molecule ( B  

molecule
 ). Since  B  

0
  and  G  are equal for all the protons of a spectroscopy 

acquisition from a given volume of tissue, the frequency differences of hydrogen 
atoms will be given by the small magnetic  fi eld variations that depend on the 
molecular environment. These differences are very small when compared with 
the basic resonance frequency but suf fi cient to identify individual molecules. These 
differences, usually expressed in (Hz) or parts per million (ppm), de fi ne the chemical 
shift concept. 

 These variations in frequency between nuclei of the same elements, such as 
hydrogen, within a molecule are due to the electronic shielding present in certain 
parts of the molecule. Thus, larger molecules with a higher number of bonds and 
atoms will have denser electron ‘clouds’. Such clouds act shielding the external 
magnetic  fi eld and slightly decreasing the overall magnetic  fi eld feel by the atomic 
protons and therefore changing their resonance frequency. 

 The chemical shift range in proton clinical MRS is very small, approximately 
between 5 and 10 ppm, meaning that the frequency differences between the metabo-
lites are in the order of a 100 Hz in a signal of 128 MHz, which is the frequency 
precession for a 3 T MR system. As an example, the water and fat resonance peaks 
are separated approximately 225 Hz in a 1.5 T system and 445 Hz in a 3 T system. 
To avoid confusion in relationship with  B  

0
  of the chemical shift and also to unify the 

criteria of MRS studies, the chemical shift values are usually expressed in ppm 
units, which are normalized to a reference frequency by the following expression:

     

6a r
a

r
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f f

f
δ

-
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  Fig. 8.2    Raw spectrum acquired in a 3 T MR scanner. Spectrum of the signal calculated after the 
MR acquisition with water suppression. The water concentration is signi fi cantly higher than the 
metabolites of interest, and an additional  fi ltering of the water signal will be needed       
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where  f  
a
  is the absolute frequency and  f  

r
  is the reference frequency. The most com-

mon compound used as a reference in organic MRS is tetramethylsilane. As an exam-
ple, after normalization, the difference between the water and fat peaks is 3.4 ppm with 
complete independence of the main magnetic  fi eld where measurements are done.  

    8.2.2   Multiplets 

 A single nucleus within a molecule can also present different resonance peaks as a 
result of coupling with other nuclei. This coupling (also called indirect spin-spin 
coupling or J-coupling) between a pair of nuclei only takes place if they are linked by 
a chemical bond. The bonding electrons moving between the two nuclei have an 
in fl uence in the external magnetic  fi eld and produce subtle differences in the preces-
sion frequency of each nucleus. In this way, the J-coupling effect in fl uences the direct 
relationship between the observed spectrum and the distribution of the atoms in the 
molecule (Salibi and Brown  1997 ). In fact, from quantum physics, it is known that the 
number of resonant peaks for each element is equal to 2 ·N·I +  1, being  N  the equiva-
lent number of protons of the neighbour group and I the spin number of the nucleus 
being excited, which in the case of hydrogen is 1/2. An example of this relationship 
can be observed in the ethanol molecule and the corresponding spectra in Fig.  8.3 .    

    8.3   Clinical MRS Acquisition 

    8.3.1   Preparation Phase 

 The  fi rst technical consideration in a clinical MRS examination is the proper 
planning of the voxel geometry in order to cover the region of interest. It is recom-
mended to use always the last imaging sequences acquired in the patient to avoid 
positioning errors due to movement misregistration. 

  Fig. 8.3    Multiplets in ethanol spectrum. The different parts of the molecule resonate at different 
frequencies and divide in multiplets according to the 2· N·I  + 1 rule from quantum physics for 
J-coupling effect       
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 Although the different MR manufacturers, in order to minimize human interaction 
and reduce acquisition time, are progressively automating the initial preparation 
steps in an MR acquisition sequence, it is important to understand their relevance 
for the quality of the  fi nal spectra. The preparation phase can be divided in three 
main different steps: the centre frequency tuning, the volume shimming and the 
water suppression. 

 In the selection of the centre frequency, the water resonance is placed at the 
centre of the band. If the volume of interest is located in a region subject to magnetic 
susceptibility, such as air, the tuning may be incorrect and should be adjusted 
manually  (Gili   2009  ) . 

 All the MR systems are equipped with a set of coils that generate magnetic  fi eld 
variations used to adjust the  fi eld homogeneity (‘shimming’). The current through 
these coils is varied to offset the main magnetic  fi eld homogeneity variations. 
Although all current tools are optimized to obtain quality images for diagnostic pur-
poses in MRI, the degree of homogeneity is less than the necessary to obtain a spec-
trum at MRS. Magnetic  fi eld uniformity adjustments may be global or regional, that 
is, in the sensitive region of the coil or located just in the volume of interest. For an 
optimum shimming in MRS acquisitions, it is recommended to avoid tissues and 
components with high susceptibility variation (such as bone, air or iron) within the 
volume of interest or next to its boundaries. If the tissue under study contains MR 
susceptibility changes, the relaxation of the magnetization will occur much faster, 
and the spectrum of the water signal will be wider. On the contrary, a good shimming 
will make the magnetization relax for a longer time with a narrower water signal 
peak (Fig.  8.4 ). In the shimming process, the system will try to minimize the full 
width at half maximum (FWHM) of the water bandwidth. The different manufac-
turers usually give these FWHM values during the preparation of the spectroscopy 
sequences. A good shimming is considered when the FWHM values are <10 Hz.  

  Fig. 8.4    Shimming. Characteristics of the decay of the transverse magnetization in the relaxation 
process during the shimming preparation. A short FID decay ( wide water peak ) represents a high 
magnetic susceptibility and signal heterogeneities. A long FID decay ( narrow water peak ) represents 
homogeneous magnetization and ef fi cient shimming       
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 The last step in acquisition preparation is the water suppression, a need in proton 
spectroscopy since metabolites presence is 1,000–100,000 times lower than water. 
There are different techniques to suppress water signal. As water suppression 
effectiveness depends mainly in magnetic  fi eld homogeneity, it must be optimized 
for every patient, as the tissues, organs and anatomy differ between individuals. The 
most extended method consists on the selective excitation of the water resonance 
just before spectrum acquisition  ( Gili  2009  ) . A narrow bandwidth guarantees 
that these pulses only affect the water signal and preserve for quanti fi cation all the 
different resonances of other metabolites. 

 In terms of frequency domain, as the water selective excitation pulses need to be 
centred in the water component, the frequency tuning is performed at the beginning 
of the preparation phase. 

 The inversion technique can also be applied for water suppression; it consists 
in the application of a selective inversion pulse in water, while the spectrum acquisition 
starts when the water magnetization signal is passing through the zero line during 
the recovery process. The use of adiabatic pulses for optimization of water suppres-
sion in conditions of inadequate homogeneity can also be employed but is not the 
object of this chapter.  

    8.3.2   Acquisition 

 As in MRI, many different approaches can be considered for the acquisition of MRS 
examinations. The different acquisition methods can be grouped according to the 
sequence type and excitation volume or depending on the echo time. 

    8.3.2.1   Sequence Type and Acquisition Volume 

 There are two main different sequence con fi gurations for the acquisition of single-
voxel spectrum, the point resolved spectroscopy (PRESS) and the stimulated echo 
acquisition mode (STEAM) (see Fig.  8.5  for sequence diagrams). The PRESS 
sequence is based on spin echo and provides a higher signal-to-noise ratio than the 
STEAM. On the contrary, STEAM is stimulated echo sequences that allow shorter 
echo times compared to PRESS sequences, permitting the acquisition of spectra 
with a higher amount of information.  

 Regarding the acquisition of multi-voxel spectrum, also called chemical shift 
imaging (CSI) or spectroscopic imaging (MRSI), some considerations must be 
taken in acquisition. The main problems arise from fat contamination. As an example, 
in brain CSI spectroscopy, the subcutaneous fat can contaminate the signal in nearby 
voxels. However, either PRESS or STEAM con fi gurations can be combined with 
CSI in order to properly delimitate the excitation volume. Another approach to 
avoid fat contamination in the volume of interest is to use saturation slabs. Depending 
on the number of phase encoding steps, sequences can be 2D or 3D. Nowadays, 
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3D-CSI sequences can be routinely acquired in reasonable acquisition times, such 
as in the diagnosis of prostate cancer where a 3D multi-voxel MRS provides the 
metabolic pro fi le of the prostate at different levels. An example of single-voxel and 
multi-voxel acquisition can be appreciated in Fig.  8.6 .   

    8.3.2.2   Echo Time 

 The echo time (TE) is a crucial parameter for signal acquisition of the different 
metabolites. The adequate TE for each acquisition is a non-straightforward aspect 
in proton MRS, balancing the signal-to-noise versus the contribution of metabolites 
to the signal. If a short TE is used, metabolites with either short or long T2 relax-
ation times will be depicted. The typical value for short TE is around 30 ms in 
MRS. If a long TE is used, close to 270 ms, the relaxation of metabolites with short 
T2 will have ended and will not contribute to the signal. A useful long TE is 144 ms 
since lactate, which is an indicator of hypoxia, is inverted at this TE and can be 
differentiated from the lipid resonance. An example of a healthy brain spectrum 
acquired with both short (TE = 32 ms) and long (TE = 136 ms) TE can be appreciated 
in Fig.  8.7 .     

  Fig. 8.5    Single-voxel MRS sequences. Sequence diagrams for PRESS and STEAM sequences. 
Note the shorter duration of  STEAM  if compared to  PRESS        
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    8.4   Signal Processing and Analysis 

 After the proper signal acquisition, the spectrum needs to be prepared and analysed 
for the extraction of quantitative information in order to answer a clinical dilemma 
or evaluation. There are different software applications for the processing and anal-
ysis of MRS data. The different manufacturers have developed quite automated 
applications that fasten the MR spectrum analysis tasks, although these applications 
are dif fi cult to manipulate in case of nonoptimal  fi tting of the spectra. As a result, 
other third-party applications such as jMRUI (Naressi et al.  2001  )  and LCmodel 
(Provencher  2001  )  have been extensively used among the MRS research and 
advanced clinical applications community. 

 The  fi rst step is the elimination of the residual water signal as despite the use of 
water suppression techniques in the sequence preparation phase, some residual 
water signal exists and must be  fi ltered. A selective  fi lter is applied typically between 
4.30 and 5.10 ppm (van den Boogaart et al.  1994 ). Afterwards, an apodization 
 fi ltering is applied in order to reduce spectrum noise. Once the spectrum is de-noised 
and the metabolite resonances are identi fi ed, the phase of the signal must be adjusted 
in order to obtain good peaks depiction and a similar baseline level all over the 
spectral baseline. Finally, the offset level of the baseline is corrected. 

 The different steps can be summarized as:

   Water peak  fi ltering  • 
  Spectrum apodization  fi ltering  • 
  Phase correction  • 
  Baseline correction    • 

  Fig. 8.6    Single voxel vs. multi-voxel. Single-voxel MRS acquisition positioning in the posterior 
cingulate in a patient with Alzheimer’s disease ( left ). Multi-voxel acquisition in a patient with 
glioblastoma multiforme ( right )       
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 After the processing phase, the relevant identi fi ed metabolite concentrations 
must be quanti fi ed. Although there exist both time- and frequency-based algorithms 
for spectrum quanti fi cation, the method can be intuitively explained better in the 
frequency domain. The area delimited by each peak and the baseline must be calcu-
lated since it is directly related to the metabolite concentration (Vanhamme et al. 
 1997 ). 

 The quanti fi cation can be performed either in absolute or relative values. For 
the absolute values quanti fi cation, either an internal or external reference is needed. 
The main drawback of this method is that it increases the acquisition time, since 
ideally the repetition time (TR) of the sequence needs to be at least of 5 s (approx-
imately the relaxation time of water if water is used as a reference) in order to 

  Fig. 8.7    Short TE vs. long TE. In ( a ), brain MRS acquisition in a healthy subject performed with 
a short TE. In ( b ), acquisition in the same region than ( a ) but using a long TE. Note the differences 
in the myoinositol resonances between short and long TE       
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accurately measure the water concentration. In the relative quanti fi cation, the ratios 
of the areas of the metabolites are provided. With this method, reduced acquisition 
times can be obtained since TR can be shorter (commonly around 2 s). Creatine (Cr) 
is the preferred tissue metabolite to be used as a reference for the relative 
quanti fi cation, since it is related to the levels of energy stores within the human 
body and has quite stable values between subjects. 

 The metabolites of interest are different depending on the organ or tissue under 
study. In Table  8.1 , the most important metabolites for MRS analysis in brain 
are listed:  

 In Table  8.2 , the main metabolites for the diagnosis of prostate abnormalities by 
MRS are presented.  

 The quanti fi cation of choline concentration as an indicator of cell proliferation 
and tumour aggressiveness can be extended to other organs and tissues, such as breast 
and rectum with low movement artefacts and safe from signal heterogeneities.  

    8.5   Disease Biomarkers in Brain 

 The MRS technique has been widely applied in many different brain disorders with 
excellent results as a disease biomarker. An understanding of the lesion subjacent 
biology is needed for the spectra interpretation. 

   Table 8.1    Main metabolites and frequency positions that are commonly analysed and studied as 
disease biomarkers in brain   

 Metabolite  Abbreviation  Frequency (ppm)  Function 

  N -Acetyl-aspartate  NAA  2.02  Marker of neuronal viability 
 Choline  Cho  3.21  Cell proliferation and membrane 

synthesis 
 Creatine  Cr  3.03  Energy storage and metabolism 
 Glutamate  Glx  2.1–2.5  Mediation of excitatory signals 

 3.1–3.8 
 Lactate  Lac  1.3  Cell hypoxia 
 Myoinositol  mI  3.55  Glial activity and neurodegeneration 
 Lipids  Lip  1.3  Cell necrosis, aggressiveness 

   Table 8.2    Main metabolites and frequency positions that are commonly analysed and studied as 
disease biomarkers in prostate   

 Metabolite  Abbreviation  Frequency (ppm)  Function 

 Citrate  Cit  2.5–2.8  Synthesized by the prostate gland 
 Creatine  Cr  3.03  Energy storage and metabolism 
 Choline  Cho  3.21  Cell proliferation and membrane synthesis 
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    8.5.1   Neurodegenerative Diseases 

 Various 1H MRS studies in Alzheimer’s disease (AD) have shown a decrease 
of NAA and an increased in mI compared to healthy subjects (Martínez-Bisbal 
et al.  2004 ; Pfefferbaum et al.  1999 ; Jessen et al.  2000  ) . In mild cognitive 
impairment (MCI), metabolic abnormalities have been also described, with 
increased mI/Cr and a decrease of the NAA/Cr ratio with respect to the healthy 
subjects (Martínez-Bisbal et al.  2004  ) . The MR images show structural differ-
ences in these cases in relation to cognitive impairment, but only in advance 
and severe situations. 

 The most extended evaluated regions for spectroscopy acquisition in 
patients with cognitive impairment are the posterior cingulate (see Fig.  8.6  
left) and the temporal lobe, which are signi fi cantly affected in MCI and AD 
(Kantarci et al.  2000  ) . 

 The experience of the authors in the spectroscopy analysis of cognitive impairment 
patients has permitted the de fi nition of some thresholds to differentiate between 
healthy, MCI and AD patients that can be observed in Table  8.3 .   

    8.5.2   Brain Tumours 

 The study of brain tumours has been the most extended application of MRS. 
The concentration of the different metabolites is directly related to the tumour 
biology and malignancy. The metabolic pro fi le of more aggressive tumours 
tends to present signi fi cantly reduced NAA/Cr levels as an expression of the 
reduced neuronal expression, high Cho/Cr levels related to the processes of cell 
proliferation and membrane synthesis and also increased lipids content due to 
cell necrosis (Fig.  8.8 ). Sometimes, in very aggressive lesions, when tumour 
oxygen demand exceeds the vessels’ blood supply and cells are under hypoxia 
conditions, the lactate is also produced and can be only detected at long TE 
MRS, since at short TE lactate is coupled with fat signal and cannot be isolated. 
Low-grade tumours present a moderate decrease in the NAA/Cr levels and a 
slight increase in the Cho/Cr levels, without increase in cell necrosis and lipid 
content (see Fig.  8.9 ).   

 The common assessment of a brain tumour by MRS is to initially acquire a single 
voxel with two acquisitions at short and long TE in the enhancement region of the 

   Table 8.3    1H MRS ranges of the metabolite concentration in the posterior 
cingulate acquired with a TE of 32 ms for the diagnosis of cognitive impairment 
versus normal aging   

 NAA/Cr  mI/Cr  NAA/mI 

 MCI  <1.4  or  >0.65  and  1.5–2.0 
 AD  <1.3  and  >0.7  and  <1.5 
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lesion, trying to avoid as much as possible the necrotic regions and the areas with 
high susceptibility differences such as those with haemorrhage and close to bone 
and air borders. In order to compare the tumour metabolic pro fi le with the normal 
non-affected parenchyma, a contralateral reference single voxel is also acquired. 
After single-voxel acquisitions, a multi-voxel approach must be performed to detect 
in fi ltration beyond the signal abnormal tumour margins, since in these regions 
tumoral in fi ltration is present but not seen in many situations. As an example, the 
single-voxel acquisitions of a high-grade glioma and a metastasis have a similar 
spectroscopic pro fi le; however, in the multi-voxel acquisitions, the peripheral 
oedematous region of a high-grade glioma has a signi fi cant increase of the Cho, 
while metastasis has a decay of the Cho levels in this area since metastatic margins 
are better de fi ned and have a relatively low in fi ltration ratio. 

 One of the major issues in brain tumour follow-up after radiotherapy is the 
differentiation between radionecrosis effects and tumour recurrence. A high Cho is 
a manifestation of tumour recurrence, while radionecrosis produces a general 
decrease in all the metabolite concentrations with signi fi cant reductions in Cho, Cr 
and NAA and an increase in lipid content due to the necrosis. 

  Fig. 8.8    High-grade astrocytoma. In ( a ) and ( b ), single-voxel acquisition positioning for the study 
of the lesion. In ( c ), spectroscopic pro fi le of the lesion, showing a signi fi cantly increased Cho and 
lipids within the tumour. In ( d ), parametric map of the Cho/Cr ratio obtained from the chemical 
shift imaging acquisition       
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 Some automated classi fi cation systems for clinical decision support have been 
developed from large spectra data sets analysed by stepwise and peak integration 
feature extraction methods (Fuster-Garcia et al.  2011  ) . These tools can aid in the 
classi fi cation of the tumour type and in the evaluation of the degree of malignancy.  

    8.5.3   Other Diseases 

 MRS in multiple sclerosis has emerged as a valuable tool to demonstrate not only 
changes in lesions related to activity but also modi fi cations in the normal-appearing 
white matter, even early in the process (Narayana  2005  ) . Main research results 
indicate that there is a clear relationship between the NAA decline and the clinical 
disability in patients with normally appearing white matter. It seems that MRS may 
be a stronger predictor than lesional load in the assessments of very early disease 
stages (Wolinsky and Narayana  2002  ) . 

 The sensitivity of MRS has also been applied to temporal lobe epilepsy. 
Although it is known that a signi fi cant reduction of NAA exists in the primary 
epileptogenic focus in the hippocampal region associated to neuronal cell loss 

  Fig. 8.9    Low-grade glioma. In ( a ) and ( b ), single-voxel acquisition positioning for the study of 
the lesion. In ( c ), spectroscopic pro fi le of the lesion, showing a decreased NAA and slight increase 
in Cho in the lesion. In ( d ), parametric map of the Cho/NAA ratio obtained from the chemical shift 
imaging acquisition       
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and hippocampal atrophy, a general decrease in NAA has also been observed 
earlier and beyond the primary epileptogenic focus in brain white matter (Mueller 
et al.  2002  ) .  

    8.5.4   Paediatric Disorders 

 The developing brain in the  fi rst years of life has a continuously changing spectro-
scopic pro fi le. Newborns usually present high Cho concentrations and low NAA 
when compared to the adult brain. After approximately 4 years of age, brain matura-
tion process stabilizes and metabolite concentrations are close to those observed in 
adults with a decrease in Cho and increase in NAA, re fl ecting the proper brain 
maturation. These variations allow the use of MRS in the diagnosis and follow-up 
of maturation-related disorders (Xu and Vigneron  2010  ) . Even more, MRS has 
been also found to have a potential application in the evaluation of foetal brain 
maturation (Kok et al.  2002  ) .   

    8.6   Disease Biomarkers in Prostate Cancer 

 The development of high- fi eld scanners permitted the acquisition of MRS also in 
other organs and regions outside the brain where the technique is more cumber-
some. The most extended application of MRS outside the brain is in the detection 
and monitoring of prostate cancer. Prostate MRS acquisition is not straightforward, 
since the gland is relatively small and far from the skin and surface coils that are 
placed for signal reception in imaging. To increase signal, endorectal coils are 
frequently used for the acquisition of MRS of the prostate. However, if some con-
siderations are taken in the preparation of the patient, MRS can be properly acquired 
also with the use of surface coils and 3 T  fi eld strengths (Scheenen et al.  2007  ) . 

 The multi-voxel acquisition is performed using long TE in order to have a good 
baseline for the quanti fi cation of Cho, Cr and Cit concentrations. Malignant prostate 
lesions present an increase of Cho and a decrease in the Cit concentration (Fig.  8.10 ). 
Usually, a metabolic quotient given by (Cho + Cr)/Cit is considered a good bio-
marker of a potential malignant region. The classi fi cation that has been widely 
extended in prostate cancer diagnosis by MRS differentiates between ‘normal 
voxel’, ‘suspicious of cancer’ and ‘highly suspicious of cancer’ depending on the 
metabolic quotient results (Kurhanewicz et al.  1996  )  . Other approaches to the pros-
tate cancer classi fi cation have been considered, which take into consideration the 
(Cho+Cr)/Cit value in the normally appearing prostate tissue (usually contralateral) 
as the reference (Scheenen et al.  2007 ) (Table  8.4    ).   

 Apart from the classi fi cation of the different prostate gland MRSI voxels in 
different levels of risk of having a prostate cancer, it is also important to localize 
the region of risk within the prostate volume. In order to minimize the dif fi culty 
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in the analysis of the prostate MRS results, semiautomated pipelines for MRS 
quanti fi cation with volumetric representation can be implemented (Fig.  8.11 ). These 
volumetric reconstructions with parametric superimposition of the metabolic 
quotient can be also applied to guide biopsy and interventional therapeutic 
procedures. The ongoing technical developments in multiparametric prostate MR 
acquisitions and image-guided procedures will allow the inclusion of all the imaging 
biomarkers in ultrasound-navigated prostate procedures, converting the current 
blind biopsies and interventions into obsolete techniques.   

  Fig. 8.10    Multi-voxel 
prostate MRS acquisition. 
Representative multi-voxel 
acquisition of the prostate 
in a patient with suspicious 
cancerous lesion in the left 
periphery. Note the 
decrease in the Cit signal       

   Table 8.4    Prostate MRS voxel classi fi cation (Kurhanewicz et al.  1996  )    

 Voxel-based classi fi cation  (Cho + Cr)/Cit 

 Normal  <0.75 
 Suspicious of cancer  >0.75 
 Highly suspicious of cancer  >0.86 

  Fig. 8.11    3D volumetric reconstructions of the prostate with metabolic quotient. In ( a ), 3D 
parametric visualization of a region with slight increase of Cho and decrease of Cit in a patient 
with benign prostatic hyperplasia. In ( b ), 3D parametric visualization of a region with high prob-
ability of malignancy that can aid in the biopsy procedures       
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    8.7   Other Applications 

 MRS has also been applied to the liver parenchyma as a disease biomarker of steatosis 
with great success. It has been proven to be one of the most accurate methods for the 
quanti fi cation of the hepatic fat fraction (Cowin et al.  2008  ) . 

 The application to the detection and aggressiveness characterization of breast 
lesions is also of growing interest (Bolan et al.  2005  ) . The main dif fi culties in breast 
MRS arise from the fact that both a high water and fat concentrations exist and it is 
dif fi cult to isolate the Cho peak for the characterization of the small areas of tumour 
proliferation. 

 Finally, some results have also been shown in the use of MRS for the character-
ization of lipids in muscle, permitting the differentiation between intra-myocyte 
lipids (long-term lipids reserve) and extra-myocyte lipids (interstitial triglycerides) 
(Fayad et al.  2010  ) .  

    8.8   Conclusion 

 MRS has become a reference technique for evaluating the metabolism of different 
tissues in vivo, with special application to brain and prostate lesions characteriza-
tion. It allows detecting metabolic changes related to degeneration and cancer that 
cannot be appreciated visually in conventional imaging techniques. The evolution 
of the acquisition technology with higher spatial resolution and the automation of 
the spectra processing analysis will encourage the wider application of the tech-
nique in many neurodegenerative and oncologic applications including grading and 
follow-up.       
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  Abstract   Mass spectrometry-based proteomics has become the leading approach 
for analyzing complex biological samples at a large-scale level. Its importance for 
clinical applications is more and more increasing, thanks to the development of high-
performing instruments which allow the discovery of disease-speci fi c biomarkers 
and an automated and rapid protein pro fi ling of the analyzed samples. In this 
scenario, the large-scale production of proteomic data has driven the development 
of speci fi c bioinformatic tools to assist researchers during the discovery processes. 
Here, we discuss the main methods, algorithms, and procedures to identify and use 
biomarkers for clinical and research purposes. In particular, we have been focused 
on quantitative approaches, the identi fi cation of proteotypic peptides, and the 
classi fi cation of samples, using proteomic data. Finally, this chapter is concluded 
by reporting the integration of experimental data with network datasets, as valuable 
instrument for identifying alterations that underline the emergence of speci fi c 
phenotypes. Based on our experience, we show some examples taking into consid-
eration experimental data obtained by multidimensional protein identi fi cation 
technology (MudPIT) approach.  

  Keywords   Mass spectrometry-based proteomics  •  Disease-speci fi c biomarkers  
•  Bioinformatic tools  •  Algorithms  •  Integration  •  Multidimensional protein 
identi fi cation technology      
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    9.1   Introduction 

 The increasing availability of fully sequenced genomes is making the high-throughput 
proteomics research more and more possible. Developments in fractionation 
approaches coupled to advances in liquid chromatography (LC), mass spectrometry 
(MS), and bioinformatic tools have made proteomic approaches mature to analyze 
complex proteomes, such as  Homo sapiens  (Nilsson et al.  2010  ) . In fact, although 
proteome complexity prevents the quantitative pro fi ling of all proteins expressed 
in a cell or tissue at a given time, higher sensitivity, accuracy, and resolution of new 
MS instruments allow routine analysis, reaching limit of detection of attomole and 
dynamic range of 1e 6  (Yates et al.  2009  ) . 

 High-throughput proteomics approaches allow to identify and quantify hundreds 
of proteins per sample, giving a snapshot of cells or tissues associated with different 
phenotypes. This wealth of data has driven strategies of investigation based on 
systems biology approaches, allowing insight into disease, taking into consideration 
functional relationship among proteins (Gstaiger and Aebersold  2009  ) . In addition, 
highly speci fi c biomarkers represent also key features for improving methods of 
diagnosis and prognosis or for monitoring disease progression under appropriate 
therapeutic approaches (Palmblad et al.  2009 ; Simpson et al.  2009  ) . In this context, 
MS has been introduced as a tool for enhancing the current clinical application 
practices and potentially for targeting the development of personalized medicine 
(Brambilla et al.  2012  ) . 

 The ultimate success of MS-based proteomics analysis, both for research and for 
clinical applications, may be affected by several aspects. Like sample preparation, 
pre-fractionation methodologies, or instrument setup, data processing procedures 
represent an important step for obtaining good results and their correct interpretation. 
Evaluation of thousands of data by hand/eye is time consuming and subjected to 
biases and missed results. Therefore, to assist researchers during the different 
stages of analysis and to improve understanding of biological systems, an increasing 
number of tools and procedures are continually developing, giving rise to a speci fi c 
bioinformatics area for proteomic applications (Di Silvestre et al.  2011  ) . 

 In this chapter, we make an overview of the computational trends for processing 
proteomic data obtained by MS-based proteomics approaches. Based on our experience, 
we focused primarily on strategies related to multidimensional protein identi fi cation 
technology (MudPIT) approach (Mauri and Scigelova  2009  ) , (Fig.  9.1 ). In particular, 
we have explored methods, algorithms, and procedures used for biomarker discovery, 
by means of label and label-free methods. In this context, we then introduce the 
main advances of the targeted proteomics (Lange et al.  2008  )  by investigating the 
bioinformatics aspects concerning the identi fi cation of proteotypic peptides (Craig 
et al.  2005 ; Kuster et al.  2005  ) . In the second part of the chapter, we discuss recent 
advances regarding clinical proteomics application for discriminating sample, such 
as diseased and healthy. Finally, since most known mechanisms leading to disease 
involve multiple molecules, we conclude with a discussion of the integration of 
proteomic data with network datasets, as a promising framework for identifying 
subnetwork that underlines the emergence of speci fi c phenotypes.   
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  Fig. 9.1    Multidimensional protein identi fi cation technology represents a fully automated tech-
nology that simultaneously allows separation of digested peptides, their sequencing, and 
identi fi cation of the corresponding proteins. Peptides are separated by means of strong ion 
exchange ( SCX ), using steps of increasing salt concentration, followed by C18 reverse phase ( RP ) 
chromatography, using an acetonitrile gradient. Finally, eluted peptides are directly analyzed by 
MS and raw spectra processed by speci fi c algorithms and bioinformatics tools (see Supplemental 
Information Table  1 ). In this way, MudPIT permits simultaneous identi fi cation of hundreds, or 
even thousands, of proteins without limits related to pI, MW, or hydrophobicity. This huge amount 
of data represents a rich source of information, and their content may be exploited for discovery 
and classi fi cation approaches       

    9.2   Biomarker Discovery 

 Quanti fi cation of proteomic differences between samples at different biological 
condition, such as healthy and diseased, is a helpful strategy for providing important 
biological and physiological information concerning disease state (Simpson et al. 
 2009 ; Abu-Asab et al.  2011  ) . For this purpose, MS-based approaches are applied 
for identifying proteins changing their abundance by comparing two or more 
samples. They consist of different strategies basically belonging to two categories 
which rely on stable isotope-labeling and label-free methodologies (Domon and 
Aebersold  2010  ) . 

 As for labeling approaches, isotopes are introduced in the peptides to create a 
speci fi c mass tag recognized by MS (Kline and Sussman  2010  ) . Accordingly, 
quanti fi cation is achieved by measuring the ratio of the signal intensities between 
the unlabeled peptide and its identical counterpart enriched with isotopes (further 
details on stable isotope-labeling methods are reported in  Supplemental Information ). 
Absolute measurements of protein concentration may be achieved with spiked 
synthetic peptides, as in QconCAT (Mirzaei et al.  2008  ) , AQUA (Gerber et al. 
 2003  ) , SISCAPA (Anderson et al.  2004  ) , VICAT (Lu et al.  2007  ) , and PC-IDMS 
(Barnidge et al.  2004  ) . Quanti fi cation is obtained by adding into the sample a known 
amount of an isotopically labeled peptide. In this way, the level of the endogenous 
form of peptide can be calculated. Of course, the identity of the peptide must be 
known prior to analysis by MS. Sometimes, if the m/z ratio of the spiked standard 
is the same of other peptides, it may lead to an inaccurate quanti fi cation. In this 
case, the ambiguity of the results may be minimized combining these approaches 
with the selected reaction monitoring (SRM) (Lange et al.  2008  ) . 
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    Although the approaches by labeling, with or without internal standard, allow a 
highly reproducible and accurate quanti fi cation of proteins, most of them have 
potential limitations, such as the complexity of sample preparation, the requirement 
of a large amount of time, the requirement of speci fi c bioinformatics tools, and 
the high cost. As    opposite, a simpler alternative concerns label-free approaches 
(Zhu et al.  2010  ) . They are basically based on counting of peptides identi fi ed by 
means of tandem mass spectrometry (MS/MS) or by evaluating the signal intensity 
of peptides. Spectral sampling is directly proportional to the relative abundance of 
the protein in the mixture and therefore represents an attractive methodology, thanks 
to their intrinsic simplicity, throughput, and low cost. 

 For these reasons, researchers are increasingly turning to label-free shotgun 
proteomics approaches (Zhu et al.  2010  ) . Even    if they are less accurate, due to the 
systematic and nonsystematic variations between the experiments, they represent an 
attractive alternative for their high-throughput setting that also allows the comparison 
of an unlimited number of experiments with less time consumed. However, efforts 
should be made to improve experimentally reproducibility and so consequently the 
reliability of differentially expressed proteins. 

 A variety of label-free methodologies for semiquantitative evaluation of pro-
teins have been described in literature by reporting a direct relationship between 
the protein abundance and the sampling parameters associated with identi fi ed 
proteins and peptides (Florens et al.  2002 ; Gao et al.  2003 ; Wang et al.  2003 ; 
Bridges et al.  2007  ) . One of the most diffused approaches uses the spectral count 
(SpC) value (Liu et al.  2004  )  and is based on the empirical observation that more 
is the quantity of a protein in a sample and more tandem MS spectra may be col-
lected for its peptides. In this context, the normalized spectral abundance factor 
(NSAF), or its natural log transformation, has been used for the quantitative eval-
uation with t-test analysis (Zybailov et al.  2006  ) . Other authors have used the 
protein abundance index (PAI or emPAI) that is calculated by dividing, for each 
protein, the number of observed peptides by the number of all possible detectable 
tryptic peptides (Ishihama et al.  2005  ) , while Zhang and colleagues processed 
SpC values by means of the statistical G-test as previously described (Zhang 
et al.  2006  ) . 

 The need to automate the procedure for identifying biomarkers has driven many 
research groups to develop algorithms and in-house software for identi fi cation, 
visualization, and quanti fi cation of mass spectrometry data. Census (Park et al. 
 2008  )  and MSQuant (Mortensen et al.  2010  )  software allows protein quanti fi cation 
by processing MS and MS/MS spectra and they are compatible with label and 
label-free analysis as well as with high- and low-resolution MS data. In addition, 
Protein-Quant Suite (Mann et al.  2008  )  and ProtQuant (Bridges et al.  2007  )  soft-
ware are attractive because they allow processing of data in different  fi le formats, 
therefore collected by different types of mass spectrometers. This aspect focuses 
attention on the standardization of mass spectrometric data for their sharing 
and dissemination. In fact, over the years, MS instrument manufacturers have 
developed proprietary data formats, making it dif fi cult. However, to address this 
limitation, several tools, such as Trans-Proteomic Pipeline  (  Deutsch et al. 2010  ) , 
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allow the conversion of MS data in standard format, like mzData, mzXML, or 
mzML (Orchard et al.  2010  ) . 

 The list of computational tools developed for label-free quantitative analysis, by 
using LC-MS data, is very long. In addition to Corra  ( Brusniak et al.  2008  )  and 
APEX (Braisted et al.  2008  )  tools, PatternLab (Carvalho et al.  2008  )  allows differ-
ent data normalization strategies, such as Total Signal, log preprocessing (by ln), Z 
normalization, Maximum Signal, and Row Sigma, for implementing ACFold and 
nSVM (natural support vector machine) methods to identify protein expression 
differences. 

 Based on our experience on proteomic analysis based on MudPIT approach, 
we developed a simple tool, called MAProMA (Multidimensional Algorithm 
Protein Map)  ( Mauri and Dehò  2008  ) . It is based on a label-free quantitative 
approach based on processing of score/SpC values, by means of Dave and DCI 
algorithms (see  Supplemental Information ). Its effectiveness has been demon-
strated in various studies  ( Mauri et al.  2005 ; Regonesi et al.  2006 ; Bergamini 
et al.  2012 ; Simioniuc et al.  2011  ) . In addition, MAProMa allows the comparison 
of up to 125 protein lists and data visualization in a format more comprehensible 
to biologists (Fig.  9.2 ).   

    9.3   Proteotypic Peptides 

 A limitation of shotgun proteomics is due to potential inference problem that may 
affect protein quanti fi cation (Nesvizhskii and Aebersold  2005  ) . In addition, limit of 
detection “may” exclude the identi fi cation of biologically relevant molecules. For 
identifying, validating, and transferring them to the routine clinical analysis, targeted 
proteomics or “selected reaction monitoring” (SRM) has been recently developed 
(Lange et al.  2008 ; Shipkova et al.  2008 ; Yang and Lazar  2009  ) . The robustness and 
the simplicity of its data analysis are ideally suited for detecting and quantifying 
with high con fi dence up to 100 proteins per sample. For this purpose, mass spec-
trometers and bioinformatics tools are set to explore a de fi ned number of proteins of 
interest, following, for each one, a set of representative peptides with a known  m/z  
value. They are fragmented, and the monitoring of a speci fi c daughter fragments 
allow a combination precursor-product, called “transition,” that is highly speci fi c 
for each amino acid sequence. 

 These peptides, called proteotypic    peptides, describe something typical of a protein. 
Initially, they were de fi ned as the most observed peptides by the current MS-based 
proteomics approaches (Craig et al.  2005  ) . Then   , other authors added the unique-
ness condition for a protein (Kuster et al.  2005  ) , while more recently an empirical 
de fi nition that de fi nes proteotypic peptide as a peptide observed in more than 50% 
of all identi fi cations of the corresponding parent protein was appended (Mallick 
et al.  2007  ) . In other words, these peptides have to be previously identi fi ed, with a 
known MS/MS fragmentation pattern and speci fi c for each targeted protein. 
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 The identi fi cation of proteotypic peptides useful for targeted proteomics is based 
on three different methods:

    1.    By experimental MS/MS data  
    2.    By searching in speci fi c databases  
    3.    By using predictive strategies     

 The  fi rst one is based on the selection of peptides by using the adopted de fi nitions. 
It allows also the investigation of organisms with proteotypic peptide data not stored 
inside speci fi c data repositories. In this context, several databases have been devel-
oped. In particular:

   Global Proteome Machine Database (Craig et al.  • 2004  )  allows users to quickly 
compare their experimental results with the results previously observed by other 
scientists. For each dataset, it is possible to view observed spectra for the design 
of SRM experiments. Query of data may be performed by protein name or 
Ensembl    identi fi er with the possibility to restrict search to a speci fi c data source, 
such as eukaryotes, prokaryotes, virus, or precise organism. In addition, further 
 fi lters may be set by keywords comprising organs, cell location, protein function, 
or PubMed id. 

  Fig. 9.2    Virtual 2D MAP tool of MAProMa software allows a rapid evaluation of proteins 
identi fi ed by MudPIT by presenting them in the usual form for biologists (maps). It automatically 
plots in a virtual 2D map the Mw vs. pI for each protein identi fi ed, assigning it a color/shape 
according to a range of a sampling statistics (score or SpC) derived by SEQUEST data handling. 
This representation permits to have a rapid visual of the proteins that change comparing two or 
more conditions. In addition, using DAve and DCI algorithms, MAProMa reports a histogram that 
shows the differentially expressed proteins, their identi fi er, and their DAve value       
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 GPM project is linked to X! Software series (Craig and Beavis  2004  )  and, of 
course, with X! P3, the algorithm that makes possible the use of their spectra for 
pro fi ling proteotypic peptide.  

  PeptideAtlas (Desiere  • 2006  )  is a publicly accessible source of peptides 
experimentally identi fi ed by tandem mass spectrometry. Raw data, search 
results, and full builds may be also downloaded. User may browse data, 
selecting different sources, and few of these need the permission to access. 
Protein may be searched by different protein identi fi ers, such as Ensembl and 
IPI. In addition to general information like GO terms, orthologs, or descrip-
tion, a graphical description indicates the unique peptides found and their 
occurrence. For each one, it is possible to reach information, like spectra, 
modi fi cation, or genome mapping. 

 PeptideAtlas is linked to Trans-Proteomic Pipeline  ( Deutsch et al.  2010  )  that is 
used for processing data passed to PeptideAtlas and SBEAMS (Marzolf et al.  2006  ) . 
In particular, data are processed for deriving the probability of a correct identi fi cation 
and therefore for insuring a high-quality database.    

 Other databases, designed for data warehousing, store MS/MS spectra collected 
from proteomics experiments. Even if they are not useful to  fi nd proteotypic 
peptides, they may be used in the comparison with own experimental data. 

 In particular:

   PRIDE (Martens et al.  • 2005  )  stores experiments, identi fi ed proteins and peptides, 
unique peptides, and spectra. In addition to protein (name or various identi fi ers) 
and PRIDE experiment identi fi er, it is possible to browse PRIDE by species, 
tissue, cell type, GO terms, and disease.  
  Proteome Commons (Hill et al.  • 2010  )  is a public proteomics database linked 
to the Tranche (Falkner and Andrews  2007  ) , a powerful open-source web appli-
cation designed to store and exchange data. A public access to free, open-source 
proteomics tools, articles, data, and annotations is provided.  
  Proteomexchange (Hermjakob and Apweiler  • 2006  )  is a work package for 
encouraging the data exchange and dissemination. Its consortium has been 
set up to provide a single point of submission of MS data concerning to the 
main existing proteomics repositories (at the moment PRIDE, PeptideAtlas, 
and Tranche).    

 Experimental data stored in the described repositories represent a wealthy 
source of information, useful for bioinformaticians which attempt to design algo-
rithms for predicting peptides most observable using MS. For this purpose, the 
STEPP software contains an implementation of a trained support vector machine 
(SVM) (Cristianini and Shawe-Taylor  2000 ; Vapnik  1999  )  that uses a simple 
descriptor space, based on 35 properties of amino acid, to compute a score repre-
senting how proteotypic a peptide is by LC-MS (Webb-Robertson  2009  ) . Similarly 
to STEPP, a predictor was developed, called Peptide Sieve (Mallick et al.  2007  ) , 
by studying physicochemical properties of more than 600,000 peptides identi fi ed 
by four different proteomic platforms. This predictor has the ability to accurately 
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identify proteotypic peptides from any protein sequence and offer starting points 
for generating a physical model describing the factors that govern elements of 
proteomic work fl ows such as digestion, chromatography, ionization, and frag-
mentation. Other authors, like Tang et al., used neural networks (Riedmiller and 
Braun  1993  )  to develop the DetectabilityPredictor software that uses 175 amino 
acid properties (Tang et al.  2006  )  .  In the same way, arti fi cial neural networks were 
used to predict peptides potentially observable for a given set of experimental, 
instrumental, and analytical conditions concerning multidimensional protein 
identi fi cation technology datasets (Sanders et al.  2007  ) . Finally, random forest 
(Breiman  2001  )  was used to develop enhanced signature peptide (ESP) predictor. 
It was speci fi cally designed for facilitating the development of targeted MS-based 
assays for biomarker veri fi cation or any application where protein levels need to 
be measured (Fusaro et al.  2009  ) .  

    9.4   Classi fi cation and Clustering Algorithms 

 Clinical proteomics aims to use relevant data for improving disease diagnosis 
or for monitoring its progression (Palmblad et al.  2009 ; Brambilla et al.  2012  ) . 
In this context, biomarkers represent a key aspect to develop methods for 
classifying samples according to their phenotypes (e.g., healthy-diseased, 
early-late stage). 

 In addition, to address the biological questions, technologies for high-throughput 
proteomics allow long lists of spectra, sequenced peptides, and parent proteins that 
represent a wealthy source of data for identifying predictive biomarkers. For these 
purposes, most studies have used spectra, generated by MALDI and SELDI 
technology, in combination with a wide variety of prediction algorithms. On the 
contrary, fewer cases have taken into consideration data obtained by LC-MS 
analysis (see Supplemental Information Table  2 ). However, results of LC-MS analysis 
(or by MudPIT) are formatted in an  m × n  matrix, with a structure very reminiscent 
of the output of microarray genomics experiments (Fig.  9.3 ). Hence, the software 
packages and the tools useful for analyzing genomics data may easily be used for 
proteomics (Ressom et al.  2008 ; Dakna et al.  2009  ) .  

 Even if some properties of proteomic datasets are related to the analytical 
technology used to generate them, procedures for sample classi fi cation basically 
consist of four steps, such as data preprocessing, feature selection, classi fi cation, 
and cross-validation (Ressom et al.  2008 ; Dakna et al.  2009 ; Sampson et al. 
 2011 ; Barla et al.  2008  ) . The  fi rst one aims to achieve reproducible results by 
minimizing errors due to the experimental-designed methodology. Mass spectral 
pro fi les may be in fl uenced by several factors, such as baseline effects, shifts in 
mass-to-charge ratio, alignment problem, or differences in signal intensities that 
may be corrected by speci fi c computational procedures (Yu et al.  2006 ; Arneberg 
et al.  2007 ; Pluskal et al.  2010  ) . In the same way, variation of sampling parameters 
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associated with sequenced protein, such as spectral count or score, is adjusted 
using related strategies of data normalization (e.g., Total Signal, log prepro-
cessing (by ln), Z normalization, Maximum Signal, or Row Sigma) (Carvalho 
et al.  2008  ) . 

 Typically, MudPIT analysis generates a number of variables usually bigger 
than the number of analyzed samples (f >> s). This complexity represents a key 
problem of computational proteomics, and most classi fi cation methods require 
the reducing of the dimensionality prior to classi fi cation. It is obtained by 

  Fig. 9.3    Data matrix is obtained aligning features identi fi ed by analyzing sample by MudPIT 
approach. In this context, MAProMa software allows a rapid alignment of up to 125 protein lists. 
Rows in data matrix represent features (e.g., proteins, peptides, or  m / z  values) while columns 
indicate samples. Each cell of data matrix is represented by a value corresponding to parameter 
associated with features. In particular, spectral count, Xcorrelation (Xcorr), and signal intensity are 
used for protein, peptides, and  m / z  mass features, respectively       
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discarding the irrelevant variables for obtaining a combination of features 
(f << s), highly correlated and with a more informative lower dimensional space 
that maximizes the quality of the hypothesis learned from these features (Guyon 
et al.  2006  ) . 

 Feature selection procedures may be classi fi ed in three different approaches 
based on different processes to rank features:  fi lter, wrapper, and embedded (Levner 
 2005  ) . A number of techniques have been used for the analysis of proteomic data, 
and these include methods such as support vector machines (SVM) and arti fi cial 
neural networks (ANN) as well as approaches like partial least squares (PLS), principal 
component regression (PCR), and principal component analysis (PCA). A good 
overview of statistical and machine learning-based feature selection and pattern 
classi fi cation algorithms is reported by Ressom and colleagues (Ressom et al.  2008  ) . 
Of course, different combinations of them show different sensitivity to noisy data 
and outliers as well as different susceptibility to the over- fi tting problem (Sampson 
et al.  2011  ) . 

 A limitation of many machine learning-based classi fi cation algorithms is that 
they are not based on a probabilistic model; therefore, there is no con fi dence associated 
with the predictions of new datasets. Inadequate performance could be attributed 
to different reasons (e.g., insuf fi cient or redundant features, inappropriate model 
classi fi er, few or too many model parameters, under- or overtraining, and code error, 
as well as presence of highly nonlinear relationships, noise, and systematic bias). 
Thus, with the purpose of testing the adequacy/inadequacy of a classi fi er, after 
learning is completed, its performances are evaluated through validation set, 
previously unseen. For this purpose, various methods, such as  k -fold cross-valida-
tion, bootstrapping, and holdout methods, have been used (Ressom et al.  2008  ) . The 
most common performance measures to evaluate the performances of classi fi ers are 
a confusion matrix and a receiver operating characteristic (ROC) curve. The  fi rst 
one shows information about actual and predicted classi fi cations of a classi fi er and 
assesses its performances using standard indices, such as sensitivity, speci fi city, 
PPV, NPV, and accuracy values (see  Supplemental Information ). On the other 
hand, ROC is a plot of the sensitivity of a classi fi er against 1-speci fi city for multiple 
decision thresholds.  

    9.5   From Proteomics to Systems Biology 

 Proteomics is a holistic science that refers to the investigation of the entire systems. 
Before the advent of -omics technologies, reductionism has dominated the 
biological research for over a century by investigating individual cellular compo-
nents. Despite its enormous success, it is more and more evident that most 
molecular functions occur from a concerted action of multiple molecules, and their 
investigation implies the examination of an ensemble of elements (Barabási and 
Oltvai  2004  ) . In fact, biomolecular interactions play a role in the majority of cellular 
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processes that are regulated connecting numerous constituents, such as DNA, 
RNA, proteins, and small molecules. 

 Data abstraction in pathways or networks is the natural result of the desire to 
rationalize knowledge of complex systems. More recently, their use has changed 
from purely illustrative to an analytic purpose. In fact, even if it is purely virtual and 
not related to any intrinsic structure in the cell or organism, understanding how, 
where, and when single components interact is fundamental to facilitate the investi-
gation of experimental data by taking into consideration the functional relationship 
among molecules. 

 A major challenge for biologists and bioinformaticians is to gain tools, procedures, 
and skills for integrating data into accurate models that can be used to generate 
hypotheses for testing. This objective is partially the result of the con fl uence in 
systems biology of advances in computer science and -omics technologies. In this 
context, systems biology approaches have evolved in different strategies basically 
belonging to two categories, such as computational systems biology, which uses 
modeling and simulation tools (Barrett et al.  2006 ;  Kim et al. 2012  ) , and data-derived 
systems biology, which relies on “-omics” datasets (Rho et al.  2008 ; Li et al.  2009 ; 
Jianu et al.  2010 ; P fl ieger et al.  2011  ) . 

 For deciphering mechanisms of complex and multifactorial diseases, such as 
those concerning heart failure, recent studies have coupled proteomic and 
systems biology approaches (Wheelock et al.  2009 ; Isserlin et al.  2010 ; Arrell 
et al.  2011  ) . From a standpoint of the data visualization, the possibility to map 
protein expression onto pathway or network reveals how they are modulated 
under different conditions, such as healthy and disease states (Gstaiger and 
Aebersold  2009 ; Sodek et al.  2008  ) . About that, an unbiased procedure to iden-
tify subnetworks which change consistently between different states involves 
three key steps:

    1.    The execution of high-throughput proteomic experiments  
    2.    The identi fi cation of candidate biomarkers by label or label-free methods  
    3.    The integration of data into network model to identify clusters of proteins with 

under, over, and normal expression     

 In addition, subnetwork selected using experimental data may be analyzed by 
computing network centrality parameters (Scardoni et al.  2009  )  for identifying 
proteins with a relevant biological and topological signi fi cance (Fig.  9.4 ). However, 
some limitations concerning this kind of approaches could be represented by 
measurements that cover only a small fraction of the network or by organisms with 
a limited dataset of cataloged protein sequences and interactions.  

 To date, in order to visualize and analyze biological networks, a wide set of 
bioinformatic tools are available (Suderman and Hallett  2007  )  and include 
well-known examples, such as Cytoscape (Shannon et al.  2003  ) , VisANT (Hu et al. 
 2005  ) , Pathway Studio (Nikitin et al.  2003  ) , PATIKA (Demir et al.  2002  ) , Osprey 
(Breitkreutz et al.  2003  ) , and ProViz (Iragne et al.  2005  ) . Among these, Cytoscape 
is a Java application whose source code is released under the Lesser General Public 
License (LGPL). It is probably the most famous open-source software platform for 



218 D. Di Silvestre et al.

visualizing network datasets and biological pathways and for integrating them with 
annotations or gene and protein expression pro fi les. Its core distribution provides a 
basic set of features. However, additional features are available as plugins, thanks to 
a big community of developers which uses the Cytoscape open API based on Java 
technology. 

 Most of the plugins are freely available and concern tasks like the importing and 
the visualizing of networks from various data formats, the generating of networks 
from literature searches, and the analysis or the  fi ltering of them by selecting 
subsets of nodes and/or interactions in relation with topological parameters, GO 
annotation, or expression levels. In particular, for analyzing large set of proteomics 
data, we suggest some plugins, such as:

   CentiScape (Scardoni et al.   – 2009  )  that computes speci fi c centrality parameters 
describing the network topology  
  MCODE (Bader and Hogue   – 2003  )  that  fi nds clusters or highly interconnected 
regions  
  BiNGO (Maere et al.   – 2005  )  that determines the Gene Ontology (GO) categories 
statistically overrepresented in a set of genes or a subgraph of a biological 
network  
  BioNetBuilder (Avila-Campillo et al.   – 2007  )  that offers a user-friendly interface 
to create biological networks integrated from several databases such as BIND 
(Alfarano et al.  2005  ) , BioGRID (Stark et al.  2006  ) , DIP (Xenarios et al.  2000  ) , 
HPRD (Mishra et al.  2006  ) , KEGG  (  Kanehisa et al. 2004  ) , IntAct (Kerrien et al. 
 2007  ) , MINT (Zanzoni et al.  2002  ) , MPPI (Pagel et al.  2005  ) , and Prolinks 
(Bowers et al.  2004  )  as well as interolog networks derived from these sources for 
all species represented in NCBI HomoloGene    

  Fig. 9.4    By means of Cytoscape software and its plugins, proteins and biomarkers identi fi ed by 
MudPIT are integrated in protein network for identifying pathways or subnetworks that underline 
the emergence of speci fi c biological states. In addition, networks identi fi ed by experimental data 
may be analyzed by plugins, such as CentiScape, for calculating centrality parameters that indicate 
nodes with relevant biological and topological signi fi cance       
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 Other important repositories for protein-protein interaction are STRING (von 
Mering et al.  2007  ) , Reactome (Joshi-Tope et al.  2005  ) , Pathway Commons (Cerami 
et al.  2011  ) , and WikiPathways (Pico et al.  2008  ) . However, an exhaustive overview 
of existing databases is available through the Pathguide website (  http://www.
pathguide.org/    ), a useful web resource where about 300 biological pathways and 
interaction database are described.  

    9.6   Conclusion 

 In the last few years, developments in MS instrumentation have increased both the 
number of identi fi ed proteins, reaching hundreds to thousands in a single experiment, 
and the con fi dence of such identi fi cations. Thanks to this relevant amount of data, 
researchers are characterizing the discovery processes by integrating large set of 
experimental data into models used to generate hypothesis for testing. For this 
purpose, systems biology approaches provide a powerful strategy for linking bio-
marker expression with biological processes that can be segmented and linked to 
disease presentation. Mass spectrometry-based proteomics is emerging also as a 
powerful approach suitable to face clinical questions. Even if it is an area of still 
unrealized potential, clinical proteomics offers the promise of diagnosis, prognosis, 
and therapeutic follow-up of human diseases. However, given the current status 
of measurement reproducibility and lack of standardization, further comparative 
investigations are of great importance. 

 As widely emerged by this chapter, both for basic or clinical research, bioinformatics 
and statistical tools have a primary importance to support the discovery processes 
at various levels of sophistication, or for improving the performances of the tech-
nologies themselves. In particular, the relevant amount of data produced by the 
high-throughput proteomics technologies require powerful informatics supports for 
their organization and interpretation. In this context, several topics concerning data 
storage, their processing, their visualization, and their interpretation have been 
faced. However, the need of standards is considered fundamental, and some projects 
for sharing experimental data between research groups have been launched (e.g., 
MIAPE, CDISC, and HL7). These should increase meta-analysis, by using raw data 
from different centers, for helping the development that was grossly underestimated 
in the initial studies. In addition, as a proteomics community, we believe proteomics 
methodologies mature for tackling future challenges in clinical proteomics. 
However, the production of valuable data should rise in step with cooperation with 
medically focused groups.      
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      Supplemental Information 

      Introduction 

   Table 1    Bioinformatics platforms for processing proteomics data   

 Name  Description  References 

  Corra   Frameworks for LC-MS analysis   Brusniak et al. (2008  )  
  ATAQS   Pipeline implemented for SRM  Brusniak et al.  (  2011  )  
  Central Proteomics Facilities 

Pipeline  
 Pipeline for the analysis of MS/MS 

proteomic data 
 Trudgian et al.  (  2010  )  

  SASHIMI   Suite of tools for MS/MS proteomics   Deutsch et al. (2010  )  
  MS Data Miner   A web-based software that accepts 

data from Mascot or other 
software 

 Dyrlund et al.  (  2012  )  

  Katsura   Overlays -omics empirical data onto 
metabolic pathways 

  Kanehisa et al. (2004  )  

  ProteoWizard   Set of libraries and tools to perform 
proteomics data analysis 

 Kessner et al.  (  2008  )  

  ProteoConnections   Web-based set of tools using for 
analyzing proteomic data 

 Courcelles et al. 
 (  2011  )  

  Chipster   A Java Web Start framework that 
organizes work fl ows for -omics 
data 

 Kallio et al.  (  2011  )  

  Multiplierz   A scriptable framework that access 
to manufacturer data  fi les 

 Parikh et al.  (  2009  )  

  Proteomatic   A framework that permits to create 
concatenate scripts in pipeline 

 Specht et al.  (  2011  )  

  DAnTE/Inferno   Software to perform statistical 
analysis on proteomics data 

 Polpitiya et al.  (  2008  )  

          Biomarker Discovery (Stable Isotope Labeling) 

 As for labeling approaches, the stable isotopes may be introduced in the peptide 
using different methods based on the metabolic, chemical, or enzymatic incorpo-
ration (Ong and Mann  2005  ) . Metabolic labeling was described for marking pro-
tein of yeast by means of  15 N-enriched cell culture medium (Oda et al.  1999  ) . 
Since the number of labeled nitrogen atoms may vary from peptide to peptide, 
stable isotope labeling by amino acids in cell culture (SILAC) approach (Ong 
et al.  2002  )  was then introduced. In this case, culture medium contains  13 C 

6
 -Lys 

and  13 C 
6
  and  15 N 

4
 -Arg, ensuring at least one labeled amino acid of tryptic cleavage 

products. In addition, samples treated with different isotopes may be combined 
prior to sample preparation minimizing the potential errors introduced by their 
handling. However, a low cellular growth in adapted media may represent a 
potential drawback. 
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 Methods which allow labeling by chemical or enzymatic incorporation overcome 
some limitations associated with metabolic labeling. They include isotope-coded 
af fi nity tags (ICAT), where free cysteine residues are tagged by a reagent contain-
ing eight or zero deuterium atoms (Gygi et al.  1999  ) . Tags are linked to the biotin 
which may be exploited for enriching the labeled peptides using af fi nity puri fi cation 
prior to MS analysis. Although this strategy reduces the complexity of the peptide 
mixture, proteins that do not contain cysteine are excluded from the analysis. 
For this reason, other approaches use reactive residues that occur more frequently 
in proteins. At this class belong the isobaric tags for relative and absolute quan-
titation (iTRAQ) (Ross et al.  2004  ) , the tandem mass tags (TMT) (Thompson 
et al.  1999  ) , and the isotope-coded protein label (ICPL) (Schmidt et al.  2005  ) . 
In particular, iTRAQ approach is widely used and it is based on the covalent 
labeling of the N-terminus and side chain amines of peptides. Multiplexing 
tagging allows the analysis of up to 8 samples per experiment (Choe et al.  2007  ) . 
In fact, samples differently tagged are pooled and usually fractionated by LC and 
analyzed by MS/MS. However, problem of co-elution of peptides with similar 
mass could interfere with the quanti fi cation. Finally, as for enzymatic tagging of 
peptides, recently trypsin-catalyzed  18 O labeling has grown in popularity due to its 
simplicity, its cost, and its ability to universally label peptides. Both C-terminal 
carboxyl group atoms of tryptic peptides can be enzymatically exchanged with 
 18 O providing a labeled peptide with a 4-Da mass shift from the  16 O-labeled 
sample (Qian et al.  2011  ) .  

      Biomarker Discovery (DAve and DCI Algorithms) 

 A direct correlation between the SEQUEST-based score value and the relative abun-
dance of the identi fi ed proteins has been previously demonstrated  (  Mauri et al. 
2005 ;  Regonesi et al. 2006  ) . Based on this  fi nding, protein pro fi les of healthy and 
diseased samples are semiquantitatively compared using a label-free proteomic 
approach based on DAve (differential average) and DCI (differential con fi dence 
index) algorithms of MAProMA software  (  Mauri and Dehò 2008  ) . 

 In particular, DAve, which evaluates changes in protein expression, is de fi ned as

     ( ) ( )/ * 0.5,X Y X Y- +
   

while DCI, which describes the con fi dence of differential expression, is de fi ned as

     ( ) ( )/ 2X Y X Y+ ´ -
   

where  X  and  Y  represent the SEQUEST-based score or SpC values of a given protein 
in two compared samples. 

 Conventionally, signs (+/−) of DAve and DCI indicate if proteins are up-regulated 
in the  fi rst or in the second sample, respectively. A value of DAve >0.4 (or  £  −0.4) 
corresponds to SCORE ratio  ³ 1.5. Coupled to a threshold value  ³ 400 (or  £  −400) 
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for DCI, it allows, with a good reliability, to identify differentially expressed  (  Mauri 
et al. 2005 ;  Simioniuc et al. 2011 ;  Bergamini et al. 2012  )  proteins. However, DAve 
and DCI threshold values may be decreased when calculated, considering mean 
SCORE values derived from replicate analyses (DAve  ³ 0.2 or < −0.2 and DCI  ³ 200 
and  £  −200). On the contrary, when a single analysis per sample/condition is available, 
a better reliability of the differentially expressed proteins may be assured increasing 
the threshold values (DAve  ³ 0.8 or < −0.8 and DCI  ³ 800 and  £  −800).  

      Classi fi cation and Clustering Algorithms     

   Table 2    Classi fi cation studies published in the last few years   

 Sample  References  Technology  Data  Algorithm 
 Biological 
condition 

  Urine   Dawson et al. 
 (  2012  )  

 MALDI   Proteins/
peptides  

  SVM   Ischemic stroke 

  Serum   Timms et al. 
 (  2011  )  

 MALDI   –    –   Ovarian cancer 

  Virus   Wong et al. 
 (  2010  )  

 MALDI   Spectra    Bayes 
classi fi ers  

 In fl uenza viruses 

  Tissues   Le Faouder 
et al.  (  2011  )  

 MALDI-IMS   Protein 
peaks  

  SVM   Carcinoma 

  Tissues   M’Koma et al. 
 (  2011  )  

 MALDI-IMS   Protein 
Peaks  

  k-nearest-
neighbor  

 Colitis 

  Tissues   Djidja et al. 
 (  2010  )  

 MALDI-IMS   Proteins/
peptides  

  PCA-DA   Tumor 

  Acinetobacter 
spp.  

 Alvarez-Buylla 
et al.  (  2012  )  

 MALDI   –    –   Acinetobacter 
spp. 

  Serum   Fan et al. 
 (  2012  )  

 MALDI   Raw data    SVM   Breast cancer 

  Plasma   Fassbender 
et al.  (  2012  )  

 MALDI   –    SVM   Endometriosis 

  Cerebrospinal 
 fl uid  

 Ishigami et al. 
 (  2012  )  

 MALDI   Spectra    SVM-PCA   Parkinson 

  Cerebrospinal 
 fl uid  

 Komori et al. 
 (  2012  )  

 MALDI   Spectra    SVM-PCA   Multiple sclerosis 
disorder 

  Pollen   Krause et al. 
 (  2012  )  

 MALDI   Spectra    –   Pollen 

  Tissue   Meding et al. 
 (  2012  )  

 MALDI   Spectra    SVM     –RF   Tumor 

  Serum   Pecks et al. 
 (  2012  )  

 MALDI   –   Preeclampsia 

  Bronchoal-
veolar  fl uid  

 Frenzel et al. 
 (  2011  )  

 MALDI   Protein 
peaks  

  SVM   ALI/ARDS 

  Urine   Gao et al. 
 (  2011  )  

 MALDI   Protein 
peaks  

  SVM   – 

(continued)
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 Sample  References  Technology  Data  Algorithm 
 Biological 
condition 

  Serum   Han  (  2010  )   MALDI   Spectra 
pro fi le  

  SVM   Hepatitis B 

  Tissue   Waloszczyk 
et al.
 (  2011  )  

 MALDI   Protein 
peaks  

  –   Lung cancer 

  Urine   Balog et al. 
 (  2010  )  

 MALDI   Peptide    SVM   Schistosoma 
mansoni 
infection 

  Tissue    Kim et al. 
(2012  )  

 MALDI   Spectra    SVM-PCA   Gastric cancer 

  Bacterial 
suspensions  

 Lasch et al. 
 (  2010  )  

 MALDI   Spectra    ANN   Yersinia 

  Tissue   Liao et al. 
 (  2010  )  

 MALDI   Spectra    k  NN   Colorectal cancer 

  Serum   Camaggi et al. 
 (  2010  )  

 MALDI   –    RF   Hepato carcinoma 

  Plasma   Lin et al.
 (  2012  )  

 SELDI   Protein 
peaks  

  PCA   Lung 
adenocarci-
noma 

  Serum   Van Gorp et al. 
 (  2012  )  

 SELDI   Protein 
peaks  

  LS-SVM   Lymph node status 
in cerebral 
cancer 

  Serum   Zhu et al. 
 (  2012  )  

 SELDI   –    SVM   Pancreatic cancer 

  Endometrial 
samples  

 Kyama et al. 
 (  2011  )  

 SELDI   Protein 
peaks  

  SVM   Endometriosis 

  Serum   Fan et al. 
 (  2010  )  

 SELDI   Protein 
peaks  

  SVM   Breast cancer 

  Serum   Liu et al.
  (  2010  )  

 SELDI   Spectra    Decision 
tree  

 Tuberculosis 

  Serum   Tang et al. 
 (  2010  )  

 SELDI   Spectra    Kernel PLS 
models  

 Ovarian cancer 

  Tissues   Wang et al. 
 (  2010  )  

 SELDI   Spectra    ANN   Endometriosis 

  Serum   Song et al. 
 (  2012  )  

 SELDI and 
ELISA 

  Protein 
peaks  

  SVM   Biliary atresia 

  Serum   Ahn et al. 
 (  2012  )  

 Multiplex 
array 

 –   –   Gastric 
adenocarci-
noma 

  Plasma   Izbicka et al. 
 (  2012  )  

 Multiplex 
immunoas-
says 

  SVM   Lung cancer 

  Tissue   Lazova et al. 
 (  2012  )  

 IMS   Spectra    –   Spitzoid 
malignant 
melanoma 

  Serum   Sui et al.
 (  2010  )  

 –   –    Genetic 
algorithm  

 Urinemia 

   SVM  support virtual machine,  ANN  arti fi cial neural network,  PCA  principal component analysis, 
 DA  discriminant analysis,  RF  random forest,  PLS  partial least square  

Table 2 (continued)
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      Classi fi cation and Clustering Algorithms (Sensitivity, Speci fi city, 
PPV, NPV, and Accuracy) 

 A confusion matrix presents information about actual and predicted classi fi cations 
made by a classi fi er. It assesses the classi fi cation performance of the classi fi er. 
TP, TN, FP, and FN indicate the number of true-positive, true-negative, false-
positive, and false-negative samples, respectively. A false positive is when the 
outcome is incorrectly classi fi ed as positive. A false negative is when the outcome 
is incorrectly classi fi ed as negative. True positives and true negatives represent correct 
classi fi cations. In particular:

    Sensitivity  = TP/(TP + FN)  
   Speci fi city  = TN/(TN + FP)  
   Positive predictive value  = TP/(TP + FP)  
   Negative predictive value  = TN/(TN + FN)  
   Overall classi fi cation accuracy  = (TP + TN)/(TP + TN + FP + FN)       
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  Abstract   With the technological advancements, biological data pertaining to various 
infectious organisms is getting abundant. This copiousness has been useful for devel-
oping abysmal understanding of the complex biological process which leads to the 
diseased condition in human race. Existing mode of treatments for such infectious 
diseases currently faces various challenges such as drug resistance. Thus, identi fi cation 
of new drug targets has become one of the major objectives of the scienti fi c community 
involved in drug designing. These novel drug targets can provide effective know-how 
of the infectious organisms in order to develop novel therapeutic agents in order to 
contain the spread of the disease. Systems biology approach has been considered as 
one of the promising approach that can effectively lead to novel drug target identi fi cation. 
It provides the conceptual framework for the analysis using the amalgamation of 
variety of data obtained from conglomeration of advanced molecular biology tech-
niques. In this chapter, we have elaborated the systems biology approaches which can 
be used for identi fi cation of novel drug targets for various infectious diseases. Apart 
from emphasizing systems biology leads in the area of drug target identi fi cation, we 
have highlighted some  in silico  experiments performed using these techniques for the 
identi fi cation of novel drug targets in infectious organisms such as  P. falciparum  
and  M. tuberculosis . This chapter might help in devising the effective systems biology 
strategies in order to develop hypothesis toward identi fi cation of novel drug targets.  
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    10.1   Introduction and Overview of Target-Based 
Drug Discovery 

 For several years, infectious diseases have been a substantial global threat to the 
human civilization. According to WHO reports, in developing countries, one of 
the leading causes of morbidity and mortality in humans is infectious diseases such 
as tuberculosis (WHO  1999  ) . The situation becomes worrisome with the recognition 
of new infectious diseases and resistance of infectious agents against the existing 
drugs. Several factors have been considered as responsible to the emerging problem 
of infectious diseases like changes in demography, environmental changes, and 
various technological advancements which are leading to problems of pollution, 
thus weakening the immune response. Thus, there is a serious need for quick and 
ef fi cient therapeutic agents which can control the menace of infectious disease. 

 The process of drug discovery is considered as one of the longest and costliest 
efforts. The classical approach to drug discovery process is the identi fi cation of drug 
target, then designing the lead compound, and  fi nally to the validation of the com-
pounds through clinical trials. It was considered that on an average one new drug 
takes approximately 12–13 years to reach to a patient from a research lab. Millions 
have been spent to  fi nd some new drug candidates for the particular disease, but the 
success rate is very low: the reason is the limited knowledge of complex biological 
systems. Therefore, it was perceived that until in-depth knowledge of complex 
biological process that leads to the diseased state is considered, the discovery of 
new drug will be a time-consuming and challenging process. 

 Methodological advancements in molecular biology have led to the prodigious 
rise in the availability of high-resolution biological data. Advance technologies 
such as    “ high-throughput ” generation of data have taken center stage in both aca-
demia and industry, in order to unveil the novel pathways and develop understand-
ing of the biological systems. New and robust sequencing technologies have led to 
the growth of high-resolution data pertaining to the genome of various organisms. 
Therefore, twenty- fi rst century is considered as the era of “ omics ,” i.e., genomics, 
study of genomes; proteomics, large-scale study of proteins; and metabolomics, 
analysis of biochemical processes involving metabolites. It is considered that care-
ful interpretation and integration of such  data can yield novel insights and conclu-
sions about the crucial biological processes. Systems biology is one rapid advancing 
interdisciplinary subject that combines data obtained from the experimental means 
along with the computational and mathematical techniques. Using the concoction 
of such disciplines, it is assumed that it can develop crucial understanding of the 
complex biological and physiological phenomenon. It produces the detailed route 
map of the subcellular networks, thus creating an opportunistic window for the 
smarter therapeutic strategies. 

 Drug target identi fi cation is considered as one of the most crucial and strenuous 
processes in drug designing. Effective drug target identi fi cation not only assists 
in improving the ef fi cacy of the drug but also helps in avoiding the potential side 
effects; many failures could be avoided in early phase (Drews  2000  ) . In order for the 
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drug target to be effective, it must be essential for its growth, replication, and survival 
of the microorganism (Sakharkar et al.  2004  ) . According to the pharmacological 
de fi nition, drug targets can either be inhibited or activated by the drug molecule by 
the binding of the drug molecule (Jiang and Zhou  2005  ) .    The sequencing of various 
genomes including those organisms which are involved in various infectious 
diseases has paved the way to identify novel drug targets from the analysis of gene 
networks (Whittaker  2003 ; Peterson and Ringner  2003  ) . In case of signal transduction-
related drug targets, network-based drug target identi fi cation approach has been 
in spotlight in recent years (Farkas et al.  2011  ) . With the availability of advance 
methods of data generation, it is comparatively apparent to validate the model 
generated for a process with the experimental results. Thus, the interconnectivity 
between different levels of understanding becomes critical to analyze the data and 
build the novel predictions. But it is observed that the relationship between the 
data generated from various platforms is nonlinear and dynamic which makes the 
process of model building a highly challenging effort (Stark et al.  2003  ) . More or 
less no correlation between the protein expressed and kinetics of the enzymes in 
cellular system as compared to the single enzyme assay in test tube makes the 
prediction of target using simple comparative genomics and proteomics rather futile 
(Eisenthal and Cornish-Bowden  1998  ) . 

 It is assumed that the cell essentially works as a factory wherein all the enzymes 
in the cell or organelle work in concert. The orchestrated network of biochemical 
reactions makes the system complicated     in vivo  compared to a simple one enzyme 
(with in fi nite dilution) and one substrate system  in vitro ; this yields to a situation 
where the results of inhibition data from test tube cannot be linearly translated to the 
cellular system (Westley and Westley  1996  ) . This can be explained using the simple 
hypothetical pathway. In Fig.  10.1 , S1, S2, S3, and S4 are substrates/products of 
the reactions of E1, E2, and E3 enzymes catalyzing those reactions. The  in vitro  
inhibition of the enzyme E2 will decrease the production of the product S3 and S4, 
whereas  in vivo  inhibition might not produce the desired reduction (Singh  2009  ) . 
On the other hand the accumulation of the substrate S2 would possibly (if toxic for 
the cell) favor the inhibition of the enzyme  in vivo  to kill the cell. Such phenomenon 
was observed in case of  in vivo  inhibition of orotidine-5 ¢ -phosphate (OMP) decar-
boxylase (catalyzes the reaction: OMP → CO 

2
  + UMP) which showed a depletion of 

all intermediates between, and including UMP and dCDP, and accumulation of OMP. 
But, as the simulation proceeded, OMP reached to a new steady-state concentration, 
whereas the concentrations of the depleted intermediates rose to their original levels 
(Duggleby  1998 ; Duggleby and Christopherson  1984  ) . Thus, the inhibition was 
counteracted due to the accumulation of the substrate of the inhibited enzyme, and 

  Fig. 10.1    A schematic diagram of a series of reaction in cellular system. The   fi lled arrows  show 
the increase ( green ) and decrease ( red ) of metabolites due to selective inhibition of enzyme  E2  
represented by a  cross        
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its effect was nulli fi ed consequently. Thus, it was concluded that the  in vitro  assays 
which are used for preliminary analysis in recent drug discovery process may not 
portray the correct picture until complemented by cell-based assays. Therefore, the 
phenotypic and genotypic relationship between the target genes is in need to be vali-
dated before choosing them as drug targets (Sams-Dodd  2005  ) . In 2004, Butcher 
et al. have elaborated that the informatics integration of “ omics ” data sets (a bottom-
up approach); computer modeling of pathogen, disease, or organ system physiology 
(a top-down approach to target selection, clinical indication, and clinical trial 
design); and the use of complex cell systems themselves will interpret and predict 
the biological activities of drugs and gene targets (Butcher et al.  2004  ) .  

 Hence, the systems biology approach will be able to identify the critical pathways 
of gene products and their time-dependent effective relationships, which plays 
crucial role in pathogenesis (Chua and Roth  2011  ) . This chapter provided an over-
view of the  in silico  systems biology techniques that may assist identi fi cation of 
novel drug targets in various pathogenic bacteria. This overview provides an open 
vista for improvement in various approach adapted till now.  

    10.2   Infectious Disease Database 

 Advancements in molecular biology techniques and high-throughput technology 
have led to the accumulation of large volume of biological data. This agglomerated 
data was required to be accessed and analyzed in order to answer those questions 
which have been a mystery to the scienti fi c world for long. In order to solve conun-
drum related to infectious diseases, bioinformatics has emerged as a new discipline 
which integrates many core subject areas such as mathematics, statistics, physics, 
chemistry, computer science, and cell and molecular biology. Revolutions in 
information technology such as databases have offered more precise and effective 
storage of biology data, which can be analyzed and accessed simultaneously. Earlier, 
databases were used to store raw data produced by experimental methods, but 
the advent of the concept of curated database known as meta-database has made the 
integrated large volume of data into well-knitted biological information. 

 Large numbers of infectious diseases continue to affect human civilization. A study 
revealed that approx 15 million (>25%) of 57 million annual deaths are estimated 
due to infectious diseases (Morens et al.  2004  ) . Percentages of deaths due to 
infectious diseases worldwide are depicted as pneumonia ~30%, HIV/AIDS 20%, 
diarrheal diseases ~17%, tuberculosis ~12% , and malaria ~8% (Fauci  2001  ) . Several 
initiatives have been taken in order to organize the data pertaining to infectious 
disease; some of these databases are listed in Table  10.1 .  

 GIDEON is the medical database owned by GIDEON Informatics, which holds 
information of the diagnosis and reference tool for a number of infectious diseases. 
Various modules of the database also present the taxonomic identi fi cation based on 
the various phenotypic characteristics on the microbes causing infectious diseases. 
Biomarkers have been considered as one of the important tools in the analysis of 
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overall progression of the infectious disease. It can be sensitively measured in the 
human body. Recently a number of initiatives have been taken to identify and 
develop selective biomarkers that may assist in early prognosis and progression of 
any infectious disease. These biomarkers also help in determining the essential 
treatments of the suffering patients. Infectious Disease Biomarker Database (IDBD) 
is the freely available relational database which provides information on various 
biomarkers and their potential roles in the early infectious processes (Yang et al. 
 2008  ) . Also, the database houses various bioinformatics tools that can be used for 
analysis and visualization of the biomarker data. KEGG DISEASE is one of the 
databases under the KEGG suite of database which accumulates molecular-level 
information on the infectious disease along with the genes and genome information 
of the causing organism. It also provides essential details on the drugs administered 
and various known biomarkers for the infectious diseases (Kanehisa et al.  2008, 
  2010  ) . GENI-DB is one unique initiative which covers the various new events 
regarding 176 infectious diseases affecting human health (Collier and Doan  2012  ) . 
These events are essentially classi fi ed from global news media in ten languages. 
The database is freely available and is helpful in monitoring the global trends in the 
spread of various infectious diseases. Apart from being the information resource, it 
also helps various governments in preparing essential programs in order to check 
the infectious disease epidemic.  

    10.3   Drug Target Database 

 In order to effectively contain the spread of infectious diseases, drug target identi fi cation 
is considered to be an essential step. Over the years, attempts have been made to 
discover novel drugs that bind to the speci fi c proteins, thereby changing their bio-
chemical and/or biophysical activities which could hamper its biological function. 

   Table 10.1    List of infectious disease databases existing in the public domain   

 Name 
 Type of 
database  Type of information  URL 

 GIDEON  Licensed  Reference in the  fi elds of tropical 
and infectious diseases, epidemi-
ology, microbiology, and 
antimicrobial chemotherapy 

   http://www.gideonon-
line.com/     

 Infectious Disease 
Biomarker 
Database (IDBD) 

 Free  Biomarker information pertaining 
to infectious diseases 

   http://biomarker.cdc.
go.kr/biomarker/
index.jsp     

 KEGG DISEASE 
Database 

 Licensed  Collection of disease entries 
capturing knowledge on genetic 
and environmental perturbations 

   http://www.genome.jp/
kegg/disease/     

 GENI-DB  Free  News events on the topic of over 
176 infectious diseases 

   http://born.nii.ac.jp/     

http://www.gideononline.com/
http://www.gideononline.com/
http://biomarker.cdc.go.kr/biomarker/index.jsp
http://biomarker.cdc.go.kr/biomarker/index.jsp
http://biomarker.cdc.go.kr/biomarker/index.jsp
http://www.genome.jp/kegg/disease/
http://www.genome.jp/kegg/disease/
http://born.nii.ac.jp/
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After several years of research on various infectious diseases, a number of druggable 
targets have been identi fi ed and exploited. The information regarding these targets 
was kept in various databases in order to provide an easy access to the research 
community to explore these targets which may help in the development of novel 
compounds against these targets. Some of the drug target databases are listed in 
Table  10.2 .  

 The TDR Targets Database is composed of the genomic and bioinformatics data 
related to organism related to various infectious diseases. The information in the 
database is essentially extracted both automatically and manually from literature and 
other databases for each putative drug target (Agüero et al.  2008  ) . Over the decades, 
molecular biology techniques and high-throughput approaches have elaborated 
our understanding regarding various infectious diseases. The TDR Target Database 
largely brings together data and annotation emerging from genome sequencing 
and functional genomics projects, protein structural data, manual curation of 
inhibitors and targets, and information on target essentiality and druggability (Agüero 
et al.  2008  ) . Another database known as Potential Drug Target Database (PDTD) 
is the database which is known to include information regarding various drug 
targets along with the knowledge base of potential binding proteins (Gao et al. 
 2008  ) . The advantage of such approach is that it allows the reverse docking approach 
in the form of a web server, namely, TarFisDock (Target Fishing Dock), to identify 
the novel drug targets using the known ligands (Li et al.  2006  ) . The database 
speci fi cally designed for the drug targets related to the tuberculosis is TB Drug 
Target Database. It includes the details on the drug targets along with the probable 
inhibitors of the various target proteins in  Mycobacterium tuberculosis . The 
database known as DrugBank also combines the drug information with the compre-
hensive drug target information, thus allowing effective drug target discovery (Knox 
et al.  2011  ) . ddTarget is considered as a unique database that provides details of 
those targets which have been reported in the US patents and other research articles. 
Genome sequencing of various infectious microbes has given a new vista to drug 
target approach. The gamut of available data can be used for  fi nding putative 
genomic drug targets. Genomic Target Database (GTD) is one such initiative in this 
regard as it provides drug target information based on pathogen-speci fi c unique 
metabolic pathways, host-pathogen common metabolic pathways, and membrane/
surface localized for the pathogenic bacteria (Barh et al.  2009  ) . Recently, Hecker 

   Table 10.2    List of various drug target databases   

 Database  URL 

 TDR Targets Database (TDR targets)    http://tdrtargets.org/     
 Potential Drug Target Database (PDTD)    http://www.dddc.ac.cn/pdtd/     
 TB Drug Target Database    http://www.bioinformatics.org/tbdtdb/     
 DrugBank    http://www.drugbank.ca/     
 ddTargets    http://www.sciclips.com/sciclips/drug-targets-all.do     
 Genomic Target Database (GTD)    http://iioab-dgd.webs.com/     
 SuperTarget    http://insilico.charite.de/supertarget     

http://tdrtargets.org/
http://www.dddc.ac.cn/pdtd/
http://www.bioinformatics.org/tbdtdb/
http://www.drugbank.ca/
http://www.sciclips.com/sciclips/drug-targets-all.do
http://iioab-dgd.webs.com/
http://insilico.charite.de/supertarget
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et al .   (  2012  )  has made another attempt to identify novel drug targets in infectious 
disease. The database known as SuperTarget integrates drug-related information 
associated with medical indications, adverse drug effects, drug metabolism, pathways, 
and Gene Ontology (GO) terms for target proteins (Hecker et al.  2012  ) .  

    10.4    In Silico  Approach to Target Discovery 

 Many research using comparative genomics and proteomics has attempted to identify 
the target protein present in pathogen and absent in host (Starck et al.  2004  ) . The 
number of bioinformatics toolbox and pipelines such as MBGD Microbial Genome 
Database for Comparative Analysis (  http://mbgd.genome.ad.jp/    ) has been devised 
for comparing the protein sequences of the pathogen with that of the host, in order 
to identify the exclusivity in the protein function (Uchiyama et al.  2010 ; Himmelreich 
et al.  1997  ) . Another method which is based on comparing the pathway enzymes of 
different species and  fi nding their similarity has been used in  M. tuberculosis  to 
identify essential proteins (Anishetty et al.  2005  ) . The comparative analysis of 
genomic sequences of a large set of genomes has provided a set of essential genes 
database for choosing the drug target protein (Zhang et al.  2004  ) . It is observed that 
proteins essentially function as the part of highly interconnected network referred to 
as interactome network (Barabasi and Oltvai  2004 ; Han et al.  2004 ; Jeong et al. 
 2001 ; Vidal  2005  ) . Therefore, the extensive cellular network of proteins can be 
exploited further to identify novel drug targets against various infectious diseases. 
Hence, it is necessary to understand the framework of disease and cellular networks 
(Yildirim et al.  2007  )  and develop  in silico  approaches and methods in order to 
identify probable drug target in infectious organisms. Some of these approaches 
have been discussed brie fl y in this chapter. 

    10.4.1   Metabolic Reconstruction 

 Post-genomic era has been the era of looking at the systems approach of various 
biological processes, i.e., a view beyond sequences. The number of attempts has 
been made to construct gene regulatory network or protein interaction network, in 
order to understand the system from wide perspective which has enabled the 
identi fi cation of various probable drug targets. Metabolic reconstruction is the 
method of labeling genes in the context of the metabolic pathways. Application and 
expansion of sophisticated molecular biology technique can provide insight into a 
possible functional context, but it is also felt that the complete description of the 
process cannot be understood until the information is projected over relevant meta-
bolic pathways. Since metabolic pathway reconstruction details minute information 
of any given pathway, therefore, it helps in performing the comparative analysis 
across various species, which  fi nally leads to the novel drug target identi fi cation for 

http://mbgd.genome.ad.jp/
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various infectious diseases. In order to facilitate the metabolic pathway reconstruction, 
several pathway databases have been accomplished. 

 Metabolic reconstruction is essentially done in two stages: the  fi rst stage leads 
to the development of the draft reconstruction, while the other stage which is essen-
tially manual performs the re fi nement of the draft reconstruction. The draft meta-
bolic reconstruction is based on the genome annotation and the biochemical 
database information of the organism. The genomic annotations and metabolic 
pathway information can be obtained from the various databases mentioned in 
Table  10.3 . Various software tools such as Pathway Tools and metaSHARK have 
been proposed for the automated reconstruction procedure (Karp et al.  2002 ; 
Pinney et al.  2005  ) . The draft reconstruction obtained by automated means is then 
subjected to the manual reevaluation and thus re fi ned further. It has been empha-
sized that the manual reconstruction is important, considering the fact that all the 
annotation may not have high level of con fi dence and also various pathway data-
bases are generally organism speci fi c. Therefore, it becomes essential to verify 
the existence of the respective pathway with the target organism (Thiele and 
Palsson  2010  ) . Further, the predicted pathway network is veri fi ed using various 
existing experimental data and literature resources. After the manual curation, 
the  fi nal metabolic model is checked for its consistency in terms of physical and 
chemical nature, dead ends present in the pathways, production of essential 
metabolites, etc. Constraint-based metabolic model which is based on the reaction 
stoichiometries is used for verifying the mass balance in the metabolism at the 
steady states (Durot et al.  2009  ) .  

    10.4.1.1   Pathway Databases for Pathogenic Organisms 

 Analysis of pathways has always been the center point of the system-level analysis 
of various organisms including those involved in various infectious diseases in 
humans. Over the two decades, “ omics ” approach has been able to correlate the 
aspects of genes, proteins, and metabolites. Thus, the notion of connecting these 
building blocks in the form of pathway diagrams or pathway maps has reformed 
the basic understanding of the biological system. In the past few decades, initia-
tives have been taken to analyze these pathway data along with its effective storage 
(Table  10.3 ). 

   Table 10.3    List of database used to store and analyze various metabolic pathways 
in various organisms   

 Database  URL 

 KEGG    http://www.genome.jp/kegg/pathway.html     
 BRENDA    http://www.brenda-enzymes.org/     
 Biochemical Pathway Maps    http://web.expasy.org/pathways/     
 PathCase    http://nashua.case.edu/PathwaysWeb/     
 BioCyc    http://biocyc.org/     

http://www.genome.jp/kegg/pathway.html
http://www.brenda-enzymes.org/
http://web.expasy.org/pathways/
http://nashua.case.edu/PathwaysWeb/
http://biocyc.org/
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 KEGG (Kyoto Encyclopedia of Genes and Genomes) is one of the comprehensive 
knowledge bases, which provides the systematic analysis of pathways with the 
genomic reference in various organisms, presented in graphical representation 
(Kanehisa and Goto  2000  ) . BRENDA (BRaunschweig ENzyme Database) is an 
archive that has been reported to have a collection of 3,000 different enzymes from 
9,800 different organisms along with their pathways (Schomburg et al.  2004  ) . 
Another repository known as BioCyc database is the agglomeration of more than 
350 organism-speci fi c Pathway along with various pathway analysis tools (Caspi 
et al.  2008  ) . One of the unique initiatives by PathCase Systems Biology (PathCase-SB) 
group is the PathCase database which is known to provide metabolic pathway data 
and systems biology models in the form of one comprehensive database (Cakmak 
et al.  2011  ) . With an expected increase in experimental data in the future, it is 
expected that these types of databases and tools will de fi nitely be more precise and 
comprehensive for the analysis of disease-causing organisms.  

    10.4.1.2   Comparative Approach to Identify New Drug Targets 

 The availability of a large number of diverse genome sequences of various organisms 
has laid the groundwork for better and accurate identi fi cation of various drug 
targets. This is essentially done by the identi fi cation of functions of genes and 
protein from one species to another on the basis of homology. The comparative 
analysis assists in providing valuable insight to the functional context needed for 
the detailed reconstruction of the metabolic pathways. One of the earlier attempts 
has shown the comparative view of identifying potentially important genes in 
 Mycobacterium  sp. (Cole  2002  ) . Comparative approaches have also identi fi ed 
putative drug targets based on their conservation among  Staphylococcus aureus , 
 Streptococcus pneumoniae , and  Haemophilus in fl uenzae  species (Payne et al.  2007  ) . 
Earlier, Lee et al .   (  2009  )  concluded the relevance of metabolic reconstruction and  in 
silico  analyses while identifying potential antibiotic target in  Staphylococcus aureus . 
Among other drug targets, polypeptide deformylase (McDevitt and Rosenberg 
 2001 ; Brötz-Oesterhelt and Sass  2010 ; Zhang et al.  2010  ) , aminoacyl-tRNA synthetases 
(McDevitt and Rosenberg  2001 ; Gutierrez-Lugo and Bewley  2011  ) , and components 
of the NAD(P) biosynthetic pathway (Bi et al.  2011  )  have been identi fi ed using 
comparative genomics approach. Thus, from the present scenario, it is concluded 
that metabolic reconstruction and  in silico  analyses of various bacterial species can 
provide a considerable success in potential antibiotic target identi fi cation.  

    10.4.1.3   Kinetic Modeling and Metabolic Control Analysis (MCA) 

 Essential kinetics of biochemical pathways in steady state are explained and analyzed 
by Michaelis-Menten kinetics. Considering the reaction model as shown below   

    E + S  ES and ES  E + P® ®   
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the  fi rst reaction is assumed to be very fast with the consequence that it would be 
very close to equilibrium because  k  

+1
  (rate constant for forward reaction) and  k  

−1
  

(rate constant for reverse reaction) are very high compared to  k  
+2

  (second reaction); 
Michaelis and Menten explains why biochemical reactions have a limiting rate of 
reaction  V  

f
 . It is due to the  fi nite amount of enzyme molecules (ET) and the rate at 

which the enzyme-substrate complex is transformed into enzyme and product ( k  
p
 , 

the turnover number). The other parameter de fi ned by Michaelis constant ( K  
M

 ) 
is the dissociation constant of enzyme-substrate complex and so a measure of 
the af fi nity of the enzyme for the substrate (or vice versa). High values of  K  

M
  cor-

respond to low af fi nity for the substrate.     K  
M

  also happens to be the concentration 
of substrate for which the initial rate of reaction is half limiting,  V  

f 
 /2. The rates of 

enzymatic reactions are affected by substances other than the enzyme, the sub-
strates, or the products. These other substances are generically called “ modi fi ers ” 
and can often be further classi fi ed into “ activators ” or “ inhibitors ,” if they increase 
or decrease the initial rate of reaction for  fi xed concentrations of all substrates and 
products, respectively, all in steady state. 

 However, kinetic modeling offers a great way to capture the dynamics of a bio-
chemical reaction network in mathematical form so as to analyze and simulate its 
behaviors and ultimately to use the model to answer real physiological questions. 
Nonlinear ordinary differential equations (ODEs) are by far the most common way 
to represent the dynamical properties of biochemical reaction networks. 

 Realizing a reaction network as a system of ODEs is based on two assumptions. 
First is that the system is “ well stirred ” so that component concentrations (metabo-
lites like substrates and products) do not vary with respect to space. The second 
basic assumption is that the variables (metabolite concentrations) are continuous 
functions of time. Given these two simplifying assumptions, ODEs can be effec-
tively used to express mathematically the dynamical consequences of a biochemical 
network. To get from a reaction network to a set of ODEs, the network should be 
thought of as a dynamical system whose state is changing from one moment of time 
to the next. To each metabolite of the network, a single state variable,  X ( t ) is assigned. 
The collection of values of all these variables ( X  

1
 ( t ),  X  

2
 ( t ),  X  

3
 ( t ),…, X  

 n 
 ( t )) at any 

point in time constitutes the state of the system. Then, for each metabolite, a 
differential equation is written that describes how its concentration changes over 
time due to its interactions with other metabolites in the network. The rate of each 
reaction must be represented by a kinetic rate equation, which would have one or 
more rate constants associated with it. The set of all rate constants needed to describe 
the reactions in a molecular interaction network is called the parameter set ( p  

1
 ,  p  

2
 , 

 p  
3
 ,…, p  

 m 
 ) of the model (Kanehisa and Goto  2000 ; Schomburg et al.  2004 ; Caspi 

et al.  2008  ) . Biochemical systems are often found in steady states, or at least in 
quasi-steady states; if not in the wild, at least in laboratory conditions (e.g., cultures 
of microorganisms in chemostat). From the theoretical point of view, steady states 
are easier to study because the balance equations for each of the metabolites vanish 
(at steady state) and so the system can be described by a set of nonlinear algebraic 
equations. The solution of these equations does not require any integration (and 
is therefore simpler than in the case of ordinary points). As far as judged by the 



24510 Bioinformatics Approach for Finding Target Protein in Infectious Disease

experimental precision available, steady states are very frequent in biochemical 
systems (Kacser and Burns  1973 ; Heinrich and Rapoport  1974 ; Fell  1992  )  and are 
seen as a property fundamental to life by many. 

    Metabolic control analysis (MCA) is a phenomenological quantitative  fi rst-order 
sensitivity analysis of variables of the system (usually  fl uxes and metabolite con-
centrations) in the vicinity of a stable and structurally stable  fi xed point (Kacser and 
Burns   1973 ; Heinrich and Rapoport  1974  ) . The method essentially based on the 
kinetics of enzymes, explained by Michaelis-Menton kinetics, in order to parame-
terize the control coef fi cients resulting in response coef fi cients. This control is 
measured by applying a perturbation on the step being studied and measuring the 
effect on the variable of interest. The most common control coef fi cients are those 
for  fl uxes and metabolite concentrations. From a systems perspective, MCA relates 
local behavior, the behavior of a single step considered in isolation, to global 
behavior, the behavior of the step in the context of a system. MCA was developed 
in Edinburgh in 1973 by Henrik Kacser and Jim Burns  (  1973  )  and independently in 
Berlin by Reinhart Heinrich and Tom Rapoport  (  1974  ) . The applicability of the 
MCA is not only limited to the linear pathways but it was believed that it can also 
be applied to the branching and cyclic pathways and other enzyme cascades. MCA 
does not require all the system components such as metabolites or enzymes to be 
characterized, but the control coef fi cients can be estimated for different components 
of the network and for pertinent environmental factors (Fell  1992 ; Cornish-Bowden 
and Cárdenas  2000 ; Cascante et al.  2002  ) . The approach thus investigates the sen-
sitivity of steady-state properties of the network to the small parameter changes 
(Klipp et al.  2005 ; LaPorte et al.  1984  ) . Kinetic modeling provides a way for such 
testing and can be employed to study the dynamical behavior of the pathway without 
or with modulation in enzyme(s) activity. Application of kinetic modeling to the 
identi fi cation of potential drug targets is exempli fi ed by glycolysis in  Trypanosoma 
brucei  (Eisenthal and Cornish-Bowden  1998  ) . Kinetic models provide insight into 
the cellular effect(s) of inhibition of any enzyme in a biochemical pathway.   

    10.4.2   Flux Balance Analysis 

 Flux balance analysis (FBA) is one of the widely used approaches in biological 
systems to understand the complex biological networks. It involves the steady-state 
analysis of stoichiometric matrix of various pathways (Kauffman et al.  2003  ) . 
It calculates the  fl ow of the metabolites through the metabolic networks, thus assisting 
in predicting the overall growth of an organism (Orth et al.  2010  ) . In short, it basically 
captures the snapshot of the  fl ow of all the metabolites through the various meta-
bolic pathways. Large-scale genome-sequencing initiatives have led to the analysis 
of the various metabolic reactions annotated with the respective gene information, 
which has enabled the systemic analysis of various complex and unknown processes 
(Duarte et al.  2007 ; Feist et al.  2007 ; Feist and Palsson  2008 ; Reed et al.  2003 ; 
Oberhardt et al.  2009  ) . An exhaustive set of balanced chemical equations is used 
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after the genome-scale annotation to frame a mathematical model by forming a 
matrix as each row represents a metabolite and each column represents a reaction. 
The overall growth of an organism is thus measured in terms of metabolites 
consumed during biomass production. The robustness of the method also lies in 
the fact that it can also incorporate the exchange reactions that are used to calculate 
the  fl ow of metabolites, such as glucose and oxygen, in and out of the cell. The 
overall biomass is calculated in terms of a mathematical function known as objec-
tive function which is calculated from optimization of the model (Fig.  10.2 ). Thus, 
the maximization of the objective function is considered as the parameter of the 
increased biomass production with the system.   

    10.4.3    In Silico  Knockout Analysis 

 Flux balance analysis shed light on the major choke points in a metabolic pathway; 
it is often considered that these choke points may not be an essential reaction in 
the network. This can readily be tested using  in silico  knockout of the gene or the 
reaction from the network (Fig.  10.3 ). The approach is based on the  fl ux balance 
approach along with the graph-based analysis. In this approach the selected gene is 

  Fig. 10.2    Brief overview of  fl ux balance analysis ( FBA )       
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deleted from the network, and using breadth- fi rst search algorithm, it is tested if the 
neighboring compounds of the knockout can be produced by other reaction and 
pathways of the reactions. The genes obtained from the analysis can give an overview 
of the relevance of a speci fi c reaction or gene within the system. A whole-genome 
metabolic model to compare between natural and persistent  M. tuberculosis  was 
used to perform  in silico  knockouts by FBA (Singh  2009  ) , and the essential gene set 
has been prioritized here for guiding experiments. Some of these genes were already 
reported as potential drug targets; the validity of others can be tested by performing 
 in vitro  and  in vivo  knockout studies.    

    10.5   Selective Case Studies 

 Earlier, it was shown that the analysis and interpretation of metabolic phenotype is 
feasible using genomic, biochemical, and strain-speci fi c information (Edwards and 
Palsson  2000  ) . In  E. coli , stoichiometric model of metabolism has been established 
in order to describe the balance of metabolic reactions during steady-state growth 
on glucose and mineral salts (Pramanik and Keasling  1997  ) . Similar  in silico  meta-
bolic genotype models have been used for analysis and interpretation of phenotypic 
behavior of respective genotypes in  Haemophilus in fl uenzae  and  Helicobacter 
pylori  (Edwards and Palsson  1999 ; Schilling et al.  2002  ) . 

 Two recent extended graph theory-based methods have also been used in systems-
based drug target identi fi cation, such as choke-point and load-point analysis. Choke 
points basically are those enzymes which uniquely consume and/or produce a 
certain metabolite, while load points are considered as the hotspots in the metabolic 
network based on the ratio of the number of  k -shortest paths passing through a 
metabolite/enzyme (in/out) and the number of nearest neighbor links (in/out) 
attached to it. It has been considered that such analysis may assist in potential drug 
target identi fi cation. The choke-point approach has been used to identify the poten-
tial drug targets in the metabolic network of  Bacillus anthracis  Sterne (Mehta and 
Tagore  2009  ) . In an experiment, drug targets were identi fi ed by comparing the  fl uxes 
of reactions in pathological and medication state and thus examining the change of 
reaction  fl uxes using linear programming models to  fi nd the steady optimal  fl uxes 

  Fig. 10.3    An overview 
of  in silico  knockout 
approach. The speci fi c 
reaction or related gene is 
knocked out and it is 
analyzed that the reaction is 
essential. The  dashed line  
( blue ) shows if the alternate 
path to the reaction exists 
in the network       
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of reactions and the mass  fl ows of metabolites (Li et al.  2011  ) . Similar analysis has 
been carried out in the analysis of hyperuricemia-related purine metabolic pathway, 
thus identifying the drug targets for hyperuricemia and also taking care of the 
possible side effects of the probable drug administered (Li et al.  2011  ) . Also, vari-
ous drug targets have been identi fi ed using the choke-point and load-point approach 
in  Helicobacter pylori  (Yeh et al.  2004  ) . In an another attempt, a number of enzymes 
both single and paired that were essential for growth were identi fi ed which were not 
characterized even with gene deletion experiments, using comparative genome-
scale metabolic reconstruction and  fl ux balance analysis in  Staphylococcus aureus  
(Lee et al.  2009  ) . 

 In  M. tuberculosis , seven new potential drug targets have been identi fi ed by 
analyzing the essential genes from mycolic acid pathway (Raman et al.  2005  ) . 
As a unique initiative, Beste et al .   (  2007  )  created a web-based interface for the 
implementation of constraint-based  fl ux analysis popularly known as GSMN-TB 
(  http://sysbio3.fhms.surrey.ac.uk/    ). Using FBA, they have also identi fi ed poten-
tial drug targets against  M. tuberculosis.  In an attempt, expression-based data 
has been utilized to perform constraint-based FBA to predict the metabolic 
capacity of  M. tuberculosis  (Colijn et al.  2009  ) . In 2006, Singh and Ghosh 
identi fi ed novel drug targets using the TCA cycle and simulating the inhibition 
of  fl ux of branch point enzyme in  M. tuberculosis  (Singh and Ghosh  2006  )  using 
kinetic modeling. 

 In case of  P. falciparum , genome-scale metabolic network, FBA, and  in silico  
gene deletion, 40 essential gene targets were identi fi ed that can act as a potential 
drug target in the organism (Plata et al.  2010  ) . In an analysis, Yeh et al .   (  2004  )  
identi fi ed few potential drug targets in  P. falciparum  using similar approach 
(Yeh et al.  2004  ) .  d -Aminolevulinate dehydratase (ALAD) which has been 
involved in heme biosynthesis was hypothesized to be valid antimalarial target 
in  P. falciparum  using choke-point approach (Yeh et al.  2004 ; Bonday et al. 
 2000  ) . In an attempt, Fatumo et al .   (  2009  )  successfully analyzed the essentiality 
of various metabolic reactions and also identi fi ed 22 new potential drug targets 
in  P. falciparum  using  in silico  knockout and choke-point analysis (Fatumo 
et al.  2009  ) . Recently, successful identi fi cation of 16 novel drug targets, which 
contribute to the major metabolic reactions in  P. falciparum , has shown the rele-
vance of  in silico  approaches in the identi fi cation of novel drug target discovery 
(Huthmacher et al.  2010  ) . 

 Recently, CD40 signaling has been used as a model to show the role of bi-
modular assembly of kinases in the imposition of reciprocity to a receptor signaling 
(Sarma et al.  2012  ) . The  fi nding of the analysis is considered relevant for designing 
appropriate therapy against the  Leishmania major  infection. In an attempt of similar 
kind, it was shown that the variation in the interaction designs among the kinases 
and phosphatases can differentially shape the robustness and signal response 
behavior of the MAPK cascade. It was thus concluded that the strength of the nega-
tive feedback loop is reciprocally related to the strength of phosphatase sequestration 
(Sarma and Ghosh  2012a,   b  ) . The analysis thus was found helpful in uncovering a 
novel regulatory aspect of MAPK signal processing.  

http://sysbio3.fhms.surrey.ac.uk/
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    10.6   Advances in New Target Discovery Mechanisms 

 Drug target discovery is one of the most challenging arenas in the area of modern-day 
pharmaceutical research. The problem of multidrug resistance (MDR) in various 
infectious diseases has forced scientist to look beyond the existing drug targets. 
It was hypothesized that the eradication of slowly metabolizing but the dormant 
populations of infectious bacterial species, essentially responsible for their relapse 
and MDR, could help in prevention of such problem. Therefore, drug targets 
pertaining not only to the growth of infectious organism but the target essential for 
their persistence can also assist in controlling their spread. Recently the web server 
UniDrug-Target has been released which combines bacterial biological information 
and computational methods to stringently identify pathogen-speci fi c proteins 
as drug targets. The uniqueness of this database lies in the fact that apart from iden-
tifying drug targets based on systems approach, it also integrates protein sequences, 
domains, structures, and metabolic reactions, critical residue information for the 
prediction of novel drug targets    (Chanumolu et al.  2012  ) . Analysis of translationally 
controlled transcripts during host-pathogen interactions was also hypothesized to 
reveal some novel potential new drug targets in various bacterial species (Diaz-
Guerra et al.  2008  ) .    Recently, a review on the signi fi cance of the application of 
genome-scale modeling and analysis in the context of identi fi cation of antituber-
cular drug targets has been highlighted (Lee et al.  2011  ) . The drug-designing 
approach has almost taken a 180-degree turn due to the in fl uence of bioinformatics, 
the process used to be starting from chemistry to biological testing, pharmacology, 
and toxicology tests; now, in post-genomic era, the understanding of disease 
biology, identi fi cation of protein or pathway to eliminate or control the disease via 
novel drug target(s), and then starting chemistry pipeline are the recent trends in 
medical sciences.  

    10.7   Conclusions 

 Over the years, research in the area of biology largely focus on understanding the 
crucial aspects of cellular and molecular machinery pertaining to infectious diseases 
in human and  fi nding the effective drug targets for such diseases.    It is well under-
stood now that the infectious diseases or any response to such disease is a collective 
and coherent mechanism of various cellular and molecular processes and not the 
role played only on single gene or molecular instance. Therefore, a system-
level analysis of infectious disease will not only assist in  fi nding an effective drug 
target but also assist in developing a molecule that can cease the overall effect and 
spread of such diseases. The principles and theory of system-level analysis have 
been described in order to perform such kind of systemic analysis. This chapter 
focuses on several databases and approaches used in target identi fi cation in infec-
tious disease in details for  M. tuberculosis  and  P. falciparum ; however, many such 
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attempts are cited here for other pathogens. Theoretical approaches such as  fl ux 
balance analysis, kinetic modeling, metabolic control analysis,  in silico  knockout 
studies, and load-point and choke-point analysis have been widely accepted and 
used to  fi nd the novel drug targets in various infectious organisms (Fig.  10.4 ). It has 
been emphasized that these potential drug targets can act as an effective lead in the 
identi fi cation of drug compounds that may in the future control the proliferation of 
infectious diseases.        
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  Abstract   Researchers are now routinely identifying cancer biomarkers using 
proteomic technologies, but the results from independent experiments are highly 
divergent, and few individual marker candidates have been clinically validated. 
Cancer is a systems biology disease; hence, the discovery of biomarkers must take 
account of the complexity and heterogeneity of carcinogenesis. Due to this recogni-
tion, there is a growing movement from individual marker discovery to a systems-
oriented paradigm. This chapter summarizes recent advances and future perspectives 
in proteomic study of cancer biomarkers. Of particular interest in this chapter is to 
describe the emerging network-based biomarker discovery as improved strategies 
against cancer intervention.  

  Keywords   Cancer  •  Proteomics  •  Biomarkers  •  Network  •  Personalized biomarker      

    11.1   Introduction 

 Cancer is one of the leading causes of human death worldwide. According to 
GLOBOCAN 2008 (Ferlay et al.  2011  ) , 7.6 million cancer deaths (around 13% of 
all deaths) are estimated to have occurred in 2008. The global burden of cancer is 
projected to continue rising as a result of population aging alongside an increasing 
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adoption of cancer-causing lifestyles. A report from the International Agency for 
Research on Cancer (IARC) predicts that the worldwide cancer deaths will more 
than double over the next two decades. By 2030, 27 million new cancer cases and 
17 million cancer deaths will occur each year worldwide. 

 It is well recognized that early detection, accurate prognosis, and monitoring of 
therapy are crucial to the increased overall survival and cure rates of cancer patients. 
The cancer development usually involves alterations in gene expression. These 
alterations, which can be monitored quantitatively, are regarded as biomarkers 
for the disease. As important biological indicators, biomarkers provide valuable 
information that enables early diagnosis, effective prognosis, and real-time monitor-
ing of the therapy response. Thus, the impetus to discover reliable and accurate 
cancer biomarkers is compelling. 

 Great efforts have been made in genomics studies to characterize the differentially 
expressed genes in cancer, leading to a plethora of gene-based biomarkers. Recently, 
there is growing realization that it is the proteins not genes that perform most 
biological functions and directly dictate cancer phenotypes. Thus, many alterations 
in gene expression might not be re fl ected at the level of protein expression or function. 
Proteomics is the most reliable approach in the search for cancer biomarkers in 
the post-genomic era. However, the protein universe of a cell is highly complex 
and diverse. Due to the complicate nature of protein functions, proteomic-based 
biomarker discovery is a research topic with signi fi cant challenge. Any such endeavor 
must take into account the dynamic range of protein expression and protein–protein 
interactions as well as posttranslation modi fi cations.  

    11.2   Advances of Proteomic Methods 

 The past decade has witnessed rapid progress in proteomic instrumentation. 
A plethora of state-of-the-art techniques have been developed to resolve, identify 
protein complexes, and detect their interacting partners. These powerful tech-
nologies can identify all proteins and their posttranslational modi fi cations in cancer 
conditions and hence will accelerate progress toward novel tools to track cancer 
progress and tailor treatments to the patients. 

    11.2.1   Separation 

 The standard pipeline for proteomic research begins with the isolation of proteins 
from the samples, then digestion with site-speci fi c protease, followed by separation 
steps to resolve protein fractions from the complex sample mixture. Since proteins 
are physically and chemically diverse, there is no single universally applicable 
separation method. A multitude of separation techniques are currently available, 
including gel-based approaches (e.g., 2DE, 2D-DIGE (Marouga et al.  2005  ) ) 
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or gel-free ones (e.g., LC, cICAT (Gygi et al.  1999  ) , iTRAQ (DeSouza et al. 
 2005  ) , SILAC (Ong et al.  2002  ) ). Two-dimensional electrophoresis (2DE) repre-
sents the most common gel-based separation approach. It separates proteins based 
on size in one dimension and charge in the other. Proteins are stained with 
 fl uorescent dyes prior to electrophoresis, and up to 5,000 distinct proteins can be 
separated simultaneously. Limitations of 2DE are that it cannot resolve hydropho-
bic proteins or proteins with extreme masses or isoelectric points (Ong and Mann 
 2005  ) . Additionally, 2DE suffers from limited sensitivity and dynamic range. In this 
sense, liquid chromatography (LC), a most popular gel-free separation method, 
provides an alternative to 2DE gels. In LC, the desired spots are isolated and 
digested into peptides (rather than intact proteins), which are then chromatographi-
cally separated by LC. Depending on the sample complexity, the low-molecular 
weight fractions may be further separated by high-resolution ion-exchange 
chromatography.  

    11.2.2   Mass Spectrometry 

 After separation, the peptides are then subjected to mass spectrometry for qualitative 
and quantitative analysis. Recent developments in mass spectrometry (MS)-based 
technologies have largely contributed to the current progress in proteomics. MS is 
able to convert proteins or peptides to charged pieces that can be separated on the 
basis of the mass-to-charge ratio ( m / z ) and their abundances. In the past two decades, 
MS has been established as the primary method for protein identi fi cation at the 
peptide level. This is done by matching peptide mass  fi ngerprinting against a human 
protein database. In addition, partial sequence data obtained by tandem mass 
spectrometry (MS/MS) provides a further basis for protein identi fi cation. In MS/MS, 
an ion of interest is selected and partially fragmented at the peptide bonds. The 
products then passage through a second mass analyzer, and the resulting fragmenta-
tion pattern provides sequence information for the precursor ion. Several MS 
ionization methods are currently available, including electrospray ionization (ESI), 
surface-enhanced laser desorption ionization (SELDI), and matrix-assisted laser 
desorption ionization (MALDI). Known as “soft ionization,” these ionization proce-
dures create peptide ions under mild conditions that maintain peptide bonds intact. 
However, “soft ionization” has yet some reported disadvantages. The resolution is 
found insuf fi cient to handle complex proteomic samples which contain more than 
10 5  components and is not able to distinguish accurately all of the protein variants 
in the sample. Therefore, analytical techniques that can handle high sample 
complexity are logically preferable over low-density ones. There is growing use of 
high-resolution analytical techniques such as Qq-TOF (Lando et al.  2002  )  and RPLC-
FTICR (Shen et al.  2001  )  mass spectrometry in place of SELDI-TOF/MALDI-TOF 
mass spectrometry. Qq-TOF and RPLC-FTICR provide resolving power that is 
roughly 5 times and 100 times higher than SELDI-TOF-MS, respectively, resulting 
in a dramatic increase in resolution performance.  
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    11.2.3   Protein Microarrays 

 MS may be applied to broad surveys of the proteome for biomarkers without prior 
knowledge of the proteins. However, MS-based marker discovery has been the 
topic of debate. Criticism is directed at the lack of details regarding the putative 
biomarkers, speci fi cally their identity. An additional problem with the approach is 
that the samples are usually limited in amount and are dif fi cult to reproduce. Protein 
microarrays, also known as protein chips, may overcome these dif fi culties as even a 
small amount of puri fi ed protein is suf fi cient to print hundreds of arrays for sample 
screening. Protein microarrays have emerged as a promising approach for a wide 
variety of applications. The array is a piece of glass on which  fl uorescently labeled 
capture probes for the proteins are af fi xed. Antibodies are most commonly used as 
capture probes. More recently, there has been a push toward other types of capture 
molecules such as peptides, aptamers, and af fi bodies. 

 There are several broad categories of protein microarrays: analytical microarrays, 
functional microarrays, and reverse phase microarrays. Analytical microarrays are 
typically used to monitor differential expression pro fi les for clinical diagnostics. 
Functional protein arrays contain proteins or domains with intact function and 
proper folding, allowing for the determination of protein interactions. In reverse 
phase protein microarray, arrays compose of cell or tissue lysates or protein fractions 
isolated from them. Reverse phase protein microarrays are used to study posttrans-
lational modi fi cations that may result from the disease.   

    11.3   Current Cancer Biomarker Discovered by Proteomics 

 With recent progress in proteomic technologies, there have been intense interests in 
proteome-scale discovery of novel biomarkers for cancer, as documented by the 
numbers of published literatures in the last 10 years (Fig.  11.1 ).  

 Through pro fi ling proteomic patterns in cancer patients, candidate lists of protein 
markers are routinely identi fi ed for use in the diagnosis, prognosis, and classi fi cation 
of cancer, as well as the prediction of therapeutic response. 

    11.3.1   Proteomic Signatures for Early Diagnosis of Cancer 

 In many cases, cancer is not diagnosed until malignant cells already metastasize 
throughout the body. Therefore, the diagnosis of early phase malignancies is crucial 
for its ultimate control and reduced mortality. A diagnostic marker is able to differen-
tiate cancer with other benign abnormalities. Many studies have been published 
recently showing how proteomics can be applied to the detection of cancer at its 
earliest stage. In one impressive study by Chaerkady et al.  (  2008  ) , large-scale tissue 
proteomic pro fi ling was carried out to identify differentially regulated proteins in 
HCC (hepatocellular carcinoma) patients by iTRAQ. Using this strategy, some 
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overexpressed proteins with no previous description were discovered including 
 fi broleukin, interferon-induced 56 kDa protein, milk fat globule-EGF factor 8, and 
myeloid-associated differentiation marker. Using SILAC combined with LTQ-
FT-MS/MS, Sun et al.  (  2008  )  identi fi ed differentially expressed protein pro fi les 
between normal liver cell (HL-7702) and HCC cells (HepG2 and SK-HEP-1). 
TGM2 was suggested to be a novel histological and serologic candidate for the 
HCC patients with normal serum AFP. Goufman et al.  (  2006  )  analyzed the thermo-
stable fractions of serum samples from benign ovarian tumor as well as from patients 
with ovarian, uterus, and breast cancers, using 2-DE combined with MALDI-TOF/
TOF MS. Alpha-1-acid glycoprotein and clusterin were downregulated speci fi cally 
in breast cancer, whereas transthyretin was decreased in ovarian cancer. More 
recently (Lee et al.  2009  ) , deregulated proteins in HCC liver tissues were investi-
gated in a cohort of 20 patients using 2D-DIGE coupled with MALDI-TOF-MS. 
Three remarkably upregulated proteins—aldo-keto reductase 1C2, thioredoxin, 
and transketolase—were identi fi ed and recognized as potential markers that could 
distinguish between HCC and normal liver tissues. These novel  fi ndings might 
provide important clues to the early detection of various cancer types.  

    11.3.2   Prognostic Biomarkers for Prediction of Patient 
Outcome and Therapeutic Response 

 Prognostication and the variability of therapeutic agents are a topic of major interest 
in cancer clinical research. Protein markers that re fl ect therapy response may help 
predict clinical outcome of the patients and evaluate the therapeutic ef fi cacy. Using 

  Fig. 11.1     Number of papers related to proteome-based biomarkers in cancer during the past 
decade.  Although this query is by no means exhaustive, it provides a meaningful sampling of the 
available literature.  Bars  represent the number of PubMed hits for the query “(cancer[ti] or 
carcinoma[ti] or tumor[ti]) AND proteom*[tiab]”       
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high-throughput proteomic technologies, a variety of studies have recently identi fi ed 
patterns of proteomic expression that are predictive of cancer progression, survival, 
as well as drug response in cancer patients. As an example, Abdel-Hamid et al. 
 (  2011  )  evaluated the ef fi cacy of ascorbic acid (AA) and diallyl sul fi de (DAS) co-
therapy against HCC. Polyol pathway (PP) was identi fi ed as an early marker for 
response to chemoprevention. More recently, Li et al.  (  2011  )  screened the markers 
correlated with clinical outcome for transcatheter arterial chemoembolization 
(TACE) therapy in inoperable HCC. Plasma serine protease inhibitor precursor 
(protein C inhibitor) was identi fi ed as a direct link between peptide marker pro fi les 
and TACE therapy. These related works will be instrumental in characterizing 
drug-resistance mechanisms and thus optimizing anticancer therapies for patients.  

    11.3.3   Proteomic Signatures Associated with Cancer 
Classi fi cation 

 Cancer usually develops in association with chronic diseases. Cancer subgroups 
based on different pathological risk factors usually re fl ect common pathological 
features. This poses an important clinical problem for pathologists, because these 
subgroups could not be easily distinguished from each other. As an alternative, 
comprehensive proteomic pro fi ling in the past has enabled us to identify a multitude 
of molecular biomarkers with such discriminative signi fi cance. In a pioneering 
study, Poon et al.  (  2001  )  developed classi fi cation trees and neural networks that 
identi fi ed serological liver marker pro fi les and subsequently applied them to discrimi-
nate between liver cirrhosis with and without HCC. In a later study by the same 
research group (Poon et al.  2003  ) , an automated high-throughput, multidimensional 
SELDI ProteinChip Biomarker System was used for serum proteome pro fi ling. 
Both cluster analysis and arti fi cial neural network were applied to the identi fi cation 
of liver marker pro fi les that discriminate HCC subtypes with high sensitivity and 
speci fi city. Another interesting study was aimed at discovering novel biomarkers for 
the classi fi cation of ovarian cancer by SELDI-TOF mass spectrometry (Petricoin 
et al.  2002  ) .   

    11.4   Databasing of Proteomic Data to Facilitate Systems 
Interrogations 

 As the discovery process of biomarkers is being accelerated, there will be an urgent 
need to store information in proteomic databases. These databases deposit and 
retrieve proteomic datasets generated from various tissues,  fl uids, and cell lines. 
A large number of proteomic databases have been developed, including PRIDE 
(Martens et al.  2005  ) , UniPep (Zhang et al.  2006  ) , GPM (the Global Proteome 
Machine) (Craig et al.  2004  ) , Proteopedia (Hodis et al.  2008  ) , PeptideAtlas (Desiere 
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et al.  2006  ) , CanProVar (Li et al.  2010  ) , and PPD (Plasma Proteome Database) 
(Muthusamy et al.  2005  ) . Besides annotating the human proteome, these databases 
will offer a global approach to the study of protein expression in cancer.  

    11.5   Pathway-Based Approaches to Discovering Novel 
Cancer Biomarkers 

 Despite years of intense activity, so far only a handful of the reported biomarkers 
(e.g., CA-125, CEA, PSA, AFP, DCP) have been validated for routine clinical appli-
cation in cancer, although some were  fi rst reported decades ago. However, the use 
of these markers is limited due to poor speci fi city or sensitivity. Thus, the develop-
ment of new markers that can complement or replace them represents a major goal 
for cancer biomarker research. The inconsistency of biomarker candidates from 
different researches remains a major obstacle to their clinical use. For example, 
in two independent research to identify differentially expressed proteins in HCV-
related hepatocellular carcinoma (Yokoyama et al.  2004 ; Takashima et al.  2003  ) , both 
groups claimed to have generated protein lists with predictive power, but surpris-
ingly the two lists shared no common protein. Several recent studies have shed light 
on this problem through meta-analysis across independent datasets (Shi et al.  2005 ; 
Choi et al.  2004  ) , but a highly reproducible molecular pattern with universal predictive 
utility has yet to emerge. One might attribute the diverse outcome to the differences 
in pro fi ling techniques, specimen manipulations, and analysis methods. Yet this 
discordance remains even in technical replicate tests using identical samples as in 
the case of Ein-Dor et al.  (  2005  ) . Therefore, signature identi fi cation at the level of 
individual proteins has been challenged about its robustness and reliability. 

 It is now understood that carcinogenesis is a nonlinear dynamic system involving 
cross talk between pathways and important regulatory circuits. Cancer involves the 
interaction of many biological components and is not driven by individual causative 
proteins. While the development of cancer is systems oriented, the current pro fi le-
based methodology remains fundamentally reductionism. The conventional expression-
alone analysis, which focused on selecting single or a small group of differentially 
regulated entities over a cutoff value, often ignores the complex interplay within the 
identi fi ed biomarker sets. It is time, one could argue, for a fresh approach to the 
discovery of cancer biomarkers from the systems perspective. Due to this recognition, 
many researchers have resorted to a more systems-oriented approach, considering 
not just individual marker molecules, but dynamic interactions among them as an 
entire functional network. 

 Due to the appreciation that mutated proteins often reside in key signaling pathways, 
an importance of pathway analysis has been emphasized in the study of cancer 
biomarkers. Pathway analysis typically correlates a given set of deregulated 
proteins by projecting them onto well-characterized biological pathways that have 
been previously de fi ned. A number of canonical signaling and metabolic pathways 
have been collected in curated databases, such as Kyoto Encyclopedia of Genes and 
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Genomes (KEGG,   http://www.genome.jp/kegg    ), Molecular Signatures Database 
(MSigDB), IngenuityPathway Analysis (IPA,   http://www.ingenuity.com    ), GeneGo 
by MetaCore TM  (  http://www.genego.com/matacore.php    ), and Gene Set Enrichment 
Analysis (GSEA,   http://www.broadinstitute.org/gsea    ). Enrichment of pathways can 
be evaluated by overrepresentation statistics. The overall  fl owchart of the proposed 
pathway-based biomarker approach is illustrated in Fig.  11.2a .  

 Using this pipeline, the most enriched pathways are identi fi ed and then proposed 
to be the potential candidate markers. Several pathway-level signatures of cancer 
have recently been explored and de fi ned. For example, Bi et al. used MALDI-TOF/
TOF MS to observe changes in protein expression levels. The change revealed an 
enhanced glycolytic pathway, a decreased gluconeogenesis, a suppressed glucuronic 
acid pathway, and an impaired tricarboxylic acid cycle in colorectal cancer (Bi et al. 
 2006  ) . In another study by Wurmbach et al.  (  2007  ) , pathway analysis was performed 
to discriminate early HCC from dysplasia. A signi fi cant downregulation of compo-
nents of the Toll-like receptor pathway, Jak/STAT pathway, TGF pathway, and the 
insulin-signaling pathway were reported. Components of the Wnt-signaling pathway 
were found to be upregulated in HCC patients. Using a similar pathway-based 
approach, Wang et al. found endothelin-1/EDNRA transactivation of the EGFR 
pathway, a putative novel PCa-related pathway (Wang et al.  2011  ) . The above insight 
into molecular pathways provides a way to reveal the underlying mechanism of 
tumorigenesis as well as to design novel targeted therapeutic strategies for cancer. 

  Fig. 11.2    The scheme for ( a ) pathway-based biomarker discovery ( b ) network-based biomarker 
discovery       

 

http://www.genome.jp/kegg
http://www.ingenuity.com
http://www.genego.com/matacore.php
http://www.broadinstitute.org/gsea
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 Pathway-based approaches allow biologists to detect modest expression changes 
of functionally important genes that would be missed in expression-alone analysis. 
In addition, this approach enables the incorporation of previously acquired biological 
knowledge and makes a more biology-driven analysis of proteomic data. The 
pathway-based approach holds great promise for improved cancer classi fi cation 
and outcome prediction. However, the human proteins that have not been assigned 
to a de fi nitive pathway undermine the basis for a strictly pathway-centric marker 
discovery. In addition, the cross talk between different signaling pathways further 
complicated the pathway-based analysis. Thus, a need for a network-based 
approach that accounts more extensive protein interaction is obvious.  

    11.6   Network-Based Approaches to Discovering 
Novel Cancer Biomarkers 

 In contrast to “pathway analysis,” in which differentially expressed proteins are 
overlaid onto prede fi ned pathways, networks are more of a global representation 
of the biological entities. Network-based approach is built on the observation that 
cancer proteins often function as network hubs that are involved in many signaling 
pathways. This methodology considers network modularity as a de fi ning feature of 
tumor phenotype and aims to identify cancer-related network modules. The general 
strategy for network-based approach involves the following two steps. The  fi rst step 
is to create a master protein–protein interaction (PPI) network of proteins that are 
related with the cancer phenotype. The second step is to identify signi fi cant subnet-
works representing relevant functional modules. A subnetwork refers to a smaller 
or more focused network within a large protein interaction network. The scheme 
for the network-based biomarker discovery is depicted in Fig.  11.2b . 

    11.6.1   The Inference of the Cancer-Related Master 
Protein–Protein Interaction (PPI) Network 

 Traditional systems biology approaches are focused on a mathematical description 
of biological systems. However, the  fl ood of high-throughput post-genomic data 
has prompted great interest in inferring the networks from the data themselves. 
The inference of the phenotype-related master PPI network is a knowledge-based 
one, which relies on the established protein knowledge, including protein annotations, 
protein–protein interactions, as well as curated pathway information. The  fi rst step 
in master network construction is to determine whether a protein is related to the 
phenotype of interest according to protein annotation Ingenuity Pathway Analysis. 
However, most of this knowledge hides in published articles or databases. IPA 
(Ingenuity Pathway Analysis) is a beautiful software that can provide access to 
such disease information of proteins based on its manually integrated published 
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results in some big journals. Subsequently, these phenotype-associated proteins are 
used as seeds to construct a protein–protein interaction network. In this network, 
nodes represent proteins, whereas edges correspond to regulatory interactions 
between the nodes. The interactions include direct associations (physical interactions) 
and indirect associations (functional correlations). 

    11.6.1.1   PPI Network Construction Based on Physical Interactions 

 Direct PPIs associated with the network seeds can be extracted via experimentally 
validated or expert-annotated interactions observed in humans. Over the past few 
years, high-throughput methods such as yeast two-hybrid (Y2H) and af fi nity-
puri fi cation mass spectrometry (AP-MS) have accelerated the generation of 
protein–protein interaction data on a large scale. A large number of PPIs have been 
experimentally determined in the human interactome. The primary resources for 
the PPI data are individual scienti fi c publications. To make this information more 
readily available, a number of publicly available databases have set out to collect 
and store various types of information about protein–protein interactions, for example, 
HPRD (Human Protein Reference Database) (Keshava Prasad et al.  2009  ) , InterPro 
(Apweiler et al.  2001  ) , OPHID (Online Predicted Human Interaction Database) 
(Brown and Jurisica  2005  ) , MINT (the Molecular INTeraction database) (Zanzoni 
et al.  2002  ) , BioGRID (Biological General Repository for Interaction Datasets) 
(Stark et al.  2010  ) , DIP (Database of Interacting Proteins) (Salwinski et al.  2004  ) , 
BIND (Biomolecular Interaction Network Database) (Bader et al.  2003  ) , IntAct 
(Hermjakob et al.  2004  ) , STRING (Search Tool for the Retrieval of Interacting 
Genes/Proteins) (von Mering et al.  2003  ) , MPPI (MIPS Mammalian Protein–Protein 
Interaction database) (Pagel et al.  2005  ) , and HPID (Human Protein Interaction 
Database) (Han et al.  2004  ) . The detailed description of these databases is listed in 
Table  11.1 .  

 In parallel with these databases, plain text information found in the scienti fi c 
literature also provides important sources of PPI. Therefore, text mining tools have 
been developed to automatically extract interrelations between proteins from 
literatures, for example, Pathway Studio (ariadnegenomics.com/products/pathway-
studio/), CBioC (cbioc.eas.asu.edu), Chilibot (  www.chilibot.net    ), GoPubMed 
(  www.gopubmed.org    ), iHOP (  www.ihop-net.org/UniPub/iHOP    ), iProLINK (pir.
georgetown.edu/iprolink), PreBIND (prebind.bind.ca), PubGene (  www.pubgene.
org    ), and Whatizit (  www.ebi.ac.uk/webservices/whatizit/info.jsf    ). Such text mining 
methods also provide valuable information for network inference.  

    11.6.1.2   Network Expansion 

 The generation of interaction networks is followed by the network expansion, by 
which proteins highly connected with seed proteins are also included. The network 
can be expanded in different ways. According to next neighbor expansion method 

http://www.chilibot.net
http://www.gopubmed.org
http://www.ihop-net.org/UniPub/iHOP
http://www.pubgene.org
http://www.pubgene.org
http://www.ebi.ac.uk/webservices/whatizit/info.jsf
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proposed by Chen et al.  (  2006  ) , if seed A interacts with seed B, then the interactions 
of the type A-X-B is also included into the network, where X represents a protein 
out of the seed list. In this manner, all interacting partners of the seeds are extracted 
from the PPI database, and an expanded protein interaction network is generated. 
Given the roles of these seed proteins in signal transduction, it is also proposed 
that the signal proteins that interact with them also contribute to the pathogenesis. 
So it is also reasonable to expand the network by including the signal partners 
of seed proteins to get a larger PPI network. The signal proteins appearing in the 
signal pathways can be detected based on the knowledge from databases of signal 
transduction pathways. After expansion, a rough PPI network can be constructed 
that consisted of both cancer-associated proteins and the proteins that are tightly 
connected with them.  

    11.6.1.3   PPI Network Construction Based on Functional Associations 

 A drawback of the networks based on physical interaction is that they are false-
negative rich. It is likely that the vast majority of interactions have not yet been 
described. Another signi fi cant issue is that the expression levels of the proteins 
are not taken into account, and thus irrelevant features which do not play a role in 
cancer might be included, increasing false-positive rates. Associative networks have 

   Table 11.1    Online database of protein–protein interactions   

 Database  Website  Description 

 BIND    http://www.bind.ca      Biomolecular interaction, complex, and 
pathway information 

 DIP    http://dip.doe-mbi.ucla.edu      Experimentally determined interactions 
between proteins 

 HPRD    http://www.hprd.org      Manually curated interaction networks for each 
protein in the human proteome a (database) 

 HPID    http://www.hpid.org      Integration of the protein interactions in BIND, 
DIP, and HPRD 

 IntAct    http://www.ebi.ac.uk/intact      Manually curated molecular interaction data 
from the literature 

 MINT    http://mint.bio.uniroma2.it/mint      Experimentally veri fi ed protein interactions 
mined from the literature from mammalian 
organisms 

 STRING    http://string.embl.de      Known and predicted protein–protein 
interactions 

 MIPS    http://mips.helmholtz-muenchen.
de/proj/ppi/     

 High-quality experimental protein interaction 
data in mammals 

 BioGRID    http://thebiogrid.org      Protein and genetic interactions from major 
model organisms 

 Interpro    http://www.ebi.ac.uk/interpro/      Integration of PROSITE, PRINTS, Pfam for 
protein families, domains, and functional 
sites 

 Orphid    http://ophid.utoronto.ca      Predicted interactions between human proteins 

http://www.bind.ca
http://dip.doe-mbi.ucla.edu
http://www.hprd.org
http://www.hpid.org
http://www.ebi.ac.uk/intact
http://mint.bio.uniroma2.it/mint
http://string.embl.de
http://mips.helmholtz-muenchen.de/proj/ppi/
http://mips.helmholtz-muenchen.de/proj/ppi/
http://thebiogrid.org
http://www.ebi.ac.uk/interpro/
http://ophid.utoronto.ca
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emerged, in part, as an alternate way to circumvent these technical issues. In this 
approach, networks are inferred based on the functional associations of the network 
members. Statistical inference methods are used to determine the relationships 
between components in the system based on shared expression patterns. Pair-wise 
correlations are used for characterizing co-expression of two proteins. Two proteins 
exhibiting a high correlation coef fi cient of their expression pro fi le are considered 
co-expressed and hence functionally associated. This type of network is very speci fi c 
to the disease states of interest and potentially includes more relevant biological 
components than can be currently considered using physical interaction data. 
A consideration of associative network, however, is that the expression association 
does not necessarily imply functional relation and further experimental validation is 
always necessary.  

    11.6.1.4   Re fi nement of the Master PPI Network 

 The resulting rough PPI master network described above can be re fi ned with 
additional data such as gene functional annotations and transcription factor 
modules. These information are relevant to study genes and their regulatory interac-
tions and allow further to characterize the interrelation between members of the 
network. For example, proteins with similar functional annotation in Gene Ontology 
might be functionally associated. Additionally, a shared transcription factor 
indicates co-regulation between two proteins. These features could be collected and 
used to calculate correlation values for each interactive pair of the interaction graph. 
“Strong” pair-wise interactions with higher correlation values will be focused in 
subsequent analysis. In doing so, the rough PPI network is re fi ned by reducing the 
amount of potential false-positive interactions.   

    11.6.2   The Identi fi cation of Cancer-Related Subnetworks 

 After construction of the cancer-speci fi c PPI master network, the next step in network 
biomarker discovery is to examine the functional modules for associations with 
speci fi c disease phenotypes. Subnetwork is de fi ned as small protein interaction 
units re fl ecting single functional modules. Subnetwork biomarkers can contain 
different numbers of proteins, for example, pair biomarker with two proteins and 
one protein–protein interaction, triple biomarker with three proteins and three 
protein–protein interactions, and square biomarker with four proteins and four protein–
protein interactions. The identi fi cation of such subnetworks generally involves 
several scoring and search steps. The coherent expression patterns of the subnet-
work members are used as feature values to train a classi fi er model based on pattern 
recognition algorithm. Then, a particular candidate subnetwork is scored based on 
their classi fi cation performances in testing sets. High-scoring subnetworks can then 
be associated with the disease state. In this manner, each signi fi cant subnetwork 
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with discriminative activities may be viewed as a putative marker. A variety of pattern 
recognition algorithms have been developed and applied to cancer classi fi cation; 
several representative examples include Bayesian networks, k-nearest neighbor-
hood, logistic models, decision tree learning, partial least square, arti fi cial neural 
networks, inductive logic programming, support vector machines, and clustering. 
These methods are in general data driven and depend on a linear or nonlinear dis-
criminant function.  

    11.6.3   Performance Evaluation of the Network Biomarkers 

 Finally, the overall performance of the resulting subnetwork classi fi ers is evaluated 
by statistical methods, such as cross-validation. Cross-validation is based on splitting 
the available data into training and test sets. In  k -fold cross-validation, for example, 
the dataset is randomly divided into  k  subsets. A single subset is used for the test 
dataset, and the remaining  k -1 subsets for training. Training sets are used to train 
the parameters of classi fi cation model, and the test sets are used to evaluate the 
predictive accuracy of the model, and this procedure is repeated  K  times. The over-
all predictive accuracy (ACC) can be used to measure the prediction performance. 
ROC (receiver operating characteristic) curve is used to evaluate the performance 
by presenting both sensitivity and speci fi city against different parameters. The ROC 
analysis is only valid for the binary classi fi cation. The area under the ROC curve 
(AUC) allows to directly compare the inference quality against a random prediction. 
AUC < 0.7 is considered poor, AUC > 0.8 good. However, the model validation using 
internal dataset may be insuf fi cient. Classi fi cation model should be assessed 
by additional information, for example, independent dataset that is not used for 
modeling. Knowledge for such “external validation” is available from experiments, 
literatures, or databases.  

    11.6.4   Network-Based Biomarkers for Several Types of Cancers 

 Network-based approach to biomarker discovery has already proven to aid in the 
classi fi cation and outcome prediction of several types of cancers. For instance, in 
a pioneering study by Chuang et al.  (  2007  ) , subnetworks extracted from protein 
interaction databases were used to distinguish metastatic from nonmetastatic breast 
cancer. Using expression data from two previous studies, they constructed a network 
classi fi er based on logistic regression, which was then evaluated using  fi vefold 
cross-validation. For the two studies, the author obtained subnetwork markers with 
higher accuracy than single markers reported in the original studies. In addition, 
the resulting subnetworks were reported to be more reproducible between data-
sets. Subsequently, many other groups have applied network-based approach to priori-
tizing protein interaction subnetworks that are discriminative of disease signature. 
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Taylor et al.  (  2009  )  used network-level analysis to improve forecasting in breast 
cancer outcome. Using expression datasets that were obtained from two breast cancer 
patient cohorts, the author has searched for changes in the global modularity of 
the human interactome. They argued that the clustering-based classi fi cation model 
displayed favorable performance and suggested altered network modularity to be 
potential indicator of breast cancer prognosis. Recent study by Jin et al.  (  2009  )  
further emphasized the importance of network-level perspective in cancer prediction. 
A prostate cancer-related network was built up by searching the interactions among 
identi fi ed molecules related to prostate cancer. The subnetwork biomarkers were 
derived from protein–protein interactions and then evaluated using cluster analysis. 
As a result, subnetworks were achieved with higher accuracy in the classi fi cation of 
prostate cancer.    Using 2D-DIGE coupled with MALDI-TOF-MS/MS, Ummanni 
et al.  (  2011  )  identi fi ed 79 differentially expressed proteins which were then used to 
create a master global network. Functional subnetworks from the signi fi cant hubs 
of main network were subsequently built using IPA software. The functional 
subnetworks revealed several candidate biomarker proteins that were further validated 
by experiments. Xu et al.  (  2008  )  developed a graph-based method to integrate 
multiple microarray datasets to discover cancer-related co-expression network 
modules. The method helped discover network modules speci fi c to cancer or its 
subtypes. More recently, Wang and Chen  (  2011  )  developed a computational frame-
work to construct the network-based biomarker for molecular investigation and 
diagnosis of lung cancer. By network comparison, 40 signi fi cant proteins that play 
potentially important roles in lung carcinogenesis were identi fi ed as network-based 
biomarker. Zhang et al.  (  2011  )  developed a diagnostic classi fi er for hepatocellular 
carcinoma by combining the differential gene expression with topological features 
of human protein interaction networks. The classi fi er had high predictive accuracy 
and sensitivity to enhance the ability of HCC diagnosis. In a most recent endeavor, 
Liu et al.  (  2011  )  proposed a new approach to detect dysfunctional networks or 
modules as biomarkers for diseases. The method was then applied to the study of 
three-stage microarray data for gastric cancer. The result demonstrated the predic-
tive power of the molecular interaction network, which in turn can be used as robust 
module biomarkers for accurately detecting or diagnosing gastric cancer.   

    11.7   Personalized Biomarkers for Improved Cancer 
Diagnosis and Treatment: A Future Perspective 

 Another key challenge of cancer biomarker development is the biochemical noise 
associated with interpatient variation. Protein expression pro fi les of cancer patients 
are diverse, depending on etiological and genetic factors or personal behaviors. 
It may be that differences in expression that appear to be related with the disease 
may in fact represent random genetic variation. This situation will further introduce 
false discoveries and reduce the overall reproducibility of biomarker detection. This 
concern was mentioned by Michiels et al.  (  2005  ) , who investigated the stability of 
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seven published datasets to predict prognosis of cancer patients. It was observed 
that the predictive marker lists reported by the various groups were highly unstable 
and depended strongly on the subset of samples chosen for training. Considering the 
patient-related diversity, a more practical approach would be to search for common 
signatures among a cohort of genetically homogeneous people, other than a mixed 
population. The ongoing challenge for personalized biomarker is to group patients 
into more meaningful and well-de fi ned subgroups on the basis of each person’s 
unique genetic and environmental information. In this way, the individual difference 
of cancer mechanism is accounted when we analyze cancer expression data from 
different resources (Nicholson  2006 ; Yan  2008  ) . 

 Personalized proteomic signature shows great potential to screen subsets of 
patients that will most likely bene fi t from the therapeutics. Under this scenario, it 
may ultimately help to customize these strategies to the individual patient. 
Personalized biomarker research requires patient-speci fi c information via large-
scale population proteomic studies, which could only be accomplished by a coordi-
nated effort from funding agencies and research institutions. There have been several 
international initiatives that integrate studies performed in different groups world-
wide to provide detailed information for personalized medicine. An initiative of 
the US National Cancer Institute, the Early Detection Research Network (EDRN) 
(Srivastava and Kramer  2000  ) , provides a database that incorporates new molecular 
diagnostics and biomarkers and coordinates efforts in biomarker research. These 
efforts would hopefully accelerate the translation of biomarker information into 
personalized clinical applications.  

    11.8   Conclusion 

 Network and pathway analyses have complementary strengths and weaknesses. The 
two approaches collectively present a more complete picture of the system under 
study. Although proteomic studies of cancer biomarkers are still in their infancy, the 
evolving  fi elds of pathway-based and network-based biomarkers offer new insight 
into cancer mechanisms and allow more robust diagnostics and tailored therapy 
against cancer. In addition, collaborative studies between academia and pharma are 
required if further progress is to be made. Hopefully, the pioneering studies reviewed 
herein might radically reform the clinical practice of cancer in the near future.       
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  Abstract   Stable isotope labeling (SIL) coupled with liquid chromatography 
and high-resolution tandem mass spectrometry (MS) are increasingly useful for 
elucidation of the proteome-wide differences between multiple biological samples. 
Developments of more effective programs for the relative peptide/protein abundance 
measurements are essential for quantitative proteomic analysis. In this chapter, we 
present a quanti fi cation program, termed UNiquant, for analyzing quantitative 
proteomic data using SIL. The common steps in a quantitative proteomic software, 
such as MS data preprocessing, peptide identi fi cation, peptide quanti fi cation, and 
protein quanti fi cation, were dissected in this chapter, using UNiquant as an example. 
UNiquant was used to analyze the SILAC-labeled proteome mixtures with known 
heavy/light ratios (H/L = 1:1, 1:5, and 1:10). The pros and cons of the quanti fi cation 
results of UNiquant from two different MS acquisition modes, data-dependent 
acquisition and data-independent acquisition, were also evaluated and compared.  

  Keywords   Software development  •  UNiquant  •  Stable isotope labeling  •  Mass 
spectrometry  •  Quantitative proteomics  •  Data-dependent acquisition  •  Data-
independent acquisition      
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    12.1   Introduction 

 Mass spectrometry-based quantitative proteomics is an emerging  fi eld capable of 
making a unique contribution to the understanding, prevention, and cure of human 
diseases (Choudhary and Mann  2010 ; Gstaiger and Aebersold  2009 ; Koomen et al. 
 2008  ) . Proteomic analysis now involves larger and more reliable datasets, mostly 
generated using state-of-the-art mass spectrometry (MS) combined with a bottom-
up (or shotgun) pro fi ling of whole protein complements from cells, tissues, and 
body  fl uids (Mann and Kelleher  2008  ) . Proteomics has an advantage over genomic-
based assays because it offers direct examination of the molecular machinery of cell 
physiology, including protein expression, cell signaling, and posttranslational 
modi fi cations (PTMs). 

 A major hurdle in quantitative proteomics is still identifying and subsequent 
quantifying of proteins and their expression levels in complex biological systems 
(Venable et al.  2004  ) . In quantitative shotgun proteomics, proteolysis-derived 
peptides are commonly measured with LC-MS/MS and are used as surrogates of 
their parent proteins for relative quanti fi cation (Mann and Kelleher  2008 ; Ong and 
Mann  2005  ) . In a label-free approach, proteomes under comparison are analyzed 
separately in standardized LC-MS/MS runs. Peptide intensities, spectra counts, and 
extracted ion chromatography (XIC) are used to measure the protein abundances 
(Fang et al.  2006 ; Finney et al.  2008  ) . Alternatively, by employing stable isotope 
labeling (SIL), the proteomes under comparison are combined and analyzed together 
in one LC-MS/MS run. Comparison of the signal intensities of the same peptides 
and their SIL analogues yields an estimate of protein abundances (Geiger et al. 
 2010a ; Mann  2006  ) . In general, SIL methods minimize variability during sample 
processing steps and LC-MS/MS analyses and provide results with less systematic 
error and higher reproducibility compared to the label-free approach (Qian et al. 
 2010  ) . On the other hand, absolute quanti fi cation of proteins can be obtained through 
the use of a stable isotope-labeled internal standard (Silva et al.  2006a  ) . 

 Development of software for quantitative proteomics with SIL has made tremen-
dous advances in this  fi eld. A number of academically developed software 
tools, such as ASAPRatio (Li et al.  2003  ) , ProRata (Pan et al.  2006  ) , RelEx (Venable 
et al.  2004  ) , Xpress (Han et al.  2001  ) , Census (Park et al.  2008  ) , MaxQuant (Cox 
and Mann  2008  ) , Vista (Bakalarski et al.  2008  ) , WaveletQuant (Mo et al.  2010  ) , 
UNiquant (Huang et al.  2011a,   b  ) , and recently IsoQuant (Liao et al.  2012  ) , have 
been produced to analyze SIL-based quantitative proteomic datasets. In these exper-
iments, information on peptide abundance is derived either from the intensity of the 
peptide precursor ion signal at full mass spectra or from the intensity of reporter 
ions after MS/MS fragmentation. The  fi rst catalog includes isotope-coded af fi nity 
tagging (ICAT), stable isotope labeling with amino acids in cell culture (SILAC), 
and  16 O/ 18 O labeling, while the second catalog includes tandem mass tags (TMT) 
and isobaric tag for relative and absolute quantitation (iTRAQ). Most of the 
programs target either precursor ion or reporter ion quantitation. For the precursor 
ion-based quantitation, low-intensity MS signals present a substantial challenge to 
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quantify low-abundance proteins by various programs (Bakalarski et al.  2008  ) . 
Different programs adopt different strategies for distinguishing the peptide signals 
from the background noise. Using a data-dependent acquisition (DDA) mode, MS/
MS fragmentation is performed on the most abundant precursor ions. On hybrid 
high-resolution mass spectrometry such as LTQ Orbitrap (Thermo Scienti fi c, San 
Jose, CA), the precursor scan is performed in an Orbitrap analyzer, and the MS/MS 
fragmentation is usually accomplished in the linear ion trap mass analyzer. In these 
experiments, an LC-MS/MS data collection cycle starts with a high-accuracy, full 
MS survey of the all precursor ions and is followed by selecting a number of 
the intensive precursor ions for MS/MS fragmentation (Wilm  2009  ) . Recently, the 
data-independent acquisition (DIA) strategy was developed to complement the 
DDA method for proteomic analysis (Venable et al.  2004  ) . Instead of a serial selection 
of precursor ions for data-dependent fragmentation, the DIA approach fragments a 
group of co-eluting precursor ions at each given time, enabling a more unbiased 
detection of all LC-eluted peptides compared to the DDA method (Ramos et al. 
 2006 ; Williams et al.  2003  ) . 

 Here, we are going to describe the in-house developed UNiquant software for 
quantitative proteomic MS data analysis with SIL. The major procedures in a 
quantitative software, including MS data preprocessing, detecting pairs, reading 
intensity, normalization, and performance and compatibility at different MS 
platforms, will be introduced by analyzing SILAC-labeled eukaryotic cells with 
known heavy-versus-light ratios.  

    12.2   Materials and Methods 

    12.2.1   Prepare SILAC Protein Mixture with Known Ratios 

 The human cell lines Jeko-1 and MDA-MB-231 cells were grown in either SILAC 
“light” ( l -arginine and  l -lysine) or “heavy” ( l - 13 C 

6
 -arginine and  l - 13 C 

6
 -lysine for 

Jeko-1,  l -[ 13 C 
6
 , 15 N 

4
 ]-arginine and  l -[ 13 C 

6
 , 15 N 

2
 ]-lysine for MDA-MB-231) medium 

for 2 weeks (more than  fi ve cell cycles). The heavy and light lysates were harvested 
mixed in three heavy/light (H/L) ratios: 1:1, 1:5, and 1:10, then followed by sample 
pretreatments and tryptic digestion (Huang et al.  2011a,   b  ) .  

    12.2.2   LC-MS/MS Analysis with DDA and DIA 

 In the DDA analysis, the LTQ Orbitrap mass spectrometer automatically switches 
between MS and MS/MS acquisition modes. In each MS cycle (about 2.5 s), a sur-
vey full-scan MS spectra ( m / z  375–1,575) were acquired in the Orbitrap with 
resolution  R  = 100,000, then the most  fi ve intense ions (depending on signal intensity 
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of survey full scan) were sequentially isolated for fragmentation in the linear ion 
trap using collision-induced dissociation (CID). Former target ions selected for MS/
MS were dynamically excluded for 75 s. In the DIA analysis, the SYNAPT G2 mass 
spectrometer (Waters Co., Milford, MA) equipped with time-of- fl ight (TOF) 
analyzer was used. The Tri-Wave ion guides trap and separates precursor ions by 
ion mobility. Then, the CID cell was operated alternatively with low-energy and 
elevated energy survey of acquisitions (Bateman et al.  2002  ) . The acquisition time 
in each mode was 1.0 s with an interscan delay of 0.1 s.    In the low-energy mode for 
the survey full MS scan ( m / z  300–2,000), precursor intensities were collected at 
constant collision energy (5 eV). In the elevated energy mode for the MS E  scan 
(MS/MS scan), collision energy was ramped from 15 to 40 eV during each collec-
tion cycle.   

    12.3   UNiquant Software for Quantitative Proteomics 

    12.3.1   Overview of Quantitative Proteomic Software 

 Protein identi fi cation and quanti fi cation are the two major components for a quanti-
tative proteomic program. However, a quantitation software also needs other 
program components. Figure  12.1  shows four steps that a quantitation program 
usually involved. 

Step    1:  MS data preprocessing. Initially, the vender-speci fi c MS raw data need to be 
converted to the text-formatted peak list  fi les such as dta or mgf  fi les or a 
common  fi le format using extensible markup language (XML), such as 
mzXML and mzML.

Step 2:  peptide identi fi cation. In this step, peptide is identi fi ed from the MS/MS 
peak list through a process of peptide-spectrum match (PSM) using pro-
grams such as SEQUEST (Eng et al.  1994  ) , Mascot (Perkins et al.  1999  ) , 
OMSSA (Geer et al.  2004  ) , and Andromeda (Cox et al.  2011  )  to compare 
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  Fig. 12.1    The common steps in a quantitative proteomic software and the components in UNiquant 
for DDA and DIA       
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the observed peak list to a protein database. Identi fi cation by these  algorithms 
is based on a restricted database search in which MS/MS spectra are aligned 
with protein sequences, probably bearing a few speci fi ed PTMs attached to 
speci fi c amino acids. 

Step 3:  peptide quanti fi cation. In label-free methods, the spectra count or the 
normalized XIC pro fi les of a peptide were measured as the intensity of 
identi fi ed peptide. In SIL methods, quanti fi cation programs fetch the XIC 
elution pro fi les of the heavy and light peptides from the MS raw data (or 
XML data) in full MS scans (SILAC, ICAT,  16 O/ 18 O, etc.) according to the 
identi fi ed peptide sequences in the same LC-MS/MS runs. For MS/MS scan 
(iTRAQ, TMT)-based quanti fi cation, intensity of reporter ions is measured 
within the same MS/MS spectrum that a peptide was identi fi ed. 

Step 4:  protein quanti fi cation. The quanti fi cation results at the protein level are 
reported by assigning the peptide sequences to different protein IDs. To 
ensure the con fi dence of the identi fi cation and quanti fi cation results, a false 
discovery rate (FDR) method is used to estimate the false-positive results in 
the  fi nal reports. FDR should be monitored and reported (usually 0.01) at the 
spectrum, peptide, and proteins levels. Furthermore, peptide intensities are 
normalized (if needed) to reduce the deviation of quanti fi ed ratios if the heavy 
and light samples are not equally mixed. In a user’s view, the result of a quan-
titative proteomic experiment is a report of thousands of proteins, with their 
intensities or relative intensity ratios between the heavy and light species.   

    12.3.2   UNiquant Software for Quantitative Proteomics with DDA 

 To date, most of the quantitative proteomic data were obtained using the method. In 
these experiments, an LC-MS/MS data collection cycle starts with a high-accuracy, 
full MS survey of the all precursor ions and is followed by selecting a number of 
precursor ions for MS/MS fragmentation (Wilm  2009  ) . A major advantage of DDA 
is that the fragment ions are derived mostly from a single precursor ion, increasing 
the speci fi city of peptide identi fi cation. As shown in Fig.  12.1 , UNiquant chooses 
the third-party academic-free softwares DeconMSn and DtaRe fi nery for MS data 
preprocessing. The DDA version of UNiquant uses the identi fi cation results of 
Mascot and OMSSA (open source and freely available for academic users) search 
engines. Finally, UNiquant program is developed for peptide and protein 
quanti fi cation using the outputs from  fi rst two steps.  

    12.3.3   Data Preprocessing and Peptide Identi fi cation 

 In UNiquant, Thermo MS raw data are converted to mgf-formatted MS/MS peak 
list  fi le before Mascot search. DeconMSn (  http://omics.pnl.gov/software/    ) was used 
to determine and re fi ne the monoisotopic mass and charge state of parent ions and 

http://omics.pnl.gov/software/
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to create the peak list  fi les. Next, DtaRe fi nery (  http://omics.pnl.gov/software/    ) is 
used to improve mass measurement errors for parent ions by modeling systematic 
errors based on putative peptide identi fi cations. For the SILAC protein mixture data 
used in this study, Mascot search engine was used for peptide identi fi cation. 
To ensure the quality of the identi fi cation results, usually a “target-decoy” database 
search strategy (Elias and Gygi  2010  )  was applied by searching against a concate-
nated database containing the authentic protein sequences (forward database) and 
the reverse sequences of all proteins involved (reverse database). Then, an FDR 
estimator is calculated to access the con fi dence of the identi fi cation results. Previous 
studies have shown that the PSM score given by the search engines and mass 
accuracy of the precursors are two important parameters for discriminating the 
forward and reverse identi fi cations (Ding et al.  2008  ) . 

 In UNiquant coupled with Mascot as the search engine, quality of peptide 
identi fi cation (QPI) score is calculated by

     
1/2QPI s e-= ´    (12.1)  

where  s  is Mascot peptide identi fi cation score and  e  is the mass error (ppm) of the 
precursor ions which is calculated as

     
observed theoretical

theoretical

( )
1,000,000

m m
e

m

-
= ´    (12.2)  

where  m  
observed

  and  m  
theoretical

  are the observed accurate mass and theoretical mass of 
the precursor ions of the peptide, respectively. A Mascot score cutoff of 10 was 
applied for all identi fi cation results. QPI of a peptide was taken as the sum of the 
QPI for all MS/MS spectra that were matched to this peptide sequence. Identi fi ed 
peptides were sorted by a descending order of QPI values, and a cutoff was applied 
to ensure a total FDR < 0.01.  

    12.3.4   Intensity Measurement of Precursor Ions 

 Precursor ion intensity, measured in the high-resolution full MS, was extracted 
by UNiquant and used as an abundance measurement for each identi fi ed peptide. 
The input  fi les for quantitation are the Thermo Xcalibur MS data (.raw) and the 
peptide identi fi cation output dat (Mascot) and csv (OMSSA)  fi les. UNiquant also 
utilizes the search results from other search engines with text-formatted outputs 
containing the  fi ltered peptide sequence, identi fi cation score, scan number, observed 
 m / z , and charge state information. The quantitation algorithm in UNiquant was  fi rst 
developed for hybrid FT-MS instruments (Ding et al.  2008  ) . Brie fl y, theoretical 
mass for a peptide (labeled or unlabeled) is calculated according the peptide 
sequence identi fi ed in the MS/MS spectrum and the SIL method. Then, the corre-
sponding high-accuracy, full MS scan which derives the MS/MS spectrum is deter-
mined. A search is performed on this MS spectrum within a small range (<20 ppm) 

http://omics.pnl.gov/software/
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to localize the heavy and light precursor ions. Intensities of both precursor ions 
are measured with a signal-to-noise (S/N) ratio above 2.0. The    output of UNiquant 
is a tab-delimited text  fi le which includes a list of peptides with re fi ned  m/z , mass 
error, S/N ratios, and intensities of light and heavy species.  

    12.3.5   Peptide and Protein Quanti fi cation 

 A peptide usually appears more than once in the LC-MS/MS data. The spectra count 
is the number of times that a peptide identi fi ed by database search. The relative 
abundance of each identi fi ed peptide was calculated as the sum (based on spectra 
counts) of peak intensities (PI) for the heavy species of the peptide divided by the 
sum of intensities for the light species of the peptide:

     
H

H/L
L

PI
Ratio

PI
n

n

= å
å    (12.3)  

where  n  is the spectra count for a speci fi c peptide, PI 
H
  is the peak intensity of the 

heavy species, and PI 
L
  is the peak intensity of the light species. Similarly, the rela-

tive abundance of each identi fi ed protein was calculated by dividing the sum of the 
intensities of all peptide heavy species for the protein by the sum of the intensities 
of all peptide light species.  

    12.3.6   Post-measurement Normalization 

 The post-measurement normalization is needed for correcting the unequal mixing of 
heavy and light proteins in the quantitative proteomic experiments. In UNiquant, a 
locally weighted scatterplot smoothing (LOWESS) method was used to correct the 
H/L ratios of quanti fi ed peptides (Cleveland  1979  ) . Brie fl y, LOWESS method is based 
on minus-add (M-A) plot of the peptide intensities for the heavy and light species:

     
( )
( )

heavy

2

light

Int
log

Int
=M    (12.4)  

     ( )10 heavy light

1
log Int Int

2
A = ´    (12.5)  

where Int 
heavy

  is the intensity of the heavy species from a quanti fi ed peptide, while 
Int 

light
  is the intensity of the corresponding light species of this peptide.  M  is the log 

2
  

H/L intensity ratio, and  A  is half of the log 
10

  H × L intensity product of each quanti fi ed 
peptide. These  M – A  points were equally divided into 20 groups, based on their 
 A -values. A linear regression line was obtained from the points in each group, and 
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then a  fi tted regression curve was obtained by connecting all the regression lines. 
Normalization was performed by subtracting the  fi tted curve from the measured 
log 

2
  H/L ratio in the  M – A  plot:

     

Heavy Heavy
2 2

light light

Int Int
log ( ) log

Int Int
M c A

k

æ ö æ ö
¢ = - =ç ÷ ç ÷ç ÷ ç ÷´è ø è ø    

(12.6)
  

where  c ( A ) is the  fi tted LOWESS curve, which is a function of  A .  M  ¢  is the normalized 
log ratio of quanti fi ed peptides, which is obtained by subtracting the value of 
LOWESS  fi tting function from the measured log ratio at each value of  A .  

    12.3.7   UNiquant Software for Quantitative Proteomics with DIA 

 Recent development of the DIA strategy has been introduced as a complement 
methodology of the DDA strategy for quantitative proteomic experiments. It has 
been implemented on two MS platforms: Exactive Orbitrap (Thermo Scienti fi c) and 
SYNAPT G2 (Waters Co). The corresponding DIA method was named as all-ion 
fragmentation (Geiger et al.  2010b  )  and LC-MS E  technology (Silva et al.  2006b ; 
Vissers et al.  2009  ) , respectively. UNiquant was recently developed for analyzing 
the proteomic data on the LC-MS E  platform (Huang et al.  2011b  ) . As shown in 
Fig.  12.1 , UNiquant also covers the last two steps of peptide and protein quanti fi cation 
of the DIA proteomic data, while the MS raw data preprocessing and peptide 
identi fi cation are performed by the ProteinLynx Global Server (PLGS, Waters Co.) 
software. In the  fi rst step, ion detection, clustering, and retention time alignment are 
processed using an AMRT (accurate mass retention time) method in PLGS (Silva 
et al.  2005  ) . Next, the AMRT data are searched against the Swiss-Prot protein 
database using a dual-pass algorithm in PLGS (Li et al.  2009  ) . 

 Procedures for quanti fi cation of the LC-MS E  DIA data are similar to the procedures 
in the DDA approach. The AMRT  fi les are exported to a local Microsoft Access 
database. Included in this output are the weight-averaged monoisotopic mass, charge 
state, ion drift, charge-state-reduced sum intensity, observed apex retention time, 
and observed start and stop time of the detected ions. Information for the identi fi ed 
peptides is exported to a table  fi le as well. This contains all the theoretical and 
experimental properties associated with the identi fi ed precursor MS spectrum, such 
as the unique spectrum id, mass over charge ( m / z ), retention time, peptide sequence, 
and the identi fi cation scores. Theoretical masses of the heavy and light precursors 
are determined from the peptide sequence and the SIL method. The predicted 
precursors are used to search the AMRT database for an observed ion that matched 
the criteria of mass accuracy, elution time, and ion drift. The default settings were 
mass accuracy <5 ppm, difference in retention time <0.05 min, and difference in ion 
drift  £ 0.5. Intensities of the SIL pair of precursors are extracted, and the heavy/light 
ratios were sorted and arranged with the peptide sequence and protein entry. Similar 
to DDA method, the relative H/L ratios of identi fi ed peptide are calculated as the 
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sum of the intensities for the heavy precursors divided by the sum of the intensities 
for the light precursors.   

    12.4   Results and Notes 

    12.4.1   Implementation of UNiquant 

 UNiquant is an in-house software for the quantitative proteomic data analysis 
with SIL. The software is developed on the platform of Microsoft .NET Framework 
(version 2.0). The programming languages are Microsoft VB.NET and C#. It now 
has two components, for analyzing the DDA and DIA data, respectively. As shown 
in Fig.  12.2 , the DDA version of UNiquant has incorporate the softwares of 
DeconMSn and DtaRe fi nery for MS raw data deisotoping and mass error calibration, 
respectively. Next, the OMSSA database search engine was embedded in UNiquant 
as the default engine for peptide identi fi cation. UNiquant is also compatible with 
other engines such as Mascot. But the users need to upload the mgf  fi les to the Mascot 
Daemon Server (Matrix Science) for peptide identi fi cation and obtain the output dat 
 fi les for further quanti fi cation. Peptide quanti fi cation is performed in the component 
named “precursor search,” fetching the information of precursor intensity from the 
MS raw data by the Xcalibur Development Kit (XDK) provided by the instrument 
vendor. Precursor search can be performed for individual LC-MS runs by a user-
friendly “drag and drop” process or automatically performed by the UNiquant piper. 
Finally, intensities of the peptides from different LC-MS runs are merged and 

  Fig. 12.2    Implementation of UNiquant for  DDA  data analysis. The program components and user 
interface ( UI ) in different steps are indicated as well       
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 fi ltered by an FDR threshold and annotated by unique protein ID for protein level 
outputs of the quanti fi cation results.  

 The user interface of UNiquant for DIA is shown in Fig.  12.3 . Here, the UNiquant 
program reads the deconvoluted MS raw  fi les (AMRT) and peptide identi fi cation 
results (with  fi xed FDR con fi dence) from the Waters PLGS software. UNiquant 
outputs all the peak lists into a local Microsoft Access database, and searching of 
the heavy and light precursors was performed by the SQL queries with Microsoft 
Of fi ce Development in Visual Studio (ODVS) components. Matching of the SIL 
heavy and light precursor ions is performed based on the similarity of retention time 
(default setting, <0.05 min) and ion mobility (<0.5) and the accurate mass (<10 ppm) 
of difference between the heavy and light precursors. Finally, the DIA version of 
UNiquant summarizes the quanti fi cation results and output the protein level H/L ratios.   

    12.4.2   Analysis of the SILAC Proteome Mixture 
with Known H/L Ratios 

 We analyzed the SILAC-labeled proteome digests with known H/L ratios (H/L = 1:1 
and 1:10). For identi fi cation of the peptides/proteins, we used the same database 
search engine (Mascot), with identical searching parameters, and searched the data 
against the same proteome database (IPI version 3.52). Using the same FDR cutoff 
of 0.01, the number of peptide pairs and proteins being identi fi ed by each program 
is shown in Fig.  12.4 . UNiquant and MaxQuant identi fi ed nearly equal numbers of 
peptide pairs in the H/L = 1:1 mixture data. For the H/L = 1:10 proteome data, 
UNiquant identi fi ed 34 % more peptide pairs and proteins than MaxQuant. However, 
the number of quanti fi ed proteins is similar for these two programs.  

 Before normalizing of the quanti fi cation results, the median log ratio of peptides 
quanti fi ed by UNiquant was generally equal to the true value of the log ratio in each 
proteome mixtures (Fig.  12.4 ). In the H/L = 1:1 proteome mixture, the median log 
ratio of peptides quanti fi ed by UNiquant was −0.029, which is closer to the true log 

  Fig. 12.3    Implementation of 
UNiquant for DDA data 
analysis       
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ratio = 0, compared to −0.113 obtained by MaxQuant. Similarly, the median ratio log 
ratios quanti fi ed by UNiquant and MaxQuant are −0.968 and −1.229, respectively, 
for the H/L = 1:10 proteome mixture (true log ratio = −1). The frequency of the log 
ratios quanti fi ed by both UNiquant and MaxQuant is generally Gaussian distributed 
in all mixture data, but with different variances. The standard deviation of the log 
ratios quanti fi ed by MaxQuant is lower than the log ratios quanti fi ed by UNiquant. 

 Different programs provided complementary results of quanti fi ed proteins. 
UNiquant and MaxQuant chose different strategies for SIL-pair detection. By the 
scenario of DDA, the selected isotopic peaks for MS/MS fragmentation can be 
derived from either light or heavy peptides. UNiquant does not detect SIL pair of 
peptide before identi fi cation. After database search, theoretical masses for both the 
heavy and light peptides were determined, and intensities were calculated based on 
the con fi dent identi fi cations. This strategy was also applied by other programs such 
as Vista and IsoQuant. In contrast, MaxQuant uses an alternative strategy for peak 
pair detection, one which identi fi es pairs of light and heavy peptides from the 
MS data prior to peptide identi fi cation (Cox and Mann  2008  ) . Advantages of the 
strategy in MaxQuant are that the resulting peak list is much cleaner than the peak 
list from the original raw data, the peaks have a high S/N ratio, and co-eluting 
peptides can be readily identi fi ed. However, this strategy may result in some loss 
of pairs, especially in the case of peptide pairs with low-intensity or high-noise 
background. Such as the case of H/L = 1:10 data, MaxQuant quanti fi ed more 

H/L =

Peptides

1:1
(true log-ratio = 0)

1:10
(truelog-ratio = -1)

N Median SD N Median SD

MaxQuant 2038 -0.113 0.096 1929 -1.229 0.189

UNiquant 2063 -0.029 0.176 2591 -0.968 0.393
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  Fig. 12.4    Peptide and proteins quanti fi ed by MaxQuant and UNiquant for the standard SILAC 
mixtures (H/L = 1:1 and 1:10). The true values of log 

10
  H/L ratios are indicated, and the statistics 

of quanti fi ed peptides for each mixture were tabulated in the following table       
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peptides than MaxQuant but increases the variance of the quanti fi ed results as the 
compensation. 

 Furthermore, the way for calculating FDR is slightly different between UNiquant 
and MaxQuant. MaxQuant corrects the mass precision of precursors and used a 
posterior error probability based on the peptide  P -score distribution by different 
categories of peptide length to set the cutoff of FDR (Cox and Mann  2008 ; Olsen 
and Mann  2004  ) . UNiquant used QPI (Eq.  12.1 ), an estimator involving the 
peptide identi fi cation score and mass error of the precursor ions. Figure  12.5  shows 
the distribution of the Mascot peptide score versus the mass error of precursor ions 
for our SILAC datasets. The false peptides have lower peptide score and higher 
mass errors compared to the true peptides. The blue line in Fig.  12.4  shows the QPI 
cutoff in this dataset to remove all the low-con fi dence identi fi cations.   

    12.4.3   Post-measurement Normalization 

 We plotted the quanti fi cation results of standard SILAC mixture data with DDA in 
Fig.  12.6 . Before normalization, the identi fi ed and quanti fi ed peptides from all three 
proteome mixtures with known ratios (H/L = 1:1, 1:5, and 1:10) are plotted by their 
log 

2
  (H/L) intensity ratios versus the log 

10
  (H × L) intensity products (Fig.  12.6a–c ). 

The log 
2
  (H/L) ratios of quanti fi ed peptides show a comet-like distribution from the 

three mixtures. The region of low-abundance peptides generally has higher variance 
log 

2
  (H/L) ratios compared to the high-abundance peptides. In H/L = 1:5 and 1:10 

mixtures, the data in low-intensity region tends to a log ratio of 0, whereas they 
should have a value of −2.32 for the 1:5 data and a value of −3.32 for the 1:10 data. 
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  Fig. 12.5    The distribution of Mascot peptide identi fi cation score and mass error in the H/L = 1:1 
mixture. Peptides from the forward database were labeled as  black points , and peptides from back-
ward database were labeled as  red points . The  blue curve  indicates the QPI cutoff.  Points  under the 
cutoff were removed from the quantitation       
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The LOWESS method corrects and straightens the median ratios of quanti fi ed 
peptides by different categories of intensity and straightens the LOWESS regres-
sion curve into a straight line. As shown in Fig.  12.6d–f , the log ratios of peptides 
in the H/L = 1:1 mixture were similar between and after normalization. But the 
log ratios of the low-abundance peptides in the H/L = 1:5 and 1:10 mixtures are 
corrected to the true ratios of −2.32 (H/L = 1:5) and −3.32 (H/L = 1:10), respectively. 
In the contract, the log ratios of the high-abundance peptides do not change too 
much in these two mixtures.  

 In quantitative proteomic data analysis, a normalization approach is usually 
applied by assuming that the amounts of most proteins in the sample will be unchanged 
by the variable being tested. The purpose of normalization is to overcome the effects 
of unequal mixing of the heavy and light species during the sample preparation. 
Thus, the averaged heavy/light abundances of all the quanti fi ed proteins can be 
adjusted to one. In MaxQuant and UNiquant, the relative peptide/protein abundances 
before and after normalization are both provided (Cox and Mann  2008  ) . MaxQuant 
uses the median-center method for normalization, but UNiquant uses the LOWESS 
method. However, this normalization approach may not be applied in some cases 
especially if speci fi c portion of proteins are enriched, such as the phosphoproteins 
(by molecular function) or the nuclear proteins (by cellular components). For instance, 
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  Fig. 12.6    Accuracy of quantitation for SILAC data analysis is compared between the DDA analysis 
on LTQ Orbitrap platform ( a – c ) before and ( d – f ) after normalization and the DIA analysis on ( g – i ) 
SYNAPT G2 platform for three proteome mixtures with H/L = 1:1 ( a ,  d ,  g ), 1:5 ( b ,  e ,  h ), and 1:10 
( c ,  f ,  i ). In each scatterplot, the quanti fi ed peptides were distributed by their log 

2
  (H/L) intensity 

ratios versus log 
10

  (H × L) intensity products. The true log 
2
  (H/L) ratio is indicated as a  dashed line  

for the H/L = 1:1 (log 
2
  ratio = 0), 1:5 (log 

2
  ratio = −2.32), and 1:10 (log 

2
  ratio = −3.32) mixtures, 

respectively       
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the use of phosphatase inhibitors will affect a broad range of cellular phosphory-
lation events. Therefore, the assumption of normalization is not valid if only the 
phosphoproteome was investigated. Furthermore, the assumption that the majority 
of proteins are unchanged might be incorrect when the speci fi c treatment could 
affect a broad range of protein concentration, such as transcription factor and 
microRNA. So a quantitative proteomic solution for accurate relative protein 
abundance measurement is still necessary.  

    12.4.4   Comparison of the Quanti fi cation Results 
from DDA and DIA 

 Peptide quantitation results obtained on the SYNAPT G2 MS with DIA and on the 
LTQ Orbitrap MS with DDA were compared. In the SYNAPT G2 analysis, log 

2
  

(H/L) ratios of quanti fi ed peptides show a more uniform distribution for each of the 
three mixtures (Fig.  12.6g–i ). In the H/L = 1:5 and 1:10 mixtures, the log 

2
  (H/L) 

ratios are closer to the expected ratios (−2.32 and −3.32). In the H/L 1:1 mixtures, 
the dynamic ranges (log 

10
  intensities) of both the LTQ Orbitrap data and the 

SYNAPT G2 data are about 4 orders of magnitude (Fig.  12.6d, g ). In H/L = 1:5 and 
1:10 mixtures, the dynamic range of LTQ Orbitrap data is still 4 orders of magnitude 
(Fig.  12.6e, f ), whereas the range of the data from the SYNAPT G2 drops to 3.5 
orders of magnitude in the H/L = 1:5 mixture and to 3.0 in the 1:10 mixture 
(Fig.  12.6h, i ). 

 Currently, the LTQ-FT/Orbitrap MS with DDA is the major MS platform for 
SIL-based quantitative proteomic applications. With this platform, the MS scans are 
used for peptide quantitation, while MS/MS scans are used for peptide identi fi cation. 
Because the number of precursor ions selected for MS/MS fragmentation is  fi xed in 
the DDA mode, the total number of peptides identi fi ed for a given protein from 
complex proteome mixtures is relatively low due to the limited number of MS/MS 
spectra that can be generated for peptide identi fi cation. The DIA approach is an 
interesting alternative to complement DDA for SIL-based quantitative proteomic 
analysis. First, it provides more time for MS/MS fragmentation, making it possible 
to identify more peptides. Second, the high-resolution MS and MS/MS data makes 
quantitation possible from both precursor and product ions. 

 Dynamic range for protein quantitation is one of the key features of quantitative 
proteomic analysis. Using the DIA method, we identi fi ed more proteins in the 1:5 
and 1:10 mixtures compared to the 1:1 mixture; however, the number of SIL-peptide 
pairs and the dynamic range of protein intensities decreased in the 1:5 and 1:10 
mixtures. The decrease in peptide pairs and dynamic range of protein intensities is 
mainly due to the loss of low-intensity heavy peptides and to saturation of high-
intensity light peptides. That occurred because the peak detection algorithm used a 
cutoff for acceptable peaks that was based on peak intensity and signal-to-noise 
ratio. These excluded small peaks which impacted the number of heavy peptides 
observed but ensured that the selected peaks were actually peptides. Additionally, 
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the dynamic range of protein intensities was consistent (about 4 orders of magnitude) 
in the DDA analysis of the three complex proteome mixtures with different ratios. 

 Accurate quantitation of protein abundance is an essential task for MS instru-
ments and its associated data analysis tools. Overall, the SYNAPT G2 with DIA 
approach showed better quantitation accuracy and reliability than the LTQ    Orbitrap 
with DDA analysis presumably due to the fundamental difference between these 
two mass analyzers (Pan et al.  2006 ; Bakalarski et al.  2008  ) . In a TOF analyzer such 
as the SYNAPT G2, the signal intensity comes from direct ion counting, and many 
spectra are accumulated up to 10,000 specs per second. Each TOF spectrum usually 
has a small dynamic range, and a collection of multiple spectra can increase it. 
If the TOF analyzer is optimized for high sensitivity such as in the case of this 
study, the SYNAPT G2 instrument gives correct intensity measurements for low-
intensity ions but saturated readings for high-intensity ions. Thus, the very high-
intensity ions are discriminated against in the  fi nal results because the saturated ions 
increase internal errors of both measured intensity and mass accuracy. In the 
Orbitrap analyzer, signal intensities are obtained by Fourier transformation of an 
ion signal induced on the detection electrodes of the Orbitrap cell (Hu et al.  2005  ) . 
Just one ion signal spectrum is suf fi cient to obtain a full  m / z  spectrum with a high 
dynamic range in ion intensities. In addition to these signal detection differ-
ences, the front part ion optics for the two instruments is distinct. The SYNAPT 
G2 uses a stack ring ion guide, while the LTQ Orbitrap uses a linear quadrupole. 
These differences produce different ion intensity scales. Together, these differences 
may explain the difference in the quanti fi cation results obtained by the SYNAPT G2 
and LTQ Orbitrap platforms.        
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  Abstract   Proteomics technology offers a conceptually attractive platform for 
disease biomarker discovery. In protein biomarker discovery phase, some maturely 
quantitative proteomics methods such as stable isotope labeling by amino acids in 
cell culture (SILAC), isobaric peptide tags for relative and absolute quanti fi cation 
(iTRAQ), and label-free can be chosen. A common endpoint for a biomarker 
discovery experiment is a list of putative marker proteins. A reasonable next step is 
to perform target quantitative measurements of these proteins in an expanded patient 
population to verify their statistical signi fi cance. In addition, developments in quan-
titative MS, such as multiple reaction monitoring (MRM), have greatly enhanced 
both the speci fi city and sensitivity of MS-based assays to the point that they can rival 
immunoassay for some analytes. It is powerful for a lot of candidates veri fi ed. 
   But for clinical diagnosis or monitoring, in general, the target biomarker is less than 
 fi ve proteins, so an immunoassay such as ELISA, Western blot, and antibody 
microarray is more suitable for the detection. 

 Many of the experimental techniques are developed in proteomics, which allow 
lots of proteins can be detected or quanti fi ed simultaneously. At the same time, bioin-
formatics solutions being developed make us get the maximum information derived 
from proteome data sets. There are some protein identi fi ed pipelines: peptide mass 
 fi ngerprinting (PMF), tandem MS, or MS/MS search with a theoretical digestion 
database sequences. The use of searching against a decoy database that comprises 
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sequences known to be incorrect allows the false discovery rate (FDR) to be estimated; 
other methods such as spectral library approach and de novo peptide sequencing 
method can also be used for peptide identi fi cation. Quantitative proteomics can 
be separated into two major approaches: (1) the use of stable isotope labeling, use 
isobaric tags information in MS/MS or comparative 2D gel approach for quantitative, 
and (2) label-free techniques, use area under the curve (AUC) or signal intensity 
measurement based on precursor ion spectra or spectral counting, which is based on 
counting the number of peptides assigned to a protein in an MS/MS experiment. 
Databases and data processing methods help researchers discover and validate their 
interesting protein or biomarker much simpler. 

 With the bioinformatics and mass spectrometry technique developing, the clinical 
translation of protein biomarker is much easier than before.    But effective biomarkers 
which can improve diagnosis, guide molecularly targeted therapy, and monitor 
activity and therapeutic responses across a wide spectrum of diseases are still dif fi cult 
to get. The effective and quick translation of protein biomarkers needs the accelerated 
mass spectrometry-based biomarker researches and bioinformatics techniques 
exploring, as well as accelerated the development of such research applied to routine 
clinical tests, in order to achieve commercialization ultimately.  

  Keywords   Stable isotope labeling  •  Label-free  •  MRM  •  PMF  •  Quanti fi cation  
•  Biomarker      

    13.1   Protein Biomarker Research 

 Biomarkers are any biological measurement that provides actionable information 
regarding a speci fi c biological state, particularly one relevant to the risk of con-
traction, the presence, or the stage of disease. Though historically often a physical 
trait or physiological metric, the term is now typically shorthand for a molecular 
biomarker. 

 The protein domain is likely the most ubiquitously affected in disease, response 
and recovery, however, and proteomics holds special promise for biomarker discovery. 
Proteomics technology offers a conceptually attractive platform for disease biomarker 
discovery. 

 Advances in methods and technology now enable construction of a comprehensive 
biomarker pipeline from six essential process components: candidate discovery, 
quali fi cation, veri fi cation, research assay optimization, biomarker validation, and 
commercialization. 

 Because the ultimate goal of biomarker discovery is usually the development of 
a blood test, blood is a logical  fl uid to use for biomarker discovery. Human blood, 
in the form of plasma or serum, is one of the most valuable specimens for protein 
biomarker discovery (Samir et al.  2008  )  because it is routinely collected, collection 
is minimally invasive, and it contains thousands of proteins, including those secreted 
or shed into the blood by tumors. Human plasma has been described as the most 
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comprehensive human proteome, a circulating representation of all body tissues and 
of both physiological and pathological processes. This comprehensiveness, together 
with the accessibility of human plasma and the vast medical laboratory infrastructure 
already in place for its analysis, ensures that it will remain the preferred diagnostic 
material for the foreseeable future. Despite its long study and immense clinical 
importance, human plasma remains very incompletely characterized, however, in 
part because it is thought to have tens of thousands of core proteins and to span 
10–11 orders of magnitude in protein abundance, from albumin to the cytokines. 
Cell line homogenates, tissue lysates, and alternative bio fl uids, such as urine and 
cerebrospinal  fl uid, may also be used for discovery. Although less is known about 
the protein-abundance range and overall complexity of these samples, it is clear that 
they pose similar problems for proteomic analysis. 

    13.1.1   Quantitative Proteomics 

 Quanti fi cation on a large scale has been a main theme of dynamical proteome studies. 
For protein biomarker study, there are four phases (Rifai et al.  2006  )  (Fig.  13.1 ). The 
 fi rst “discovery” is the unbiased, quantitative process by which the differential 
expression of speci fi c proteins between states is  fi rst de fi ned. Discovery can employ 
model systems (e.g., mouse models or cell lines) or a variety of human biological 
materials and usually comprises a simpli fi ed, binary comparison between diseased 
and normal tissues, avoiding “contamination” by other diseases or confounding 
conditions. The “products” of the discovery phase are lists of proteins found to be 

  Fig. 13.1    Process  fl ow for the development of novel protein biomarker candidates       
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differentially expressed between the normal and diseased states based on semiquantitative 
assessment of relative peptide abundance in the MS data or the use of exogenous 
isotopic labeling or label-free.  

 The original quantitative “shotgun” technique involved digesting proteins, chemically 
or enzymatically labeling them with isotope tags (the two most common methods 
being isotope-coded af fi nity tags, or iCAT, and isotope tags for relative and absolute 
quanti fi cation, or iTRAQ), injecting them into a mass analyzer, and identifying 
and quantifying them by matching the resulting fragmentation spectrum to known 
protein spectra held on public databases (Goo and Goodlett  2010  ) . As show in 
Fig.  13.2 , A is SILAC (metabolic labeling). Cells grow in isotopically enriched 
culture media contain amino acids (15N or 13C) and metabolically incorporated 
during cell culture. Labeled cells are combined, puri fi ed, and proteolyzed prior to 
MS and MS/MS to determine relative protein abundance and for protein identi fi cation. 
It is applicable only to cultured cells and cannot be used for tissues and other body 
 fl uids. B is ICAT (chemical labeling). Heavy and light af fi nity tags are labeled to 
cysteine residues of protein mixture.    Labeled proteins are combined, proteolyzed, 
and af fi nity separated, and relative protein abundance is determined. C is iTRAQ 
(chemical labeling). Labeling occurs at the peptide level after protein digestion. 
N-terminal and lysine residues of all peptides are labeled though acylation with 
reactive chemical compounds. It can multiplex up to eight different samples (four 
labels shown here).  

 More recently, chemical labeling has been replaced by metabolic labeling—the 
SILAC method (stable isotope labeling with amino acids in cell culture) popularized 
by Mann’s group. Most cell lines, including those derived from animals, can be 
labeled with a heavy stable isotope, allowing very good quantitative studies. 

 The use of primary cell lines is challenged by the fact that they can only be cultured 
for a few passages to preserve their primary phenotype. This precludes the use of 
metabolic labeling of proteins such as N14/15 labeling and SILAC for quantitation 
as a certain number of passages are needed to obtain full incorporation. Instead, 

  Fig. 13.2    Stable isotope labeling for protein quanti fi cation currently used in disease research       
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alternative stable isotopic labeling methods such as iTRAQ are useful for labeling 
of primary cells. Using this method, the labels are added at the peptide level, 
and therefore, no demands are placed on the number of cell culture passages 
(Mitchell  2010  ) . 

 Another trend in MS methods, according to Yates, is a shift from stable isotope 
labeling to label-free methods. Many labs now prefer label-free methods because 
they are much cheaper, and easier to perform, than SILAC. The two main methods 
produce proxy data that correlate well with protein abundances in complex samples. 
One measures the peak intensities of peptide ions, the limitation here being the 
purity of the peak. “Getting a clean peak and aligning the peaks can be dif fi cult,” 
says Yates.    The other method uses spectral counting, which counts the number of 
tandem MS spectra assigned to each protein and the number of spectra for each 
peptide or protein being proportional to the amount of protein in the sample, that is, 
the frequency with which the peptide of interest has been sequenced by the MS. 
The main drawback of this method is the dif fi culty of measuring small changes in 
the quantity of low-abundance proteins, which is often masked by sampling error. 
However, the method has an excellent linear dynamic range of about three orders of 
magnitude, which isotopic labeling such as SILAC does not approach. 

 The next phase, “quali fi cation,” serves two somewhat disparate roles. First, 
quali fi cation con fi rms that the differential candidate expression observed in discovery 
is seen using alternative, targeted methods (see Sect.  13.1.2 ). Second, quali fi cation 
con fi rms differential expression of candidate biomarkers in simpli fi ed comparisons 
of diseased and normal human plasma samples, if discovery was not initially 
performed in plasma. Discovery and quali fi cation are principally concerned with 
the consistency of association between marker and disease, emphasizing marker 
sensitivity (the likelihood that a diseased sample will test positive) over speci fi city 
(the likelihood that an unaffected sample will test negative).  

    13.1.2   Targeted Proteomics 

 In “veri fi cation,” the analysis is extended to a larger number (hundreds) of human 
plasma samples, now incorporating a broader range of cases and controls, which 
begins to capture the environmental, genetic, biological, and stochastic variation in 
the population to be tested. Thus, in veri fi cation, biomarker candidate sensitivity is 
af fi rmed, and speci fi city begins to be assessed. 

 The conventional pipeline for biomarker veri fi cation and validation typically 
is conducted by immunoassay. While this approach is suitable for the development 
of single biomarkers, unlike in the discovery phase, hundreds of samples need to 
be run for statistical veri fi cation, so the process becomes inef fi cient and costly. 
Consequently, the emphasis is now shifting toward performing full biomarker 
discovery, quali fi cation, and quanti fi cation on the same technology platform. The 
ease of multiplexing and ability to determine protein modi fi cations makes MS an 
attractive alternative to antibody-based technologies. In addition, developments in 
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quantitative MS, such as multiple reaction monitoring (MRM), have greatly 
enhanced both the speci fi city and sensitivity of MS-based assays to the point that 
they can rival immunoassay for some analytes (Kitteringham et al.  2009  ) . 

 In MRM, only speci fi c  m / z  values are selected for fragmentation, and only 
speci fi c fragment ions are measured and reported, as shown in Fig.  13.3 ; the selected 
intact  m / z  and fragment  m / z  together are called a “transition.” The intensity of this 
ion over time, speci fi cally the area under its ion curve, is proportional to that ion’s 
abundance in the sample (Hüttenhain et al.  2009  ) . Because of this, careful selection 
of transitions is crucial; the precursor and fragment masses together must be unique 
among all possible peptides contained in a biological sample (McIntosh et al.  2009  ) . 
Recently, more and more researchers have used MRM method to verify protein 
candidate biomarkers (Addona et al.  2011 ; Whiteaker et al.  2011  ) .  

 The few candidate biomarkers that perform well in veri fi cation then move 
through “assay optimization” to formal “validation,” in which a research grade of the 
 fi nal assay (a contemporary immunoassay) is tested against many thousands of 
samples that precisely re fl ect the full variation of the targeted population. Notably, 
the adoption of a well-characterized immunoaf fi nity reagent, whether it occurs in 
validation or at an earlier phase, represents the second important state change in 
biomarker development, as it can dramatically enhance signal-to-noise, streamline 
processing and enhance throughput. 

 Validated biomarkers may be selected for “commercialization,” in which the 
research immunoassay is re fi ned to meet the rigorous standards required for clinical 
tests. Although there is latitude in the nomenclature and partitioning, a coherent 
biomarker development pipeline must embrace all aspects of this process.  

    13.1.3   Modi fi ed Proteomics 

 To  fi nd useful markers of disease, the researchers focused on a vital biochemical 
event the addition of phosphate groups to serines and threonines in cellular proteins. 
Cells use this simple covalent modi fi cation over and over again to regulate protein-
protein binding and activity of key enzymes. Measurement of this modi fi cation in 
speci fi c proteins reveals their activation. 

  Fig. 13.3    MRM quantitative principle       
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    Andersen and colleagues  (  2010  )  have identi fi ed phosphoprotein biomarkers 
for a pathway often altered in cancer (the phosphatidylinositol 3-kinase (PI3K) 
pathway) and have shown that one of these predicts the sensitivity of cancer cells to 
a promising class of cancer drugs: inhibitors of AKT, a kinase that promotes growth 
and inhibits cell death. 

 Glycoproteomics represents an attractive approach for conducting peripheral 
blood-based cancer biomarker discovery due to the well-known altered pattern 
of protein glycosylation in cancer and the reduced complexity of the resultant 
glycoproteome. 

    Xuemei Zeng et al.  (  2010  )  apply it to a set of pooled non-small-cell lung cancer 
(NSCLC) case sera (nine adenocarcinoma and six squamous cell carcinoma pools 
from 54 patients) and matched control pools (eight matched healthy control pools 
from 106 cancer-free subjects). The goal of the study is to discover biomarkers that 
may enable improved early detection and diagnosis of lung cancer. A total of 38 
glycopeptides from 22 different proteins were signi fi cantly differentially abundant 
across the case/control pools, and their abundances led to a near complete separation 
of case and control pools based on hierarchical clustering. The differential abun-
dances of three of these candidate proteins were veri fi ed by commercially available 
ELISAs applied in the pools. Strong positive correlations between glycopeptide mass 
chromatograms and ELISA-measured protein abundance were observed for all of 
the selected glycoproteins.   

    13.2   Proteome Bioinformatics Approaches and Challenges 

 Genome project for medical and pharmaceutical industry is brought about a revolution, 
but should also see, the simple genetic analysis is very dif fi cult to diagnosis the 
complex diseases. The complex interaction between genes in cells, activities, and 
the in fl uence of the environment will in fl uence the expression of genes and proteins 
of translation process after. So, reliable diagnosis and treatment should be based on 
the body of the development process of gradual regulation and disorders and must 
be given to the environment factors in fl uence. Proteome is a powerful weapon in 
exploring this  fi eld. Combining different genomic and proteomic results obtained 
from the same biological system will substantially increase our understanding of 
complex biological processes. 

    Along with the development of the genome project, more and more protein 
sequence database was established. Also the improvement of MS technology has 
been a basic resource for proteomics research. So, it asks for deeper proteome 
bioinformatics analysis systems. 

 Mass spectrometry (MS)-based proteomics has undergone breathtaking advances 
in the past decade. Thanks to numerous advances, biological mass spectrometry 
technology development, for large-scale proteomics research, provides a powerful 
weapon.    In protein identi fi cation by mass spectrometry in all aspects of the liquid 
chromatography mass spectrometry (LC-MS) platform, it is now possible to detect 
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and sometimes quantify thousands of proteins simultaneously from a complex 
sample. Modern mass spectrometers can churn out tens of thousands of MS/MS 
spectra every hour, so probably millions of MS/MS spectra are collected around the 
world every day. 

 Therefore, users lacking the knowledge or resources to analyze data could simply 
rely on the identi fi cations returned, but those who wished to dig deeper on their own 
would get better spectra to work with. 

    13.2.1   Protein Identi fi cation 

 In the past decade and a half, mass spectrometry-based proteomics has witnessed 
breathtaking advances. Thousands of proteins can be indenti fi ed for one spectrum 
experiment. Among the many proposed experimental work fl ows, the most widely 
practiced method is probably the “bottom-up” approach of shotgun proteomics. The 
key steps of this approach are as follows: (1) proteins are digested into shorter 
peptides that are more amenable to LC-MS analysis, (2) peptides are further frag-
mented by tandem mass spectrometry (MS/MS) to yield characteristic fragmenta-
tion patterns, and (3) the MS/MS spectra are assigned to their originating peptides 
by various computational methods. 

 This last step of assigning MS/MS spectra to their peptide identi fi cations is often 
the rate-limiting step of the whole proteomics experiment and has received well-
deserved attention over the past decade. These computational methods can be gen-
erally classi fi ed into three groups, in terms of the “search space,” the set of candidate 
sequences to consider as possible answers (Lam  2011a  ) . On one end of the search 
space scale are de novo sequencing methods, which made no initial assumption on 
what peptides might be present in the sample. In the middle of the search space 
scale are sequence database searching methods, which rely on available sequence 
databases to limit the search space to only peptides that are derivable from known 
protein sequences. Aided by the rapid advances in genome sequencing and gene 
prediction that produces protein sequence databases for many model organisms, 
sequence database searching has become the method of choice for most proteomics 
researchers, despite its great demand for computational power. Toward the other end 
of the search three space scale is spectral library searching. In spectral library 
searching, the search space is further restricted to only those peptides which have 
been previously detected and identi fi ed and for which their fragmentation patterns 
have been experimentally recorded and compiled into spectral libraries.  

    13.2.2   Phosphorylation Analysis 

 Data analysis and interpretation remain major logistical challenges when attempting 
to identify large numbers of protein phosphorylation sites by nanoscale reverse-phase 
liquid chromatography/tandem mass spectrometry. 
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 Beausoleil et al.  (  2006  )  address challenges that are often only addressable by 
laborious manual validation, including data set error, data set sensitivity, and 
phosphorylation site localization. As core, that measures the probability of correct phos-
phorylation site localization based on the presence and intensity of site-determining 
ions in MS/MS spectra. This method may spread for other posttranslational 
modi fi cation analyses.  

    13.2.3   Protein Quanti fi cation 

 Finding the protein differential expression between the case and control group is a 
convention method for  fi nding biomarkers.    There are many different quanti fi cation 
experiment methods. So, different bioinformatics methods are needed. 

 Isotope labeling combined with LC-MS/MS provides a robust platform for 
quantitative proteomics. Protein quantitation based on mass spectral data falls into 
two categories: one determined by MS/MS scans, for example, iTRAQ-labeling 
quantitation, and the other by MS scans, for example, quantitation using SILAC, 
ICAT, or 18O labeling. 

 The height or area of a peak at a particular mass-to-charge ratio ( m / z ) from a 
mass spectrum re fl ects the number of ions for that  m / z  detected by the mass spec-
trometer at any given time. This is typically known as the ion abundance. Although 
the ion abundance cannot be used to directly infer absolute protein or peptide 
concentration (due to different ionization ef fi ciency for each peptide), comparing 
the ratio of ion abundances between identical peptides obtained in different experiment 
runs can be used to estimate differential expression. 

 The spectral count for a protein refers to the number of MS/MS spectra acquired 
from proteolytic peptide ions for that protein during a LC-MS/MS run. The premise 
of the method is that the more abundant the peptide, the more likely it will be selected 
for MS/MS analysis. In controlled experiments, it was found that the correlation 
of protein abundance with spectral count is superior to that of protein sequence 
coverage or peptide count (Wong and Cagney  2010  ) . 

 While comparative quanti fi cation is adequate when the aim of the experiment is 
to  fi nd differences in protein expression between samples, absolute quanti fi cation 
would be useful for comparing protein levels between data generated at different 
times by different laboratories using different MS-based proteomics setups. Recently, 
reaction monitoring techniques that incorporate labeled peptide standards of known 
concentration have been adapted for proteomics work. 

 Selected reaction monitoring (SRM) (Prakash et al.  2009  )  is a powerful tandem 
mass spectrometry method that can be used to monitor target peptides within a 
complex protein digest. The speci fi city and sensitivity of the approach, as well as its 
capability to multiplex the measurement of many analytes in parallel, has made it 
a technology of particular promise for hypothesis-driven proteomics. It needs to 
create MRM transition lists from downloaded or custom-built spectral libraries, 
restricts output to speci fi ed proteins or peptides, and  fi lters based on precursor peptide 
and product ion properties.  
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    13.2.4   New Techniques 

    13.2.4.1   Spectral Archives 

 Tandem mass spectrometry (MS/MS) experiments yield multiple, nearly identical 
spectra of the same peptide in various laboratories, but proteomics researchers 
typically do not leverage the unidenti fi ed spectra produced in other labs to decode 
spectra they generate. Ari M Frank et al.  (  2011 ; Lam  2011b  )  propose a spectral 
archives approach that clusters MS/MS data sets, representing similar spectra by a 
single consensus spectrum. Spectral archives extend spectral libraries by analyzing 
both identi fi ed and unidenti fi ed spectra in the same way and maintaining information 
about peptide spectra that are common across species and conditions. Thus, archives 
offer both traditional library spectrum similarity-based search capabilities along 
with new ways to analyze the data. The method for clustering billions of unidenti fi ed 
tandem mass spectra from shotgun proteomics experiments offers new ways of storing, 
organizing, and analyzing proteomics data, with potential bene fi ts to the entire 
proteomics community (Yen  2011  ) .  

    13.2.4.2   Spectrum-to-Spectrum Searching 

 Spectrum-to-spectrum searching (Yen et al.  2009  )  using a proteome-wide spectral 
library can help researchers indent identifying more peptide. The proteome-wide 
spectral library can be built by combing spectral form public library and the simulated 
spectra.  

    13.2.4.3   Combining Engines Searching 

 Combining different search engines’ result can contribute for more protein 
identi fi cation. Existing methods pool statistical signi fi cance scores such as  p  values, 
   fdr_score, or posterior probabilities of peptide-spectrum matches (PSMs) from 
multiple search engines after high-scoring peptides have been assigned to spectra. 
Then researchers can give an agreed method to control identi fi cation error rates. 
Using a composite target-decoy database search strategy, we effectively estimated 
the error rates of applied score  fi lter criteria, allowing comparisons of multiple data 
sets with similar error rates.    Target-decoy search strategies are used for estimating 
statistical signi fi cance of MS/MS assignments and have seen recent use in evaluating 
false discovery rates in database search, spectral library search (Lam et al.  2010  ) , 
multiple search, and other identi fi cation algorithms.    This method has been proven 
to be effective for all of these protein identi fi cation methods. 

 Lukas Käll et al.  (  2008  )  describe a simple FDR inference method and then 
describe how estimating and taking into account the percentage of incorrectly 
identi fi ed spectra in the entire data set can lead to increased statistical power.  
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    13.2.4.4   SWATCH Protein Identi fi cation 

 For this technology, data were acquired a fast, high-resolution quadrupole time-of-
 fl ight (TOF) instrument by repeatedly cycling through 32 consecutive 25-Da 
precursor isolation windows (swaths) (Gillet et al.  2012  ) . Targeted data extraction 
enables ad libitum quanti fi cation re fi nement and dynamic extension of protein 
probing by iterative remaining of the once-and-forever acquired data sets. This 
combination of unbiased, broad range precursor ion fragmentation and targeted 
data extraction alleviates most constraints of present proteomic methods and should 
be equally applicable to the comprehensive analysis of other classes of analytes, 
beyond proteomics. 

 Therefore, the development of transparent tools for the analysis of proteomic 
data using statistical principles is a key challenge (Aebersold and Mann  2003  ) . Only 
once such tools are tested, validated, and widely accepted will it become feasible 
to apply quality standards for protein identi fi cation, quanti fi cation, and other 
measurements and to compare complementary proteomic data sets generated in 
different laboratories. These comparisons will also depend critically on transparent 
 fi le structures for data storage, communication, and visualization. 

    Different results were gotten from different analysis methods or different soft-
wares. How to evaluate the different results is another problem. The uses of the new 
method need more standardization, simple and easily used software.    

    13.3   Challenges of Biomarker Clinical Application 

 The utility and importance of biomarkers has been recognized by substantial public 
and private funding, and biomarker discovery efforts are now commonplace in 
both academic and industrial settings. Yet despite intensi fi ed interest and investment, 
few novel biomarkers are used in clinical practice, and their rate of introduction is 
falling. Indeed, since 1998, the rate of introduction of new protein analytes approved 
by the US Food and Drug Administration has fallen to an average of one per year 
(Leigh Anderson, Plasma Proteome Institute, personal communication). The rea-
sons for this disjunction are manifold and re fl ect the long and dif fi cult path from 
candidate discovery to clinical assay and the lack of coherent and comprehensive 
processes (pipelines) for biomarker development (Rifai et al.  2006  ) . 

 Countless millions of dollars have been thrown at the problem of looking for 
biomarkers; those discovered by proteomics researchers have turned out to be 
so nonspeci fi c as to be next to useless, far from the “holy grail” envisaged some 
10–15 years ago. “Biomarkers have been the biggest disappointment of the decade, 
probably because proteomics’ role in their discovery was overhyped,” says John 
Yates, director of the Proteomic Mass Spectrometry Lab at the Scripps Institute 
(La Jolla, CA, USA). 

    One dif fi culty has been the large dynamic range: the fact that protein abundance 
in biological  fl uids—particularly plasma, a favorite specimen for early biomarker 
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discovery work—spans some ten orders of magnitude (Fig.  13.1 ). “The serum 
proteomics debacle led to the realization that you can’t discover markers that are 
low abundance by doing discovery in serum or plasma,” says Daniel Liebler of 
Vanderbilt University (Nashville, TN, USA). 

 Another reason for the billion-dollar biomarker  fi asco is the lack of validation, 
suggests Bernhard Kuster, chair of Proteomics and Bioanalytics at Technische 
Universitaet Muenchen, Freising, Germany. “I am sick of seeing papers proving that 
a known biomarker is a marker for yet another disease,” he says. “All it means is that 
the biomarkers discovered so far are mainly the same proteins that pop up in all 
kinds of diseases, indicating that the organism is under some kind of stress but not 
distinguishing between diseases. Various calgranulin proteins, for example, have 
been identi fi ed as serum biomarkers for everything from in fl ammatory arthritis to 
squamous cell carcinoma.” 

 Another stopper has been the problem of diversity among study participants 
diagnosed with a given disease and the lack of clear methods for de fi ning clinical 
phenotypes so that samples can be classi fi ed consistently, which is vital to correlating 
the expression level of a protein with the presence of disease. 

 If we can discover and con fi rm the disease earlier and then give early treatment, 
it will greatly improve the survival rate.    Therefore, we should take an effective use 
of known biomarkers and in-depth study to explore the new biomarkers in order to 
effectively achieve early detection of disease, early diagnosis, early treatment and 
good prognosis assessment, and prevention of recurrence. 

 Hence, future therapies will be tailored to the speci fi c deranged molecular 
circuitry of an individual patient’s disease. The successful transition of these 
groundbreaking proteomic technologies from research tools to integrated clinical 
diagnostic platforms will require ongoing continued development and optimization 
with rigorous standardization development and quality control procedures (Calvo 
et al.  2005  ) .       
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  Abstract   Bladder cancer is the most common urological cancer with higher 
incidence rate in the endemic areas of blackfoot disease (BFD) in southern Taiwan. 
Urine, a blood  fi ltrate produced by the urinary system, is readily collected and is an 
important source of information for bladder cancers because it is directly exposed 
to bladder epithelium. Global analysis of the human urinary proteome is important 
for understanding urinary tract diseases. The aim of this chapter was to utilize the 
proteomic approach to establish urinary protein patterns of bladder cancer. The 
experimental results showed that most patients with bladder cancer had proteinuria 
or albuminuria. In the proteomic analysis, the urinary proteome was identi fi ed by 
nano-high-performance liquid chromatography electrospray ionization tandem 
mass spectrometry (nano-HPLC-ESI-MS/MS) followed by peptide fragmentation 
pattern analysis. ADAM28, identi fi ed by proteomic approaches and con fi rmed by 
ELISA, showed signi fi cant differences compared with normal individuals. The 
upregulation of urinary ADAM28 in bladder cancer was revealed, so it may be a 
biomarker of bladder cancer.  

  Keywords   Proteomics  •  Bladder cancer  •  Urinary protein  •  Protein identi fi cation  
•  Biomarker      
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    14.1   Human Body Fluids 

 Human body  fl uids play a signi fi cant part in proteome research. Body  fl uids such as 
serum, CSF, urine, and serous  fl uids/effusions (pleural, pericardial, and peritoneal) 
have proven to be a rich source of biomarkers for the detection of disease. 

 Among them, urine samples are the most easily obtained and are one of the most 
common samples in clinical analysis (Zerefos et al.  2006  ) . Although human urine 
samples are ideal bio-samples and have tremendous potential as sources of biomark-
ers (Ru et al.  2006  ) , they are also considered one of the most dif fi cult proteomic 
samples with which to work. Samples originating from biological sources often 
contain a complex mixture of inorganic salts, buffers, chemotropic agents, surfactants/
detergents, preservatives, and other solubilizing agents. High concentrations of salts 
are often present in urine samples to solubilize or stabilize analytes such as proteins. 
Due to inorganic salts or contaminants in urine, the utility of the proteomics approach 
in identi fi cation of urinary proteins has been poorly de fi ned. Also, buffer concentra-
tions employed by biochemists in urine samples often are in unacceptable ranges for 
mass spectrometric analysis (Oh et al.  2004  ) .  

    14.2   Analytical Techniques in Proteomics: An Overview 

 “Proteome” and “proteomics” are relatively new words, coined by Wilkins et al. in 
 (  1996  ) . Proteome is the    PROTEins expressed by the genOME. Proteomic analysis 
means a comprehensive analysis of protein, and proteomics is the science by which 
proteins are comprehensively investigated with regard to their roles as functional 
elements. Use of proteomic techniques to identify disease-speci fi c protein biomarkers 
is a powerful tool for de fi ning prognosis of disease and gaining deep insights into 
disease mechanisms in which proteins play a major role. These techniques can also 
investigate structures and functions of protein complexes working as molecular 
micromachines expressed spatiotemporally through protein-protein interactions 
and signal transduction by PTM (Tyers and Mann  2003  ) . Proteomic technologies 
such as immunoblotting, IEF, 2-DE, and MS have been proven to be useful for 
deciphering this unique proteome. Protein pro fi ling has often been performed 
by the “classical” 1- or 2-DE based on the densitometric quanti fi cation of proteins 
visualized using dyes (silver, CBB, SYPRO Ruby, or DIGE) on gels. After in-gel 
enzymatic digestion of the subject protein spots, the resulting peptides are subjected 
to MALDI or ESI-MS. This review highlights some of the promising areas of effusion 
proteomic research and their clinical applications. Historically, 2-DE has been 
the primary method of separation and comparison for complex protein mixtures. 
This method is critical in developing our understanding of the complexity and variety 
of proteins contained in samples. 

 Although 2-DE is a powerful technique for the separation of proteins, there are 
some fundamental problems and limitations. The technique is laborious and time 
consuming (Fujii et al.  2004  ) . In clinical and diagnostic proteomics, it is essential to 
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develop a comprehensive and robust system for proteome analysis (Hamler et al. 
 2004  ) . Although impressive improvements in 2-DE technologies have occurred 
in recent years, identi fi cation of low-abundance proteins is still challenging. 
In contrast, 2D-LC separation of peptides following trypsin digestion of a complex 
mixture is the most sensitive protein identi fi cation technique developed yet and has 
become a central tool in linking the proteome to the genome. The use of MS and 
automatic database searching to identify the original proteins has been applied to 
overcome the shortcomings of the 2-DE. 

 MALDI-TOF-MS is the preferred method of MS. It is applicable to a relatively 
pure protein, for example, a single spot on a 2-DE gel. The protein is enzymatically 
cleaved into a peptide mixture, which undergoes MS and PMF for unambiguous 
protein identi fi cation using a large database (Poliness et al.  2004  ) . 

 Recent advances in LC, MS, and data analysis software enable the direct analysis 
of extremely complex peptide mixtures, often referred to as shotgun proteomics or 
multidimensional protein identi fi cation technology (MudPIT) (Wolters et al.  2001  ) . 
Although multidimensional liquid chromatography/tandem mass spectrometry 
(MD-LC/MS/MS) systems have been recently developed as powerful tools especially 
for the identi fi cation of protein complexes, these systems still have some drawbacks 
in their applications to clinical researches that require an analysis of a large number 
of human samples (Fujii et al.  2004  ) . 

 A liquid-phase separation scheme coupled with MS is presented for the proteomic 
analysis of body  fl uid samples. Nano-HPLC-ESI-MS/MS is a highly sensitive and 
selective analytical technique that has become a powerful method for the identi fi cation 
of proteins present in complex mixtures. In particular, urine serves as a rich source of 
putative biomarkers that are not solely limited to cancer or infection. It is useful for the 
analysis of human samples in a clinical research environment (La fi tte et al.  2002  ) .  

    14.3   Bladder Transitional Cell Carcinomas 

 Bladder cancer now represents the fourth most common malignancy in men and 
the tenth most common in women with a 20% death rate each year. It includes a 
wide spectrum of histological heterogeneous tumor types that arise predominantly 
in the transitional epithelium (urothelium) lining of the urinary bladder and the 
ureters (Celis et al.  2004  ) . Tumor types of the urothelium include transitional cell 
carcinoma (TCC), squamous cell carcinoma (SCC), and adenocarcinoma, as well as 
other infrequent lesions (Bane and Rao  1996  ) . At diagnosis, TCC of the urothelium 
represents over 90% of all bladder cancers, approximately 75% of which were 
papillary tumors localized to the urothelium or lamina propria. Only 5–8% of cases 
were SCC that had potential to invade deeper layers, and only 2% were adenocarci-
noma, which were very likely to invade deeper layers (Tolson et al.  2006  ) . At the 
present time, the two most reliable means of diagnosis and surveillance of bladder 
cancer are cystoscopic examination and bladder biopsy for histological con fi rmation. 
Such invasive bladder cancers may spread outside the bladder and affect other 
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organs. However, when the disease is diagnosed and treated in an early stage, the 
survival rate is high. Early diagnosis is extremely important in this disease, and this 
fact underscores the need for development of a noninvasive, reliable, and simple 
examination to increase the detection rate of bladder cancer. 

 Although the traditional diagnostic methods of voided urine cytology and cystos-
copy can achieve a speci fi city of 90–100% and are considered as the “gold standard” 
in bladder cancer diagnosis, they suffer from a lower sensitivity (27%), particularly 
in the detection of low-grade lesions and high-grade tumors (Konety and Williams 
 2004 ; Grossman  1998 ; Ramakumar et al.  1999 ; Zhang et al.  2004 ; Lwaki et al. 
 2004  ) . To date, several urine-based markers for bladder cancer have been identi fi ed 
and investigated (Kageyama et al.  2004  ) . Bladder tumor antigen tests (BTA 
tests), including the BTA stat, BTA TRAK, nuclear matrix protein-22 (NMP22), 
 fi brin/ fi brinogen degradation products (FDP), the urinary bladder cancer test 
(UBC), and other related tests, for example, telomerase activity, are accessible in 
the laboratory. These markers appear to have an advantage over urine cytology in 
terms of sensitivity, especially for detecting low-grade tumors. However, they are 
not likely to replace cytology methods because of the false-positive rates (Table  14.1 ). 
In general, all of the biomarkers mentioned above have higher sensitivity and lower 
speci fi city than urine cytology. Thus, no tumor marker with high speci fi city and 
sensitivity has been found as a routine diagnostic or screening tool for bladder 
carcinoma (Zhang et al.  2004 ; Lwaki et al.  2004 ; Kageyama et al.  2004 ; Celis 
et al.  2002 ; Lee et al.  2005  ) . Therefore, the development of a noninvasive, reliable, 
and simple examination to increase the detection rate of bladder cancer would be 
advantageous.   

    14.4   Urine Proteome and Sample Preparation 

 Urine has long been known as a rich source of diagnostic information because of 
its physical properties and chemical composition. It is a suitable specimen for 
peptidomic studies, due to the fact that many low-molecular-weight proteins and 
peptides can pass through the glomerulus membrane, are catabolized within the 
proximal tubules, and are  fi nally secreted in the urine. Therefore, the urinary 

   Table 14.1    Summary of the sensitivity and speci fi city of bladder cancer detection methods   

 Methods of bladder cancer detection  Sensitivity a  (%)  Speci fi city a  (%) 

 NMP22  >68  >61 
 FDP  >82  >86 
 BTA stat/BTA TRAK  >80  >72 
 Telomerase activity  >85  >80 
 Cell-surface antigen with urine cytology b   >86  >90 

   a The percentages of sensitivity and speci fi city were accorded to Lee et al.  (  2005  )  
  b The cell-surface antigen test and urine cytology can be carried out on the same slide  
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proteome is central to clinical and pharmaceutical research. Numerous efforts are 
being made to discover, identify, and validate biological markers for the diagnosis 
of renal function or kidney and urinary tract diseases (Hampel et al.  2001 ; Jürgens 
et al.  2005 ; Pieper et al.  2004 ; Marshall and William  1998 ; Delanghe  1997 ; Celis 
et al.  1996 ; Tantipaiboonwong et al.  2005  ) . Recently, a more thorough investigation 
of the total protein composition of human urine is therefore required. Such a global 
analysis is important and can enhance our understanding of urogenital tract diseases 
and pathogenesis. 

 Human midstream urine specimens ( fi rst urine in the morning) were collected 
from 30 bladder cancer patients (ages in the range of 50–80) and 30 normal indi-
viduals with no evidence of disease (control group, ten males and ten females, aged 
25–75, who did not consume aspirin or other nonsteroidal anti-in fl ammatory drugs 
for at least 2 weeks previous and have no history or evidence of urological cancers). 
The diagnosis of bladder cancer was con fi rmed by pathological examination (the 
primary tumor of TCC, stages T1 to T2, grades II to III). No female was menstruating 
at the time of collection. In cases of recurrence, none of the patients had received 
transurethral resection of the bladder tumor or chemotherapy before specimen 
collection. Urine samples were collected in polypropylene centrifuge tubes (DB 
Falcon, 50 mL, sterilized by gamma irradiation). After urine collection, protease 
inhibitor tables (Complete TM  Mini; Roche) were added immediately to avoid 
proteolysis. 

 The urine samples were placed on ice prior to centrifugation at 2,000 ×  g  for 
10 min at 4°C for the removal of cellular material and were frozen at −80°C to prevent 
bacterial growth. Protein concentrations were measured by Bio-Rad Bradford total 
protein assay kit (Bio-Rad Laboratories, Inc.). The total protein and urinary albumin 
concentrations in the urine samples of bladder cancer patients were signi fi cantly 
higher than normal individuals and displayed as the phenomenon of proteinuria and 
albuminuria (total protein >150 mg/L; bladder cancer patients, 178.2 ± 21.4 mg/L; 
normal individuals, 101.9 ± 17.5 mg/L; albumin concentration >20 mg/L).  

    14.5   Two-Dimensional Gel Electrophoresis Analysis for Urine 

    14.5.1   IEF and SDS-PAGE 

 The protein in each urine samples from bladder cancer patients and normal individu-
als was adjusted to 1 mg/mL by 25 mM ammonium bicarbonate. The proteins in the 
urine were precipitated with 10% w/v trichloroacetic acid (TCA) in acetone. The pre-
cipitates were washed with acetone three times and dissolved in isoelectric focusing 
(IEF) rehydration buffer for 2-DE analysis. IEF strips (pH 4–7, IPGphor, Amersham 
Biosciences, Uppsala, Sweden) were developed through a stepwise incremental volt-
age program: 30 V for 16 h, 500 V for 1 h, 1,000 V for 1 h, and 8,000 V for 4 h, with 
a total power of 34 kV-h. Then the strips were subjected to a two-step equilibration in 
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buffers containing 6 M urea, 30% glycerol, 2% SDS, and 50 mM Tris-HCl (pH 8.8) 
with 1% w/v dithiothreitol (DTT, Affymetrix/USB, 15395) for the  fi rst step and with 
2.5% w/v iodoacetamide (IAA, Amersham Biosciences, RPN6302V) for the second 
step. The strips were then transferred onto the second-dimensional SDS-PAGE equip-
ment and developed on 1.0-mm-thick gradient (8–16%) polyacrylamide gels at 
10 °C. Proteins were identi fi ed using silver staining.  

    14.5.2   Silver Staining 

 The gels were  fi xed in 40% v/v ethanol and 10% v/v acetic acid in water overnight 
and then incubated in a buffer solution containing 30% v/v ethanol, 6.8% w/v 
sodium acetate, and 0.312% w/v sodium thiosulfate for 30 min. After washing three 
times in water for 5 min each, the gels were stained in 0.25% w/v silver nitrate 
solution containing 0.02% w/v formaldehyde for 30 min. Development was performed 
for 10 min in a solution consisting of 2.5% w/v sodium carbonate and 0.01% w/v 
formaldehyde. Acetic acid solution (5% v/v) was used to stop the development, and 
the stained gels were then rinsed three times in water for 5 min each.  

    14.5.3   2-DE Image Acquisition 

 The stained gels were scanned using an ImageScanner and LabScan 3.00 software 
(Amersham Biosciences). Image analysis was carried out using the ImageMaster 
2D, Version 2002.1 (Amersham Biosciences). In this study, we performed 2-DE on 
six repeats of each sample from bladder cancer patients and normal individuals, 
respectively. However, conventional 2-DE analysis was not able to analyze the urine 
samples directly. Due to the differences in protein compositions of urine samples, 
the 2-DE images cannot be compared (Fig.  14.1 ). Therefore, we proposed to use 
 non-gel-based proteomic approaches to analyze proteome in urine samples.    

    14.6   Urine Sample Cleanup, Buffer Exchange, and Digestion 
by MACS Separator System 

 Human urine samples were cleanup by magnetic nanoparticles and MACS® 
Separation column system with Milli-Q grade water (Millipore Co., Inc.). Magnetic 
nanoparticles, which surfaces were modi fi ed with –COOH group, were immersed in 
the coupling agent: 75 mM  N -ethyl- N  ¢ -(3-dimethylaminopropyl) carbodiimide 
hydrochloride (EDC, E-6383, Sigma) and 15 mM  N -hydroxysuccinimide (NHS, 
H-7377, Sigma) at 4 °C for 30 min (Delden et al.  1997 ; Kuijpers et al.  2000  ) . Water-
soluble EDC and NHS were used for activating O ═ C–OH (Kang et al.  1993 ; Tyan 
et al.  2002  ) , and then the EDC-NHS buffer was removed and replaced by urine 
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  Fig. 14.1    Two-dimensional gel electrophoresis map of three different human urine samples. Each 
2D-PAGE was loaded 150  m g proteins, and each urine sample has two replicates. S1, S2, and S3 
were samples from three bladder cancer patients. Samples from the same column were run in the 
same 2D-PAGE tank       

  Fig. 14.2    Theory of proteins binding with magnetic nano-beads in urine       
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samples. The protein-binding reaction was showed in Fig.  14.2 . The protein-binding 
magnetic nanoparticles were loaded into the MACS® Separation column and 
washed twice with D.I. water.    Then, protein-binding magnetic nanoparticles were 
eluted by digestion buffer and reduced, alkylated, and then digested with trypsin 
(Promega, V5111) to generate the constituent peptides. Peptides and magnetic 
nanoparticles were separated using the MACS® Separation column with magnetic 
 fi eld, and the peptides were eluted with 100  m L of 50% acetonitrile/H 

2
 O for subse-

quent nano-HPLC-ESI-MS/MS analysis. Scheme of the overall experiment of urine 
sample analysis was showed in Fig.  14.3 .    

    14.7   Shotgun Proteomic Analysis for Urine 

    14.7.1   Proteome Analysis by HPLC-MS/MS 

 The complex peptide mixtures were separated by RP-nano-HPLC-ESI-MS/MS. 
The protein tryptic digests were fractionated using a  fl ow rate of 400 nL/min 
with a nano-HPLC system (nanoACQUITY UPLC, Waters, Milford, MA) 
 coupled to an ion trap mass spectrometer (LTQ Orbitrap Discovery Hybrid 

  Fig. 14.3    Scheme of the overall experiment of urine sample analysis       
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FTMS, Thermo, San Jose, CA) equipped with an electrospray ionization source. 
For RP-nano-HPLC-ESI-MS/MS, a sample (2  m l) of the desired peptide digest 
was loaded into the reverse phase column (Symmetry C18, 5  m m, 180  m m × 20 mm) 
by autosampler. The RP separation was performed using a linear acetonitrile 
gradient from 99% buffer A (100% D.I. water/0.1% formic acid) to 85% buffer 
B (100% acetonitrile/0.1% formic acid) in 100 min using the micropump at a 
 fl ow rate of approximately 400 nL/min. The separation is performed on a C18 
microcapillary column (BEH C18, 1.7  m m, 75  m m × 100 mm) using the nano-
separation system. As peptides eluted from the microcapillary column, they were 
electrosprayed into the ESI-MS/MS with the application of a distal 2.1-kV spray-
ing voltage with heated capillary temperature of 200°C. Each cycle of one full 
scan mass spectrum ( m / z  400–2,000) was followed by three data-dependent 
 tandem mass spectra with collision energy set at 35%.  

    14.7.2   Database Search 

 For protein identi fi cation, Mascot software (Version 2.2.1, Matrix Science, London, 
UK) was used to search the Swiss-Prot human protein sequence database. For 
proteolytic cleavages, only tryptic cleavage was allowed, and the number of maximal 
internal (missed) cleavage sites was set to 2. Variable modi fi cations of cysteine 
with carboxyamidomethylation, methionine with oxidation, and asparagine/
glutamine with deamidation were allowed. Mass tolerances of the precursor peptide 
ion and fragment ion were set to 3 ppm and 0.8 Da, respectively. Positive protein 
identi fi cations were de fi ned when Mowse scores greater than 100 were considered 
signi fi cant ( p  < 0.05). Proteins were initially annotated by similar searches using 
UniProtKB/Swiss-Prot databases. 

 The fragmentation spectra obtained by the RP-nano-HPLC-ESI-MS/MS analy-
sis in gradient detection mode were compared with a nonredundant protein data-
base using Mascot software. All Mascot results were visually con fi rmed. In 
addition, the criterion requires a readily observable series of at least four  y  ions for 
an identi fi ed peptide (Jaffe et al.  2004  ) . When a protein was identi fi ed by three or 
more unique peptides, no visual assessment of spectra was conducted, and the 
protein was  considered to be present in the sample. Proteins were initially anno-
tated by similarity searches using NCBI PubMed (  http://www.ncbi.nlm.nih.gov/    ), 
Swiss-Prot/TrEMBL (  http://www.expasy.org/    ), and Bioinformatic Harvester 
EMBL (  http:// harvester.embl.de/    ) databases. If a protein was reported as a candi-
date protein in the literatures, it was selected as a potential biomarker and vali-
dated by Western  blotting or ELISA. Scheme of the overall experiment design 
developed to use proteomic approaches for biomarker discovery was showed in 
Fig.  14.4 .  

 Each RP-nano-HPLC-ESI-MS/MS analysis typically generated about 3,750 MS/MS 
spectra. A total around 45,000 (3,750 scans × 2 sample preparations × 6 repeat) MS/MS 
spectra were analyzed by the database search software Mascot. Only a small fraction 
(21.6%, 9,726) of searches produced signi fi cant matches according to the inclusion 

http://www.ncbi.nlm.nih.gov/
http://www.expasy.org/
http://harvester.embl.de/
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criteria that we used for this study. The inclusion criteria were based on XCorr values, 
indices calculated by the search algorithms to re fl ect the similarity between product ion 
data and computer-simulated peptide fragmentation patterns. The peptide identi fi cation 
for the resulting MS/MS spectra was carried out using the Mascot database search soft-
ware. These 9,726 signi fi cant matches represented 3,783 peptides. The total number of 
unique peptides identi fi ed in the urine sample was 661. The tryptic peptides produced 
were often mapped to protein sequence entries in the Swiss-Prot database. The 661 
unique matched peptide sequences belonged to 504 protein sequence entries in the 
Swiss-Prot database. The database search resulted in 504 proteins, and most of these 
were identi fi ed at minimal con fi dence level, which was only one unique peptide sequence 
matched. Experimental results reported a total of 143 protein identi fi cations with higher 
con fi dence levels (at least three unique peptide sequences matched). 

 Figure  14.5  showed the distribution of cellular locations of protein identi fi cation 
by using RP-nano-HPLC-ESI-MS/MS approach in this study.    Among 504 proteins 
identi fi ed, 24.7% were known to be nuclear/nucleus proteins, 18.0% were known 
to be secreted proteins, 16.9% were known to be cytoplasmic proteins, and 11.2% 
were as membrane proteins. A few Golgi apparatus, cytoskeleton, mitochondrial, 
and microsome proteins were also identi fi ed (13.5%). A considerable portion of 
the identi fi ed proteins (20.2%) has not been reported for their cellular locations.  

 We used the ExPASy Molecular Biology Server (Expert Protein Analysis System) 
of the Swiss Institute of Bioinformatics (SIB) to explore what known functions of the 
identi fi ed proteins had been reported in the literature. The Swiss-Prot identi fi ers could 

  Fig. 14.4    Scheme of the overall experiment design developed to use proteomic approaches for 
biomarker discovery       
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be employed for linkage of proteins to de fi ned vocabulary of terms describing the bio-
logical processes, cellular components, and molecular functions of known Gene 
Ontology (GO). Gene Ontology Consortium provides annotation of each protein and 
structure allowed us to organize selected proteins into biologically relevant groups. 
These groupings can serve as the basis for identifying those areas of biology showing 
correlated protein changes (O’Donovan et al.  2002 ; Guo et al.  2005  ) . The proteins 
identi fi ed in this study were presented into function categories based on their annota-
tions in the GO database. Figure  14.6  shows the number and percentage of proteins 
with certain reportedly known biological processes and molecular functions.  

 Proteins identi fi ed in the category also include immunoglobulins, defenses, and 
urinary enzymes such as lysozyme and peroxidase, which form the urinary defense 
system to protect the urinary tract. Other groups were included some typical urinary 
proteins exhibiting binding, transport, metabolism, and catalytic activity. Among 
504 proteins, 207 proteins were binding proteins. Eighty-six proteins were about 
catalytic activity. Seventy-four proteins have been known to be associated with 
metabolism, and 66 proteins have been known to be associated with structural mol-
ecule activity. Protein functions related to defense/immunity protein activity, trans-
porter activity, and cell communication were also surveyed, and these functions 
were linked to considerable portions of the identi fi ed proteins in this study. Some 
proteins still had no prior functional information reported. It is not surprising that 
the largest groups of the identi fi ed proteins were functionally unknown proteins 
(including the hypothetical proteins).   

    14.8   Biomarker Discovery in Body Fluids 

 Body  fl uids, like urine, from very complex matrixes were contained a large number 
of potential biomarkers.    It was well known that urine contains protein originating 
from blood plasma, the kidneys, and the urogenital tract and amounts of body  fi ltrates 

Nucleus
24.7%

Secreted
18.0%Cytoplasma

16.9%
Membrane

11.2%

Others
13.5%

Unknown
20.2%

  Fig. 14.5    Distribution of the identi fi ed human urine proteins according to their location. 
Assignments were made on the basis of information provided on the Swiss-Prot database at the 
ExPASy Molecular Biology Server. Some proteins were described of the different subcellular 
 location, which explains the total sum being substantially larger than 100%       
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such as water, salts, electrolytes, and nitrogenous waste products (Thongboonkerd 
et al.  2002 ; Beetham and Cattell  1993  ) . Approximately 30% of urinary proteins were 
plasma proteins, whereas the other 70% were produced in the kidney (Tyan et al. 
 2006 ; Thongboonkerd and Malasit  2005  ) . Therefore, urinary proteins were a mix-
ture of plasma and renal proteins. Normal urinary proteins generally re fl ect normal 
tubular physiology. Information on changes in urinary protein excretion by various 
interventions is essential for a better understanding of tubular and glomerular 
responses to physiological stimuli (Thongboonkerd et al.  2002  ) . The present study 
shows that the elimination of high-abundance proteins, salts, and interfering small 
molecules from urine enhances low-abundance protein pro fi les. A global analysis of 
urine proteins is crucial to a better understanding of the biology and physiology of 
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the urinary tract (Smith et al.  2005 ; Thongboonkerd et al.  2003 ; Park et al.  2006 ; 
Castagna et al.  2005 ; Hong and Kwon  2005  ) . Determination of protein composition 
of urine may lead to an increased understanding of renal physiology and will build a 
database for comparison to urine from patients with various urinary diseases. This 
chapter describes a fast and sensitive method of screening proteins in human urine. 
With the use of proteomics techniques, individual urinary proteins and/or urinary 
proteome map can be developed for diagnosis of bladder cancers. 

 The biomarker was de fi ned as “a characteristic that is objectively measured and 
evaluated as an indicator of normal biological processes, pathogenic processes, or 
pharmacology responses to a therapeutic intervention.” The search for protein bio-
markers has been a highly pursued topic in the proteomics community in the last 
decade. In a basic proteomic research for disease biomarker, it contained several steps 
as below: candidate discovery, validation, quanti fi cation, and discussion (Fig.  14.7 ). 
In this study, each step was followed as candidate discovery by shotgun proteomics, 
validation and quanti fi cation by ELISA, and discussion by supportive literatures. The 
scheme of the protein analysis in this study was as below. When compared with the 
protein list from normal urine samples and previous literatures, some of these proteins 
were present in disease specimens, which may be associated with bladder cancer. If a 
protein was reported as a candidate protein in the literatures, it was selected as a poten-
tial biomarker and validated by ELISA or Western blotting.   

    14.9   Potential Biomarker for Bladder Cancer 

 A total of 143 proteins were identi fi ed with high levels of con fi dence, and 14 of 
these were signi fi cantly differentially expressed between the urine samples from the 
bladder cancer patients and those from the normal individuals (Table  14.2 ).    Of these 
14 proteins, ADAM28 is of special interest since it may play a role in the regulation 
of cell proliferation and differentiation.  

  Fig. 14.7    Scheme of the overall experiment for disease biomarker discovery by proteomic approaches       
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 The ADAM28 was signi fi cantly higher in bladder cancer patient urine than in 
control urine. In the 30 urine samples of bladder cancer patients, ADAM28 was 
detected in all urine samples. To prevent the complication of age-related disease, 
urine samples from 30 healthy individuals, aged 25–75, were collected, and the 
ELISA analysis was performed on those samples. ADAM28 was not detected 
in control urine samples of similar or younger ages. Thus, the factors of a different 
metabolic pro fi le and lifestyle due to age differences can be eliminated. The average 
ADAM28 concentration of bladder cancer patients was 0.0282 ± 0.0076  m g/ m L in 
the urine specimens. For the control group, the ELISA results were lower than the 
detection limit value. Due to the fact that ADAM28 was not detected in the urine 
samples from control individuals, the  p  value between bladder cancer patients and 
control individuals should be less than 0.05. 

 ADAM28 belongs to a family of secreted, membrane-anchored, cell-surface 
 glycoproteins that possess both proteolytic and adhesive properties. ADAMs are struc-
turally related to snake venom disintegrins and have been implicated in a variety of 
biological processes involving cell-cell and cell-matrix interactions, including fertiliza-
tion, muscle development, and neurogenesis (Mochizuki and Okada  2009  ) . ADAM 
family members are expressed in several kinds of tumor types, such as lung cancer 
(ADAM8, 9, 12, 15, and 17), brain tumors (ADAM8, 17, 22, and 23), prostate cancer 
(ADAM1, 4, 5, 9, 10, 11, 15, and 17), liver  carcinoma (ADAM9, 12, and 17), breast 
cancer (ADAM9, 12, 15, and 17), colon carcinoma (ADAM9, 10, 12, 15, and 17), 
pancreatic carcinoma (ADAM9, 10, 15, and 17), and kidney and bladder carcinoma 
(ADAM12 and 17), which suggests that ADAMs are involved in cancer progression 
including carcinogenesis (Rocks et al.  2008  ) . Ohtsuka et al. con fi rmed the signi fi cantly 
higher expression levels of ADAM28 in lung carcinoma with lymph node metastasis 
by RT-PCR and tissue immunoblotting (Ohtsuka et al.  2006  ) . ADAM28 is highly 
expressed in breast and non-small-cell lung carcinoma cells with expression levels cor-
relating to tumor size, cell proliferation status, invasion, and metastasis activity 
(Mochizuki and Okada  2009  ) . It was also indicated that SOX4 induced ADAM28 
expression in bladder carcinoma cells (Aaboe et al.  2006  ) . ADAM28 is likely involved 
in cell fusion, adhesion, membrane protein shedding, and proteolysis and may serve as 
a diagnostic tool for human cancers (Mochizuki and Okada  2007 ; Okada  2007 ; Kuroda 
et al.  2010 ; Mitsui et al.  2006  ) . The correlation of ADAM28 in the urine with bladder 
cancer was indicated, and the upregulation of urinary ADAM28 in bladder transitional 
cell carcinoma was revealed in this study. Our data support the hypothesis that ADAM28 
is involved in carcinogenesis and may be a valuable screening biomarker in human 
bladder transitional cell carcinoma.  

    14.10   Concluding Remarks 

 Many instrumental strategies have been developed and were based on ef fi cient 
separation followed by MS identi fi cation. The method that biologists prefer is 
2-DE. However, this 2-DE procedure suffers from many limitations, such as 
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sensitivity. Several separation methods have been reported in the scienti fi c literature 
employing a single high-resolution procedure as well as an approach of HPLC 
with a mass spectrometer for protein identi fi cation. In this study, we examined 
a new preparation method of pooled urine samples for analysis of urinary 
proteins. 

 Urine, a blood  fi ltrate produced by the urinary system, is readily collected and is 
an important source of information for bladder cancers because it has direct contact 
to bladder epithelium. The search for new biomarkers for early detection, monitor-
ing, and prognosis of bladder cancer is an active area of interest. For urine proteome 
analysis, a useful cleanup method combined with LC-based separation was reported. 
The large-scale identi fi cation of urinary proteomes using HPLC-ESI-MS/MS may 
serve as an ideal and ef fi cient method for the establishment of a panel of potential 
biomarkers and may help elucidate the mechanisms involved in bladder cancer. Our 
data demonstrated that the development of strategy to isolate urinary proteins can 
expand the urinary proteomic map. With the bioinformatic analysis, the urinary 
proteins may help discern the origin of proteins in the urinary tract. 

 Using proteomic approaches, we have pro fi led protein expression from bladder 
cancer and identi fi ed differentially expressed proteins. The upregulation of urinary 
ADAM28 in bladder cancer was revealed, and the correlation of ADAM28 in the 
urine with bladder cancer was indicated in this study. The database we generated 
provides information both on the identities of proteins present in human urine and 
a potential diagnostic biomarker for bladder cancer. Our results support its appli-
cability in the characterization of the human urinary proteome in health and blad-
der cancer. This approach is a potentially powerful tool to discover new biomarkers 
and/or causative factors of disease-related proteins in urinary clinical studies. 
However, the results of these studies must be veri fi ed by larger clinical studies.     
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  Abstract   This chapter presents a range of statistical methods for antibody microarray 
normalization and data analysis. Commonly used techniques for cluster generation, 
differential analysis, and classi fi cation are covered. The focus is on the implementa-
tion of each technique to the technology and its suitability in relation to sample types 
and experiment design.  

  Keywords   Antibody microarray  •  Bioinformatics  •  Data variability  •  Normalization  
•  Unsupervised clustering techniques  •  Supervised differential analysis  •  Multiple 
testing  •  Classi fi cation      

    15.1   Introduction 

 Antibody microarrays are one of several high-throughput proteomic technolo-
gies with great promise in biomedicine. One of the advantages of this technology 
over other proteomic approaches, such as liquid chromatrography mass spec-
trometry, is that it employs tiny quantities of antibodies to identify and quantify 
proteins that may be involved in development of a disease, or a protein to be 
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modulated by a treatment. The protein-binding patterns obtained can then be 
used as signatures to identify diseases or responses to treatment. Antibody 
microarray may also be used for  biomarker discovery, drug target discovery, and 
insights into disease biology. 

 The  fi eld of antibody microarrays has developed with a major focus on the 
technology platform (e.g., surface material, antibodies, detection methods, 
quanti fi cation), rather than subsequent processes such as data handling, bioinfor-
matics and data reporting. By contrast, numerous bioinformatic techniques have 
been developed for cDNA/DNA microarrays, and data reporting has been standard-
ized in the form of MIAME (minimum information about a microarray experiment). 
While several of the statistical methods for normalization and data analysis devel-
oped for DNA arrays can be applied to antibody microarrays with minor changes. 
Researchers need to determine which statistical approach to use on their data to 
obtain meaningful and reliable results. This chapter presents a range of statistical 
methods for antibody microarray normalization and data analysis. The focus is on 
the implementation of each aspect of data analysis for antibody microarray and its 
suitability in relation to sample types and experimental design.   

    15.2   Antibody Microarray Formats and Detection Methods 

 A number of variants of antibody microarrays have been developed (Fig.  15.1 ). The 
simplest approach for detection of protein binding on an antibody array employs 
direct labeling (Fig.  15.1a ), where proteins are tagged with  fl uorescent molecules. 
An alternative approach employs indirect labeling (Fig.  15.1b ), where the proteins 
are pre-tagged with biotin or small haptens (like digoxigenin or dinitrophenol). 
Once bound on the array, these proteins are detected by incubating with a secondary 
labeled binder, such as  fl uorescently labeled avidin or hapten-speci fi c antibody. The 
main advantage of the direct labeling approach over indirect labeling is that 
hundreds of proteins can be analyzed on the same slide. Fluorescence multiplexing 
can be used to compare two or more samples labeled with different  fl uorophores, on 
the same array. The main disadvantage, is that covalent labeling may alter the ter-
tiary structure of the proteins and interfere with antibody recognition. The sensitiv-
ity of these methods is often dependent on the selection of high-af fi nity antibodies, 
or antibodies recognizing epitopes unaffected by labeling.  

 For the sandwich ELISA (Fig.  15.1c ), unmodi fi ed proteins bind to the array; then 
a second antibody recognizing a different epitope on the same protein is applied. 
This second antibody is often tagged for detection (e.g., with a  fl uorophore, an 
enzyme such as horse radish peroxidase, or biotin). Alternatively, an untagged 
second antibody can be used, followed by a third tagged antibody (e.g., anti-mouse). 
The sandwich ELISA can be used for quantitative analysis, but only a small number 
of proteins can be detected simultaneously, mainly due to potential cross-reactivity 
between antibodies. In addition, the availability of antibody pairs recognizing different 
epitopes on the same protein is limited. A novel application of antibody microarrays 
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is to analyze protein/protein interactions (Fig.  15.1d ). Cell protein extract is applied 
to the array, and a labeled antibody against the proposed binding partner of the pro-
tein of interest is applied to detect protein-protein interactions (Yang et al.  2006 ; 
Wang et al.  2000  ) . One variant of this application requires puri fi ed  fl uorescently-
labeled proteins of interest. After cell protein extracts are applied and bound to the 
array, the labeled puri fi ed proteins are introduced. Positive  fl uorescence indicates 
interaction of the labeled puri fi ed protein with binding partners in the cell extracts. 
Another application of the technology is the pro fi ling of surface antigens on live 
whole cells (Fig.  15.1e ). Cells are captured directly by antibodies against expressed 
surface antigens selected for the array (Belov et al.  2001,   2006  ) . Cell-binding densi-
ties on antibody dots can be measured directly with an optical scanner. Alternatively, 
 fl uorescence multiplexing can be employed to discriminate between different cell 
types with  fl uorescently labeled antibodies against speci fi c sub-populations bound 
on the array (Zhou et al.  2011  ) . 

 A range of different detection methods is available for visualization of bound 
proteins. Fluorescent dyes such as Cyanine, Alexa, or Oyster are most commonly 

  Fig. 15.1    Antibody microarray assay formats. ( a ) Direct labeling: proteins are labeled for detec-
tion before introduced to microarray. ( b ) Indirect labeling: proteins are tagged with biotin or small 
haptens. Proteins bound to microarray are then detected with labeled avidin or hapten-speci fi c 
antibody. ( c ) Sandwich labeling: unmodi fi ed proteins are captured and detected with a labeled 
secondary antibody against the same protein. ( d ) Protein-protein interaction: protein interaction 
is detected with a labeled antibody against the binding partner of the protein of interest. 
Puri fi ed target protein can also be labeled to detect for interaction with other proteins on the 
array. ( e ) Whole cell capture: cell surface antigens are pro fi led on whole cells with antibodies 
speci fi c for cell surface molecules. Unique cell populations can be pro fi led with labeled secondary 
antibodies speci fi c for cell type (e.g., CD3 for T cells)       
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used for detection. The continuing development of more sensitive and pH-stable 
dyes with narrow excitation and emission spectra makes  fl uorescence detection 
the method of choice. Most scanners enable multiplexing with up to 4  fl uorophores, 
enabling direct multiplex comparison and relative quanti fi cation of four different 
samples, proteins, or cell types. Radioactive  125 I or  3 H provides greater sensitivity, 
but carries a risk of contamination, and is incompatible with high-throughput 
screening methods. Alternatives to  fl uorescence detection, such as rolling circle 
ampli fi cation (RCA) (Schweitzer et al.  2000  ) , improve sensitivity, while quantum 
dot crystals potentially offer superior photostability compared to chemical dyes 
(Wu et al.  2003  ) .  

    15.3   Data Variability 

 Systematic biases arising before analysis can disrupt expression pro fi ling of clinical 
samples. Careful statistical examination of results can detect biases, but problems 
cannot be corrected within a set of samples collected under the same conditions. 
Systematic errors between samples should be minimized or eliminated, through 
good experimental design, careful analysis, and quality-control protocols. 

 Biological variability is an issue when protein pro fi ling is used for  de novo  
discovery. An adequate sample size is essential, but de fi ning “adequate” can be 
challenging, especially when no prior knowledge exists about the target proteins 
(White et al.  2004  ) . Regardless of the number of samples, the consistency of bound 
protein level measurements should be evaluated within disease groups. Proteins 
determined as signi fi cant in an analysis should be checked for consistency of levels 
across samples via bootstrapping, visual inspection, and/or outlier detection meth-
ods to ensure that the results are not in fl uenced by a few samples. For example, 
bootstrap cluster analysis has been employed in DNA microarray studies to evaluate 
data consistency (Kerr and Churchill  2001  ) . 

 One of the major sources of inconsistencies in antibody microarray data is 
the variation in af fi nity and performance of different antibodies on the array. 
Heterogeneity in antibody af fi nity can span many orders of magnitude. The perfor-
mance of each antibody can depend on the chemistry of the solid surface to which 
it is applied, and on the buffer, storage conditions, and storage time. The shelf lives 
of antibodies vary in solution and in the solid phase. Although there are thousands 
of antibodies commercially available, incorporation of multiple antibodies with 
redundant antigen speci fi cities in an array may be wasteful. Although several 
attempts have been made to replace expensive antibody production in hybridomas 
by the production of scFvs or Fabs from phage display (Hallborn and Carlsson 
 2002  )  or ribosomal display (Hanes et al.  2000  ) , this approach is not usually applied 
to microarrays. 

 Antibodies immobilized on the microarray, can display varying performance, 
ranging from no activity to reduced af fi nity or speci fi city (Angenendt et al.  2002  ) . 
Antibody af fi nity can be increased by optimizing the surface to which antibodies are 
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applied, applying indirect immobilization strategies (Kusnezow et al.  2003  )  [13] or 
selecting a MAb from a different hybridoma clone. Another source of variation 
comes from protein tagging. In addition to possible epitope damage, the diversity 
and differing quantities of available amino acids, acting as targets for coupling 
chemistries, may prevent absolute quanti fi cation of proteins in complex samples. 
The measurement of recombinantly produced proteins, engineered to allow indirect 
labeling by af fi nity tags or fusions with  fl uorescent reporter molecules (Kukar et al. 
 2002  ) , has been suggested, but both approaches can cause changes to protein ter-
tiary structure or folding conformation. Taken together, these limitations rule out 
reliable quanti fi cation, preventing direct comparisons between different proteins on 
the same array. Fortunately, since these issues remain relatively consistent between 
batches of arrays and apply equally to all samples tested under identical conditions, 
it can be assumed that expression differences for each protein can be accurately 
calculated between samples.  

    15.4   Normalization 

 To accurately determine differential expression between samples, it is important 
that systematic biases in the measured protein levels are eliminated. In antibody 
microarrays, systematic differences can arise from differences in labeling and detec-
tion ef fi ciencies for the  fl uorescent labels, differences in the quantity of initial pro-
tein, and combinations of these effects. These problems can cause systematic 
differences in protein intensities between arrays, and the intensities must be adjusted 
before data analysis. In general, intensities are log-transformed using log base 2 
providing data that is homoscedastic, that is, has constant variance, an important 
assumption for many statistical methods. 

    15.4.1   Internal Ratio Normalization 

 This normalization procedure borrows directly from two-dye cDNA array meth-
ods, where the sample of interest is labeled with Cy3 and a reference sample is 
labeled with Cy5. These dye pairs have nearly identical chemistries, but different 
 fl uorescence wavelengths, one in the red range and the other in the green. If there 
is more of either Cy3 or Cy5, the spot will be either green or red, respectively. If 
the samples are present in equal amounts, the mixture will show as yellow. A 
reference sample or internal standard is routinely included to give an exact value 
to the “yield” or “ef fi ciency” of the assay. However, in the case of antibody 
microarrays, as the number of analytes increases, it becomes more dif fi cult to 
assemble speci fi c standards. For studies on cellular proteomics, reference samples 
can be prepared by pooling material from cell lines, tissues, or extracts, as long as 
a large amount is made and stored properly to avoid freeze-thaw cycles (Pollard 
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et al.  2005,   2007  ) . Serum studies can employ commercial samples of pooled 
human serum that has been well categorized proteomically by conventional mass 
spectrometry (Srivastava et al.  2006  ) . 

 This approach carries with it the limitation that the data are always ratios, not 
absolute intensity levels. Although ratios reveal some patterns in the pro fi le, they 
remove information about individual protein levels. Various parameters depend on 
the measured intensity, including the con fi dence limits that are placed on any 
microarray measurement. For two-dye systems, within slide normalization is 
necessary to adjust for the differences in intensity levels between dyes. Red Cy5 
intensities are generally lower than green Cy3 intensities. A MA plot showing the 
distribution of the red/green intensity ratio (M) plotted by the average intensity (A) 
is used to identify intensity-dependent biases in microarray data. If the data cloud 
is approximately horizontal, this suggests that no biases exist and a simple ANOVA-
like normalization method would suf fi ce. However, if intensity-dependent biases 
do exist, represented as curves in the data cloud, a nonparametric local regression 
procedure such as Loess (Yang et al.  2002  )  may be used. 

 Olle et al.  (  2005  )  have produced a variant of the two-dye microarray, where the 
antibody is used as an internal control, with one color quantifying the antigen and 
the second quantifying the antibody. Primary antibodies on the microarray are intro-
duced to biotin-labeled protein samples (whose binding is detected with labeled 
streptavidin), followed by labeled universal antibodies against the constant region 
of the antibodies. Normalization of antigen concentration is determined as a ratio of 
the median antigen  fl uorescence intensity divided by the median spotted antibody 
 fl uorescence intensity. Because the kinetics of antibody-antigen interactions depends 
on both antibody and antigen concentration, quantifying antibodies bound to the 
slide as an internal control allows for more accurate assessment of proteins, compa-
rable to that of Western blotting (Olle et al.  2005  ) .  

    15.4.2   Mean/Median Normalization 

 Mean normalization is the simplest and most widely used global normalization 
technique for antibody microarray data. The log-transformed intensities are adjusted 
such that the mean of each array is set to the same value. In cases where a large 
number of outliers in the data may provide an inaccurate estimate of the true center 
of distribution, median centering can be employed. The advantage of both mean and 
median normalization methods is their mathematical simplicity, enabling quick and 
easy implementation. Mean centering and its variations have proven to be a reliable 
method of minimizing technical variance in large-scale high-throughput data 
(Mestdagh et al.  2009 ; Wylie et al.  2011  ) . It also performs well for reproducibility 
and accuracy when applied to antibody microarray data, provided the average 
concentrations of the measured proteins are constant between samples (Hamelinck 
et al.  2005  ) . However, because average concentrations may vary, normalization by 
mean centering may occasionally produce results that inaccurately re fl ect the 
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trends in the data, especially if only a small number of proteins are measured. 
Discrepancies between mean and median values may lead to data being normalized 
in opposite directions depending on which summary measure is chosen. The main 
issue with this normalization method is that it implicitly assumes differences 
between arrays and/or samples are of a linear nature. Despite these shortcomings, 
mean and median centering remain the preferred normalization approaches in anti-
body microarray analysis. It is hoped that a normalization method capable of han-
dling nonlinear signals may be developed in the future, leading to standardization of 
antibody microarray normalization.  

    15.4.3   Loess/Cyclic Loess Normalization 

 Nonlinear normalization techniques, such as Loess, apply intensity-based correc-
tions to account for biases in the data that may arise from nonlinear relationships 
between two samples. This technique is based upon the idea of the MA plot gener-
ated by two color channel arrays. An extension of this, called cyclic Loess, can be 
applied to probe intensities from two samples at a time and extended to look at all 
pairwise combinations of samples when dealing with more than two arrays (Bolstad 
et al.  2003  ) . This approach is necessary for single-color antibody microarrays, 
where data tend to be nonlinear and require more adjustments for mismatches in the 
global intensity across each array. Cyclic loess normalization is applied by generat-
ing a loess regression line of  fi t through the scatter plot of two arrays (Yang et al. 
 2002  ) . Loess smoothing performs locally weighted least squares regression on a 
section of the data, before applying this in continuity to the rest of the data set, using 
a moving window of local data points to derive a  fi t line. Locally weighted regres-
sion can be performed for every spot on the array or on a range of spots predeter-
mined by a grid. The latter reduces computational cost, but in practice, the differences 
are minimal on most modern desktops. The normalizations are carried out in a pair-
wise manner, recording an adjustment for both arrays in each pair. After looking 
at all possible pairs of arrays, the set of adjustment are applied to the set of arrays. 
This is repeated, and typically, 1 or 2 complete iterations through all pair-wise 
combinations are performed. Hence, this method is more time consuming than 
mean/median centering. 

 Direct implementation of Loess normalization to antibody microarray data has 
been shown to lower reproducibility and reduce correlation between data 
(Hamelinck et al.  2005  ) . The main reason for this is that the Loess method was 
developed for DNA microarray data and relies on having a large number of data 
points to produce an accurate picture of intensity-based biases between two sam-
ples. Generally, antibody microarrays have many fewer data points, often less than 
a thousand different antibodies, compared to well over 50,000 different oligonucle-
otides on its DNA counterpart. Therefore, without compensation for fewer data 
points, direct translation of this method may introduce added noise to the data and 
reduce true biological variation.  
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    15.4.4   Normalizing Against House-keeping Proteins 

 Sets of house-keeping genes are often used to normalize DNA microarray data, but 
similar “house-keeping” proteins are much more dif fi cult to  fi nd for antibody 
microarrays. We showed that CD44 could be used as a “house-keeping” protein for 
normalizing antibody microarray data when investigating changes induced by sev-
eral differentiation-inducing agents in surface antigen expression pro fi les of human 
HL60 leukemia cells (White et al.  2005  ) . The same normalization approach could 
not be used for surface proteome pro fi ling of a range of clinical leukemia and lym-
phoma samples (Belov et al.  2001  ) , because CD44 expression varied. Instead, data 
were normalized on maximum dot intensity for each sample, resulting in correct 
disease classi fi cation for 97.6% of the patient samples. 

 It may be dif fi cult to  fi nd an effective single “house-keeping” reference protein 
for complex biological samples (e.g., serum, tissue). Serum IgM levels have been 
used with some success, for normalizing serum-protein pro fi le data (Hamelinck 
et al.  2005  ) . Also, normalization against a spiked-in standard, such as 2,4-dinitrophenol 
(DNP)-labeled BSA, has provided accurate results independent of the size of the 
array (Hamelinck et al.  2005 ; Miller et al.  2003  ) . However, the reliability of this 
approach depends on the quality of the microarray measurements, and on the accu-
racy of values for the spiked-in protein standard, and it would not correct for sources 
of bias that occurred before the standard was introduced. It has been suggested that 
a more “global” normalization approach against a given set of protein analytes, 
anticipated to display very little or no inter-sample variation, may yield improved 
results for analysis of complex biological samples.  

    15.4.5   Summary 

 The normalization of antibody microarray data is complex and should be incorporated 
into the experimental design. A reference sample or internal standard protein/s may be 
used for normalization, but may not be feasible for some antibody microarray experi-
ments. Global linear transformations using mean/median centering can correct for 
systematic errors that affect all intensities equally across samples. Loess approaches 
allow for nonlinear trends to be removed, but current methods developed for cDNA 
microarrays may not translate to antibody microarrays due to the fewer data points.   

    15.5   Comparing Expression Groups 

 Statistical analysis of antibody microarray data can be separated into unsuper-
vised and supervised methods. Figure  15.2  illustrates the work fl ow for data analy-
sis. In unsupervised methods, classes or categories are unknown and need to be 
discovered from the data. This approach is useful for hypothesis generation, where 
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proteins are categorized exclusively by expression patterns, using methods includ-
ing hierarchical clustering,  k -means clustering, self-organizing maps (SOMs), 
and principal component analysis (PCA) (Quackenbush  2001  ) . On the other hand, 
in supervised methods, classes are prede fi ned by prior knowledge, and a training 
set of well-characterized objects (e.g., samples) can be used to form a classi fi er 
(e.g., a disease signature and a normal signature) for classi fi cation of subsequent 
observations (Ringner et al.  2002  ) . The approaches discussed below are summa-
rized in Table  15.1 .   

    15.5.1   Hierarchical Clustering 

 Unsupervised clustering involves organizing microarray data from multiple samples 
and/or proteins into groups that have similar patterns. The most common method is 
hierarchical clustering (Fig.  15.3a ). To construct a hierarchy, the distance or 

  Fig. 15.2    Work fl ow for antibody microarray data analysis.  SOM  self-organizing map,  ANOVA  
analysis of variance,  EB  empirical Bayes,  SAM  signi fi cance analysis of microarray,  MMM  mixture 
model method,  SVM  support vector machine,  ANN  arti fi cial neural network, and  BN  Bayesian 
network       
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similarity between two expression vectors must  fi rst be de fi ned in order to group 
them. Calculations of distance are based on a “distance metric,” typically classi fi ed 
into two types: metric and semi-metric (Quackenbush  2001  ) . Next, decisions are 
made to determine which clusters should be joined. The distances, or similarities, 
between clusters is calculated using linkage methods. The “average linkage” algo-
rithm works most favorably with most normalized microarray data (Shannon et al. 
 2003  ) . The analysis starts with each variable in its own cluster. The algorithms then 
search for the pair of variables that have the smallest distance between them and 
merge these into a cluster. The distance metric is then repeatedly recalculated until 
a single cluster remains. The  fi nal result is displayed as a dendrogram, in which 
branch lengths re fl ect the degree of similarity between variables. The result can 
also be displayed as a “heat map” where a grid of color points provides a visual 
representation of protein expression. Hierarchical clustering has also been used for 
data mining from proteomic pro fi les: Using a two-way clustering algorithm, 
hepato-cellular carcinoma has been successfully differentiated from chronic liver 
disease (Poon et al.  2003  ) .  

 There are two potential problems associated with hierarchical clustering. Firstly, 
unlike supervised statistical methods, such as  t -test and ANOVA, the  p -values asso-
ciated with each cluster are not a measure of the statistical signi fi cance of the 
differences between clusters (Shannon et al.  2003  ) , thereby leaving the results 
subjective and open to variable interpretation. External criteria are typically used to 
choose the number of clusters. For example, if splitting a hierarchical tree at a 
particular height results in mostly early stage tumor samples in one cluster and late 
stage samples in the other, the split would be considered relevant. Such a split 
suggests that some of the proteins in the tree may be involved with the biology of 
the tumor, these proteins would warrant further analysis. The problem with this 
approach is the subjective nature of deciding which external criteria to use (e.g., 
staging, prognosis, response to treatment). The second issue with hierarchical cluster 

  Fig. 15.3 (continued)    Antibody microarray data analysis techniques. ( a ) Hierarchical clustering 
organizes all samples (or proteins) into groups with comparable patterns. Length of branch is 
inversely proportional to the degree of similarity. ( b )  k -Means split input data into predetermined 
 k  clusters by minimizing the distances of cluster members from the centroid. ( c ) Self-organizing 
maps provide a way of representing multidimensional data in much lower dimensional spaces. 
SOMs  fi nd variable-sized clusters of samples or proteins that are similar to each other, given the 
input number of clusters to  fi nd. ( d ) Principal component analysis is used as a visualization tech-
nique to observe the trend and scatter of clinical samples or proteins when viewed along two or 
three principal components. ( e ) Signi fi cance analysis of microarray carries out protein-speci fi c 
 t -tests using repeat permutations to avoid parametric assumptions. Average number of false posi-
tives can be adjusted to determine positive/negative expression. ( f ) Support vector machine trans-
forms the input data set into a higher dimension in which separation becomes easier. By increasing 
dimensionality, a hyperplane can be found to classify data points or prediction of an outcome 
parameter. ( g ) A type of arti fi cial neural networks uses multilayered perceptrons and the back-
propagation algorithm to classify data points into multiple or continuous classes. ( h ) Bayesian 
network shows conditional probability and causality relationships between proteins. Nodes and 
arcs represent the proteins and their interactions       
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analysis is that the algorithm will produce clusters from any data (Quackenbush 
 2001  ) . Since even unrelated data will produce clusters, caution is required in interpret-
ing the number of reliable clusters. Although several methods have been developed 
to estimate the number of clusters, such as optimizing Gap statistics (Hastie et al. 
 2000  ) , perturbation method (Bittner et al.  2000  ) , and an approach based on Mantel 
statistics (Shannon et al.  2002  ) , the problem of selecting the correct number of 
clusters remains open for further study. In spite of these problems, hierarchical 
cluster analysis remains a powerful and popular tool for microarray analysis. The 
advantage of the method is in the hierarchical nature of the output; the optimal or 
sensible cutoff point in the dendrogram can be chosen so that the clusters making 
biological sense can easily be identi fi ed. Unsupervised clustering is most suited for 
hypothesis generation, following which other methods should be used to assess 
relationships between variables.  

    15.5.2    K -Means Clustering and Self-Organizing Maps 

 Alternatives to hierarchical clustering are divisive clustering approaches, such as 
 k -means or SOMs, to partition data (either by proteins or samples) into groups that 
have similar expression patterns (Barrios-Rodiles et al.  2005  ) . If prior knowledge 
about the expected number of clusters is available,  k -means clustering (Fig.  15.3b ) 
is a good alternative to hierarchical methods (Gulmann et al.  2006 ; Story et al. 
 2008  ) . In  k -means clustering, objects are partitioned into a  fi xed number ( k ) of clus-
ters such that the clusters are internally similar but externally dissimilar. While no 
dendrograms are produced hierarchical techniques could be used on each partition 
of the data. Not only the number of clusters can be speci fi ed but also the number of 
proteins, for each cluster. For example,  k -means clustering can be used to classify 
patients with two morphologically similar but clinically distinct diseases, using 
microarray expression patterns. By setting  k  = 2, the data will be partitioned into two 
groups. The challenge is to determine whether there are really only two distinct 
groups in the data. In this case,  k -means clustering can be paired with other tech-
niques, such as Principal component analysis (PCA, described below), to specify  k  
and group proteins into related clusters. This technique alone should only be used 
for low-dimensional data sets of proteins, where a speci fi ed number of clusters can 
be appropriately selected. 

 A variation of the  k -means method that allows samples to in fl uence the location 
of neighboring clusters is known as SOM (Fig.  15.3c ). This technique is particularly 
valuable for describing the relationships between clusters (Toronen et al.  1999  ) . 
A SOM assigns proteins to a series of partitions on the basis of the similarity of their 
expression vectors to reference vectors that are de fi ned for each partition (Kohonen 
 1995  ) . It is the process of de fi ning these reference vectors that distinguishes SOMs 
from  k -means clustering. As with  k -means clustering, the user has to rely on some 
other source of information to determine the number of clusters that best represent 
the available data. This arti fi cial neural network-based clustering approach can also 



34515 Antibody Microarrays and Multiplexing

be trained to recognize and classify complex patterns, for example discriminate 
extensive proteomic pro fi les of sera from cancer patients from sera of disease-free 
individuals (Poon et al.  2003  ) .  

    15.5.3   Principal Component Analysis 

 PCA is a multivariate statistical tool for reducing the number of variables in high-
dimensional data by identifying a subset of proteins that is responsible for the 
majority of observed differences (Joliffe  1986  ) . The principle behind PCA involves 
presenting the data points in a three-dimensional cloud and rotating it so that it can 
be viewed from different perspectives (Fig.  15.3d ). The technique  fi nds the best 
views from which data can be separated into groups. Thus, PCA picks out patterns 
in the data while reducing the effective dimensionality of protein-expression space 
without signi fi cant loss of information. 

 PCA creates perpendicular axes (called principle components) in the three-
dimensional cloud of data. The  fi rst principal component (P1) is the longest axis and 
contains the greatest fraction of the overall variance in the data. Each succeeding 
axis, or component, has increasingly smaller fractions of the remaining variability. 
There will be the same number of axes as there are variables (e.g., proteins). By 
plotting any two principal components, a two-dimensional view can be constructed 
that re fl ects the relative variation of the multidimensional data. Data points located 
near each other have similar characteristics (e.g., patterns of protein expression). 
Additionally, each variable is assessed to establish its contribution to the overall 
distribution of the data set. If a variable has a high correlation with a component, it 
has a strong in fl uence on the distribution of the data. Thus, PCA will indicate which 
variables in a data set are important and which are of little consequence (Gulmann 
et al.  2006 ; Raychaudhuri et al.  2000  ) . 

 PCA has been applied to antibody microarrays, to classify leukemia and lym-
phoma patients (Belov et al.  2006  )  and identify serum-protein pro fi les associated 
with lung cancer (Gao et al.  2005  ) . In most implementations of PCA, it is dif fi cult 
to accurately set the precise boundaries of distinct clusters in the data or to de fi ne 
proteins belonging to each cluster. However, PCA is a powerful tool when com-
bined with other discriminative methods, such as  k -means and SOMs, that require 
the user to specify the number of clusters. PCA can also be used to identify techni-
cal variables of importance, for example a batch effect where clusters in the PCA 
plot correspond to different batches of microarrays.   

    15.6   Differential Expression 

 The techniques discussed so far are unsupervised methods for identifying patterns 
of protein expression. Supervised methods provide an alternative or complemen-
tary approach if there is prior information for predicting clustering. Antibody 
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microarray analysis incorporates some of the simplest heuristic approaches for 
the identi fi cation of differentially expressed proteins. Most analyses are based on 
setting a threshold on the observed fold-change differences in expression between 
the state under study (e.g., disease or treatment) and the control. However, deter-
mination of fold changes simply addresses how the mean is behaving and does not 
consider variability in the measurements. A protein may exhibit a large fold-
change, but may be unstable and thus unreliable. Statistical methods that take into 
account deviations in the mean as well as random variability in the system are 
preferred. A wide range of univariate feature ranking techniques are used for 
microarray data analysis. These techniques can be divided into two classes: para-
metric and model-free (nonparametric) methods. 

    15.6.1   Parametric Analysis 

 The student’s  t -test and analysis of variance (ANOVA) are among the most widely 
used techniques in microarray analysis. Parametric tests are more powerful and 
ef fi cient than nonparametric tests. However, to use parametric approaches, funda-
mental statistical assumptions about sample distributions must be made. Microarray 
data may not conform to the assumption of a normal distribution, and have small 
numbers of replicates. The use of  t -test or ANOVA analyses in their basic form 
often overlook the homogeneity of variance in the data (Jafari and Azuaje  2006  ) . 
Modi fi cations of the standard  t -test to better deal with the small sample size and 
inherent noise of protein-expression data sets include a number of  t - or  t -test-like 
statistics (differing primarily in the way the variance is estimated). The  t -test 
proposed by    Welch ( 1947 ) is speci fi cally designed to handle the possibility of 
having unequal variances (Pan  2002  ) . Ruxton  (  2006  )  has shown the unequal 
variance  t -test can effectively replace the student’s  t -test and Wilcoxon rank sum 
test (nonparametric version of  t -test) for ranked data with non-normal distribution. 
Even when population variances are equal, the unequal variance  t -test may perform 
just as well as the  t -test and Wilcoxon rank sum test (Ruxton  2006  ) . 

 ANOVA is a natural tool for studying data from experiments with multiple factors 
(Kerr et al.  2000  ) . In its simplest form, ANOVA provides a statistical test of whether 
or not the means of several groups are equal. A fundamental assumption of ANOVA 
is that there exists a scale on which the various effects are additive. The crucial issue 
with ANOVA for microarray analysis is deciding whether these effects should be 
treated as  fi xed or random. Fixed effects are thought of as unknown constants, for 
example, the application of one or more treatments to the subjects. In contrast, ran-
dom effects arise through random processes, where various factor levels are inherent  
to a large population. Some studies prefer the use of  fi xed effect models as a starting 
point (Kerr and Churchill  2007  ) , but others argue that random effects are more appro-
priate in some cases (Wol fi nger et al.  2001  ) . Kerr and Churchill were hesitant of 
employing standard methods for random effects in their data, as the parameter 
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empirical distributions were decidedly non-normal. On the other hand, Wol fi nger 
et al.  (  2001  )  performed ANOVA with random effects for the “blocking effects” in 
microarrays. Kerr and Churchill  (  2001  )  acknowledged the functionality of random 
effects and suggested they are more appropriate for exploratory microarray experi-
ments. They also suggested that protein effects and protein interactions, including 
the effects of interest, should be treated as random. An advantage of model-based 
data analysis such as ANOVA is that the model helps the analysts explore the data. If 
one  fi nds a model inadequate, discovering the source of the inadequacy can help to 
determine variations and bias in the data. Biological data are inherently variable, and 
statistical inference is required to draw conclusions.  

    15.6.2   Nonparametric Analysis 

 Due to uncertainty about the true underlying distribution of many protein-expression 
levels and dif fi culties in validating distributional assumptions because of small sam-
ple sizes, nonparametric methods have been widely proposed as an attractive alter-
native because they make less stringent model-free distributional assumptions 
(Troyanskaya et al.  2002  ) . 

 The Wilcoxon rank sum test (or Mann-Whitney  U  test) is the classical nonpara-
metric alternative for the  t -test. It is more reliable for non-normal data and is thus 
well suited whenever the presence of outliers is suspected. However, the trade-off 
for robustness is the loss of power, as demonstrated by a signi fi cant reduction in 
differential gene expression (Thomas et al.  2001  ) . The Wilcoxon test requires only 
that the samples being compared have distribution functions with the same shape 
(their location parameters may vary). This implies, strictly speaking, that it is not 
applicable if the expression levels of a protein have unequal variances under the two 
conditions. 

 Rank product (RP) is a nonparametric test developed speci fi cally for detection of 
differentially expressed genes or proteins in microarray experiments (Breitling et al. 
 2004  ) . It scores genes on the basis of their ranks in multiple comparisons. It is par-
ticularly well suited for noisy data sets with a small number of replicates, such as 
those encountered in the biological laboratory. Breitling and Herzyk  (  2005  )  used 
simulated microarray data to compare RP with Wilcoxon rank sum and  t -statistics. 
RP outperformed both tests in data sets with a small number of replicates and non-
normally distributed noise or lack of sample homogeneity. For a small sample size 
RP was on a par with  t -statistic and Wilcoxon rank sum (Breitling and Herzyk 
 2005  ) . The main weakness of RP is its sensitivity to variations in gene- or protein-
speci fi c variance, namely, the higher variance of weakly expressed genes or pro-
teins. These limitations could be reduced by variance stabilizing normalization 
techniques or by using average ranks, that are less sensitive to variability in gene-
speci fi c variances.  
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    15.6.3   Shrinkage Methods 

 A speci fi c class of methods use a modi fi ed versions of the standard  t -test to identify 
 fi differential genes or proteins. These methods, including the empirical Bayes (EB) 
method (Efron and Tibshirani  2002  ) , linear models for microarray data (Limma) 
(Smyth  2004  ) , signi fi cance analysis of microarray (SAM) (Tusher et al.  2001  ) , and 
the mixture model method (MMM) (Pan et al.  2003  ) , use different techniques to 
alleviate the problem of small sample sizes in microarray studies, enhancing the 
robustness against outliers. The idea is that with replicates of microarrays, one can 
estimate the distribution of random errors without strong parametric assumptions, 
making it possible to distinguish genuinely altered protein expression from noise 
with high con fi dence. 

 Such procedures often estimate prior distributions from the data, in direct con-
trast to standard Bayesian methods, where the prior distribution is  fi xed before data 
are collected. These techniques are primarily designed to “borrow information” 
across proteins and experimental conditions, in the hope that the borrowed infor-
mation will lead to better estimates and, hence, more stable inferences. Some of 
these techniques, including Limma and SAM, enable adjusting for multiple testing 
based on a local FDR and associated  q -statistic (SAM; Fig.  15.3e ). The  q -statistic 
gives an estimate of the probability of falsely identifying a protein as “signi fi cant” 
within all the groups of proteins that have  q  values lower than that for the protein 
in question. The local FDR gives a measure of the probability that a given feature 
is identi fi ed as signi fi cant by random chance. Performance comparison of these tech-
niques have been discussed in detail in the literature (Pan  2002 ; Pan et al.  2003 ; 
Schwender et al.  2003  ) . In brief, EB may produce slightly more conservative 
signi fi cance levels as only the lower bound of posterior probability is actually esti-
mated, SAM may not be able to estimate small false positives well because false 
positives are estimated by a  fi nite number of simulated null scores, while SAM is 
more robust to the use of null statistics than MMM. These procedures all take 
advantage of the existence of replicate samples to construct the null scores and a 
large number of proteins to estimate the null distribution (Pan et al.  2002  ) , and 
therefore, they should only be applied to microarrays with very large number of 
proteins (over 500) to obtain meaningful results.   

    15.7   Multiple Testing 

 False positives tend to be particularly problematic in high-throughput proteomic 
studies where many candidates must be statistically tested. The strength of antibody 
microarrays, their ability to screen hundreds of proteins at a time, also creates many 
opportunities for spurious discoveries. For example, when comparing two condi-
tions (such as normal vs. cancer) with ten samples per condition, the more proteins 
we test, the more likely we are to observe false “signi fi cantly” expressed proteins. 
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Therefore, a multiple testing correction procedure is required to adjust the statistical 
con fi dence measures based on the number of tests performed, regardless of which 
test is used. 

 The simplest and most widely used method is the Bonferroni adjustment, where 
a score is deemed signi fi cant only if the  p  value multiplied by the number of tests is 
below a set threshold (e.g., 0.01 or 0.05). The Bonferroni adjustment controls the 
familywise error (FWE): the probability that at least one protein is called signi fi cantly 
expressed while in reality it is not. In some microarray settings, with large numbers 
of tests and small sample numbers, this correction is often too strict (Noble  2009 ; 
Armstrong and van de Wiel  2004  ) . An alternative is the control of false discovery 
rate (FDR); it is a less conservative procedure than Bonferroni correction, with 
greater power than FWE control but at a cost of increasing the likelihood of obtaining 
false positives. FDR can be computed from a list of  p  values using the Benjamini-
Hochberg procedure by multiplying the univariate  p  values by the number of pro-
teins and dividing by the rank of the  p  value (Benjamini and Hochberg  1995  ) . In 
general, for a  fi xed signi fi cance threshold and  fi xed null hypothesis, performing 
multiple testing correction by means of an FDR estimation will always yield at least 
as many signi fi cant scores as using Bonferroni adjustment. 

 The choice of a multiple testing correction method depends upon the cost of false 
positives or false negatives. For example, FDR may be appropriate if a collection of 
follow-up validation experiments is planned and the user is willing to tolerate hav-
ing a  fi xed percentage of those experiments as false positives. Alternatively, if fol-
low-up focuses on a single sample, then the Bonferroni adjustment is more 
appropriate (Noble  2009  ) . In summary, in any experimental setting in which multiple 
tests are performed,  p  values must be adjusted appropriately. Generally, antibody 
microarrays are less susceptible to multiplicity problems when compared to their 
DNA/cDNA counterparts. They contain fewer spots, antibodies are often selected 
based on biological knowledge of the test samples, and the smaller number of tests 
leads to less severe corrections.  

    15.8   Classi fi cation 

 Supervised approaches are well suited to categorizing samples into known pheno-
types. The main goals for investigators are to identify the proteins that are most 
important for the classi fi cation and to develop a robust classi fi er with validation 
procedures that can successfully handle blinded test data. The results can provide a 
clinical tool for diagnosing a disease, predicting the outcome or treatment response, 
and/or insights into the underlying molecular mechanisms. 

 Supervised machine learning algorithms can be trained to recognize and 
characterize complex patterns, provided information is already available for the 
subclassi fi cation of test samples (e.g., cancer patients vs. normal controls). Machine 
learning approaches produce the best results when large numbers of examples 
(training set) are used to adapt the parameters of a model that can then be used for 
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performing predictions or classi fi cation on data. Support vector machines (SVMs) 
(Cristianini and Shawe-Taylor  2000  ) , arti fi cial neural networks (ANNs) (Bishop 
 1995  ) , and Bayesian networks (BNs) (Friedman et al.  2000  )  are widely used 
examples for pattern recognition. This is achieved by adjusting the parameters of 
the data- fi tting models by a process of error (e.g., misclassi fi cation) minimization 
through learning from experience with training samples. A report by Ringner et al. 
 (  2002  )  discusses the advantages and limitations of SVMs and ANNs. Generally, 
SVMs are better at handling the high-dimensional array data, whereas ANNs require 
some preprocessing to avoid over fi tting. On the other hand, the results from ANNs 
allow for a straightforward probability interpretation, and ANNs are more easily 
generalized to multi-class classi fi cation problems.    In addition, ANNs can be used to 
classify samples not only according to a dichotomous distinction (such as good 
prognosis vs. poor prognosis) but also according to more sample-speci fi c pheno-
types such as time of survival (a continuous variable). 

    15.8.1   Support Vector Machines 

 The basic idea of SVM is that the inputs are formulated as feature vectors, which are 
mapped into a feature space by using the kernel function. Finally, a division is com-
puted in the feature space to optimally separate two classes of training vectors 
(Fig.  15.3f ). SVM has been widely used in antibody microarray studies to identify 
complex patterns in the serum proteome of various patients, such as metastatic 
breast cancer (Carlsson et al.  2008  ) , early pancreatic cancer (Ingvarsson et al.  2008  ) , 
and ovarian cancer (Mor et al.  2005  ) , systemic lupus erythematosus, and systemic 
sclerosis (Carlsson et al.  2011  ) . Ingvarsson et al.  (  2008  )  chose not to perform any 
parameter tuning to avoid over fi tting and  fi ltered out nondiscriminatory proteins 
using the Wilcoxon rank score, followed by ranking proteins based on their predic-
tive accuracy in a leave-one-out cross-validation scheme. Carlsson et al.  (  2011  )  also 
avoided parameter tuning but did not  fi lter the data before training the SVM.    All 
antibodies on the microarray were used, and proteins were ranked according to their 
contribution to de fi ning the decision hyperplane, that is, according to their impor-
tance in classifying the sample. This un fi ltered approach, in principle, allows each 
protein to be ranked for each sample. Since it is likely that distinct clinical behaviors 
are explained by different molecular mechanisms in different patients, this approach 
has the potential to use machine learning methods to pro fi le an individual’s pro-
teome, thereby creating possibility of personalized medicine.  

    15.8.2   Arti fi cial Neural Networks 

 The  fi rst generation of ANNs, called perceptrons, was simple linear logistic regres-
sion methods. More elaborate ANNs in the form of a multilayer perceptron were 
another machine learning approach that has proven to be powerful when classifying 
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tumor array-based mRNA expression data in DNA arrays (Khan et al.  2001  ) . A 
multilayered perceptron consists of a set of layers of perceptrons, and for high-
dimensional data, a large number of perceptrons are needed (Fig.  15.3g ). The more 
perceptrons there are in the ANN, the more training samples are required for cali-
bration. This becomes a problem for array data where the number of samples is 
much lower than the number of measured proteins which leads to a high risk of 
over- fi tting. This problem may be overcome by reducing the dimensions of the data, 
using a dimensional reduction algorithm such as PCA, or by selecting a smaller set 
of proteins as input to the classi fi er in a supervised way by using a discriminatory 
score. This is followed by careful monitoring of the learning process using a cross-
validation scheme to avoid over-training (Khan et al.  2001  ) . So far, ANN has had 
limited use for antibody microarray data, but its versatility has been proven for gene 
expression microarrays. ANN was used to investigate the phenotype associated with 
estrogen receptor (ER)   a   status in human breast cancer; it was found that ANNs 
could accurately classify the tumors into ER-positive and ER-negative samples 
(Gruvberger et al.  2001  ) . The advantage of ANN over SVM is that it can easily be 
adopted to predict continuous values instead of classes. For example, it can be used 
to predict protein levels of the ER receptor instead of classifying samples into binary 
ER classes. Such a prediction method can potentially be used to gain further insights 
into the relevant proteins and may be useful for patient outcome prediction, where 
survival times may be important.  

    15.8.3   Bayesian Networks 

 BN computational analysis can be used to identify patterns of protein expression 
over and across entire pathways (Fig.  15.3h ). Implementation of BN has been for 
modeling protein signaling pathways (Friedman  2004  )  and for the discovery of 
novel molecular interactions (Sachs et al.  2005  ) . These analyses combine all the 
features of BN, that is, the ability to learn from incomplete noisy data, to combine 
both expert knowledge and data to derive a suitable network structure, and to express 
causal relationships. BN analysis is ideal for microarray data, which can often con-
tain nonspeci fi c binding and/or high signal-to-noise ratio, as the parameters for BNs 
may be learned even when the training data set is incomplete (i.e., the values of 
some variables in some cases are unknown). Commonly, the expectation-maximiza-
tion (EM) algorithm is used, that estimates the missing values by computing the 
expected values and updating parameters by re-using these expected values as if 
they were observed values. BN models qualitatively demonstrate the direct and 
indirect causative in fl uences of pathway components on each other in the form of an 
in fl uence graphic diagram containing nodes and arcs. Nodes represent the measured 
variables, and interconnecting arcs represent statistically meaningful relationships 
between them, both in a linear and nonlinear fashion. BN offers a solution to the 
common problem of over fi tting in machine learning, by providing mechanisms for 
describing uncertainty and for adapting the number of parameters to the size of the 
data. This elevates the need for a large training data set when using complex learned 
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models. The ability of BN to identify probabilistic dependence relationships is par-
ticularly important in the discovery of new therapeutic targets. It also has potential 
in the  fi eld of phosphoproteomics, as inhibition of any one pathway branch may 
have signi fi cant consequential effects in other pathways. It has been applied to  fl ow 
cytometry with success (Sachs et al.  2005  )  and could be a valuable technique for 
modeling complex interactions in antibody microarray data.   

    15.9   Open-Source Microarray Analysis Software 

 Most of the normalization and data analysis techniques discussed in this chapter can be 
accessed on open-source microarray analysis software. Table  15.2  presents some com-
monly used microarray analysis packages and their main features. TM4 (  http://www.
tigr.org/software    ), ARMADA (  http://www.grissom.gr/armada    ), Bioconductor (  http://
www.bioconductor.org    ), BASE (  http://base.thep.lu.se    ), Cluster (  http://rana.lbl.gov/
EisenSoftware.htm    ), and Java Treeview (jtreeview.sourceforge.net) represent different 
approaches to the same problem, and each has advantages and disadvantages. TM4 
(Saeed et al.  2003  )  offers users a graphical interface that is easy to navigate, and the 
program architecture provides great  fl exibility for development of new algorithms. 
However, implementation of new statistical tools requires the creation of analysis 
libraries, and users have to install new software releases. ARMADA (Chatziioannou 
et al.  2009  )  provides a similar comprehensive data analysis program with a simple 
graphical user interface (GUI). The Bioconductor Web site (Gentleman et al.  2004  )  is 
a repository for packages written to analyze different types of biological data in the  R  
statistical environment. It allows for the rapid development and dissemination of new 
methods. Perhaps the biggest problem with  R  language is that  fi st-time users can be 
discouraged by the complexity of the  R  command-line environment. Packages like 
tkWidgets may simplify the interface and provide GUI elements in  R . However, the 
advantage of learning  R  is that one then has access to advanced statistical methods if 
standard programs are insuf fi cient to analyze your experimental data. BASE (Saal et al. 
 2002  )  minimizes the software update problem by using a Web-based approach and, as 
such, could easily integrate the TM4 utilities, but it loses a good deal of the graphical 
functionality that local applications can provide. Cluster 3.0 (Eisen et al.  1998  )  and 
Java Treeview (Saldanha  2004  )  are specialized programs that provide powerful cluster-
ing analyses and visualization options. Although lacking in versatility, they provide 
more options in visualization of cluster data than any other program. The main limita-
tion of these programs is that they were created for DNA/cDNA arrays and, as a result, 
image analysis can be challenging. In most cases, it is easier to import data already 
quanti fi ed using image analysis software (e.g., ImageJ or ImageQuant) in tabular form 
(Excel spreadsheet or tab-delimited text formats). Also, all of the integration databases 
are linked to genomic libraries and offer little use for proteomic analysis. These issues 
may only be temporary, as the advantage of open-source software is the availability of 
their source codes, that allows the community to modify the program and implement 
new functionality better suited for antibody microarray analysis.       

http://www.tigr.org/software
http://www.tigr.org/software
http://www.grissom.gr/armada
http://www.bioconductor.org
http://www.bioconductor.org
http://base.thep.lu.se
http://rana.lbl.gov/EisenSoftware.htm
http://rana.lbl.gov/EisenSoftware.htm
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   Table 15.2    Some of the open-source microarray analysis software packages   

 Software  Function  Features/analytic techniques 

  TM4: Java-based system for microarray expression analysis  
 TIGR Spot fi nder  Semiautomated image 

analysis software 
 Dynamic thresholding algorithm for 

spot intensity determination, 
provides quality measures for each 
spot, and interfaces directly with 
AGED database (gene expression 
database) 

 MIDAS  Data normalization and 
 fi ltering 

 Background- and quality-control 
trimming, lowess/loess 
normalization, replicate 
analysis and  fi ltering, and SD 
regularization 

 MeV  Data visualization and 
analysis 

 Large number of techniques, including 
hierarchical clustering,  k -means, 
SOM, PCA, ANOVA, SAM, SVM, 
 t -test, and Bayesian networks 

  ARMADA: MATLAB implemented multi-analysis platform for microarray analysis  
 ARMADA  Automated quality control, 

analysis, annotation, 
and visualization of 
microarray data 

 Image analysis: background subtraction, 
signal-to-noise ratio calculations, 
and spot quality  fi ltering 

 Normalization: global mean/median, 
lowess/loess, and quadratic/robust 
variants of lowess/loess, and rank 
invariant 

 Data analysis: hierarchical clustering, 
 k -means, fuzzy C-means, PCA, 
LDA,  k -nearest neighbors, and 
SVM 

  Bioconductor: statistical analysis tools developed in R  
 Biobase  Base functions for package  exprSet class provides a systematic 

representation of microarray 
expression data and designed 
to follow the MIAME 
standards 

 Marray package 
(classes, input, 
norm, plots) 

 Data handling and 
normalization 

 Diagnostic plots of microarray spots: 
boxplots, scatter plots, and spatial 
color images 

 Normalization: 2D spatial, loess, 
internal control spots, and spiked-in 
controls 

 Gene fi lter, multtest, 
annotate 

 Data  fi ltering and identify 
differentially expression 

 Filtration: ANOVA and Cox model 
 Multiple testing procedure: 

familywise error rate and false 
discovery rate 

 Limma  Linear models for microarray 
data 

 Data analysis, linear models, and 
differential expression for 
microarray data 

(continued)
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 Software  Function  Features/analytic techniques 

  BASE: Web-based approach to data management and annotation  
 BASE  Database for ancillary 

annotation and microarray 
data. Plug-ins enable 
normalization and 
analysis 

 Plug-ins: 
 Normalizer application—global mean/

median normalization, lowess 
 MDS module—multidimensional 

scaling 
 3D data viewer—visualize and explore 

data as 3D projection 
 MeV integrated for data analysis 

  Cluster and Treeview: computational and graphical environment for microarray data analysis  
 ScanAlyze  Microarray image analysis  Semiautomatic image processing, grid 

de fi nition, and complex pixel/spot 
analysis 

 Cluster 3.0  Data  fi ltering and analysis  Log transform, mean/median 
centering, hierarchical clustering, 
 k -means, SOM, and PCA 

 Java Treeview  Cluster visualization  Numerous dendrogram visualization 
options, scatter plots, karyoscope 
plot, and dendrogram-like view of 
sequence data 

   SOM  self-organizing map,  ANOVA  analysis of variance,  PCA  principal component analysis,  SAM  
signi fi cance analysis of microarray,  SVM  support vector machine,  kNN k -nearest neighbor algo-
rithm,  LDA  linear discriminant analysis,  MIAME  minimum information about a microarray 
experiment  

Table 15.2 (continued)
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  Abstract   Proteomics is a systems-based methodology for describing the changes 
in protein expression present in biological samples that can occur with disease 
processes. Analysis of proteome allows individuating proteins that act as biomarkers, 
which have many potential roles in clinical practice: diagnosis, response to treatment, 
risk strati fi cation and prognosis. This chapter summarises the most important 
proteomics application in anaesthesiology and critical care.  

  Keywords   Biomarkers  •  ICU  •  Perioperative risk      

    16.1   Introduction 

 Proteomics has the potential of providing highly translatable results and applica-
tions for public health since proteins are the heart of human physiology and, 
consequently, of pathology. Proteomics is a systems-based methodology for 
describing the complex changes in protein expression and post-translational 
modi fi cations present in the genome biological samples that can occur with disease 
processes. We already learnt that the genome is complex, and now the scienti fi c 
community is facing the fact that proteome is even more complicated, redundant 
and well dif fi cult to analyse and quantify: the exact number of human proteins is 
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unknown, but it is expected to be in the many million range; however, the real 
goal is understanding the fundamental principles of protein–protein interactions, 
enzyme catalysis and related signal transduction pathways. Aiming to maximum 
exempli fi cation, we could say that a gene mutation is clinically irrelevant until a 
change in function of the protein end product is produced, but the next frontier 
is to move forward from descriptive lists of differentially expressed proteins 
to mechanistic insights to identify nodal points of protein network. Analysis of 
proteome allows to individuate proteins that act as biomarkers, which according to 
the WHO are “any substance, structure or process that can be measured in the 
body or its products and in fl uence or predict the incidence of outcome or disease” 
(WHO International Programme on Chemical Safety. Biomarkers in risk assessment: 
validity and validation  2001  ) . A biomarker should be SMART, a mnemonic for 
Sensitive (and Speci fi c), Measurable, Available, Responsive (and Reproducible) 
in a Timely fashion (Barnett and Ware  2011  ) . New technologies are enhancing the 
study of proteomics (read also Chaps.   1     and   7     for detailed information) for patient-
centred research strategies; this is very important since there are many potential 
roles for biomarkers in clinical practice: diagnosis, response to treatment, risk 
strati fi cation and prognosis. This chapter summarises the most important proteomics 
application in anaesthesiology and critical care.  

    16.2   Clinical Application of Proteomics in Anaesthesiology 

 Despite the widespread clinical use of anaesthetics since the nineteenth century, a 
clear understanding of the mechanism of anaesthetic action is only just beginning to 
be understood in detail, in particular for inhalational anaesthetics. 

 Anaesthesia embraces some controlling yet reversible characteristics: immobil-
ity, muscle relaxation, amnesia, analgesia and unconsciousness. To obtain these 
effects, according to the “holistic vision”, anaesthetic agents do not interfere with 
the function of limited groups of neurons but act widely in the central nervous sys-
tem, from the spinal cord to the cortex, and even out of it: this enhances the 
dif fi culties to know exactly the targets and the mechanisms of action of anaesthetic 
drugs (Koch and Green fi eld  2007  ) . 

 The experiments carried out by Overton and Meyer at the turn of the nineteenth 
century suggested a common unitary mechanism for inhalation anaesthetics: the 
cell’s lipid membrane was concluded to be the primary site of action of anaesthetics. 
This hypothesis included anaesthetic-induced volume expansion of the cell mem-
brane, increased  fl uidity of cell membrane and increased lateral surface pressure 
(Kopp Lugli et al.  2009  ) . 

 However, later experiments shifted the focus of anaesthetic action to proteins: 
now it is clear that anaesthetic drugs, similar to the most of other drugs, act by bind-
ing several membrane and cytosolic target proteins (Eckenhoff and Johansson  1997 ; 
Franks  2006  ) . The fact that proteins also contain lipophilic domains supports the 
continuing importance of the Meyer–Overton correlation. Nevertheless, discovery 
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of a single fundamental mechanism for anaesthetic drug action has become less and 
less likely. According to multiple-target hypothesis, different anaesthetics produce 
various effects binding an increasing number of protein candidates, in particular 
membrane receptors and ion channels. Binding target proteins, anaesthetic drugs 
can modulate inhibitory and excitatory synapses by presynaptic or postsynaptic 
interactions and modify CNS cell metabolism (Kopp Lugli et al.  2009  ) . 

 Thus, the proteocentric view of anaesthetic mechanism makes the proteomics a 
central science to know what are the target proteins and how anaesthetics interact 
with them in vivo and in vitro. 

 Using a combination of photolabelling, two-dimensional gel electrophoresis 
and mass spectrometry, it has been possible to identify anaesthetic-binding targets 
in the nervous tissue. In this way, it has been detected that halothane binds about 
90 proteins in rat brain (Xi et al.  2004  ) . These proteins can be classi fi ed into several 
functional groups, including carbohydrate metabolism, protein folding, oxidative 
phosphorylation, nucleoside triphosphatase, kinase activity, ion channels and 
membrane receptors (Pan et al.  2007  ) . 

 Similar studies have reinforced the idea that mitochondria represent a target 
organelle for anaesthetics. Volatile anaesthetics are able to bind the components of 
the respiratory chain thereby reducing oxidative phosphorylation: these binding 
sites may contribute to anaesthetic action (Xi et al.  2004 ; Morgan et al.  2002  ) . 

 These studies provide evidence for multiple anaesthetic-binding targets and sug-
gest potential pathways involved in their actions. 

 Proteomic technologies can also highlight how anaesthetics interact with and 
alter protein function. Crystallographic studies have reinforced the notion that 
aesthetics anaesthetic act by binding to certain hydrophobic cavities on their pro-
tein targets, thereby modifying the thermodynamic stability and/or perturbing the 
tertiary or the quaternary structure of the target (Bhattacharya et al.  2000 ; Pidikiti 
et al.  2005  ) . These interactions occur with low af fi nity and are unspeci fi c since 
these hydrophobic cavities is an attractive generic for different hydrophobic 
ligands. In the case of halothane–nicotinic receptor interaction, halothane binds the 
hydrophobic cavity close to the M2–M3 loop. This binding modulates the dynamics 
of the M2–M3 loop, which is implicated in allosterically transmitting the effect to 
the channel gate. In potassium channels, anaesthetic molecules potentiate the open 
conformation (Vemparala et al.  2010  ) . Proteomic experiments have also demon-
strated that phosphorylation state of a target protein can modulate af fi nity for 
anaesthetic drugs (Koch and Green fi eld  2007  ) . 

 Another proteomics application to understand the pharmacodynamics of 
anaesthetic drugs concerns the study of protein expression pro fi le (i.e. proteome) 
changes in tissues or  fl uids after exposure to an anaesthetic agent. Using pro-
teomic technologies, such as two-dimensional electrophoresis, mass spectrometry 
(MS) and matrix-assisted laser desorption/ionisation–time-of- fl ight mass spectrom-
etry (MALDI-TOF MS), most of the studies have demonstrated that anaesthetics 
are able to signi fi cantly modify proteome expression in vivo and in vitro. 

 As expected, the proteins whose expression level is up- or downregulated by 
anaesthetics are related to many biological neuronal activities, like cytoskeletal/
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neuronal growth, cellular metabolism, antioxidation, signalling, synaptic plasticity 
and vesicle transport (Atkins and Johansson  2006  ) . 

 In the Kalenka et al. study, 3 h of 1 MAC sevo fl urane anaesthesia altered protein 
level expression of 11 cytosolic proteins, when analysed immediately after exposure, 
and 17 cytosolic proteins 72 h after the exposure. A  fi rst group of proteins altered after 
sevo fl urane anaesthesia includes enzymes well known for their metabolic functions, 
like pyruvate kinase, transketolase and aconitase, according to the downregulation of 
energy-dependent cellular pathways induced by volatile anaesthetics. A second group 
includes cellular stress-responsive proteins. Ubiquitin carboxy-terminal hydrolase L1 
(UCH L1) was strongly upregulated by sevo fl urane. This protein serves as a multifunc-
tional protein involved in proteolysis, apoptosis and synaptic function. Also 90-kDa 
heat shock protein (HSP90) level was modi fi ed by sevo fl urane. This molecular chaper-
one plays a critical role in cell growth, signalling and neurotransmitter release. A third 
functional group of differentially regulated proteins is related to vesicle formation, 
transport and exocytosis, resulting in synaptic fatigue (Kalenka et al.  2007  ) . 

 Propofol anti-in fl ammatory properties were clinically evident but not well under-
stood. Proteomics analysis has demonstrated that propofol upregulates the protein 
annexin A1 thereby inhibiting the phosphorylation level of p38 and so the release of 
IL-1 b , IL-6 and TNF- a  in serum mononuclear cells (Tang et al.  2011  ) . 

 It has also been found that propofol and sevo fl urane have different, sometimes 
opposed, effects on proteome changes in brain rat. These data suggest different 
underlying mechanisms of proteomic regulation for different anaesthetics (Tsuboko 
and Sakamoto  2011  ) . 

 Other studies have shown that inhaled anaesthetics elicit region-speci fi c and age-
related changes in protein expression in the mammalian brain (Pan et al.  2008 ; Duan 
et al.  2009  ) . 

 Sevo fl urane and iso fl urane protect the heart against ischemia/reperfusion injury 
induced by mitochondria dysfunctions (i.e. delayed myocardial preconditioning), 
but the mechanism of action is not well understood. Proteomic studies have demon-
strated that sevo fl urane can modify mitochondria proteome in animal models of 
myocardial ischemia: the differentially expressed proteins are related to bioener-
getic balance, suggesting an enhanced capacity to preserve ATP levels in ischemia 
(Xiao et al.  2011  ) . Using phosphoproteomic approach, it has been shown that 
iso fl urane in fl uences the phosphorylation state of several mitochondria proteins in 
myocardial tissue. The same study was also able to detect a novel phosphorylation 
site in adenine nucleotide translocator-1 (ANT1), which may play an integral role in 
regulating ANT1 function and cellular respiration (Feng et al.  2008  ) . 

 These are several examples that show how proteomic studies applied to anaes-
thesiology can help to translate from biochemical to clinical milieu and vice versa, 
that is, to understand the biochemical underlying mechanisms of action to explain 
drug effects previously highlighted only in the clinical setting. 

 Obviously, the differentially expressed proteins are not a speci fi c target for 
anaesthetics. The expression changes may indicate changes in gene expression level 
that can be directly induced by the drug or indirectly, as a compensatory effort of the 
cell to adapt to the anaesthetic. 
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 The same approach (study of the proteome change caused by anaesthetic drugs) 
has been useful to demonstrate that changes of protein expression persist in the 
tissues also after anaesthetic exposure has  fi nished. Thus, in the rat hippocampus, 
12 proteins did not restore to the basic level until the 7th day after propofol anaes-
thesia (Zhang et al.  2009  ) . Similar results have been found using des fl urane or 
iso fl urane (Fütterer et al.  2004 ; Kalenka et al.  2010  ) . As some of these proteins 
seem to be involved in Alzheimer disease, this persistent proteome change may be 
the pathogenetic basis for the development of postoperative cognitive dysfunction 
(POCD) (Kalenka et al.  2010  ) . 

 An example of how new proteomic technologies can usefully integrate the “old” 
ones, like Western and Northern blotting, is provided by Hirota’s study (Hirota et al. 
 2003  ) . To examine the effect of halothane over the hypoxia-induced cellular responses, 
they analysed the activation of HIF-1 using molecular biological methods including 
Western blotting, Northern blotting, RT-PCR, gene-reporter assay and in vitro pro-
tein–protein interaction assay. Halothane signi fi cantly suppressed hypoxia-induced 
HRE-dependent gene expression, hypoxia-induced accumulation of HIF-1 a  protein 
and mRNA accumulation of its target genes. Moreover, it blocked hypoxia-induced 
HIF-1 a  transactivation activity by hyperactivating both the hypoxia sensors, which 
are two hydroxylases requiring molecular O 

2
  and Fe 2+  for their enzymatic activity. The 

further application of proteomic strategy will be necessary to better understand the 
cellular hypoxia sensing machinery and the cellular adaptation to hypoxia. 

 In anaesthesiology too, proteomic science represents the forthcoming way to 
recognise new and more informative biomarkers able to predict perioperative risk 
strati fi cation. For example, innovative technologies have facilitated the detection of 
several promising early biomarkers of acute kidney injury, such as neutrophil gelati-
nase-associated lipocalin (NGAL) or cystatin C (CyC) (Moore et al.  2010  ) . 

 In patients subjected to major abdominal surgery for abdominal aortic aneurysm 
(AAA), proteomic approach has revealed changes in plasma proteome 6 h after 
surgery and has focused the attention on increased plasma levels of thrombin, which 
may be one of the most important mediators responsible for the systemic 
in fl ammatory reaction and for the hemodynamic instability that typically follow 
AAA surgery (Modesti et al.  2009  ) . 

 Patients affected by postoperative cognitive dysfunction have been proved to 
show differences in serum proteome compared to controls. These regulated proteins 
might be used as a panel of biomarkers able to diagnose POCD with sensibility and 
speci fi city (Zhang et al.  2012  ) . 

 Proteomic technique has also been used to study opioid tolerance in rat models. 
Shui et al. found that eight proteins were signi fi cantly upregulated or downregulated 
in the spinal cord after morphine tolerance developed, including proteins involved in 
targeting and traf fi cking of the glutamate receptor and opioid receptors and cytoskel-
etal proteins (Shui et al.  2007  ) . Previous studies have demonstrated that protein kinase 
C (PKC) plays a key role in the development of morphine tolerance. In spinal cords 
taken from morphine-tolerant (MT) rats, Song et al. identi fi ed, by two-dimensional 
gel electrophoresis and MALDI–TOF MS, 13 differentially expressed proteins, com-
paring between MT rats with and without PKC knockdown (Song et al.  2012  ) . It is 
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likely that some regulated proteins may mediate PKC signalling in course of opioid 
tolerance and serve as potential molecular targets for prevention of the development 
of morphine tolerance. 

 Proteomics will give a deeper understanding of intra- and interindividual variability 
in response to drugs: preoperative exams could soon include analysis of cytochrome 
p450 isoforms or serum esterase enzyme pro fi les, in order to guide the dosing of a 
range of medications (Atkins and Johansson  2006  ) . Proteomic approach must be con-
sidered complementary to the pharmacogenetic one that seeks to link differences in 
gene structure with pharmacologic differences in drug action, such as proteomic must 
be complementary to the genomic studies.  

    16.3   Application of Proteomics in Pain Therapy 

 Proteomic technologies can usefully be applied to the study of the “pathologic” 
pain, in particular neuropathic pain, in order to identify pain-related proteins, which 
may serve as diagnostic markers or drug targets. 

 Neuropathic pain is a common syndrome that results from disease or dysfunction 
in the nervous system. It can arise from a wide variety of injuries to peripheral or 
central nerves, including metabolic disorders, traumatic injury, in fl ammation and 
neurotoxicity. Common causes of neuropathy are diabetes, herpes zoster infections, 
chronic or acute trauma and neurotoxins. Furthermore, neuropathic pain occurs 
frequently in cancer as a direct result of peripheral nerve damage (e.g. compression 
by a tumour) or as a side effect of many chemotherapeutic drugs. It is characterised 
by spontaneous ongoing or intermittent burning pain, an exaggerated response to 
painful stimuli (hyperalgesia) and pain in response to normally innocuous stimuli 
(allodynia) that can persist long after the initial injury is resolved (Attal  2012  ) . 

 Neuropathic pain re fl ects both peripheral and central sensitisation mechanisms, 
which involve transcriptional and posttranscriptional modi fi cations in sensory 
nerves (Xu et al.  2012  ) . In particular it seems to be important the biological changes 
that develop in the grey matter of the spinal cord, where a neuronal network, tradi-
tionally called “gate”, is able to modulate nociceptive information along the nervous 
way that codes for pain sensitivity. However, current treatment for neuropathic pain 
has limited success because the mechanisms that underlie the induction and mainte-
nance of neuropathic pain are incompletely understood. 

 Many studies have highlighted proteome changes in peripheral or central nervous 
tissues taken from different animal models of neuropathic pain (Kühlein et al.  2011 ; 
Singh and Tao  2012 ; Lee et al.  2003 ; Oki et al.  2012 ; Zou et al.  2012 ; Alzate et al. 
 2004 ; Katano et al.  2006 ; Lu et al.  2012 ; Kang et al.  2006  ) . 

 In a model of L5–L6 nerve ligation,  fi ve proteins with different expression levels 
in the spinal cord after nerve injury were identi fi ed. Creatine kinase B, which was 
decreased after nerve injury, might be particularly important for the development 
and maintenance of neuropathic pain: in fact it reduces glutamate levels and exhibits 
neuroprotective properties (Lee et al.  2003  ) . 
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 Using proteomics, in three patients, Oki et al.  (  2012  )  investigated whether injured 
peripheral nerves have altered protein pro fi les compared with fresh cadaver’s control 
nerves. Metallothionein (a zinc-binding protein probably involved in regeneration 
after CNS damage) was absent in the injured nerves although it was readily detected 
in control nerves. 

 Proteomic technologies have also been used to elucidate the mechanisms by 
which protein kinase C (PKC) contributes to the cellular signalling responsible for 
central sensitisation in neuropathic pain. In a rat model of chronic constriction 
injury (CCI)-induced neuropathic pain, Zou et al. found 18 differentially expressed 
proteins in the spinal cord of rats with and without PKC knockout. Proteins were 
separated with two-dimensional gel electrophoresis, and gel images were analysed 
with PDQuest software; then the differentially expressed proteins were identi fi ed 
with MALDI–TOF MS (Zou et al.  2012  ) . 

 In course of neuropathic pain, proteome changes can be highlighted also in samples 
that can be taken in a less invasive way, like the cerebrospinal  fl uid: this is of crucial 
importance to apply proteomics to human specimens (Lu et al.  2012  ) . 

 The mentioned proteomic studies, together with many others, have delivered a 
huge number of proteins that may be involved in the pathogenesis of neuropathic 
pain. These proteins, based on their physiologic function, can be subdivided into 
fundamental categories, such as neuronal function proteins, heat shock proteins and 
chaperones, antioxidants, proteins related to cell cycle, signalling proteins, proteins 
related to the immune system and proteins related to protein synthesis and process-
ing (Kang et al.  2006 ; Sharma et al.  2006 ; Niederberger and Geisslinger  2008  ) . 

 Some regulated proteins are related to cellular metabolism: as these proteins are 
ubiquitous, it is not likely that they could be used as drug targets but rather as clini-
cal biomarkers. In this sense, it is interesting to note that increased albumin levels in 
the spinal cord, consequence of an altered permeability of the blood–spinal cord 
barrier, have been found in neuropathy models (Gordh et al.  2006  ) . 

 A number of regulated proteins outlined by proteomics studies are indeed 
involved in apoptosis. This is not surprising if we consider that apoptosis seems to 
induce neuronal sensitisation and loss of inhibitory systems, whereas nerve regen-
eration could improve neuropathic symptoms (Finnerup and Baastrup  2012  ) . 

 It is remarkable that proteome changes are different depending on the tissue in 
which the analysis is realised and depending on neuropathic pain model. Also in 
humans neuropathic pain displays different pain syndromes and a number of different 
causes, thus indicating that a speci fi c nerve injury might have a speci fi c underlying 
mechanism. Moreover, proteome changes in neuropathic pain differ from those 
observed in in fl ammatory pain, indicating that in fl ammatory pain and neuropathic 
pain have distinct regulatory mechanisms (Kunz et al.  2005  ) . 

 Proteomic studies can be used to better understand the mechanism of action of the 
therapies currently applied to improve painful symptoms. In spinal cord injury mod-
els, electro-acupuncture, which can to ameliorate neuropathic pain, has been proved 
to modify the protein expression pro fi le in the spinal cord (Li et al.  2010  ) . In another 
experiment, electro-acupuncture has shown to alter protein phosphorylation in the 
spinal cord dorsal horn and to alleviate in fl ammatory hyperalgesia previously 
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induced in animal models, thus sustaining the role of post-translational protein 
modi fi cations also in in fl ammatory sensitisation (Lee et al.  2012  ) . Electroconvulsive 
shock therapy is effective for treating refractory neuropathic pain, but its mechanism of 
action remains unknown. Kamagata et al. demonstrated that electroconvulsive stimula-
tion can nearly normalise proteome changes induced by neuropathic pain injuries in the 
brainstem of rats (Kamagata et al.  2011  ) . 

 Nevertheless, when applied to the study of the pain mechanisms, proteomic tech-
nologies show some limits. 

 At  fi rst, not all differentially expressed proteins might have an important role in 
the pathogenesis of the investigated diseases: proteomic analysis provides to screen 
potential target proteins, but the functional role of the regulated proteins has to be 
subsequently con fi rmed by other experiments that study speci fi cally the biological 
role of the protein, such as studies based on knockout models. 

 Moreover, not all proteins in a specimen can be detected by 2D gel electro-
phoresis. Protein analysis is substrate limited because no ampli fi cation methods 
are available as yet; thus, several regulatory proteins, which are crucial in cell 
biology, are in such tiny quantities that they are almost impossible to detect. 
Similarly, high- and low-molecular-weight proteins as well as hydrophobic 
membrane proteins are dif fi cult to separate by 2D gel electrophoresis. Another 
limitation is that 2D gel electrophoresis cannot differentiate the cellular origin 
of the proteins when they are extracted by tissue specimens composed by com-
plex and heterogeneous mix of cells. Laser microdissection of single cells might 
yield a new method to analyse small groups of cells from neuronal tissues 
(Decarlo et al.  2011  ) . 

 At the same time, evolution of proteome technology will soon provide new 
 fi elds of research. The application of MS to imaging, or MS imaging (MSI), allows 
the direct investigation of tissue sections to identify biological compounds and 
determine their spatial distribution (Ketola and Mauriala  2012  ) . A suggestive 
application of this technology has been provided by Monroe et al.  (  2008  ) . They 
have revealed the spatial distribution of a number of phospholipids, proteins and 
neuropeptides in sections of rat spinal cord.    these results help to understand the 
complex organisation of the grey matter in the spinal cord, composed by anatomi-
cally de fi ned areas that include motor and sensory networks that are chemically 
different, including the networks that regulate nociceptive sensitivity and cause 
central sensitisation in pathologic pain.  

    16.4   Application of Proteomics in ICU 

 In every clinical  fi eld, protein biomarkers are growing in importance for the study 
of disease processes: troponin, C-reactive protein, tumour necrosis factor and brain 
natriuretic peptide are now routinely used, while protein biomarkers for diagnostic 
and prognostic use in cancer are helpful because of the differential protein expres-
sion in tumour (i.e. prostate, breast and colorectal cancer). 
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 Proteomics methods are also applied in the study of hepatic and pulmonary 
disease. 

 In the intensive care unit, as in many other clinical  fi elds, the applications of 
proteomics are in the diagnostic, prognostic and “therapeutic” areas, as surrogate 
outcome end points. 

 We elaborated a literature review with a de fi nite search strategy. The articles 
were searched for in the US National Library of Medicine (PubMed) comprising the 
period from January 1, 2000, to October 4, 2012, with only studies performed in 
humans being selected. The terms used were:

   ICU/critical care + proteomics + diagnosis   –
  ICU/critical care + proteomics + treatment/therapy   –
  ICU/critical care + proteomics + prognosis     –

 The search retrieved the citations distributed according to Table  16.1 . Out of the 
total articles retrieved, among many subjective reviews, 11 papers were focusing on 
critical care-based proteomic studies.  

 The literature search results re fl ect the main scienti fi c and clinical interests of 
intensive care physicians, sepsis, lung failure and acute kidney injury being the most 
studied topics. 

 This search is not exhaustive; other terms should bring more results, depending 
on the keywords highlighted by authors and experimental data may convey very 
useful information. Obviously, scienti fi c data collected in different clinical settings 
can be translated to critical care, but for this chapter, we prefer now to focus on 
targeted proteomics studies in ICU patients. 

 When etiologic diagnosis of sepsis is concerned, we should mention that a pro-
teomic approach, namely, matrix-assisted laser desorption/ionisation–time-of- fl ight 
mass spectrometry (MALDI–TOF MS), allows the early identi fi cation of microor-
ganisms and may lead to earlier appropriate treatment of bacteraemia within the 
 fi rst 24 h (Vlek et al.  2012  ) . This is of extraordinary importance to start appropriate 
antibiotics therapy timely, which may be life-saving. 

 Real-time proteomic analysis of patients with sepsis may allow rapid 
subclassi fi cation of the syndrome into variants that may better predict responsiveness 
to speci fi c therapies. 

 In particular, proteomics has been used to evaluate the ef fi cacy of continuous 
renal replacement therapy (CRRT) employed in severe sepsis treatment when acute 
renal failure has already taken place (Piazza et al.  2012  ) : ten proteins were identi fi ed 
as differentially expressed during CRRT (Gong et al.  2009  ) . 

 This could be important for clinical purposes since acute renal failure is hetero-
geneous and it is likely that diagnosis and classi fi cation will not be possible using 
one biomarker alone. 

 Nevertheless, neutrophil gelatinase-associated lipocalin (NGAL), cystatin C 
(CyC) and liver-type fatty acid-binding protein (L-FABP) have superior sensitivity 
and detect acute renal failure earlier than serum creatinine – as we already cited talk-
ing of perioperative risk strati fi cation – enhancing the ability to demonstrate bene fi ts 
and to justify the implementation of therapies as CRRT (Moore et al.  2010  ) . 
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 In 2006 Kalenka et al. demonstrated the usefulness of proteomics in outcome 
evaluation of sepsis patients, discovering a differential protein expression between 
survivors and non-survivors, by using two-dimensional gel electrophoresis which 
detected more than 200 spots per gel (Kalenka et al.  2006  ) . 

 Similarly, protein expression pro fi ling in acute respiratory distress syndrome 
may yield information to aid in the diagnosis and classi fi cation of the disorder and 
guide mechanism-based management. 

 Chang et al.  (  2008  )  by using 2-dimensional gel electrophoresis (DIGE) and PCA 
(principal component analysis) on bronchoalveolar lavage  fl uid of ARDS patients 
demonstrated that protein composition is different in ARDS and normal subjects, so 
con fi rming previous papers, but also that it changes during the disease evolution 
(days 1, 3 and 7 after the onset of illness). This study individuated S100 proteins 
(S100A8 and S100A9) as potential candidates for targeted intervention in ARDS 
because these proteins interact with several key modulators of ARDS, but are not 
highly connected to other nonin fl ammatory proteins in the interactome. The S100A8 
and S100A9 proteins belong to a family of calcium-binding proteins that are impor-
tant mediators of in fl ammation in sepsis (Piazza et al.  2009  ) , and the blockade of 
S100 proteins may result in an effective anti-in fl ammatory effect by simultaneously 
modulating several proin fl ammatory pathways without perturbing other important 
homeostatic pathways in the lungs (Fig.  16.1 ).  

 Similarly, changes in the expression of many protein groups such as in fl ammatory 
cytokines and cytoskeletal proteins in the CSF have been described after traumatic 
brain injury (TBI). Differences in the pattern of proteins in two-dimensional gels 
were detected between TBI and control patients by Cadosh et al.  (  2010  ) : 14 proteins 
were only present in the serum of TBI patients, while other proteins were either up- 
or downregulated. 

 Annually there are two million traumatic brain injury cases in the USA alone, 
100,000 deaths, 70,000–90,000 people with long-term disabilities and 2,000 that 
survive in permanent vegetative state. 

 The importance of neuro-proteomics is that it will help elucidate the currently 
poorly understood biochemical mechanisms or pathways underlying brain injury so 
that the diagnosis and treatment can be developed (Hergenroeder et al.  2008  ) .  

    16.5   Conclusions 

 In its current state, proteomics is a conceptually appealing endeavour to understand 
human physiology and disease by a global characterisation of protein function and 
concentration. As proteomics technologies develop, there will be an increasing 
emphasis on the study of proteins in real time. 

 Even today, anaesthetic drugs are largely administered in the absence of exact phar-
macodynamics details and selected on clinical experience and continuous assessment of 
patient. Proteomics allows a deeper understanding of patient-speci fi c drug response, and 
this explains the vast potential for laboratory and clinical applications of proteomics 
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  Fig. 16.1    The temporally dynamic characteristic of ARDS was revealed by the time course 
 network analysis. Signi fi cant differences were seen in the expression of many members of the 
network between normal controls and day 1 of ARDS, while the differences between days 1 and 3 
of ARDS were less dramatic. Nevertheless, some proteins, such as complement C3 and peroxire-
doxin 2, changed in abundance between these times. These changes likely re fl ect changes in innate 
immune and oxidant pathways in the early stages of lung injury. The expression pro fi le of the 
network at days 3 versus 7 of ARDS revealed several proteins that changed in expression: annexin 
A3 (decreased), surfactant protein-A (increased) and actin (decreased), among others. These 
changes likely re fl ect regeneration of the lung epithelium, decreased cellular injury and turnover, 
and the resolution of lung injury (From Chang et al., AJRCCM 2008, with permission)       

technology in anaesthesia, from mechanisms of drug action to perioperative  management 
for the reduction of cardiovascular, pulmonary, renal and neurologic injury. As critical 
care is concerned, numerous biological processes, including in fl ammation, apoptosis 
and thrombosis, are involved in the pathogenesis of trauma, sepsis and acute lung injury, 
to cite the commonest pathologies which the physicians treat in ICU. 

 Traditional research methods that explore single biological pathways cannot cap-
ture the complex interactions between these processes. In contrast, systems-based 
methodologies, such as proteomics, analyse global biological changes and provide 
an opportunity to examine the complexity that is inherent in critical care.      
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