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Foreword

The present book is one of the results of the 5th edition of the yearly Brussels
based international conference Computers, Privacy and Data Protection 2012 —
CPDP2012. Held on 25, 26 and 27 January 2012 under the title European Data
Protection: Coming of Age the conference welcomed 692 participants at the venue,
while another 500 people were reached through free public events organized in
the evenings. The 3 day conference offered participants 25 panels and several
workshops and special sessions, with 237 speakers from academia, the public and
private sectors, and civil society.

Indeed, this year, the conference, which is traditionally organized around 28
January — ‘Privacy day’ — already had great momentum as it kicked off on the
precise day (25 January 2012) that the European Commission presented its new
‘Data protection package’ consisting of a new ‘Proposal for a Regulation on the
protection of individuals with regards to the processing of personal data and on the
free movement of such data’ (the so-called General Data Protection Regulation) and
a ‘Proposal for a Directive on the protection of individuals with regards to the
processing of personal data by competent authorities for the purposes of prevention,
investigation, detection or prosecution of criminal offences or the execution of
criminal penalties, and the free movement of such data’. These proposals for the
amendment of the current EU data protection framework were not only impressive
in volume — together they comprise of no less than 155 articles (and 172 pages) — but
are also wide-reaching and ambitious in scope. The Regulation in particular is a
detailed document, each provision of which invites discussion in terms of aim,
effectiveness and proportionality. All participants will remember the packed Grande
Halle in the late afternoon of Wednesday 25 January 2012: the attendees absolutely
focused — so focused one could hear a pin drop — listening to the presentation of the
Data Protection Package by Francoise Le Bail, EC Director General for Justice, and
the first comments by highly qualified commentators. Many participants saw the
effects of their scientific work, or stakeholder action, taking form (or not...) in the
Commission’s elaborated proposals. With a number of clearly new, or re-considered,
directions put forward, this, undoubtedly was the starting shot for a probably long,
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but still highly challenging, process of discussion, negotiation and lobbying, which
will take place in the year 2012 and probably beyond.

European data protection: coming of age? has definitely been a good choice of
title for CPDP2012. The Data Protection Package can indeed be described as a
turning point, a rebirth of European data protection, and perhaps, its passage from
an impulsive youth to a more mature state. The Commission tried to analyze,
digest and ‘reboot’ data protection on the basis of almost 20 years of experience,
stakeholders activity, scientific research and political decision making in the field.
As such, this was no small achievement. However, the debate is open, and in the
few months that followed, proposals had already been thoroughly commented and
criticized, and amendments had already been proposed. Indeed, this encompassing
renewal process of European data protection will be at the very heart of CPDP2013
which will take place on the 23, 24 and 25 January 2013 under the motto Reloading
data protection (http://www.cpdpconferences.org/).

This book brings together chapters originating from two tracks. On the one hand,
some chapters originate from responses to the conference’s call for papers and have
thus already been presented during the conference; on the other hand, some papers
were submitted by invited speakers in the months following the conference. All the
chapters of this book have been peer reviewed and commented on by at least two
referees with expertise and interest in the subject matter. Since their work is crucial
for maintaining the scientific quality of the book we would explicitly take the
opportunity to thank them, ad nominatim, for their commitment and efforts:
Antoinette Rouvroy, Anton Vedder, Cecile de Terwangne, Charles Raab, Caterine
Flick, Claudia Diaz, Colin Bennett, Daniel Le Métayer, Daniel Lopez Gomez, Dara
Hallinan, Ebeneser Paintsil, Eleni Kosta, Els De Busser, Eva Lievens, Gabriela
Bodea, George Carlisle, Gerrit Hornung, Gloria Gonzéalez Fuster, Hans Hedbom,
Ivan Szekely, Julien Jeandesboz, Joerg Daubert, Johann Cas, Joseph Savarimuthu,
Karim Hadjri, Katja De Vries, Laura Tielemans, Lee Andrew Bygrave, Leonardo
Martucci, Lothar Fritsch, Marc Langheinrich, Marc van Lieshout, Marit Hansen,
Mathias Beckerle, Mathias Vermeulen, Michael Herrmann, Michel Arnaud,
Mireille Hildebrandt, Pedro Bueso Guillen, Philip Schiitz, Rachel Finn, Rapha&l
Gellert, Rob Heyman, Rocco Bellanova, Ronald Leenes, Ruddy Verbinnen, Seda
Giirses, Serge Gutwirth, Simone Fischer-Hiibner, Steve Paulussen, Tal Zarsky, and
Wouter Steijn.

This volume brings together some 19 chapters, offering conceptual analyses,
highlighting issues, proposing solutions, and discussing practices regarding privacy
and data protection. In the first part of the book, conceptual analyses of concepts
such as privacy and anonymity are provided. The second part focuses on the
contrasted positions of digital natives and ageing users in the information society.
The third part provides four chapters on privacy by design, including a contribution
from the mother of privacy by design, Ontario Information and Privacy Commissioner
Ann Cavoukian, as well as discussions on roadmapping and concrete techniques.
The fourth part is devoted to a recurring CPDP theme, surveillance and profiling,
with illustrations from the domain of smart metering, self-surveillance and the
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benefits and risks of profiling. The book concludes with case studies pertaining to
communicating privacy in organisations, the fate of a data protection supervisor
in one of the EU member states, and data protection in social network sites and
online media.

We hope this book will meet the reader’s appetite!

Serge Gutwirth, Ronald Leenes, Paul De Hert, and Yves Poullet
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Part I
Concepts



Chapter 1
Seven Types of Privacy

Rachel L. Finn, David Wright, and Michael Friedewald

1.1 Introduction

Theoretical and legal conversations about the relationship between technology and
privacy date back to the 1890s with the advent of portable photography equipment
accessible to the general population.! As technologies continue to develop, concep-
tualisations of privacy have developed alongside them, from a “right to be let alone”
to attempts to capture the complexity of privacy issues within frameworks that
highlight the legal, social-psychological, economic or political concerns that tech-
nologies present. However, this reactive highlighting of concerns or intrusions does
not provide an adequate framework though which to understand the ways in which
privacy should be proactively protected. Rights to privacy, such as those enshrined
in the European Charter of Fundamental Rights, require a forward-looking privacy
framework that positively outlines the parameters of privacy in order to prevent
intrusions, infringements and problems. One such framework is presented by Roger
Clarke, who, in the mid-1990s, identified four different categories of privacy, which

! Samuel Warren and Louis D. Brandeis, “The Right to Privacy,” Harvard Law Review 4 (1890).

R.L. Finn (P<) « D. Wright

Crown House, Trilateral Research & Consulting, 72 Hammersmith Road,
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76139 Karlsruhe, Germany
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enabled him to outline specific protections.? His four categories have been adopted
by others, and appear in the privacy impact assessment handbooks of Australia and
the United Kingdom.?

Clarke was the first privacy scholar of whom we are aware to have categorised
the types of privacy in a logical, structured, coherent way. Others, such as Solove,
have also developed a taxonomy of privacy.* However, Solove’s taxonomy focuses
on privacy harms rather than characterising the types of privacy.

Since Clarke’s conceptualisation, new and emerging technologies have intro-
duced further privacy effects, and Clarke’s four categories are no longer sufficient
to address the concerns they introduce. This paper makes a contribution to a for-
ward-looking privacy framework by examining the privacy impacts of six new and
emerging technologies. It analyses the privacy issues that each of these technologies
present and argues that despite his initial capturing of the heterogeneity of privacy
categories, Clarke’s taxonomy must be revised and expanded to include seven dif-
ferent types of privacy. We also use this case study information to suggest that an
imprecise conceptualisation of privacy may be necessary to maintain a fluidity that
enables new dimensions of privacy to be identified, understood and addressed in
order to effectively respond to rapid technological evolution.

1.2 Defining and Conceptualising Privacy

“Privacy” is a key lens though which many new technologies, and most especially
new surveillance technologies, are critiqued.’ However, “privacy” has proved noto-
riously difficult to define. Serge Gutwirth says “The notion of privacy remains out
of the grasp of every academic chasing it. Even when it is cornered by such addi-
tional modifiers as ‘our’ privacy, it still finds a way to remain elusive.”® Colin
Bennett notes that “attempts to define the concept of ‘privacy’ have generally not
met with any success”.” Legal scholars James Whitman and Daniel Solove have

2Roger Clarke, “Introduction to Dataveillance and Information Privacy, and Definitions of Terms”
(Xamax Consultancy, Aug 1997). http://www.rogerclarke.com/DV/Intro.html. Clarke identified
these four categories even earlier, in his PhD Supplication in 1995. See http://www.rogerclarke.
com/DV/PhD.html. He has variously referred to the four categories as categories, interests, dimen-
sions, components and aspects. We use the term “types,” which Gary T. Marx also uses. See Gary
T. Marx, “Privacy is not quite like the weather” in Privacy Impact Assessment, edited by David
Wright and Paul De Hert (Dordrecht: Springer, 2012).

3 Office of the Privacy Commissioner, Privacy Impact Assessment Guide, Sydney, NSW, August
2006, revised May 2010, p. iii. Information Commissioner’s Office (ICO), Privacy Impact
Assessment Handbook, Wilmslow, Cheshire, UK, Version 2.0, June 2009, p. 14.

*See Daniel Solove, Understanding Privacy (Cambridge: Harvard University Press, 2008).
SDavid Lyon, Surveillance after September 11 (Cambridge: Polity Press, 2003).

¢Serge Gutwirth, Privacy and the information age (Lanham, MD: Rowman & Littlefield, 2002), 30.

"ColinJ. Bennett, Regulating Privacy: Data Protection and Public Policy in Europe and the United
States (Ithaca NY: Cornell University Press, 1992).


http://www.rogerclarke.com/DV/Intro.html
http://www.rogerclarke.com/DV/PhD.html
http://www.rogerclarke.com/DV/PhD.html
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respectively described privacy as “an unusually slippery concept,”® and “a concept
in disarray. Nobody can articulate what it means”.® Furthermore, Debbie Kaspar
notes that “scholars have a famously difficult time pinning down the meaning of
such a widely used term [and] ...most introduce their work by citing this difficulty”.'
Helen Nissenbaum has argued that privacy is best understood through a notion of
“contextual integrity,” where it is not the sharing of information that is a problem,
rather it is the sharing of information outside of socially agreed contextual boundar-
ies.! Political scientists have also discussed privacy in relation to state power, arguing
that privacy has to be understood in connection with the other political rights that it
allows individuals to exercise by protecting autonomy.'? Others have focused on the
economics of privacy, discussing how privacy is threaded through economic inequal-
ity, capitalism and private property. Christian Fuchs argues that in the economic
context privacy is beneficial to companies and wealthy individuals because it masks
income inequality, while privacy is simultaneously undermined by these very same
companies who seek to control workers and consumers.'* Feminist scholars have
traced the ways in which appeals to privacy have been used to supported and rein-
force gender inequality.'* Still other scholars have pointed out that privacy has a
social value as well and, indeed, is a bedrock of democracy itself.'> Gutwirth explains
why: privacy is “a cornerstone of contemporary Western society because it

8 James Q. Whitman, “The Two Western Cultures of Privacy: Dignity Versus Liberty,” The Yale
Law Journal 113 (2004): 1153-54.

Solove, 12. Solove believes that privacy is not one thing, that there is no common dominator. We
can agree with that —in so far as we have identified seven types of privacy. However, we believe that
there is a common denominator and that common denominator is the ill-defined notion of privacy
itself. While we agree with Gutwirth, Priscilla Regan and others who say that privacy has a social
value, privacy at its core relates to the integrity and autonomy of the individual, so that when privacy
is compromised — no matter what type of privacy — the individual is being harmed in some way.

"Debbie V. S. Kaspar, “The Evolution (or Devolution) of Privacy,” Sociological Forum 20 (2005): 72.

' Helen Nissenbaum, “Privacy as Contextual Integrity,” Washington Law Review, 79:1 (2004),
101-139.

2Benjamin J. Goold, “Surveillance and the Political Value of Privacy,” Amsterdam Law Forum
1 (2009): 5.

13 Christian Fuchs, “Towards an alternative concept of privacy,” Journal of Information,
Communication and Ethics in Society 9 (2011): 232.

!4 Catharine A. MacKinnon, Feminism Unmodified: Discourses on Life and Law (Cambridge MA:
Harvard University Press, 1987).

5The Supreme Court of Canada has stated that “society has come to realize that privacy is at the
heart of liberty in a modern state.” R. v. Dyment (188), 55 D.L.R. (4th) 503 at 513 (S.C.C.). On the
social value of privacy, see, for example, Priscilla M. Regan, Legislating Privacy: Technology,
Social Values, and Public Policy, (Chapel Hill, University of North Carolina Press, 1995), 220-
231; Alan Westin, “Social and Political Dimensions of Privacy,” Journal of Social Issues, 59: 2
(2003), 431-453; Valerie Steeves, “Reclaiming the social value of privacy,” in lan Kerr, Valerie
Steeves and Carole Lucock (eds.), Lessons from the Identity Trail: Anonymity, Privacy and Identity
in a Networked Society (Oxford University Press, 2009).
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affects individual self-determination; the autonomy of relationships; behavioural
independence; existential choices and the development of one’s self; spiritual peace
of mind and the ability to resist power and behavioural manipulation.”'®

Although a widely accepted definition of privacy remains elusive, there has been
more consensus on a recognition that privacy comprises multiple dimensions, and
some privacy theorists have attempted to create taxonomies of privacy problems,
intrusions or categories. For example, Solove asserts that privacy is best understood
as a “family of different yet related things”.!” Solove arrives at this conclusion by
outlining a taxonomy of privacy problems that must be addressed, regardless of
whether they conform to a precise definition of privacy. His taxonomy includes
problems related to information collection, such as surveillance or interrogation,
problems associated with information processing, including aggregation, data
insecurity, potential identification, secondary use and exclusion, information
dissemination, including exposure, disclosure breach of confidentiality, etc. and
invasion, such as issues related to intrusion and decisional interference.'® A typology
of privacy intrusions is also offered by Debbie Kaspar, who argues that privacy
cannot be understood unless examined from the inside. Kaspar distinguishes
between invasions involving extraction, observation and intrusion.!” Extraction-
based privacy invasions involve making a deliberate effort to obtain something from
a person. Observation-based privacy invasions are characterised by active and on-
going surveillance of a person, while intrusion-based invasions involve an “unwelcome
presence or interference” in a person’s life.?

However, these scholars’ focus on the ways in which privacy can be infringed
and the legal problem which must be solved is largely reactive. They focus on
specific harms which are already occurring and which must be stopped, rather than
over-arching protections that should be instituted to prevent harms. The difference
between a taxonomy of privacy harms and a taxonomy of types of privacy is the
pro-active, protective nature of the latter. It’s the difference between outlawing mur-
der and adopting a right to life. Murder is only one way in which life can be under-
mined, and a simple prohibition against murder would enable the dissolution of
safety principles, etc. Instead, a positive right to life forces individuals, governments
and other organisations to evaluate how their activities may impact upon a right to
life and introduce protective measures.

Roger Clarke’s approach to defining categories of privacy does assist in outlining
what specific elements of privacy are important and must be protected. Clarke’s four
categories of privacy, outlined in 1997, include privacy of the person, privacy of

16 Gutwirth, Privacy and the information age, 30.
17Solove, Understanding Privacy, 9.

18 Daniel Solve, “‘I've Got Nothing to Hide’ and Other Misunderstandings of Privacy,” San Diego
Law Review 44 (2007): 758.

19 Kaspar, Evolution of Privacy, 76.
2Tbid.
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personal data, privacy of personal behaviour and privacy of personal communication.?!
Privacy of the person has also been referred to as “bodily privacy” and is specifically
related to the integrity of a person’s body. It would include protections against phys-
ical intrusions, including torture, medical treatment, the “compulsory provision of
samples of body fluids and body tissue” and imperatives to submit to biometric
measurement. For Clarke, privacy of the person is thread through many medical and
surveillance technologies and practices. Privacy of personal behaviour includes a
protection against the disclosure of sensitive personal matters such as religious
practices, sexual practices or political activities. Clarke notes that there is a space
element included within privacy of personal behaviour, where people have a right to
private space to carry out particular activities, as well as a right to be free from sys-
tematic monitoring in public space. Privacy of personal communication refers to a
restriction on monitoring telephone, e-mail and virtual communications as well as
face-to-face communications through hidden microphones. Finally, privacy of per-
sonal data refers to data protection issues. Clarke adds that, with the close coupling
that has occurred between computing and communications, particularly since the
1980s, the last two aspects have become closely linked, and are commonly referred
to as “information privacy”.

1.3 Seven Types of Privacy

Despite the utility of these four categories, recent technological advances have
meant that they are no longer adequate to capture the range of potential privacy
issues which must be addressed. Specifically, technologies such as whole body
imaging scanners, RFID-enabled travel documents, unmanned aerial vehicles, sec-
ond-generation DNA sequencing technologies, human enhancement technologies
and second-generation biometrics raise additional privacy issues, which necessitate
an expansion of Clarke’s four categories. We will use these new and emerging tech-
nologies to argue for an expansion to seven different types of privacy, including
privacy of the person, privacy of behaviour and action, privacy of personal commu-
nication, privacy of data and image, privacy of thoughts and feelings, privacy of
location and space and privacy of association (including group privacy).?? Although
these seven types of privacy may have some overlaps, they are discussed individu-
ally because they provide a number of different lenses through which to view the
effects of case study technologies. In this section, we briefly outline each of these
seven types of privacy before linking them with relevant information from new and
emerging technologies in the next section.

2 Roger Clarke, “Introduction to Dataveillance and Information Privacy, and Definitions of Terms,”
Xamax Consultancy, Aug 1997. http://www.rogerclarke.com/DV/Intro.html.

2 These seven types of privacy were first elaborated in an annex prepared for the PRESCIENT D1
report, available at http://www.prescient-project.eu/prescient/inhalte/download/PRESCIENT-D1---
final.pdf.


http://www.rogerclarke.com/DV/Intro.html
http://www.prescient-project.eu/prescient/inhalte/download/PRESCIENT-D1---final.pdf
http://www.prescient-project.eu/prescient/inhalte/download/PRESCIENT-D1---final.pdf

8 R.L. Finn et al.

Privacy of the person encompasses the right to keep body functions and body
characteristics (such as genetic codes and biometrics) private. According to Mordini,
the human body has a strong symbolic dimension as the result of the integration of
the physical body and the mind and is “unavoidably invested with cultural values”.?
Privacy of the person is thought to be conducive to individual feelings of freedom
and helps to support a healthy, well-adjusted democratic society. This aspect of
privacy is shared with Clarke’s categorisation.

We extend Clarke’s notion of privacy of personal behaviour to privacy of behaviour
and action. This concept includes sensitive issues such as sexual preferences and
habits, political activities and religious practices. However, the notion of privacy of
personal behaviour concerns activities that happen in public space, as well as private
space, and Clarke makes a distinction between casual observation of behaviour by a
few nearby people in a public space with the systematic recording and storage of
information about those activities.?* The ability to behave in public, semi-public or
one’s private space without having actions monitored or controlled by others con-
tributes to “the development and exercise of autonomy and freedom in thought and
action”.”

Privacy of communication aims to avoid the interception of communications,
including mail interception, the use of bugs, directional microphones, telephone or
wireless communication interception or recording and access to e-mail messages.
This right is recognised by many governments through requirements that wiretap-
ping or other communication interception must be overseen by a judicial or other
authority. This aspect of privacy benefits individuals and society because it enables
and encourages a free discussion of a wide range of views and options, and enables
growth in the communications sector.

We expand Clarke’s category of privacy of personal data to include the capture
of images as these are considered a type of personal data by the European Union as
part of the 1995 Data Protection Directive as well as other sources. This privacy of
data and image includes concerns about making sure that individuals’ data is not
automatically available to other individuals and organisations and that people can
“exercise a substantial degree of control over that data and its use”.?® Such control
over personal data builds self-confidence and enables individuals to feel empow-
ered. Like privacy of thought and feelings, this aspect of privacy has social value in
that it addresses the balance of power between the state and the person.

Our case studies reveal that new and emerging technologies carry the potential to
impact on individuals’ privacy of thoughts and feelings. People have a right not to

ZEmilio Mordini, “Whole Body Imaging at airport checkpoints: the ethical and political context,”
in Towards Responsible Research and Innovation in the Information and Communication
Technologies and Security Technologies Fields, ed. René von Schomberg (Luxembourg:
Publications Office of the European Union, 2011).

2 Clarke, “Introduction to Dataveillance”.

% Helen Nissenbaum, Privacy in Context: Technology, Policy and the Integrity of Social Life
(Stanford CA: Stanford University Press, 2010), 82.

26 Clarke, “Introduction to Dataveillance”.
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share their thoughts or feelings or to have those thoughts or feeling revealed.
Individuals should have the right to think whatever they like. Such creative freedom
benefits society because it relates to the balance of power between the state and the
individual.”’ This aspect of privacy may be coming under threat as a direct result of
new and emerging technologies.? Privacy of thought and feelings can be distinguished
from privacy of the person, in the same way that the mind can be distinguished from
the body. Similarly, we can (and do) distinguish between thought, feelings and
behaviour. Thought does not automatically translate into behaviour. Similarly, one
can behave thoughtlessly (as many people often do).

According to our conception of privacy of location and space, individuals have
the right to move about in public or semi-public space without being identified,
tracked or monitored. This conception of privacy also includes a right to solitude
and a right to privacy in spaces such as the home, the car or the office. Such a con-
ception of privacy has social value. When citizens are free to move about public
space without fear of identification, monitoring or tracking, they experience a sense
of living in a democracy and experiencing freedom. Both these subjective feelings
contribute to a healthy, well-adjusted democracy. Furthermore, they encourage dis-
sent and freedom of assembly, both of which are essential to a healthy democracy.
This categorisation of privacy was also not as obviously under threat when Clarke
was writing in 1997, however, this has changed with technological advances.

The final type of privacy that we identify, privacy of association (including group
privacy), is concerned with people’s right to associate with whomever they wish,
without being monitored. This has long been recognised as desirable (necessary) for
a democratic society as it fosters freedom of speech, including political speech,
freedom of worship and other forms of association. Society benefits from this type
of privacy in that a wide variety of interest groups will be fostered, which may help
to ensure that marginalised voices, some of whom will press for more political or
economic change, are heard. This aspect of privacy was not considered by Clarke,
and a number of new technologies outlined below could negatively impact upon
individuals’ privacy of association.

One might question what the difference is between privacy of location and space
and privacy of behaviour. Privacy of location means that a person is entitled to move
through physical space, to travel where she wants without being tracked and moni-
tored. Privacy of behaviour means the person has a right to behave as she wants
(to sleep in class, to wear funny clothes) so long as the behaviour does not harm
someone else. Privacy of behaviour does not necessarily have anything to do with a
person travelling through space, driving to work, going shopping or whatever. One
can behave as one wants in private, separately from others. Privacy of association
differs from privacy of behaviour because it is not only about groups or organisations
(e.g., political parties, trade unions, religious groups, etc.) to which we choose to

?"Goold, “Surveillance and the Political Value of Privacy”.

2 Dara Hallinan, Philip Schiitz, and Michael Friedewald, “Neurodata-Based Devices and Data
Protection” (paper presented at the 5th Bi-annual Surveillance and Society Conference, Sheffield,
April 34, 2012).
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belong, privacy of association also relates to groupings or profiles over which we
have no control — for example, DNA testing can reveal that we are members of a
particular ethnic group or a particular family. Privacy of association directly relates
to other fundamental rights such as freedom of religion, freedom of assembly, etc.,
from which privacy of behaviour and action (as we define it) are a step removed.

Our typology of privacy (or, rather, our expansion of Clarke’s typology) offers
various benefits to a range of stakeholders. It is important above all in policy terms,
i.e., policy-makers should ensure that these different types of privacy are adequately
protected in legislation, i.e., it is not sufficient to protect only personal data and
personal communications (e.g., against interception). This typology is also of instru-
mental value in the development of a privacy impact assessment methodology in
Europe (as is being done in the EC-funded PIAF,* PRESCIENT?® and SAPIENT?!
projects, for example). Similarly, organisations that carry out privacy impact assess-
ments should be concerned not only about privacy of personal data and privacy of
communications, but also the other types of privacy as well. We also believe our
typology provides academics and other privacy experts with a useful, logical, well-
structured and coherent typology in which to frame their privacy studies. Our typol-
ogy is similarly useful for privacy advocates. Although a widely accepted definition
of privacy has proven elusive, this typology, firmly building on that established by
Clarke, should be widely accepted.

1.4 Privacy Impacts of New and Emerging Technologies

In this section, we discuss six new and emerging technologies and their potential
impact upon the seven different types of privacy outlined above. We use whole body
imaging scanners, RFID-enabled travel documents, unmanned aircraft systems
(drones), second-generation DNA sequencing, human enhancement technologies
and second-generation biometrics to illustrate the need to expand Clarke’s four cat-
egories. For each technology, we examine what types of privacy they could infringe
upon. We demonstrate that different technologies impact upon different types of
privacy and that technological developments can introduce new and unforeseen fac-
ets of privacy. We also analyse these several new and emerging technologies in
terms of their impact on one or more different types of privacy in order to assist
policy-makers in understanding these new additional types of privacy and in devising
protections that address all of these different types.

¥ www.piafproject.eu.
3 www.prescient-project.eu.
3l www.sapientproject.eu.
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1.4.1 Whole Body Imaging Scanners

Whole body imaging scanners seek to address the fact that current technologies and
screenings, such as walk-through metal detectors and hand searches, have
deficiencies in detecting some types of threats, and that law enforcement and secu-
rity staff need tools to enable them to deal with threats from explosives and non-
metallic weapons.*> Whole body imaging scanners, or body scanners, provide one
possible means of reducing the threat from non-metallic weapons. Body scanners
“produce an image of the body of a person showing whether or not objects are hid-
den in or under his clothes” by using x-ray backscatter or millimetre waves.* Given
the sensitive nature of the images produced by body scanners, critics have raised
privacy concerns in relation to their mass deployment, particularly at large airports,
including the revealing of individuals’ naked bodies and medical conditions and the
protection of individuals’ data and images. These concerns largely align with
Clarke’s understanding of bodily privacy, privacy of behaviour and action and pri-
vacy of personal data. However, these scanners generate images that we regard as
part of personal data.

Bodily privacy concerns raised by body scanners have mainly centred on two key
issues, the revealing of individuals’ naked bodies and revealing information about
medical conditions. In terms of revealing naked bodies, privacy advocates argue that
this loss of privacy is disproportionate to any gains in security. Academics, privacy
advocates, politicians and journalists have all warned that the images resulting from
the different types of body scanners currently deployed in airports and other con-
texts reveal an individual’s “naked body,” including “the form, shape and size of
genitals, buttocks and female breasts”.* The issue of “naked images” has also raised
questions surrounding child protection laws, and the Electronic Privacy Information
Center (EPIC) has argued that the capacity for viewing, storage and recall of images
of children may contravene child protection laws.* According to privacy advocates,
the images also show details of medical conditions that may be embarrassing for
individuals. In 2002, the American Civil Liberties Union (ACLU) asserted that
“passengers expect privacy underneath their clothing and should not be required to
display highly personal details of their bodies...as a pre-requisite to boarding a
plane”.*® Despite these concerns, authorities, such as the UK Department for

32Silvia Venier, “Global Mobility and Security,” Biometric Technology Today 5 (2009).

33 European Commission, Consultation: The impact of the use of body scanners in the field of avia-
tion security on human rights, privacy, personal dignity, health and data protection, Brussels, 19
February 20009.

3 Demetrius Klitou, “Backscatter body scanners — A strip search by other means,” Computer Law &
Security Report 24 (2008): 317.

35 Electronic Privacy Information Center, “Transportation Agency’s Plan to X-Ray Travelers
Should Be Stripped of Funding,” last modified June 2005, http://epic.org/privacy/surveillance/
spotlight/0605/.

3 American Civil Liberties Union, “The ACLU’s view on body scanners,” last modified 15 March
2002, http://www.aclu.org/technology-and-liberty/body-scanners.
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Transport, have argued that any loss of body privacy is proportionate and legitimate
in relation to the security concerns that body scanners address.*’

Images generated from body scanners could also reveal information about behav-
iour such as augmentation surgeries or medical related practices. For example, the
ACLU has argued that body scanners reveal medical or lifestyle behaviour such as
evidence of mastectomies, colostomy appliances, penile implants and/or catheter
tubes, and thus provide details about individual behaviour. In terms of body imaging
scanners, the issues related to privacy of behaviour and action significantly overlap
with bodily privacy, however, the two are separate in the sense that it is the activities
revealed by the images which individuals wish to conceal rather than the bodies or
images themselves.

Concerns around data protection and data privacy revolve around protection of
personal data that the scanners generate, including the storage and transmission of
images. According to the US Transportation Safety Administration (TSA) the scan-
ners used in US airports do not store, print or transmit images.*® However, a Freedom
of Information Act request by EPIC to the TSA found that machines come with the
capability to store and transmit images, but this is disabled when they are deployed
to airports.*® EPIC argues that the fact that this capability could be re-enabled repre-
sents a data protection risk to passengers.* EPIC further notes that the TSA does not
have a stellar reputation for protecting passenger data.*! Privacy International is also
concerned that some employees operating scanners will experience an “irresistible
pull” to store or transmit images if a “celebrity or someone with an unusual... body
goes through the system”.*? In fact, images from body imaging scanners have been
posted on the Internet in a breach of the fundamental rights of thousands of people
in the USA.* However, despite the link between body imaging scanners and privacy

3 Department for Transport, Impact Assessment on the use of security scanners at UK airports,
last modified 29 March 2001. http://webarchive.nationalarchives.gov.uk/+/http://www.dft.gov.uk/
consultations/open/2010-23/.

¥ Ki Mae Heussner, “Air Security: Could Technology Have Stopped Christmas Attack?,” ABC
News, 29 December 2009. http://abcnews.go.com/Technology/AheadoftheCurve/air-security-
technology-stopped-xmas-attack/story?id=9436877.

¥ Kim Zetter, “Airport Scanners Can Store, Transmit Images,” Wired News, 11 January 2010.
http://www.wired.com/threatlevel/2010/01/airport-scanners/.

“Philip Rucker, “US airports say seeing is believing as passengers face body-scan drill,” Sydney
Morning Herald, 5 January 2010. http://www.smh.com.au/travel/travel-news/us-airports-say-
seeing-is-believing-as-passengers-face-bodyscan-drill-20100104-1g60.html.

“EPIC, “Transportation Agency’s Plan to X-Ray Travelers Should Be Stripped of Funding”.
“2Privacy International, “PI statement on proposed deployments of body scanners in airports,” last
modified 31 December 2009. https://www.privacyinternational.org/article/pi-statement-proposed-
deployments-body-scanners-airports.

# European Economic and Social Committee, Opinion of the European Economic and Social
Committee on the Communication from the Commission to the European Parliament and the
Council on the Use of Security Scanners at EU airports, COM(2010) 311 final, Brussels, 16
February 2011, 4.
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http://www.smh.com.au/travel/travel-news/us-airports-say-seeing-is-believing-as-passengers-face-bodyscan-drill-20100104-lq6o.html
http://www.smh.com.au/travel/travel-news/us-airports-say-seeing-is-believing-as-passengers-face-bodyscan-drill-20100104-lq6o.html
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of personal data, the body scanners example makes clear that Clarke’s conception of
personal data needs to be expanded to include images as personal data.** Thus, data
protection laws control the unauthorised storage, transfer and disclosure of personal
data, precisely the issues of concerns that are expressed in relation to the images
produced by body imaging scanners.

1.4.2 RFID-Enabled Travel Documents

RFID-enabled travel documents include travel cards, such as Oyster Cards in
London, which integrate RFID technology with the use of mass transportation in
urban areas and RFID-enabled passports, also called e-passports, which are cur-
rently being introduced in most countries. Such RFID-enabled travel documents
raise privacy concerns within the categories of privacy of behaviour and action,
privacy of data and image and privacy of location and space.

Privacy of behaviour and action can be negatively impacted by RFID-enabled
travel documents, in that people’s behaviours and travel activities can be recon-
structed or inferred from information generated as a result of their use of these
technologies. Travel routes, frequent destinations and mode of transport can be
gleaned from information available on both e-passport databases and travel card
databases. Location, time and other information stored on databases can be com-
bined, which police have used to check the whereabouts or movements of suspects’
during criminal investigations.*® Furthermore, aggregated information can provide
details that enable travellers’ routines to be inferred. This can also materialise into
a mistaken identity threat in that the association between an individual and a tag can
be spurious (e.g., if the travel card or passport is stolen or given to another person),
but the initial association is difficult to break once it is made.*

The relative (in)security of personal information on databases represents a threat
to personal data protection. RFID systems are composed of tags, readers and back-
end databases. In RFID-enabled travel cards, the unique identifier on the chip is
linked with personal information (e.g., if a person pays for the card by credit card,
London Underground will have a record of all his or her travels and travel times). In
RFID-enabled passports, the personal information stored on the chip can also be

“ Even if the images are anonymised, this would not legitimate the circulation of such images.
Circulation of such images without the authorisation of the person whose image was captured
would be either illegal or morally repugnant or both.

* The Guardian, “Oyster data use rises in crime clampdown,” 13 March 2006. http://www.guard-
ian.co.uk/technology/2006/mar/13/news.freedomofinformation and Octopus Holdings Limited,
“Customer Data Protection”.

4Marc Langheinrich, “A survey of RFID privacy approaches,” Personal and Ubiquitous Computing
13 (2009): 414.
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compromised by being read directly and without authorisation from the chip.
Unauthorised reading may take place in public space, can occur without the pass-
port holder’s knowledge, and can violate data protection principles in that it can be
used to reveal an individual’s personal details, biometric information and/or their
citizenship. Although basic protection measures such as access codes and Faraday
cages?’ are built into e-passports to prevent unauthorised reading, Gellert and
Gutwirth argue that these measures do not provide adequate protection*® and do not
possess the desired long-term security needed for e-passport applications (their
validity is estimated to a maximum of 10 years).* Systems that store personal data,
including biometric data, in back-end databases may also be vulnerable to data pro-
tection threats such as hacking, unauthorised access or unauthorised disclosure.
Some systems have attempted to protect individuals from this threat by separating
personal information from the RFID chip in the e-passport.*® However, the resulting
databases which store the sensitive personal information could represent a vulner-
ability. Finally, the unauthorised use of personal information also represents a pri-
vacy threat. In terms of RFID-enabled travel cards, marketing staff can target
individuals based on the personal data they are required to submit in an application
form and companies could aggregate these pieces of information to construct
sophisticated consumer profiles.>' This is especially true if contactless travel cards
are expanded for use as payment for other small items.

Privacy of location and space is another aspect of privacy that is potentially
undermined by RFID-enabled travel documents. Both RFID-enabled travel cards
and e-passports carry the potential for a location threat, whereby individuals’ move-
ments can be monitored based on the RFID signature of their documents.
Langheinrich argues that once a tag is associated with a particular person, the
presence of the tag implies a location disclosure.’? Information about where an indi-
vidual has been can also be accessed after the fact using information on databases
that store information about when and where documents have been read. While this
information could be useful for the individual concerned in terms of billing or pay-
ment disputes, it may also harm individuals whose location information is revealed
to third parties. Travellers may also be vulnerable to hotlisting, which consists of

4T Faraday cages are a metallic shielding embedded in the passport cover and designed to protect it
from electronic eavesdropping.

4 Faraday cages do not prevent eavesdropping on legitimate conversations between readers and
tags, and basic access codes could enable counterfeiting, since a forger could splice together a
valid electronic signature with false identity information and biometric components.

4 Raphael Gellert and Serge Gutwirth, “Privacy, data protection and policy issues in RFID enabled
e-passports,” in Privacy, data protection and ethical issues in new and emerging technologies: Five
case studies, eds. Rachel Finn and David Wright (PRESCIENT consortium, 25 November 2011).
S'Marc van Lieshout, et al., RFID Technologies: Emerging Issues, Challenges and Policy Options,
Office for Official Publications of the European Communities, Luxembourg, 2007, 197.

5! Lara Srivastava, “Radio frequency identification: ubiquity for humanity,” info 9 (2007).

2 Langheinrich, “RFID privacy approaches”.
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compiling all the available information concerning an individual, so that when an
identifier is detected it can be linked to all the other information available concern-
ing this particular individual.> In consequence, authorities could be informed that a
travel document connected to a particular individual, or an individual with particu-
lar characteristics, has been read in a particular place at a particular time. This gen-
eralised threat materialises into specific threats, such as stalking>* or unauthorised
location disclosures to spouses, or other individuals.”> However, in most places,
police or other authorities must obtain a search warrant or court order in order to be
given access to the data.>® Finally, the RFID signals in passports or travel cards may
also be tracked, since most RFID tags are standardised and will broadcast their sig-
nal to any compatible reader. This means that an individual could read an RFID
chip’s unique identifier, store it and follow its signal as long as the RFID reader is
within range of the RFID-embedded travel card.

1.4.3 Unmanned Aircraft Systems

Despite a slow increase in the introduction of UASs in civil applications, such as
law enforcement, border patrol and other regulatory surveillance, the use of
unmanned aircraft systems (UASs or drones) has generated relatively muted debate
about privacy and data protection. Privacy is notable by its absence in many discus-
sions about UAS devices, which may be partly explained by their current similarity
to existing forms of surveillance such as CCTV surveillance or surveillance by
police helicopter. However, the lack of noise and relative invisibility of UASs mean
that individuals do not know if they are being monitored and UAS surveillance may
often occur covertly.’” Our discussion demonstrates that UASs raise issues of pri-
vacy of behaviour and action, privacy of data and image, privacy of location and
space and privacy of association.

With surveillance-oriented drones, everyone is monitored regardless of whether
their activities warrant suspicion; therefore, all behaviours are monitored and
recorded. This potential for negative impacts on privacy of behaviour and action is

3 A. Juels, D. Molnar and D. Wagner, “Security and Privacy Issues in E-passports,” in Proceedings
of IEEE/Create-net SecureComm 2005, (Los Angeles CA: IEEE Computer Society Press, 2005),
79.

3 Organisation for Economic Co-operation and Development, “RFID Guidance and Reports,”
OECD Digital Economy Papers 152 (Paris: OECD publishing, 2008), 42.

3 Steve Bloomfield, “How an Oyster Card can Ruin your Marriage,” The Independent on Sunday,
19 February 2006. http://www.independent.co.uk/news/uk/home-news/how-an-oyster-card-could-
ruin-your-marriage-467077.html.

% Octopus Holdings Limited, “Customer Data Protection,” 2009.

S"Rachel L. Finn and David Wright, “Unmanned aircraft systems: Surveillance, ethics and privacy
in civil applications,” Computer Law & Security Review 28:2 (2012).
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particularly significant since UAS surveillance is much less overt than CCTV or
helicopter surveillance to which it has been compared. The potential to use surveil-
lance covertly means that in order to protect themselves from the negative effects of
intrusions, individuals must assume they are being surveilled at all times and attempt
to adjust their behaviour accordingly. This could introduce anticipatory conformity
(a “chilling effect”) where individuals alter their behaviour because they believe
they may be under surveillance.*®

UAS surveillance potentially infringes upon privacy of data and image in that it
can generate images of individuals, sometimes covertly. This means that data pro-
tection principles contained in the 1995 Data Protection Directive (as well as the
proposed Data Protection Regulation®®) such as transparency, consent and rights of
access can be undermined, because individuals may not even realise that they are
subject to UAS surveillance at any given moment. Therefore, potentially covert data
capture also leaves individuals with a limited ability to exercise privacy by taking
“measures to keep private those activities that they do not wish to expose to public
view”.% One particular group who could be disproportionately affected by deploy-
ments of UASs in civil air space are celebrities whom paparazzi or other media
could target with drones.

UAS devices can infringe upon privacy of location and space in that they can be
used to track people or undermine their expectations regarding the boundaries of
personal space. These surveillance devices can capture images of a person or a
vehicle in public space, thereby placing individuals in particular places at particular
times or revealing their movements through public space if more than one image is
captured. UASs may also reveal information about private spaces such as back yards
or, when flying low, can even transmit images of activities captured within homes,
offices or other apparently private spaces. Thus, individuals who assume that their
activities are not being monitored because they occur within the home or within
private property may find that this assumption is false. The fact that this surveillance
can be covert makes the capture of this information particularly problematic.

UAS devices may impact upon privacy of association through their ability to
monitor individuals and crowds, again, sometimes covertly. Unmanned aircraft sys-
tems can generate information about groups or individuals with whom they associ-
ate. For example, at protests or other large gatherings of people, the number and
organisation of individuals can be analysed, and group membership can be inferred.
If UAS visual surveillance was combined with biometrics such as facial recognition
technology, individual group membership and affiliation could be discovered.
Furthermore, group activities can also be identified or analysed, for example, place
and time of meetings and activities at meetings.

8 Paul McBride, “Beyond Orwell: The Application of Unmanned Aircraft Systems in Domestic
Surveillance Operations,” Journal of Air Law and Commerce 74 (2009): 659.

¥ European Commission, Proposal for a Regulation of the European Parliament and of the Council on
the protection of individuals with regard to the processing of personal data and on the free movement
of such data (General Data Protection Regulation), COM(2012) 11 final, Brussels, 25 January 2012.

% McBride, “Beyond Orwell,” 661.
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1.4.4 Second-Generation DNA Sequencing Technologies

Second-generation DNA sequencing technologies refer to the routine sequencing of
the whole genomes of individuals rather than just distinct parts of the genome.
Second-generation DNA sequencing impacts on the privacy of the person through
the collection of intimate information that can potentially reveal personal data that
are classified as sensitive. DNA sequences can reveal sensitive information about an
individual and may indicate specific human qualities such as sex, sexual orientation,
ethnicity, physical and mental health and predispositions to certain behaviours.®!
These categories are often associated with social marginalisation and discrimina-
tion, and revealing these traits can have significant impacts in terms of privacy of
data and image. If this data is routinely revealed, individuals could become vulner-
able to the consequences of genetic testing or could be effectively forced to undergo
genetic testing in order to obtain insurance, employment or access to other goods
and services.®?> These consequences could affect the individuals as well as their
family members, due to the heritability of genetic information. As a result, second-
generation DNA sequencing can impact upon privacy of the person, privacy of data
and image, privacy of location and space and privacy of association.

Second-generation DNA sequencing impacts on the privacy of the person through
the collection of intimate information that can potentially reveal personal data that
are classified as sensitive. Currently, some police forces, such as those in the UK,
are able to use reasonable force to take a DNA sample from arrested individuals,
and military personnel in the USA are only able to refuse to submit a DNA sample
for serious religious reasons.®> While in these cases the taking of DNA samples does
not take place on the basis of a mutual consent, this may change in the near future.
Setting up biobanks for biomedical research involves the recruitment of large popu-
lation cohorts and whole genome DNA sequencing will likely become a routine
diagnostic test method in some areas of health care (e.g., for prenatal diagnosis).
These examples suggest that consent could gradually become undermined as man-
datory volunteerism becomes more commonplace.®*

Second-generation DNA sequencing technologies potentially infringe upon the
privacy of a person’s data or image. As highlighted above, the information gener-
ated by DNA sequencing can potentially reveal sensitive data that increases the

! Nature Biotechnology, “DNA confidential,” Editorial, 27 (2009): 777.

©2Piret Kukk, Bérbel Hiising and Michael Friedewald, “Privacy, data protection and policy issues
in next generation DNA sequencing technologies,” Privacy, data protection and ethical issues
in new and emerging technologies: Five case studies, eds. Rachel Finn and David Wright
(PRESCIENT consortium, 25 November 2011).

% Dorothy Nelkin and Lori Andrews, “DNA identification and surveillance creep,” Sociology of
Health & Illness 21 (1999).

®Gary T. Marx, “Soft Surveillance: The Growth of Mandatory Volunteerism in Collecting Personal

Information — ‘Hey Buddy Can You Spare a DNA?’,” in Surveillance and Security: Technological
Politics and Power in Everyday Life, ed. T. Monahan (London: Routledge, 2006).
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potential for genetic discrimination by government, insurers, employers, schools,
banks and others.® Furthermore, despite the assumption that genetic data in databases
can be rendered anonymous, it is possible that individuals could be identified,*® with
all of the associated consequences. Lunshof et al. identify several avenues through
which individuals could be de-anonymised, including:

* Inferring phenotype from genotype by identifying information in DNA and
RNA, for instance, stature, hair or iris colour, or skin colour, or ethnic group

* Any amount of DNA data in the public domain with a name allows for
identification within any anonymised data set

* Security breaches based on attacks on or thefts or loss of DNA data.®’

As such, like many other emerging technologies, the link between individuals
and a “data set” requires a significant amount of attention to data protection mecha-
nisms in order to protect privacy.

Whole genome DNA sequencing can negatively impact on privacy of location
and space. This is primarily centred on concerns over the potential for detecting
someone’s location by comparing the DNA sample found at a specific location and
people’s DNA profiles. This can be grounds for making associations between per-
sons and their location, especially within forensics. It also introduces a possibility
for making spurious associations between individuals and particular locations as a
result of secondary transfers as this technology becomes more sensitive. Although
whole genome sequencing is an emerging technology still in the research domain,
the recent advent of low copy number DNA techniques® have led to mistakes in the
criminal justice system, including false positive matches that suggested an individ-
ual’s presence in a particular location® and matches resulting from secondary trans-
fers associated with contamination.”

Finally, second-generation whole genome sequencing potentially impacts upon
privacy of association in negative ways. An individual’s presence at a particular
gathering could be detected through linking a person’s DNA profile with DNA
found at that location. Individuals could be categorised into particular groups based
on information gleaned from their DNA sequence, and profiling enables individuals
within particular groups to be identified. Furthermore, in addition to identification,
but in a similar frame, whole genome DNA sequencing could allow the use of DNA

%5 Kukk et al., “Next-generation DNA sequencing”.

L. Curren, et al., “Identifiability, genomics and UK data protection law,” European Journal of
Health Law 17 (2010).

¢ J.E. Lunshof et al., “From genetic privacy to open consent,” Nature Reviews Genetics 9 (2008).
% Wikipedia defines Low Copy Number (LCN) as a DNA profiling technique developed by the
Forensic Science Service (FSS) and in use in some countries since 1999.

®Rebecca Fowler, “Coded Revelations: DNA the second revolution,” The Observer, 27 April 2003.
70 Alan Hall, “Woman serial killer was a just phantom, German police admit,” The Telegraph, 26
March  2009. http://www.telegraph.co.uk/news/worldnews/europe/germany/5056339/Woman-
serial-killer-was-a-just-phantom-German-police-admit.html.
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of one family member to provide information about another. For example, whole
genome sequencing could identify when people are related and reveal information
about whether another family member has committed a crime or if they are likely to
be carriers for particular diseases, etc.”!

1.4.5 Human Enhancement

Human enhancement technologies include those which offer enhancement via phar-
macological means, i.e., neuro-enhancing pharmaceuticals (neuro-enhancers), or
technical means via brain-computer interfaces (BCIs).”> Neuro-enhancing pharma-
ceuticals are characterised by their biological and chemical effects, and pharmaceu-
tical neuro-enhancement comprises not only illegal drugs (amphetamines or
cocaine), but also over-the-counter drugs such as aspirin and prescription drugs
such as antidepressants and methylphenidate (Ritalin). However, prescription drugs
such as Ritalin may be misused or intentionally used for other purposes than the
prescribed ones. The two most important categorisations of BCls, particularly in
relation to their privacy invasiveness, is their location (invasive vs. non-invasive)
and whether they operate from human to machine and/or vice versa. Although
machine-to-human operation can be found in medical applications such as deep
brain stimulation, most BCI technology operates from human to machine and is
used to enable the user to control other digital or mechanical devices without the
actual need of any neuro-muscular movement. Electroencephalography (EEG) that
measures the electrical impulses emitted by the brain is the most prevalent sensing
technology, and applications such as the mental typewriter or brain-to-robot inter-
faces are currently primarily being developed for therapeutic purposes. However,
such technology could become more prevalent since the gaming and entertainment
industry has recently shown an interest in the “reading” of brain activity to control
and manipulate applications.” These human enhancement technologies carry the
potential to impact upon privacy of the person, privacy of behaviour and action,
privacy of communication, privacy of data and image and privacy of thoughts and
feelings.

Human enhancement may violate privacy of the person, both through neuro-
enhancing pharmaceuticals and brain-computer interfaces, when the method of

"I Dustin Hays and DNA Policy Centre, “DNA, Forensics, and the Law,” last modified 2008.
http://www.dnapolicy.org/policy.issue.php?action=detail&issuebrief_id=42.

"2Philip Schiitz and Michael Friedewald, “Technologies for Human Enhancement and their impact
on privacy,” in Privacy, data protection and ethical issues in new and emerging technologies: Five
case studies, eds. Rachel Finn and David Wright (PRESCIENT consortium, 25 November 2011).
3 Anton Nijholt, “BCI for Games: A ‘State of the Art’ Survey,” in Enfertainment Computing —
ICEC 2008, eds. Scott M. Stevens and Shirley J. Saldamarco (Berlin: Springer, 2009), 225.
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enhancement implies the internalisation of substances or technologies and/or a
potential loss of control. On the one hand, Schiitz and Friedewald argue that phar-
maceutical neuro-enhancers enable the prescribing authority to exercise control
over the recipient, affecting his/her bodily privacy.”* On the other hand, BCI tech-
nology is based on both human and machine learning processes, which means that
it could be possible to manipulate the BCI user.”® Thus, Schiitz and Friedewald fur-
ther argue that any gain in control through the use of BCIs could easily be offset by
a potential for loss of control. This confronts the user with unintended and poten-
tially devastating consequences, particularly if the individual is dependent on the
BClI-linked technology. For example, Parkinson’s patients using BCIs such as deep
brain stimulation have been confronted with side effects that include a change in
their personality.

Human enhancement technologies potentially impact upon privacy of behaviour
and action in two ways. First, as mentioned above, neuro-enhancers are closely
linked to the risk of losing control over one’s will and actions. That is why pre-
scribed “enhancing” drugs such as Ritalin or Modafinil pose a threat of external
control over the individual’s behaviour. Second, drawing on BCI technology, behav-
ioural neuroscience allows the location of parts of the brain that are supposed to be
responsible for certain kinds of behaviour, attitudes and actions. In this context,
individuals could be exposed to preventive strategies, such as crime prevention.”
Furthermore, individuals could be influenced to buy certain products, or spend more
money than they otherwise would, based on an interaction between mood, purchas-
ing behaviour and external stimulation.”

Privacy of communication may be impacted by brain-computer interfaces,
whereby the interception or monitoring of data streams between the BCI user and
the machine could be possible. When BClIs are used to assist individuals in com-
municating with others, the data that passes between the user and the communica-
tion software could be intercepted and analysed. Furthermore, recent scientific
research in brain imaging and speech has begun to identify electrical patterns asso-
ciated with certain words or phrases.”® As BCIs develop, more of the content of
communication could become vulnerable to interception.

Privacy of data and image is only touched upon in relation to human enhance-
ment technologies that are capable of collecting data, regardless of how it may be
further processed. As such, BCIs are the only human enhancement technology that

7 Schiitz and Friedewald, “Technologies for Human Enhancement and their impact on privacy”.
> Dennis J. McFarland and Jonathan R. Wolpaw, “Brain-computer interfaces for communication
and control,” Communications of the ACM 54 (2011): 63.

76 Adam Kepecs, “Neuroscience: My brain made me do it,” Nature 473 (2011).

" Ira van Keulen and Mirjam Schuijff, “Engineering of The Brain: Neuromodulation and
Regulation,” in Making Perfect Life: Bioengineering in the 21st Century, eds. Rinie van Est and
Dirk Stemerding (Brussels: European Technology Assessment Group, June 2011).

Tan Sample, “Mind-reading program translates brain activity into words,” The Guardian, 31
January  2012. http://www.guardian.co.uk/science/2012/jan/3 1/mind-reading-program-brain-
words.
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potentially impacts upon privacy of data and image because they involve the
digitalisation, collection, (temporary) storage and processing of information about
brain activity. This data is highly sensitive, because the prospective worth of such
unique personal information may increase exponentially in terms of its marketing
value for the advertisement industry. In addition, it is difficult to anticipate what
information can be collected and/or extracted in the future and whether it will be
financially lucrative. Despite this, Schiitz and Friedewald note that system security
was given little thought when researchers first developed the technical infrastructure
of BCIs, as was the case in the early days of the Internet. Thus, BCI technologies are
vulnerable to breaches through hacking or other intrusions.” However, at the
moment, this threat is relatively inconsequential as current BCIs are not designed to
extract data, they merely link individuals with other assistive technologies.

Furthermore, information from brain computer interfaces may be able to recog-
nise and identify patterns that shed light on certain thoughts and feelings of the
carrier. According to McFarland and Wolpaw, the images created by the brain’s
electrical impulses reveal an enormous depth of information about the individual,
his/her mind and way of thinking. “For the first time it may be possible to breach the
privacy of the human mind, and judge people not only by their actions, but also by
their thoughts and predilections.”®® Such technologies are being explored in relation
to counter-terrorism and advertising practices, where, for example, sensor networks
are being deployed in semi-public spaces to detect stress levels to attempt to identify
suspicious behaviour and are being developed for retail situations to attempt to pre-
dict and influence purchasing behaviour. In the counter-terrorism context, such data
could lead to additional questioning or refusal of services, which would impact
upon a person’s privacy of thoughts or feelings. Shoppers could also be influenced
in the retail sector or targeted based on the feelings that they present, leading to
discrimination or other profiling practices. In either context, such technology
could encourage individuals to attempt to conceal thoughts or feelings in anticipa-
tion of such measurements since their thoughts or feelings could become public
information.

1.4.6 Second-Generation Biometrics

In parallel with their wider deployment, biometrics have raised critical privacy and
data protection issues which have impacted the acceptability of biometric
identification methods. The next generation of biometrics include the measurement

7 Medical Device Security Center, “Medical Device Security Center,” last modified 2011. http://
secure-medicine.org/.

80Martha J. Farah, “Neuroethics: The practical and the philosophical,” Trends in Cognitive Sciences
9 (2005): 34.
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and analysis of new biometric traits, such as behavioural or soft biometrics (i.e.,
biometrics which may change over time, such as gait analysis and voice recognition
software) and physiological biometrics (including heartbeat detection, pheromone
detection). In second-generation biometrics, these soft or physiological traits are
often used in combination with more traditional traits in multiple biometrics or
multimodal systems to strengthen identification systems. Venier and Mordini argue
that the most critical implications of next-generation biometrics are that future bio-
metric recognition could take place remotely, covertly and/or from a distance and
may produce material with a high degree of sensitive (and surplus) information.?!
However, many of the applications of second-generation biometrics are still in the
research domain and second-generation biometrics are most appropriately classed
as emerging technologies. Unique to other technologies discussed here, second-
generation biometrics affect all of the seven types of privacy we outline in this
article. Some soft biometrics such as the way one walks (gait) or types a letter could
be regarded as unconscious behaviour. However, we would regard these as still dif-
ferent from privacy of behaviour and action as these possibly supposed unconscious
behaviours reflect a personal characteristic (privacy of the body) rather than the
intentionality that is implicit in privacy of behaviour and action.

In relation to second-generation biometrics, privacy of the person could be
impacted by the systematic collection of information that could be used for
classification purposes. Venier and Mordini argue that second-generation biomet-
rics potentially infringe upon human dignity through the measurement and digitali-
sation of the body.*” Second-generation biometrics also involve the collection of
intimate information, which carries the potential to reveal personal data that are
classified as sensitive, including medical data, gender, age and/or ethnicity. Because
of the potential for classification, Venier and Mordini are concerned that the cate-
gorisation of individuals could become a more sensitive issue than identification in
terms of biometrics, as second-generation biometrics may enable subjects to be
characterised via biometric profiling or be used to provide a link to an existing non-
biometric profile.®* This could be exacerbated as more, sometimes superfluous, data
is collected by multiple biometrics and multimodal systems, in order to improve
system performance. Furthermore, the collection of biometric information remotely,
covertly and/or at a distance could mean that individuals’ bodies are routinely mea-
sured and mined for information without the explicit consent of the person who is
being monitored.

Soft biometrics potentially impact privacy of behaviour and action through pro-
cesses of automation. According to Venier and Mordini, human behaviour can be
monitored, captured, stored and analysed in order to enable systems to become

81 Silvia Venier and Emilio Mordini, “Second-generation biometrics,” in Privacy, data protection
and ethical issues in new and emerging technologies: Five case studies, eds. Rachel Finn and
David Wright (PRESCIENT consortium, 25 November 2011).

82 Venier and Mordini, “Second-generation biometrics”.

83 Ibid.
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knowledgeable about people. Subsequently, measurements of changes in behaviour
and definitions of “abnormal” behaviour can also become automated which could
lead to monitoring and recording of infrequent behaviours that are not suspicious or
criminally deviant. Physiological biometrics may also impact privacy of behaviour
and action by revealing sensitive information about a person’s psychological state,
which can be used for behaviour prediction, as a result of pre-emptive discrimina-
tory measures.

Soft biometrics, specifically voice or speech recognition technologies, can nega-
tively impact individuals’ privacy of personal communications. Speech or voice
recognition technologies can be utilised to record, analyse and disclose the content
of communication. Although these are not the primary purpose of such technolo-
gies, the infrastructure necessary to record and verify human voices or human
speech can be relatively easily re-worked to enable such recording and disclosure of
the content of speech. Such re-oriented voice or speech recognition technologies
can also be linked with automated systems to ensure that communications by certain
individuals, or communications about certain topics, can be monitored or recorded.
This could discourage individuals who use certain types of voice recognition sys-
tems from communicating with particular people or about particular topics in areas
where voice recognition systems are in operation.

Soft biometrics and the use of biometrics at a distance both pose a threat to per-
sonal data and image. Article 33 of the proposed new Data Protection Regulation
says that the processing of biometric data presents specific risks, meaning that it
must be processed in respect of principles such as consent and proportionality. Some
types of soft biometrics, and especially biometrics at a distance, can present a risk
that an individual would not know that a system was in operation and thus would not
have consented to the collection of their biometric information and may not be able
to exercise their rights to access that data. Behavioural biometrics also introduce
concerns over the storage of raw data (a person’s image or video from cameras
monitoring public areas) in databases and how this personal data is used given these
new capabilities. Finally, the fact that soft biometrics often collect additional, unnec-
essary information raises issues surrounding the principle of proportionality.

Physiological biometrics can impact privacy of thoughts and feelings through the
collection of intimate information that can be used to detect suspicious behaviour or
predict intention or susceptibility. Imaging scanners that combine physiological
measurements intended to detect heightened emotional states could provide clues to
an individual’s state of mind and potentially lead to discrimination.’* This intro-
duces a concern that human feelings become technically defined and represented
and that automated decisions over and about individuals may be made based upon
this information. Examples of such applications include counter-terrorism applica-
tions as well as personalised advertising applications where individuals’ experience

% Harvard Magazine, “Where Decisionmaking is Measured,” 12 December 2008. http://harvardmaga-
zine.com/breaking-news/where-decisionmaking-is-measured.
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of semi-public space is restricted or impacted by the emotional state “read” by
biometric sensors. Again, the danger is not necessarily that the individual is
identified, but that they are categorised and decisions are made about them based on
the profile they present.

Second-generation biometrics such as embedded systems and soft biometrics
may also negatively impact privacy of location and space. Unlike current-generation
overt biometric systems used to authenticate or identify an individual with their co-
operation, sensing and identifying individuals at a distance can result in covert data
capture without the data subject’s consent. This means that a biometric system can
create a link between an individual and a location at a particular time without their
co-operation, and without their being aware that this occurred. Thus, there is a clear
overlap with the privacy concerns associated with privacy of the person. Individuals
could also be tracked without being identified by using biometrics to differentiate a
particular person as they move through public space. Here, biometrics can be used
in tandem with other surveillance systems, such as CCTYV, static cameras or mobile
phones with location detection capabilities, to pinpoint or track an individual’s
location.

Finally, soft biometrics may negatively impact privacy of association. Soft bio-
metrics introduces concerns that individual members of a group could be identified
at a distance through the linking of such biometrics to other data sets. Furthermore,
behavioural analysis could be used to identify leaders or vulnerable members of a
group, enabling group organisation and decision-making structures to be revealed.

1.4.7 Filling in the Gaps

Despite the utility of Clarke’s four categories of privacy, particularly in relation to
the identification of specific types of privacy which must be protected, our case
studies reveal that new and emerging technologies introduce new and additional
types of privacy that Clarke did not consider in his original piece. Our conceptuali-
sation maintains two of Clarke’s original categories: privacy of the person and pri-
vacy of personal communication.®> We have also re-worked Clarke’s categories of
privacy of personal behaviour and privacy of personal data to privacy of behaviour
and action and privacy of data and image respectively. The change to privacy of
behaviour and action is because we regard behaviour and action as both character-
ised by intentionality, but “action” is slightly different from “behaviour”. Action has
an element of planning that is not normally present in behaviour. We would not want
to overstate this, however. One can act (behave) in a certain way in response to a
certain stimulus (if someone slaps you in the face, you might slap back, and there
probably is precious little time to “plan” such a response), but on the other hand, if

% As mentioned early on in this article, Clarke labelled privacy of personal data and privacy of
personal communications as “information privacy”.
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you are an assassin, you probably have a fair amount of time to plan your next hit
(action). The change to privacy of data and image is intended to highlight the image
as a form of personal data that increasingly can be mined for biometric data and
used to identify, monitor and/or track individuals as they move about public or semi-
public space.

Furthermore, three additional aspects of privacy were necessary to fully capture
the privacy impacts of the new and emerging technologies that we discussed here.
Clarke’s original framework did not include privacy of location and space, privacy
of thoughts and feelings and privacy of association (including group privacy).
Although Clarke includes some consideration of “space” within his category of
privacy of behaviour, our understanding of location and space includes the potential
to connect an individual to a particular location at a particular time, rather than sim-
ply monitoring that person as they move about in particular spaces. Furthermore,
privacy of location and space includes the possibility that the individual moving
about space can be connected to a digital persona, or that location information could
be aggregated to actively or retrospectively track an identifiable individual as they
move around in public or semi-public space (e.g., shopping malls) or private prop-
erty (e.g., stores, office buildings). In addition to RFID-enabled travel documents,
and the other examples discussed in this paper, automatic number plate recognition
(ANPR) systems, CCTV cameras fitted with facial recognition and global position-
ing system surveillance such as chips carried in smart phones also perform similar
functions with similar associated potential privacy impacts.

The inclusion of privacy of thoughts and feelings addresses another gap in
Clarke’s categorisation. Emerging technologies such as brain computer interfaces,
as well as neuro-imaging, neural modulation and biometric sensor arrays (heart rate
monitors, skin temperature sensors, pupil dilation) all have the possibility to disrupt
the interiority of the body and mind to provide clues about thoughts, feelings and/or
states of mind. This differs from privacy of the person in that privacy of the person
focuses on identifying, reflecting and classifying the physical body, whereas privacy
of thoughts and feelings targets the more ephemeral aspects of the person.
Furthermore, privacy of thoughts and feelings protects what is perhaps the least
controversial, most consistent and unwavering dimension of privacy, the individual
thoughts and feelings which until now were almost entirely imperceptible to others
unless individuals chose to share them.

Finally, privacy of association connects privacy, as a heterogeneous but largely
individualised concept, to interpersonal relationships. As recognised by Article 8 of
the Charter of Fundamental Rights, privacy includes respect for both individual and
family life, thus inter-personal relationships form part of the European conception
of privacy. Second, privacy of association links directly with other fundamental
rights such as rights to assembly, religious freedom and free speech. New and
emerging technologies enable individuals and their inter-relationships to be revealed
through DNA sequencing technology that identifies family relationships or enables
individuals to be organised into groups based on physical traits, technologies such
as UAS surveillance or second-generation biometrics which can link identifiable
individuals to particular places at particular times and behavioural analytic technologies
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which can analyse behaviour to better understand relationships between group
members and/or group structures. These additional aspects of privacy are most vis-
ible in relation to new and emerging technologies and have expanded our under-
standing of different types of privacy. The next section will examine how the
heterogeneity and flexibility of privacy, as a concept, needs to be maintained in
order to continue to address the potential impacts associated with technological
developments.

1.5 The Merit of Elusiveness

As mentioned above, Gutwirth refers to a definition of privacy as “elusive”. In this
summary section, we argue that privacy is an inherently heterogeneous, fluid and
multidimensional concept, and we suggest that this multidimensionality may be
necessary to provide a platform from which the effects of new technologies can be
evaluated. This potential necessity is supported by the fact that different technolo-
gies impact upon different types of privacy, and further technological changes may
introduce or foreground previously unconsidered privacy dimensions.

Our case study discussion above demonstrates that different technologies poten-
tially impact upon different types of privacy and embody different risks to privacy.
Table 1.1, below, summarises the spread of privacy types that new and emerging
technologies may impact upon. Consolidating the case study information illustrates
that privacy of data and image and privacy of behaviour and action are threatened by
most if not all new and emerging surveillance technologies. In contrast, privacy of
thought and feelings and privacy of communication are potentially impacted by
second-generation biometrics and human enhancement technology only. Therefore,
scholars, legal theorists, policy-makers and other actors must maintain an awareness
that there are different types of privacy in order to ensure adequate protection of
individuals (and society) in relation to existing and emerging technologies, applica-
tions and practices.®

This also means that the protection of data that describes a person will remain
important in the future. However, with the advent of new technologies such as next-
generation biometrics, DNA sequencing and human enhancement technologies the
data being collected moves from simply describing a person to being an inherent
part of the person. This calls for a much stronger focus on an ethical assessment
element to complement established (and enhanced) data protection principles.

% We do not mean to suggest that the newer the technology, the broader the risks to these different
dimensions of privacy. Each new technology must be assessed to determine whether it has impacts
on privacy and, if so, which types of privacy. It does not follow that new technologies necessarily
pose greater risks to privacy than older technologies, but it is certainly true, as we have demon-
strated, that some new technologies have exposed types of privacy not heretofore considered and
that as technologies become more complex, the more likely it is that the risks will also be more
complex.
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We also suggest that the fluidity of privacy as a concept may be an important
aspect of its utility, since technological developments may introduce new types of
privacy. As technologies develop and proliferate, various types of privacy which had
not previously been considered or identified as under threat may become compro-
mised. While the privacy experts quoted in Sect. 1.2 lament the fact that privacy is
difficult to define and conceptualise, we propose that fluidity and flexibility are
necessary to enable “privacy” to respond to technological changes. More precise
conceptualisations, taxonomies and boundaries surrounding privacy, particularly in
the legal field, may disrupt the use of privacy to protect individuals and groups from
intrusions that impact upon their freedoms, fundamental rights and access to goods
and services.®” Therefore, despite other theorists’ frustration with the difficulty in
defining privacy, perhaps maintaining its elusiveness carries particular benefits for
law-makers and citizens. In any event, we believe that our typology offers benefits,
as we stated earlier, for policy-makers, academics, privacy advocates and any organ-
isation carrying out a reasonably comprehensive privacy impact assessment.

1.6 Conclusion

This paper has provided three main theoretical arguments. First, we have demon-
strated that privacy is a fluid and dynamic concept that has developed alongside
technological and social changes. In the 15 years between 1997 and 2012, the advent
of new technologies and applications has meant that previously unconsidered types
of privacy now need to be addressed in order to adequately protect individuals’
rights, freedoms and access to goods and services. Second, we have identified seven
different types of privacy that current decision-makers need to consider in providing
proactive protection to individuals in the face of new and emerging technologies.
These include privacy of the person, privacy of behaviour and action, privacy of data
and image, privacy of communication, privacy of thoughts and feelings, privacy of
location and space, and privacy of association (including group privacy). Each of
the different technologies discussed here impact upon different types of privacy and
all of these types need to be considered when formulating privacy protections.®

8 We draw support in this conclusion from Gutwirth, Privacy and the information age, pp. 33-34,
who discusses the undesirability of defining privacy from a legal perspective.

8 Privacy should not be narrowly defined, nor should information privacy (of communication and
personal data protection) be regarded as all there is to privacy. Clarke speaks of a “serious debase-
ment of the term ‘privacy’ [which] has occurred in the case of U.S. and Australian statutes that
have equated it with the highly restrictive idea of ‘data protection’. That notion derives from the
“fair information practices’ movement that has been used by corporations and governments since
the late 1960s to avoid meaningful regulation.” Roger Clarke, “What’s ‘privacy’?,” Xamax
Consultancy, 2006. http://www.rogerclarke.com/DV/Privacy.html.
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Third, we have proposed that one of the strengths of privacy is its complexity,
fluidity and heterogeneity. Decision-makers, and most especially policy-makers,
may find benefit in maintaining a fluid and mutable understanding of privacy in
order to ensure that privacy is protected in the face of future technological
developments.
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Chapter 2
The Internet as Surveilled Workplayplace
and Factory

Christian Fuchs and Daniel Trottier

2.1 Introduction

One case is related to a Scotch manufacturer, who rode after a sixteen years old runaway,
forced him to return running after the employer as fast as the master’s horse trotted, and
beat him the whole way with a long whip. [...] Other manufacturers were yet more barba-
rous, requiring many heads to work thirty to forty hours at a stretch, several times a week,
letting them get a couple of hours of sleep only, because the night-shift was not complete,
but calculated to replace a part of the operatives only. [...] The consequences of these cruelties
became evident quickly enough. The Commissioners mention a crowd of cripples who
appeared before them, who clearly owed their distortion to the long working hours. This
distortion usually consists of a curving of the spinal column and legs.!

This passage from Friedrich Engels’ book The Condition of the Working Class in
England in 1844 describes typical working conditions in the phase of the industri-
alization of capitalism: work in factories was mentally and physically highly
exhausting, had negative health impacts, and was highly controlled by factory owners
and security forces.

Our corporate headquarters, fondly nicknamed the Googleplex, is located in Mountain

View, California. Today it’s one of our many offices around the globe. While our offices are

not identical, they tend to share some essential elements. Here are a few things you might
see in a Google workspace: [...]

* Bicycles or scooters for efficient travel between meetings; dogs; lava lamps;
massage chairs; large inflatable balls. [...]

!"Friedrich Engels, The Condition of the Working Class in England in 1844 (Cambridge: Cambridge
University Press, 1892/2010), 152.
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* Foosball, pool tables, volleyball courts, assorted video games, pianos, ping
pong tables, and gyms that offer yoga and dance classes.

* Grassroots employee groups for all interests, like meditation, film, wine tast-
ing and salsa dancing.

* Healthy lunches and dinners for all staff at a variety of cafés.

e Break rooms packed with a variety of snacks and drinks to keep Googlers
going (http://www.google.com/about/company/culture.html).

The work conditions in companies like Google are different than the ones
described by Engels in the nineteenth century factory: the workplace seems at the
same time to be a playground and an area for relaxation. But both Google and the
nineteenth century Scotch manufacturer Engels described have one thing in com-
mon: they are profit-making companies that require a workforce to create economic
value, and in turn need these value-creating activities to be secured.

Both also expect an intensive engagement from employees. This includes shifts
that go beyond the modern standard of 8 h.> A discussion thread asked Google
employees to describe their workday. Long hours were a constant complaint. One
user said for example: I worked for the company for over 4 years before leaving.
[...] It’s a competitive environment, though, and without good personal restraint
things can really start to pile up. By the end my typical day was 14 h long and I was
starting to underperform on my primary responsibilities. [...]. The fast pace and
competitive environment simply make it an easy trap for Googlers to fall into.?
Another Google employee commented: “In terms of the work, I think it can be fast-
paced and high-pressure [....]. Most of the people I know put in 50-60 hours a
week....no one forces you to but to keep up, you almost sort of have to. That trans-
lates to a few late nights and maybe a few hours on the weekends”.*

Both are aiming at maximal extraction from their employees: the former in order
to maximize their engagement with machinery, physical labour, the latter in order to
have fast turnarounds for software projects and ever-faster release dates. While
foosball tables may seem preferable to physical beatings, both are efforts to totalize
the worker’s engagement with the company.

This chapter deals with the question of how workplace surveillance has changed
in the age of the Internet. In order to provide an answer, we discuss the notion of
workplace surveillance (Sect. 2.2), the emergence of play labour (Sect. 2.3), Internet
play labour (Sect. 2.4), the surveillance of Internet play labour (Sect. 2.5), and
finally the emergence of surveilled workplayplaces (Sect. 2.6).

2Ibid.

3 http://www.reddit.com/r/AskReddit/comments/clz1m/google_employees_on_reddit_fire_up_your_
throwaway/.

“Ibid.
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2.2 Workplace Surveillance

This section aims to give a brief overview of important approaches for understanding
workplace surveillance, such as the contributions by Karl Marx and Harry
Braverman, discussions about Taylorism, and more recent examples.

For Karl Marx, surveillance of the workplace is a necessary element of capitalist
production. He describes it as a function of capital: “The work of directing, super-
intending and adjusting becomes one of the functions of capital, from the moment
that the labour under capital’s control becomes co-operative. As a specific function
of capital, the directing function acquires its own specific characteristics”.> During
the history of capitalism, work has become ever more distributed, social, and coor-
dinated (more recent examples include the big stress on team work or the use of
computer-supported in companies). Workplace surveillance (that is connected to
and combined with workforce surveillance®) is a method that controls workers in
order to ensure that they create value and that they create as much value as possible
in their work time. Workplace surveillance is the surveillance of spaces, where work
takes place (e.g. a factory space or office), it wants to make visible what happens in
the social and physical spaces, where employees create value. Work time surveil-
lance wants to make visible and measure the time span of the day an employee uses
for productive activity, the speed of work, the sequence and durations of steps in the
work process. Work takes place as activities in space and time that transform nature
and culture and create goods and services that satisfy human needs. Work is produc-
tive transformative activity that takes place in space and time. It has a spatial and a
behavioural aspect. Human behaviour always takes place in space. The surveillance
of work is therefore necessarily surveillance of work places, work time, and work-
forces and these three dimensions are inherently connected.

Taylorism is the attempt to measure, monitor and control the bodily movements
of workers in order to increase the value that is created during the work time.” It
employs time studies, time study sheets, watch books, etc. in order to develop meth-
ods for optimizing production, i.e. the creation of more value in less time.

Harry Braverman described in his labour process theory the history of capitalism
as a history of the control of the workforce. Technologies and methods like the assem-
bly line, management, Taylorism, mechanization, automation and computerization
would bring about capital’s “control and dictation of each step of the process”.?

Workplace surveillance is related to the capitalist production process, in which
surplus value is generated.’ It is the surveillance of the spaces where work is

>Karl Marx, Capital. Volume I (London: Penguin, 1867), 449.

¢ Christian Fuchs, “Political Economy and Surveillance Theory,” op cit.

"Fredrick W. Taylor, The Principles of Scientific Management (New York: Harper, 1911).
$Harry Braverman, Labor and Monopoly Capital (New York: Monthly Review Press, 1974), 69.

For a detailed discussion of how various forms of surveillance relate to the capital accumulation
process, see: Fuchs, “Political Economy and Surveillance Theory,” Critical Sociology 38 (2012,
forthcoming).
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conducted to ensure that workers conduct the duties that have been assigned to them
and create value. Workplace surveillance aims at ensuring that employees do not
use work time as idle time, but as surplus value-generating activity. Workforce
surveillance is surveillance of the activities of employees. It includes performance
measurement and activity assessment, and aims at creating data for making the
work process more efficient, i.e., producing more surplus value in less time. Both
forms can either be known or unknown to the employees. Known workplace and
workforce surveillance makes employees discipline their own activities. Covert
workplace surveillance aims at detecting employees that are considered to be unpro-
ductive or it acts as data foundation to make organizational changes (such as promo-
tion of the most loyal and efficient employees, lay-off of employees that are
considered as not productive enough). This surveillance either remains unknown or
becomes known only later to employees.

Forms of workforce and workplace surveillance include the use of slave masters
in slaveholder societies and foremen and overseers in factories in industrial societ-
ies. There are also more technologically mediated forms like work time control
systems (ranging from punch card systems to automated digital systems), the use of
CCTYV or workflow management systems.

Lidl is one of the largest discount food store chains in Germany. In 2008 it
became known that it used detectives and CCTV cameras for monitoring how often
employees go to the toilet, how well the work is performed, which employees have
intimate relations, what conversations between employees are about, etc. The results
of these surveillance processes were documented in reports. Stern journalist Malte
Arnsperger stated: “Lidl seems to try to know about its employees as much as pos-
sible, many details, so to have means of pressure available if one wants to dismiss
them, if one [...] maybe does not want to make salary increases, if one wants to
carry out salary cuts. It is basically about means for exerting pressure on employ-
ees”.' In this example, workplace surveillance seems to have aimed at putting pres-
sure on employees in order to accept wage cuts and make them create more surplus
value in less time. It was unknown to the employees that they were the objects of
surveillance and that the surveillance measures were not aimed at potential thieves.

Workplace and workforce surveillance technologies are means of class struggle by
employers that are used for trying to strengthen capital’s power against workers, low-
ering wage costs and increasing absolute and relative surplus value production.
Absolute surplus value production means, according to Marx,'! that employees work
longer time (e.g. by reducing breaks or conversations with colleagues during work
time because they are afraid of being monitored and losing their job). In relative sur-
plus value production, employees work more in the same time, i.e., they create more
surplus value than at earlier points of time in the same or shorter time spans.'?

19Translation from German. Uberwachung bei Lidl: So wurde der Spitzelskandal aufgedeckt, Stern
Online, 25.3.2008, http://www.stern.de/panorama/ueberwachung-bei-lidl-so-wurde-der-spitzels-
kandal-aufgedeckt-615056.html. Accessed on March 21st, 2012.

'Marx, op cit, Chap. 12.
12Marx, op cit, Chap. 12.
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Capitalism is necessarily based on economic surveillance. But surveillance
methods are older than capitalism. The slave master who monitors the work of a
slave in an ancient slaveholder society is a symbol for the connection of surveillance
to any form of exploitation. We can therefore say that economic surveillance is as
old as the division of labour and the associated power differentials. Surveillance is
older than capitalism, was incorporated into capitalism as a functional principle and
was thereby also transformed.

In classical forms of workforce control, the monitoring of work tends to be expe-
rienced by the worker as a form of alienation. In classical industrial work there is
also a clear separation between work time and non-work time, alienated labour time
and non-alienated free time.'> Classical critical studies of workplace surveillance
have stressed that “the subsequent history of capitalist industry [...] has been a
matter of the deepening and extension of information gathering and surveillance to
the combined end of planning and control”.!* In order to understand, how workplace
and workforce surveillance have gained new qualities in the age of the Internet,
we need to discuss changes that the organization of labour has been undergoing.

Given the discussion of classical workplace and workforce surveillance, we will
discuss next some more recent changes of how labour is organized.

2.3 The Rise of Play Labour

Luc Boltanski and Eve Chiapello argue that the rise of participatory management
means the emergence of a new spirit of capitalism that subsumes the anti-authoritarian
values of the political revolt of 1968 and the subsequently emerging New Left such
as autonomy, spontaneity, mobility, creativity, networking, visions, openness, plu-
rality, informality, authenticity, emancipation, and so on, under capital. The topics
of the movement would now be put into the service of those forces that it wanted to
destroy. The outcome would have been “the construction of the new, so-called
‘network’ capitalism”'® so that artistic critique — that calls for authenticity, creativ-
ity, freedom and autonomy in contrast to social critique that calls for equality and
overcoming class!'® — today “indirectly serves capitalism and is one of the instru-
ments of its ability to endure”."’

13 Marxist Feminsm has stressed that also the free time is not alienation-free: Especially for women
the household economy of the family means alienated and unpaid work that reproduces labour
power of wage workers in the family.

4 Kevin Robins and Frank Webster, Times of Technoculture: From the Information Society to the
Virtual Life (London: Routledge, 1999): 245.

15Luc Boltanski and Eve Chiapello, The New Spirit of Capitalism (London: Verso, 2007), 429.
1ibid, 37 f.
"7ibid, 490.
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Boltanski and Chiapello stress that the network concept (that points towards
management’s emphasis on semi-autonomous work groups, work time flexibilization,
the flattening of organizational hierarchies, the development of organizational phi-
losophies, outsourcing and globalization of organizations, etc.) has become a new
ideology for justifying capitalism. In addition, it contributes to new forms of work
control. Gilles Deleuze'® has in this context pointed out that Foucauldian disciplin-
ary power has been transformed in such a way that humans increasingly discipline
themselves without direct external violence. He terms this situation the society of
(self-)control. Deleuze compares the individual in disciplinary society to a mole and
the individual in the society of control to a serpent. The mole as a symbol of disci-
plinary society is faceless and dumb and monotonously digs his burrows; the snake
is flexible and pluralistic. The Google worker is a serpent: s/he flexibly switches
between different activities (leisure, work) so that the distinction between leisure
and work, play and labour, collapses. Being employed by Google means having to
engage in Google labour life and Google play life. At Google (and similar compa-
nies), it becomes difficult to distinguish play and work."”” One can therefore talk
about the emergence of play labour (playbour).

Participatory management promotes the use of incentives and the integration of
play into labour. It argues that work should be fun, workers should permanently
develop new ideas, realize their creativity, enjoy free time within the factory, etc.
The boundaries between work time and spare time, labour and play, become fuzzy.
Work tends to acquire qualities of play, whereas entertainment in spare time tends
to become labour-like. Work time and spare time become inseparable. At the same
time work-related stress intensifies and property relations remain unchanged.?

There is a tendency in contemporary capitalism that in some companies and in
the organizaton of life the boundaries between play and work collapse. During
Fordist capitalism, there was a clear separation between work time and spare time.
Spare time to a certain extent was the time of play, where one did not have to be
productive. At the same time, spare time was the reproduction time of labour power
and involved labour-related activities like housework so that industrial logic also
shaped spare time and pleasure was administered pleasure and organized spontane-
ity in consumer society. So spare time was never really free time in capitalism, but
it was easier to find spaces for non-productive and non-labour activities. We can
distinguish between instances where leisure comes to resemble work (workification
of play) and instances where work comes to resemble leisure (the playification of
work). Examples for the workification of play include: extreme sports as free time

18 Gilles Deleuze, “Postscript on the Societies of Control,” in Negotiations (New York, NY:
Columbia University Press, 1995), 177-82.

1 Christian Fuchs, “A Contribution to the Critique of the Political Economy of Google,” Fast
Capitalism 8 (2011, 1).

2 Mike Parker and Jane Slaughter, “Unions and Management by Stress” in Lean Work:
Empowerment and Exploitation in the Global Auto Industry, ed. Steven Babson (Detroit, MI:
Wayne State University Press, 1995), 41-53.



2 The Internet as Surveilled Workplayplace and Factory 39

activity, the emergence of trade structures in computer games (the selling of avatars
that are created and developed by cheap workers — called gold farmers — in develop-
ing countries), the recruitment of soldiers with the help of computer games such as
America’s Army, fantasy football leagues, substitution of idleness by performance-
based activities, industries of administered idleness (slow food cooking courses,
spas, massages, meditation, etc.).

Examples of the playification of work include: the performance of work tasks
while commuting or during formal spare time via mobile phones, mobile Internet
and laptops; the integration of recreational possibilities (as e.g. sports facilities) and
social activities into the work place, having love for the job in creative work that
results in high performance and work dedication, smart phones among employees
as an electronic ‘toy’ that extends work responsibilities into leisure time; ‘Barcamps’,
happy hours and ‘unconferences’ are examples of seemingly social gatherings after
work hours, where employees are expected to ‘network’ on behalf of their company
to obtain new clients, promote their brand, and otherwise turn even social life
into labour.

Capitalism connects labour and play in a destructive dialectic. Under Fordist
capitalism, play in the form of enjoyment, sex, and entertainment was in capitalism
only part of spare time, which was unproductive and separate from labour time.
Freud argued that the structure of drives is characterized by a dialectic of Eros (the
drive for life, sexuality, lust) and Thanatos (the drive for death, destruction, aggres-
sion).?! Humans according to Freud strive for the permanent realization of Eros
(pleasure principle), but culture would only become possible by a temporal negation
and suspension of Eros and the transformation of erotic energy into culture and
labour. Labour would be a productive form of desexualisation — the repression of
sexual drives. Freud speaks in this context of the reality principle or sublimation.
The reality principle sublates the pleasure principle. Human culture thereby sub-
lates human nature and becomes man’s second nature.

Marcuse in his book Eros and Civilization connected Freud’s theory of drives to
Marx’s theory of capitalism. He argued that alienated labour, domination, and capital
accumulation have turned the reality principle into a repressive reality principle — the
performance principle: alienated labour constitutes a surplus-repression of Eros.
The repression of the pleasure principle takes on a quantity that exceeds the cultur-
ally necessary suppression. Marcuse connected Marx’s notions of necessary labour
and surplus labour/value to the Freudian drive structure of humans and argued that
necessary labour on the level of drives corresponds to necessary suppression and
surplus labour to surplus-repression. Necessary labour is the average amount of
hours people need to work annually in a society in order to guarantee the survival of
this society and the people living in it by creating goods and services that satisfy
basic human needs. This means that individuals in society have for a certain share
of hours per year to engage in productive work and during this time have to suppress

2! Sigmund Freud, Beyond the Pleasure Principle (New York: Norton, 1961).
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their desires for pleasure (=necessary suppression of the pleasure drive that
accompanies necessary labour). This means that in order to exist, a society needs a
certain amount of necessary labour (measured in hours of work) and hence a certain
corresponding amount of suppression of the pleasure principle (also measured in
hours). The exploitation of surplus value (labour that is performed for free and gen-
erates profit) results not only in the circumstance that workers are forced to work for
free for capital to a certain extent, but also in the circumstance that the pleasure
principle must be additionally suppressed.

“Behind the reality principle lies the fundamental fact of Ananke or scarcity
(Lebensnot), which means that the struggle for existence takes place in a world too
poor for the satisfaction of human needs without constant restraint, renunciation,
delay. In other words, whatever satisfaction is possible necessitates work, more or
less painful arrangements and undertakings for the procurement of the means for
satisfying needs. For the duration of work, which occupies practically the entire
existence of the mature individual, pleasure is ‘suspended’ and pain prevails”.?* In
societies that are based domination, the suppression and postponement of pleasure
gratification takes on the form of the so-called “performance principle”,?® according
to which pleasure gratification is only allowed as long as it does not interfere or
diminish the productivity of the worker.

In societies that are based on the principle of domination, the reality principle
takes on the form of the performance principle: Domination “is exercised by a par-
ticular group or individual in order to sustain and enhance itself in a privileged situ-
ation”.** The performance principle is connected to surplus-repression, a term that
describes “the restrictions necessitated by social domination”.?> Domination intro-
duces “additional controls over and above those indispensable for civilized human
association”.”

Marcuse argues that the performance principle means that Thanatos governs
humans and society and that alienation unleashes aggressive drives within humans
(repressive desublimation) that result in an overall violent and aggressive society.
Due to the high productivity reached in late-modern society, a historical alternative
would be possible: the elimination of the repressive reality principle, the reduction
of necessary working time to a minimum and the maximization of free time, an
eroticization of society and the body, the shaping of society and humans by Eros, the
emergence of libidinous social relations. Such a development would be a historical
possibility — but one incompatible with capitalism and patriarchy.

Kiicklich first introduced in this context the term playbour (play +labour).”” In
the Fordist mode of capitalist production, work time was the time of pain and the

22 Marcuse, op cit, 35.

Zibid, 35 ff.

2ibid, 36.

»ibid, 35.

%ibid, 37.

" Julian Kiicklich, “Precarious Playbour,” Fibreculture Journal 5.
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time of repression and of the human drive for pleasure; whereas leisure time was the
time of Eros and pleasure.”® In contemporary capitalism, play and labour, that is
Eros (the pleasure principle) and Thanatos (the death drive) partially converge:
workers are expected to have fun during work time and play time becomes produc-
tive and work-like. Play time and work time intersect and all available time tends to
be exploited for the sake capital accumulation.

The difficulty is that labour feels like play and that exploitation and fun thereby
become inseparable. Play and labour are today in certain cases indistinguishable.
Eros has become fully subsumed under the repressive reality principle. Play is
largely commodified, spaces and free time that are not exploited by capital hardly
exist today. They are difficult to create and to defend. Play today is productive, sur-
plus value generating labour that is exploited by capital. All human activities, and
therefore also all play, tends under the contemporary conditions to become sub-
sumed under and exploited by capital. Play as an expression of Eros is thereby
destroyed, human freedom and human capacities are crippled.

The emergence of playbour does not replace Fordist and industrial forms of work
that are based on the separation of labour time and reproductive spare time. It is a
new quality of the organization of work that is connected to the rising importance of
knowledge and creative work and the attempts of capital to overcome crises by
reorganizing work. In playbour, surveillance as coercive means of work control is
substituted or complemented by ideological forms of control, in which workers
monitor and maximize their own performance or monitor themselves mutually.
Surveillance thereby becomes transformed into control of the self. Playbour is a
biopolitical form of ideology and control.

Biopolitics means that “basic biological features of the human species” are “the
object of a political strategy, of a general strategy of power”.?* “Biopower [...] refers
to a situation in which what is directly at stake in power is the production and repro-
duction of life itself”.3° Playbour is an actual control strategy of humans that aims at
enhancing productivity and capital accumulation. At the same time, it is an ideology
that postulates (e.g. in management ideology, public debates, etc.) the democratiza-
tion of work and thereby wants to create the illusionary impression that we have
entered an age without alienation and exploitation.

Playbour is a context for the discussion of changes of the role of mediated
surveillance on the Internet.

28 Herbert Marcuse, Eros and Civilization (Boston, MA: Beacon Press, 1955).

2Michel Foucault, Security, Territory, Population. Lectures at the College de France 1977-1978
(Basingstoke: Palgrave Macmillan, 2007), 1.

3 Hardt, Michael and Antonio Negri, Empire (Cambridge, MA: Harvard University Press, 2000),
24,
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2.4 Internet Playbour

In the so-called Blindspot Debate, Dallas Smythe?' asked the question what the
commodity sold by the commercial media is. He argued that they do not primarily
sell content, but the audience as a commodity to advertisers. The consumption of
commercial media would be a value-creating and productive activity. Smythe coined
in this context the notion of the audience commodity. He argued that if media con-
sumption becomes productive, spare time becomes work time: The “material reality
under monopoly capitalism is that all non-sleeping time of most of the population is
work time. [...] Of the off-the-job work time, the largest single block is time of the
audiences which is sold to advertisers. [...] In ‘their’ time which is sold to advertisers
workers (a) perform essential marketing functions for the producers of consumers’
goods, and (b) work at the production and reproduction of labour power”.*> Sut
Jhally and Bill Livant have pinpointed Smythe’s concept of audience commodification
by saying that it means: “watching as working”.*

If one assumes that also sleeping time is related to work time because it is an
activity that reproduces and recreates labour power, then one can argue that for “the
great majority of the population [...] 24 hours a day is work time”.3* Media con-
sumption is audience work that creates value for media companies. The result of
this work is the presentation of commodities to audiences in advertisements.
Therefore audiences “work to market [...] things to themselves”. %

Dallas Smythe suggests that in the case of media advertisement models, the audi-
ence’s attention time is sold as a commodity to advertisers (audience commodity).
Although the commercial mass media audience that Smythe described (typically
found in the case of advertising-financed newspapers, radio, and TV) creates value
by watching or reading, it does not create content itself. Commercial surveillance in
this model is externally imposed by market and audience research (e.g. by using set
top boxes that measure audience activities). The audience is measured by special
methods that are not applied to the full audience, but to a sample of study partici-
pants. Audience measurement is used for setting advertising rates. It is necessarily
based on approximations.

Internet platforms such as Google, Facebook, YouTube and Twitter share with com-
mercial newspapers and commercial broadcasting the profit orientation and the focus
on advertising-generated revenue. The difference is that users on these platforms create
and share content, establish and maintain social relations (communication), and that

3 Dallas W. Smythe, “Communications: Blindspot of Western Marxism,” Canadian Journal of
Political and Social Theory 1 (1977, 3): 1-27.

*ibid, 3.

¥ Sut Jhally and Bill Livant. “Watching as Working. The Valorization of Audience Consciousness,”

in The Spectacle of Accumulation. Essays in Culture, Media, & Politics (New York: Peter Lang,
1986/2006), 125.

¥ Dallas W. Smythe, Dependency Road (Norwood, NJ: Ablex, 1981), 47.
3ibid, 4.
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surveillance is built into the system as internal mechanism that records, monitors,
and assesses all generated content, social relations, and transaction data. Thereby a
full profile of user interests, connections and activities emerges that is not limited to
audience samples, but encompasses the total surveillance of all user activities. The
totality of commercial surveillance on the Internet enables targeted advertising —
advertising that is oriented on individual user preferences, relations and activities.

Audience commodification on the corporate Internet can best be described as
Internet prosumer commodification®®: economic surveillance on corporate social
media is surveillance of prosumers, who create and share user-generated content,
browse profiles and data, interact with others, join, create, and build communities,
and co-create information. The conflict between Cultural Studies and Critical
Political Economy of the Media®” about the question of the activity and creativity of
the audience has been resolved in relation to the Internet today: On Facebook,
Twitter, commercial blogs, etc., users are fairly active and creative, which reflects
Cultural Studies’ insights about the active character of recipients, but this active and
creative user character is the very source of exploitation, which reflects Critical
Political Economy’s stress on class and exploitation.

Internet prosumer commodification signifies that private internet usage, which is
motivated by play, entertainment, fun, and joy — aspects of Eros — has become sub-
sumed under capital and has become a sphere of the exploitation of labour. Internet
corporations accumulate profit by exploiting the playbour of users. In playbour
time, surplus value generation appears to be pleasure-like, but serves the logic of
repression (the lack of ownership of capital). Joy and play become toil and work,
toil and work feel like joy and play. There is a collapse of leisure time and work
time: leisure time becomes work time and work time leisure time. All time becomes
exploited, online leisure time becomes surplus value-generating wage labour time
that involves a surplus repression time of pleasure. Playbour time is surplus value
generating pleasure time.

In commercial Internet surveillance, users work without pay and produce con-
tent, communications, social relations, and transaction data. Their unpaid labour
creates data commodities (collection of individuals with specific user demograph-
ics) that are sold to advertisers. There is an exchange of money with access to
specific user groups. The exchange value of the Internet prosumer commodity is at
the heart of targeted advertising. This commodity’s value is created by playbour —
the activities on Facebook and related platforms are strongly playful activities

% Christian Fuchs, “Labor in Informational Capitalism and on the Internet,” The Information
Society 26 (2010, 3): 179-96.

3 For the discussion between Cultural Studies and Critical Political Economy of the Media &
Comunication see: Marjorie Ferguson and Peter Golding, ed. Cultural Studies in Question
(London: SAGE, 1997). Nicholas Garnham, “Political Economy and Cultural Studies:
Reconciliation or Divorce?” in Cultural Theory and Popular Culture, ed. John Storey (Harlow:
Pearson, 1995/1998), 600-12. Lawrence Grossberg, “Cultural Studies vs. Political Economy. Is
Anybody Else Bored with this Debate?” in Cultural Theory and Popular Culture, ed. John Storey
(Harlow: Pearson, 1995/1998), 613-24.
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conducted in all places at all times. They hardly feel like labour, but create
economic value. Permanent real time surveillance is a feature of many forms of
Internet playbour.

2.5 Internet Surveillance

In order to understand, how Internet surveillance and the surveillance of Internet
playbour work, we first need a model that explains the human information process.
One such model is based on Hegelian dialectical philosophy, which allows us to
identify three levels/stages of social life: cognition, communication and co-operation
(Fuchs 2008, 2010a, b). This model is dialectical because it corresponds to the three
stages of the dialectical logic identified by Hegel: identity/being-in-itself, being-for-
another, being-in-and-for-itself. Abstractly speaking, any entity in the world is
unique, although it is one of a kind, it is identical with itself (I=I). But an entity
does not exist as a monad in the world, it can only exist in relation to another entity.
So being is always relational being, one entity exists in difference and relation to
others, existence is individual and relational at the same time (being-for-another,
contradiction, negation). Out of the relation between entities, new qualities can
emerge. This is not an automatic necessity, but always a potentiality. Hegel describes
the process of the emergence of new qualities as Aufhebung (sublation) or negation
of the negation. In society, this model of dialectical logic can be applied to the exis-
tence of humans. One stage is the precondition for the next. First, the individual,
who acts through cognition. Second, individuals engage in social relations through
communication. Third, relational communication contributes to cooperative endea-
vours and/or community building/maintenance. Organisations and communities are
produced and reproduced at this final stage. The three stages correspond to three
notions of sociality: Emile Durkheim’s social facts (cognition), Max Weber’s social
action (communication), Ferdinand T6nnies’ concept of community as well as Karl
Marx’s notion of collaborative work (co-operation).* Both community and collab-
orative work are expression of co-operation.

This is the structural basis of social life. Individual action is the basis of com-
munication, which in turn is the basis of corporate endeavours as well as community
building. Media has always played an important role in these stages. Because it
turns thought into digital content, and transmits that content to other users, all media
technologies have played a crucial role in these functions.

3 Christian Fuchs, Internet and Society. Social Theory in the Information Age (New York:
Routledge, 2008). Christian Fuchs, “Social Software and Web 2.0: Their Sociological Foundations
and Implications,” in Handbook of Research on Web 2.0, 3.0, and X.0: Technologies, Business, and
Social Applications, Volume II, ed. San Murugesan (Hershey, PA: IGI-Global, 2010), 764-89.

¥1bid.
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What is unique about social media is the fact that it collapses these three
processes together. Individual cognition almost automatically becomes a matter of
social relations, and a cooperative endeavour. For instance, I may write a reflexion
on my profile. By default, other users will see this reflexion, and be able to respond to
it. The reflexion becomes a statement towards others, and also becomes a project. If I
wrote this statement on a word processor, it would remain in the first stage. If I wrote
this statement on a conventional website, it would remain in the second stage.

The ease with which it moves through these social stages is not entirely new. But
what is striking about social media — indeed, what makes it a convergence of the
three modes of sociality — is the difficulty of remaining in the first or second stage.
By virtue of its built-in functionality, individual thought becomes relational and
cooperative. Self-reflexion now exists in a relational sense (it has an audience, it is
sent to that audience), and it also becomes a kind of cooperative activity (that audi-
ence is expected to contribute to that initial reflexion). So for example writing a blog
post or a Facebook wall post is a form of self-reflexion that at the same time is out-
reaching to a community and by way of comments of this community is shaped by
others’ ideas.

Social media makes reflection and communication a complex form of sociality
by pushing both of these towards a cooperative stage. This has specific implications
for both visibility and labour. In terms of visibility, content that would otherwise
stay with an individual is by default pushed to a broad audience. Any content that is
uploaded to a site like Facebook (on the profile, excluding the private message) is
sent to that person’s entire social network. It may possibly be sent beyond this net-
work if their privacy settings are relaxed.

Something can remain cognition by not being put on Facebook. While this is
true, this either-or approach differs from other media. The word processor keeps the
content with the individual, who may decide to print or transmit the content. Even
the email allows you to save a draft before sending it to others. Yet with social
media the only option is to publish.

Social media pushes activity into the realm of labour by making it visible (as
seen above) and collaborative, no matter if it is an intentional act of communication
or an act of browsing. Everything becomes an entry point to a comment. Users are
positioned vis-a-vis one another, obliged to intake what others produce, and pro-
duce a response. Statements become conversations; there is no final word.
Photographs and videos become conversations. News items linked from an outside
site become conversations. With social advertising schemes, conversations about
products in a community of friends and contacts are invited by the ad mechanism
itself on a digital platform with the help of the constant monitoring of online behav-
iour, purchasing patterns and the social networks/relations of users. Social advertis-
ing is based on the gathering, analysis, and comparison of online behaviour and the
predictive algorithmic calculation of potential purchasing choices.

Social saturation contributes to its value for companies, and its potential for
exploitation. It is not only that cognition can become cooperation, but the specific
status and location of sites like Facebook, especially for individual users. They
frame their functionality in a very generic light. They are simply designed to ‘share’
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with the ‘people’ that ‘matter’ to you. They are therefore cross-contextual, or rather
they contribute to a convergence of social contexts. They monopolize the user’s
social life.

Modern society is based on the differentiation of social roles. In modern society,
human beings act in different capacities in different social roles. Consider the mod-
ern middle-class office worker, who also has roles as a husband, father, lover, friend,
voter, citizen, child, fan, neighbour, to say nothing of the various associations to
which he may belong. In these different roles, humans are expected to behave
according to specific rules that govern the various social systems of which modern
society is composed (such as the company, the schools, the family, the church, fan
clubs, political parties, etc.).

Jirgen Habermas® describes how modern society is grounded in different
spheres, in which humans act in different roles. He says that modernity resulted in:

(a) the separation of the economy from the family and the household so that the
modern economy (based on wage labour and capital) emerged,

(b) the rise of a political public sphere, in which humans act as citizens, who vote,
hold a political opinion, etc., in contrast to the earlier monarchic system, in
which political power was controlled by the monarch, aristocracy, and the
church. This includes the shift of the economy towards a capitalist economy
grounded in private ownership of the means of production and on the logic of
capital accumulation. The economy started to no longer be part of private
households, but became organized with the help of large commodity markets
that go beyond single households. The modern economy has become “a private
sphere of society that [...] [is] publicly relevant”*' The family started to no
longer be primarily an economic sphere, but the sphere of intimacy and the
household economy based on reproductive labour. Connected to this was the
separation of the private and the public sphere that is based on humans acting in
different roles.*> Habermas mentions the following social roles that are consti-
tutive for modern society: employee, consumer, client, citizen.* Other roles, as
e.g. wife, husband, houseworker, immigrant, convicts, etc. can certainly be
added. So what is constitutive for modern society is not just the separation of
spheres and roles, but also the creation of power structures, in which roles are
constituted by power relations (as e.g. employer-employee, state bureaucracy-
citizen, citizen of a nation state-immigrant, manager-assistant, dominant gender
roles — marginalised gender roles).

4 Jiirgen Habermas, The theory of communicative action. Volume 2: Lifeworld and system: a cri-
tique of functionalist reason (Boston, MA: Beacon Press, 1987). Jiirgen Habermas. The structural
transformation of the public sphere (Cambridge, MA: MIT Press, 1989).

4 Jiirgen Habermas. The structural transformation of the public sphere, op cit, 19.

“ibid. 152, 154. See also Hannah Arendt, The human condition. (Chicago: University of Chicago
Press, 1958), 47, 68. 2nd edition.

# Jiirgen Habermas, The theory of communicative action. Volume 2: Lifeworld and system: a cri-
tique of functionalist reason (Boston, MA: Beacon Press, 1987), 320.



2 The Internet as Surveilled Workplayplace and Factory 47

With social media, the constitutive features are the following:

Integrated sociality: The convergence of the three modes of sociality (cognition,
communication, cooperation) in an integrated sociality. This means for example
on Facebook, and individual creates a multi-media content like a video on the
cognitive level, publishes it so that others can comment (the communicative
level), and allows others to manipulate and remix the content, so that new content
with multiple authorship can emerge. One step does not necessarily result in the
next, but the technology has the potential to enable the combination of all three
activities in one space. Facebook, by default, encourages the transition from one
stage of sociality to the next, within the same social space.

Integrated roles: Social media like Facebook are based on the creation of per-
sonal profiles that describe the various roles of a human being’s life. In contem-
porary modern society, different social roles tend to converge in various social
spaces. The boundaries between public life and private life as well as the work
place and the home have become fuzzy and liquid. A new form of liquid and
porous sociality has emerged, in which we partly act in different social roles in
the same social space. On social media like Facebook, we act in various roles,
but all of these roles become mapped onto single profiles that are observed by
different people that are associated with our different social roles. This means
that Facebook is a social space, in which social roles tend to converge and become
integrated in single profiles.

Integrated and converging surveillance on social media: On social media like
Facebook, various social activities (cognition, communication, co-operation) in
different social roles that belong to our behaviour in systems (economy, state)
and the lifeworld (the private sphere, the socio-economic sphere, the socio-
political sphere, the socio-cultural sphere) are mapped to single profiles. In this
mapping process, data about a) social activites within b) social roles are gener-
ated. This means that a Facebook profile holds al) personal data, a2) communi-
cative data, a3) social network data/community data in relation to bl) private
roles (friend, lover, relative, father, mother, child, etc.) b2) civic roles (socio-
cultural roles as fan community members, neighbourhood association members,
etc). b3) public roles (socio-economic and socio-political roles as activists and
advocates), b4) systemic roles (in politics: voter, citizen, client, politician,
bureaucrat, etc.; in the economy: worker, manager, owner, purchaser/consumer,
etc.). The different social roles and activities tend to converge, as e.g. in the situ-
ation where the workplace is also a playground, where friendships and intimate
relations are formed and dissolved and where spare time activities are conducted.
This means that social media surveillance is an integrated form of surveillance,
in which one finds surveillance of different (partly converging) activities in dif-
ferent partly converging social roles with the help of profiles that hold a complex
networked multitude of data about humans.

Figure 2.1 visualizes the surveillance process on one single social media system

(such as Facebook, etc.). The total social media surveillance process is a combina-
tion and network of a multitude of such processes.



48 C. Fuchs and D. Trottier

Society ICTs

data generation
2

Civil Sphere

. 5 legal
Social Media  famework,

policing

profile,

structural
level

Soclo-

rofile.
cultural b 3

targeted
advertising

Culture

Private
Sphere

profile, profile,

P 4

o | @ €> © © e-»

level
cognition communication co-operation

Fig. 2.1 The process of social media surveillance

Social media is made up of voluntary and involuntary forms of exposure and
information exchange. Users rely on social media for social and cultural life. These
activities are made visible to social media companies like Facebook, and by exten-
sion to whomever these companies wish to sell this data.

Communication occurs within, but also across different social actors. This is
often voluntary, but surveillance underscores when information is obtained in a
manner that is involuntary by the sender. One aspect of social media surveillance is
the mutual augmentation of surveillance,* which dictates that the coexistence of so
many social actors on one media platform means that users will have access to so
much more information from other social actors. Thus, any attempt to gather infor-
mation will be augmented by the visibility of so many other social relations.
Voluntary visibility augments involuntary visibility.

Surveillance of Internet users includes:

 surveillance of personal profile data,
 surveillance of produced content,
 surveillance of browsing and clicking behaviour,
¢ surveillance of social relations and networks,

“Daniel Trottier, Social media as surveillance (Farnham: Ashgate, 2012).
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¢ surveillance of communication.

The hybrid of play and labour is apparent in the case of social media surveil-
lance. This activity is framed in terms of “sharing” and “connecting”. Friends and
colleagues are placed in the foreground, and the value-adding process and business
outcomes are obscured. Yet this activity is intercepted, gathered, and monitored,
part of the process by which social activity on social media is transformed into a
commodity.

The legal mechanism that enables the exploitation of social media users are pri-
vacy policies and terms of use. Surveillance of user activities for the purpose of
selling targeted advertisements is legally guaranteed by these policies. Facebook,
the major social networking site and the second most popular web platform in the
world, says in its data use policy: “When an advertiser creates an ad on Facebook,
they are given the opportunity to choose their audience by location, demographics,
likes, keywords, and any other information we receive or can tell about you and
other users. [...] Sometimes we get data from our advertising partners, customers
and other third parties that helps us (or them) deliver ads, understand online activity,
and generally make Facebook better”.*

Facebook avoids the term selling and instead speaks of “getting” and “sharing”
user data, just as users “share” with other users. Both interpersonal communication
and exploitative labour are collapsed into the same term. The terms “sell” and “sell-
ing” do not appear once in the policy that legitimates the surveillance of user activi-
ties and the selling of their data as commodity, whereas the term sharing appears 59
times in the 6,911 word long policy.

There are two connections of social media surveillance to the topic of workplace
surveillance.

1. Corporate social media are a surveilled workplayplace.
When using corporate social media, users engage in value-creating labour that is
constantly monitored and feels like play.

2. Facebook and other social media are used as technologies for the surveillance of
wage labour in conventional workplaces.
The matching of different roles and activities into roles onto single profiles
enables employers to gain insights into a lot of details of the lives of their employ-
ees. It has become a common practice that companies check job candidates’
social media profiles, which constitutes a new form of applicant surveillance. A
survey showed that in 2009 45% of US companies used social media for appli-
cant surveillance.*

In the case of employer-employee relations, new issues arise: What to do if your
boss befriends you on Facebook? Should private Facebook use be allowed at the

“https://www.facebook.com/full_data_use_policy, version from September 23, 2011.

4 Jenna Wortham, ‘More employers use social networks to check out applicants’, The New York
Times Bits Blog, August 20 2009, available at http://bits.blogs.nytimes.com/2009/08/20/more-
employers-use-social-networks-to-check-out-applicants/.
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workplace? What to do if your company asks you to use your private social media
profiles for promoting their products, services, or events? Should there be Facebook
groups for individual companies, on which employees, managers, etc. connect? All
of these questions indicate the circumstance that the boundaries between private life
and working life have become porous. This circumstance can pose problems because
although social media are networked spaces, workplaces are enmeshed into and
shaped by power structures, in which employees and managers have an asymmetrical
share of authority and influence. Social media are technologies that help extending
workplace surveillance into realms that were previously thought to be autonomous,
but now become increasingly subsumed under the gaze of capital and management.

The use of social media (especially social networking sites like Facebook) as
tools of applicant and workforce surveillance is a relatively new area of research
and concern.*” The published works on this topic*® tend to agree that this issue is
legally relatively unregulated and that more social scientific and legal research is
needed in this area.

Séanchez Abril, Levin and Del Riego argue that “employer intrusion into an
employee’s personal life threatens the employee’s freedom, dignity, and privacy —
and may lead to discriminatory practices”.* They conducted a survey, in which
2,500 undergraduate students participated and found that 71% agreed that the fol-
lowing scenario could result in physical, economic, or reputational injury in the
offline world>®: “You called in sick to work because you really wanted to go to your
friend’s all day graduation party. The next day you see several pictures of you hav-
ing a great time at the party. Because the pictures are dated you start to worry about
whether you might be caught in your lie about being sick. You contact the develop-
ers of the social network and ask that the pictures be taken down because the tag-
ging goes so far, it would take you too long to find all the pictures. There was no
response from the network. You are stunned to be called in by your supervisor a
week later to be advised that you were being ’written up’ for taking advantage of
sick leave and put on notice that if it happened again you would be terminated”.>'

47See: Leigh A. Clark and Sherry J. Roberts. 2010. “Employer’s Use of Social Networking Sites:
A Socially Irresponsible Practice.” Journal of Business Ethics 95 (4): 507-525. Kristl H Davison,
Catherine Maraist, R.H. Hamilton and Mark N. Bing. 2012. “To Screen or Not To Screen? Using
The Internet For Selection Decisions.” Employee Responsibilities and Rights Journal 24 (1,):
1-21. Kristl H Davison, Catherine Maraist and Mark N. Bing. 2011. “Fiend or Foe? The Promise
and Pitfalls of Using Social Networking Sites for HR Decisions.” Journal of Business and
Psychology 26 (2): 153-159. Patricia Sanchez Abril, Avner Levin and Alissa Del Riego. 2012.
“Blurred Boundaries. Social Media Privacy and the Twenty-First-Century Employee.” American
Business Law Journal 49 (1): 63—124.
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Clark and Roberts argue that notwithstanding all legal debates, employer’s moni-
toring of employees’ or applicants’ social networking sites profiles is a socially
irresponsible practice because in such practices allow “employers to be undetectable
voyeurs to very personal information and make employment decisions based on that
information”,*> such monitoring can due to the persistence of online information
have negative career effects that impact a whole working life, and employment
decisions can become based on very sensitive information that are inappropriate
values for decision making in the economy (“she is too conservative or too liberal;
‘she is a sinner for sexual preference’”).

Protecting employees and job applicants from decisions being made based on
information derived from social media is important because there is an asymmetri-
cal power relationship between employers and managers on the one hand and
employees and applicants on the other side. There is a class relationship, i.e. an
asymmetric power structure of the capitalist economy, in which employers and
companies have the power to determine and control many aspects of the lives of
workers and consumers. Given the power of companies in the capitalist economy,
economic privacy needs to be contextualized in a way that protects consumers and
workers from capitalist control and at the same time makes corporate interests and
corporate power transparent. The existence of this asymmetrical power relationship,
in which employers can decide if employees are hired and fired, requires special
protection of workers and applicants. It is therefore an interesting question for pol-
icy makers if basing employment and lay-off decisions on information obtained
from social media should be outlawed and if companies engaging in such practices
should face severe penalties.

2.6 Conclusion: The Surveilled Workplayplace Factory

We encountered various examples of the surveillance of workers in this paper:
Engels described the brutal physical beating and control of workers in the UK in the
1840s. Taylorism and Fordism made use of the conveyor belt line and scientific
management to control workers. Employees at Lidl have been monitored by CCTV.
Internet prosumers activities are monitored and commodified in real time by compa-
nies like Google and Facebook. Workers in developing countries are working long
hours and are facing sanctions, threats, and permanent observation of their work.
All of these forms of surveillance have in common that they aim at the control of
workers’ activities in order to accumulate a maximum of capital with the least
expenses and as quickly as possible. The history of capitalism is also a history of the
development of methods of exploitation and workers’ control. The forms of eco-
nomic surveillance did not supplant older ones, but rather complemented them and
added new dimensions. Physical surveillance that includes beatings, whipping,

3ibid, 51.
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sanctions, etc. was complemented by a form of control that is built into production
technology (e.g. the conveyor belt) and dictates the speed and organization of work.
In twentieth century, the role of the manager as organizer and controller of the work
process emerged. Management has developed many different methods (ranging
from overt control to “participatory management”) that are all focused on ensuring
that employees work, work more intense, and to contain and foreclose workers struggles.
The rise of Fordist mass consumption and mass production brought about the rise of
consumer surveillance: various methods of consumer and advertising research were
developed for studying, measuring, controlling, and creating consumer needs.
Twentieth century saw also the rise of computing and the diffusion of computing
into surveillance technologies that increasingly became digital, automated, and net-
worked. The bureaucratic file turned into digital database sets, the punch time card
into networked monitoring. The rise of Internet use has extended and intensified the
rise of productive consumption (prosumption). This has resulted in commercial
Internet platforms that allow user-generated content production. Surveillance of
productive online consumption has brought about new forms of real-time surveil-
lance that are at the heart of a capital accumulation model that is based on targeted
advertising. At the same time, this latest development of economic surveillance is
based on, connected to and mediated with older forms of surveillance.

The factory is the space for the production of economic value. Sut Jhally** says
that in mediated audience commodification “watching is an extension of factory
labour” and that the living room is therefore a factory and space of the surveillance
of audience labour. The family is the social realm of housework that recreates labour
power. Its main organizational unit is the household. In this respect one can say that
the factory in modern society has always extended into the household.

ITtalian Autonomist theory has argued that the production of value has especially
since the capitalist crisis in the 1970s diffused from the factory as space of the orga-
nization of wage labour into the broader realm of society. The contemporary global-
ization of capitalism has dispersed the walls of the wage labour factory all over the
globe. Due to the circumstance that capital cannot exist without non-wage labour
and exploits the commons that are created by all, society has become a factory.
Different forms of unpaid and low paid work would be at the heart of what
Autonomists call the social worker, who works in the social factory: “all of society
lives as a function of the factory and the factory extends its exclusive domination
over all of society”.%

The commons of society are structures that are needed for all humans to exist.
They are created and consumed by all humans as part of their basic life activities.
They include communication, nature, welfare, health care, education, knowledge, arts
and culture, food, housing. Communication is part of the commons of society. Denying

3 Sut Jhally, The Codes of Advertising (New York: Routledge, 1987), 83.

% Mario Tronti. In: Harry Cleaver, “The Inversion of Class Perspective in Marxian Theory. From
Valorisation to Self-Valorisation,” in Open Marxism. Vol. 2, ed. Werner Bonefeld, Richard Gunn
and Kosmos Psychopedis (London: Pluto, 1992), 137.
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humans to communicate is like denying them to breathe fresh air; it undermines the
conditions of their survival. Communication is part of basic human survival processes.
In recent decades, the commons have become strongly commodified.

David Harvey describes neoliberalism as an ideology and organizational form of
capitalism that is based on the principle of the commodification of everything.
“Commodification presumes the existence of property rights over processes, things,
and social relations, that a price can be put on them, and that they can be traded
subject to legal contract. [...] In practice, of course, every society sets some bounds
on where commodification begins and ends”.*® Neoliberal capitalism has largely
widened the boundaries of what is treated as a commodity. “The commodification
of sexuality, culture, history, heritage; of nature as spectacle or as rest cure; [...] —
these all amount to putting a price on things that were never actually produced as
commodities”.’’ Antonio Negri and Michael Hardt argue that the “metropolis is a
factory for the production of the common. [...] With the passage to the hegemony
of biopolitical production, the space of economic production and the space of the
city tend to overlap. There is no longer a factory wall that divides the one from the
other, and ‘externalities’ are no longer external to the site of production that valo-
rizes them. Workers produce throughout the metropolis, in its every crack and crev-
ice. In fact, production of the common is becoming nothing but the life of the city
itself”.>® Nick Dyer-Witheford says that the rise of the social workers has resulted in
the emergence of the “factory planet™’ — the factory as locus for the production of
value and commodities is everywhere, commodification has become universal and
total. What Harvey, Negri & Hardt and Dyer-Witheford point out is that the bound-
aries of the factory have enlarged from the wage labour place into society and that
thereby exploitation has become more global and more pervasive.

The factory is an inherent creation of capitalism. It is the space, where the exploi-
tation of labour and the creation of value take place. The factory is not static, but
develops and changes its organizational forms along with the historical trajectory of
capitalism. This means that there is not one type of factory in a historical period of
capitalism, but there are different types of factories that are all connected to each
other and are necessary organizational forms of capital accumulation. In contempo-
rary capitalism, we find e.g. the blue collar/white collar factories, the Internet fac-
tory, the sweatshop factory, the domestic factory (household), etc.

Therise of online playbouris situated in the context of the neoliberal commodification
of the commons: the Internet is a strongly commercialized and commodified system

*David Harvey, A Brief History of Neoliberalism (Oxford: Oxford University Press, 2007), 165.
ibid, 166.

% Michael Hardt and Antonio Negri, Commonwealth (Cambridge, MA: Harvard University Press,
2009), 250 f.

¥ Nick Dyer-Witheford, “Digital Labour, Species Being and the Global Worker,” Ephemera 10
(3/4): 485.

http://www.internetworldstats.com/stats.htm.
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that is based on knowledge as commodity. The Internet is an almost ubiquitous
factory and realm of the production of audience commodities and a space of the
surveillance of playbour. Not everyone in the world has access to and is exploited
on the Internet factory: as of December 31, 2011, 32.7% of the world population
was online.® The Internet is a highly commercialized and commodified space.
When we talk about broadcasting (television or radio), we have an idea of what
public service broadcasting is about (although it has also largely been privatized).
But in relation to the Internet, there are hardly any ideas and visions of what a public
service or commons-based Internet could look like because it is so heavily con-
trolled and in the hands of capitalists, which shows the ubiquity of exploitation and
commodification on the Internet. Wikipedia is the only site under the top-100 used
web platforms in the world that is not operated by a profit-oriented business. It is run
by a non-profit foundation (the Wikimedia Foundation). This shows that exploita-
tion and commodification are not total, but nearly total. Most of the online time is
commodified online time, a smaller share is non-commodified.

Social media and the mobile Internet make the audience commodity ubiquitous
and the factory not limited to your living room and your wage work place — the
factory and work place surveillance are also in all in-between spaces. The entire
planet is today a surveilled capitalist factory. Internet user commodification is part
of the tendency of the commodification of everything that has resulted in the gener-
alization of the factory and of exploitation. Neoliberal capitalism has largely wid-
ened the boundaries of what is treated as a commodity.

Internet labour and its surveillance are based on the surveillance, blood and sweat
of super-exploited labour in developing countries. Alain Lipietz (1995) has in this
context spoken of the emergence of “bloody Taylorism™ as a contemporary accumu-
lation regime that is coupled to two other accumulation regimes (peripheral Fordism,
post-Fordism).%! Bloody Taylorism is based on the “delocalization of certain limited
Taylorist industrial activities towards social formations with very high rates of
exploitation”.®? “To the traditional oppression of women, this strategy adds all the
modern weapons of anti-labour repression (official unions, absence of civil rights,
imprisonment and torture of opponents)”.®* Taylorism has not been replaced, we do
not live in an age of post-Taylorism, rather we are experiencing an extension and
intensification of Taylorism that is complemented by new ideological forms of
workforce control. The emergence of workplayplaces is a tendency in contempo-
rary capitalism that interacts with established forms of work and play. The corporate
Internet requires for its existence the exploitation of the labour that exists under
bloody Taylorist conditions. On top of this foundation that makes heavy use of

¢ Alain Lipietz. 1995. “The Post-Fordist World: Labour Relations, International Hierarchy and
Global Ecology,” Review of International Political Economy 4 (1): 1-41.

©2ibid, 10.
%ibid, 11.
% Students & Scholars Against Corporate Misbehaviour (SACOM), iSlave Behind the iPhone:

Foxconn Workers in Central China. http://sacom.hk/wp-content/uploads/2011/09/20110924-
islave-behind-the-iphone.pdf.
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traditional workplace surveillance, we find various workplayplaces on the Internet,
where users work without payment and deterritorialize the boundaries between play
and work.

Students & Scholars Against Corporate Misbehaviour (SACOM)® reported that
Chinese Foxconn workers who produce iPhones, iPads, iPods, MacBooks and other
ICTs are facing the withholding of wages, forced and unpaid overtime, the exposure
to chemicals, harsh management, low wages, bad work safety, lack of basic
facilities, etc. In 2010, 18 Foxconn employees attempted suicide, 14 of them suc-
ceeded.® SACOM describes Foxconn workers as “iSlave Behind the iPhone”.%
This example shows that the exploitation and surveillance of digital labour, i.e.
labour that is needed for capital accumulation with the help of ICTs, is in no way
limited to unpaid user labour, but includes various forms of labour — user labour,
wage labour in Western companies for the creation of applications, and slave-like
labour that creates hardware (and partly software) in developing countries under
inhumane conditions. Surveillance of Foxconn workers is direct, coercive, disci-
plinary, and Taylorist. “Foxconn’s stringent military-like culture is one of surveil-
lance, obedience and not challenging authority. Workers are told obey or leave”.?’
“Supervisors yell at workers with foul language. Workers experience pressure and
humiliation. Workers are warned that they may be replaced by robots if they are not
efficient enough. Apart from scolding by frontline supervisors, other forms of pun-
ishment include being required to write confession letters and copying the CEO’s
quotations. A majority of workers have to stand for 10 hours during work shifts.
There is no recess as promised by Foxconn. Some workers suffer from leg cramps
after work. Workers have extra workloads or have to skip the second meal break
under the arrangement of ‘continuous shifts’. [...] At the entrance of each building,
there is a worker station to check the identities of the workers”.%

Different forms of surveillance and control are needed for controlling and exploit-
ing digital labour. Self-control and playbour that feels like fun, but creates parts of
the value, is only one part of the labour process that has its foundation in a racist
mode of production and exploitation of workers in developing countries. The exploi-
tation of play workers in the West is based on the pain, sweat, blood and death of
workers in developing countries. The corporate Internet needs for its existence both
playbour and toil, fun and misery, biopolitical power and disciplinary power, self-
control and surveillance. The example of the Foxconn factories discussed earlier
shows that the exploitation of Internet playbour needs as a precondition and is cou-
pled to the bloody Taylorist exploitation of workers in the developing world.

The factory is not only the space of surveillance, but also a space for potential or
actual resistance. To overcome the old and new forms of workplace surveillance that
are tightly coupled to each other and form parts of a global capitalist factory, social

S http://en.wikipedia.org/wiki/Foxconn_suicides, accessed on February 8, 2011.

ibid.

9 CNN Online, Apple Manufacturing Plant Workers Complain of Long Hours, Militant Culture.
http://edition.cnn.com/2012/02/06/world/asia/china-apple-foxconn-worker/index.html.

¥ SACOM, op cit.
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struggles are needed. Ongoing struggles in the context of the crisis of capitalism are
attempts to resist the commodification of everything. Resisting the commodification
and surveillance of the communication commons requires realizing that the creation
of an alternative Internet is in need of struggles for a society that transcends the
universe of exploitation and commodification. These are struggles for the appro-
priation of the commons.
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Chapter 3

From Market-Making Tool to Fundamental
Right: The Role of the Court of Justice in Data
Protection’s Identity Crisis

Orla Lynskey

3.1 Introduction

The European Data Protection Directive, Directive 95/46 EC,! entered in force in
1995. It was the first instrument of its kind in the then European Community (EC),
now European Union (EU), and has served as a blueprint for data protection regimes
subsequently established across the globe. As such, it is a rare example of EU regu-
latory supremacy. Directive 95/46 EC (the Directive) pursues dual objectives; it
facilitates the establishment of the internal market and protects fundamental rights
in the EU. The Directive could therefore be said to have a “split personality”. Its
precise nature is difficult to discern; is it a tool for market integration? Or is it an
instrument for the protection of fundamental rights? The Court of Justice has strug-
gled with these questions of identity,” initially downplaying the Directive’s funda-
mental rights persuasions. However, in recent years, particularly following the entry
into force of the Treaty of Lisbon, the Court has placed increasing emphasis on the
Directive’s rights-based characteristics, sometimes (inadvertently) to the detriment
of its market-making objective.

! European Parliament and Council Directive 95/46/EC of 24 October 1995 on the protection of
individuals with regard to the processing of personal data and on the free movement of such data
[1995] OJ L281/23.

2The Court has been asked to balance internal market objectives with conflicting fundamental
rights objectives on a number of occasions in recent years. See, for instance, C-112/00 Eugen
Schmidberger Internationale Transporte und Planziige v Republic of Austria [2003] ECR 1-5659,
C-36/02 Omega Spielhallen-und Automatenaufstellungs-GmbH v Oberbiirgermeisterin der
Bundesstadt Bonn [2004] ECR 1-9609 and the Viking and Laval cases (C-438/05 International
Transport Workers’ Union v Viking Line [2007] ECR 1-10779 and C-431/05 Laval un Partneri Ltd
v Svenska Byggnadsarbetareforbundet [2007] ECR 1-11767).
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The aim of this paper is consider the relationship between these two potentially
contradictory objectives. It seeks to demonstrate two main points. Firstly, that the
ambiguity regarding the relationship between the Directive’s dual objectives could
lead to doubts concerning its validity. Secondly, while the Directive’s market-making
characteristics have been interpreted loosely by the Court, there are strong indica-
tions that in the post-Lisbon Treaty era its fundamental rights dimension will become
even more prominent in the Court’s case law. This paper will therefore be structured
as follows. Firstly, in Sect. 3.2, data protection’s ‘market-making’ vocation will be
critically considered. The Directive was enacted on the basis of Article 100a of the
EC Treaty (then Article 95 EC, now Article 114 TFEU) which allows the EU to
enact legislation to improve the functioning of the internal market. The use of this
provision as the Directive’s legal basis will be discussed and placed in its historical
context. Then, in Sect. 3.3, by referring to the jurisprudence of the Court of Justice,
it will be demonstrated that data protection legislation has been applied in a manner
that loosened the link with its original market harmonisation aim. In Sect. 3.4, it will
be shown that data protection’s fundamental rights objectives have now taken centre
stage in the Court of Justice’s case law and that less attention is now paid to its mar-
ket harmonisation goals. In Sect. 3.5 the importance of clarifying the objectives of
data protection will be emphasised and some concluding remarks will be made.

3.2 A Critical Analysis of the ‘Market-Making’ Vocation
of European Data Protection Law

In this section, the role of data protection as a tool for market integration will be
analysed. The Directive has dual objectives; ensuring the free flow of personal data
in the EU and protecting the fundamental rights and freedoms of natural persons
whose personal data are processed. The dynamic between these two objectives will
be examined through a historical lens (by considering the evolution of data protec-
tion in the EU legal order) in order to shed some light on their respective roles
(Sect. 3.2.1). Then, the choice of Article 114 TFEU as a legal basis for the Directive
will be considered in light of the relevant case law of the Court of Justice (Sect. 3.2.2).
It will be seen that the choice of legal basis for the Directive, which effectively
ignores its fundamental rights objectives, is, at best, controversial.

3.2.1 The Emergence of the Dual Objectives of European Data
Protection Law

The Data Protection Directive is adopted on the basis of what is now Article 114(1)
TFEU. According to this provision, the legislature may adopt measures to approximate
national law, regulation or administrative action provided these measures have ‘the
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establishment and functioning of the internal market’ as their objective. According
to the explanatory memorandum to the Data Protection Directive® the free flow of
data between Member States, which the proposed legislation would enable, is appar-
ent at three levels. First, the Treaty’s fundamental freedoms require that personal
data is transferable between business people involved in cross-border activities.
Second, the abolition of frontiers within the internal market necessitates the free
flow of data as it requires cooperation between national authorities. Third, data
exchange is necessary for scientific purposes.* Rather than explicitly permitting the
free flow of data for these purposes, the Directive instead sought to eliminate dis-
parities between the laws of the Member States by introducing a uniform regulatory
environment.

Attempts to approximate national laws in this field had been ongoing for years;
the OECD issued Guidelines® in September 1980 with the aim of ensuring the devel-
opment of national data protection laws in a manner that would not lead to disruptions
of cross-border data flows,® and consequently international trade.” However, the
non-binding nature of these Guidelines limited their effectiveness in achieving this
aim and divergences between national laws persisted. The European Commission
also attempted to limit these divergences to an acceptable level by encouraging
compliance by EU Member States with the Council of Europe’s Convention No.108,?
which set out many of the rights, obligations and safeguards that are still visible in
the EU’s current regime.’ The Commission issued a recommendation that Member
States ratify Convention No.108 before the end of 1982, reserving the right to pro-
pose legislation itself if this did not occur.!® However, this indirect attempt to
harmonise national laws by the European Commission was not successful; by the

3 European Commission, Communication on the protection of individuals in relation to the
processing of personal data in the Community and Information Security COM (90) 314 final.
*Ibid, 16.

3 OECD, “Guidelines Governing the Protection of Privacy and the Transborder Flows of Personal

Data”, 23 September 1980. (Accessed on 25 May 2011, available via http://www.oecd.org/docum
ent/20/0,3746,en_2649_34255_15589524_1_1_1_1,00.html).

®The Guidelines set out the following (overlapping) objectives: (i) to achieve the acceptance of
certain minimum standards of protection of personal data privacy; (ii) to reduce the differences
between relevant domestic rules and practices in Member States; (iii) to avoid undue interference
with flows of personal data between Member countries; and, (iv) to eliminate, to the extent possi-
ble, reasons which might induce Member States to restrict transborder data flows. Ibid, explana-
tory memorandum, §25.

"David Bainbridge, Data Protection, 2nd ed., xpl publishing, 2005, 16.

8 Council of Europe, Convention for the Protection of Individuals with regard to Automatic
Processing of Personal Data, ETS No.108, 28.1.1981, (www.conventions.coe.int/Treaty/EN/
Treaties/Html/108.htm, accessed on 15 April 2010).

 Convention No.108 imposed obligations on those who processed personal data, set out a cata-
logue of rights for individuals and emphasised that certain categories of data should not be pro-
cessed unless subject to appropriate safeguards provided for by law.

12 European Commission, Recommendation of 29 July 1981 relating to the Council of Europe

Convention for the protection of individuals with regard to automatic processing of personal data
[1981] OJ L246/31.
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end of 1989 only seven Member States had ratified Convention No.108!! and the
legislation in place in those seven Member States diverged significantly.'> Despite
the Commission’s preference for the organic development of homogeneous national
data protection legislation," its hand was therefore forced to take direct action to
approximate national laws. It adopted a proposal for the Data Protection Directive
as part of a package of suggested legislative measures'* in 1990. The divergences
between the data protection legislation (or lack thereof) in place in the Member
States was therefore clearly a significant factor in the Commission’s decision to
propose legislation on the matter. These divergences were preventing, or at least
rendering more difficult, the free flow of data across borders required for business
and research, and to dismantle borders in the EU. It was therefore only by ensuring
that each Member State offered a uniform level of protection of fundamental rights
in the context of personal data processing that the EU could achieve this internal
market aim. Viewed from this angle, the proposed legislation was intended to
improve the functioning of the internal market and fell squarely within the EU’s
sphere of competences under the then Article 100a EC.

Independently of this internal market aim, from the early 1970s the European
Institutions demonstrated their concern that citizens’ rights be protected in the
context of data processing. Although the European Commission was conscious of

" Council of Europe, Chart of signatures and ratifications (accessed on 18 July 2011 via http://
conventions.coe.int/Treaty/Commun/ChercheSig.asp?NT=108&CM=&DF=&CL=ENG). The countries
which had ratified the Convention were Denmark, France, Germany, Luxembourg, the Netherlands,
Spain and the UK while Belgium, Greece, Ireland, Italy and Portugal had not yet. Ireland ratified
the Convention in 1990 and already had data protection legislation in place before then whereas
Spain did not have data protection although it had ratified the Convention.

"2The Commission highlights that Member States differ with regard to: “the covering of manual
data files, the protection of legal persons, the procedures prior to the creation of files, the extent of
the obligation to notify, the provision of information at the time of collection of data, the process-
ing of sensitive data and transfer to other countries”. See Commission Communication on protec-
tion of individuals, o.c., 15.

3When the European Commission addressed a Communication to the Council in 1973 setting out
a strategy for the competitive development of the Community’s nascent data-processing industry,
it noted that “common measures for the protection of the citizen would be needed”. The
Commission’s aim at this point was however to immediately establish “common ground rules”
based on “genuine political consensus” in order to avoid being obliged to harmonise conflicting
national legislation at a later stage. See European Commission, Communication to the Council on
a Community Data-Processing Policy SEC (73) 4300 final, 13 (§39).

14 This package included the following measures: Proposal for a Council Decision in the field of
Information Security OJ C 277/18; Proposal for a Council Directive concerning the protection of
personal data and privacy in the context of public digital telecommunications networks, in particular
the integrated services digital network (ISDN) and public digital mobile networks OJ C 277/12;
Proposal for a Council Directive concerning the protection of individuals in relation to the process-
ing of personal data OJ C 277/3; Recommendation for a Council Decision on the opening of
negotiations with a view to accession of the European Communities to the Council of Europe
Convention for the Protection of Individuals with regard to the automatic processing of personal
data; Commission Communication on the protection of individuals in relation to the processing of
personal data in the Community and Information Security. (Accessed on 14 July 2011, available
via http://aei.pitt.edu/3768/1/000273_1.pdf)
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the need to protect the rights of citizens whose data would be processed by the
data-processing industry it sought to foster, as mentioned above the Commission
initially wished to leave the protection of these rights to Member States. The
European Parliament felt otherwise; in May 1975 it adopted a resolution calling for
legislation to protect the rights of individuals in the context of data processing.!® The
Commission then subsequently proposed that a study be conducted to supplement
the work of the European Parliament, and to “provide basic data in the Community
for a political debate to establish guidelines for legislation and practices regarding
security and the protection of citizens’ rights”.'® When the abovementioned legisla-
tive package was eventually proposed in 1990, the explanatory memorandum
identified three main problems with the approach in place in Member States. The
first of these was that the lack of specific national laws or their deficiencies did “not
reflect the Community’s commitment to the protection of fundamental rights”.!”
Consequently, it is clear that securing a high level of fundamental rights protection
constituted an independent objective of the Directive from the outset.

Given the Directive’s dual vocations, to ensure the functioning of the internal
market and to protect fundamental rights, it could be questioned whether the EU
legislature’s choice of Article 100a EC as the sole legal basis for the Directive was
appropriate. It is not disputed that one of the objectives the Directive sought to
achieve was market harmonisation. For instance, the title of the 1990 draft of the
Directive,'® which omitted any reference to the free movement of data, was amended
by Council with the explicit intention of emphasizing that the proposal aims to
establish a “working single market”. '° This is one of many examples which illus-
trates that the Directive’s economic, market harmonisation aspect was never over-
looked by the European legislature. What the preceding section sought to highlight
was that this was not the Directive’s sole objective; independently of this genuine
objective to establish the free movement of data and to improve the functioning of
the internal market, the Directive also sought to secure a high level of fundamental
rights protection in the rapidly emerging field of data processing. It is therefore
advocated, as will be outlined in Sect. 3.2.2, that neither of these objectives is
“secondary” to the other and, consequently the use of Article 100a alone as a legal
basis was potentially invalid.

5European Parliament, Resolution on the Protection of the Rights of the Individual in the Face of
Developing Technical Progress in the Field of Automatic Data Processing [1975] OJ C60/48.

1 European Commission, ‘Community Policy for Data Processing” COM 75 (467) final, 47/48,
§2.3.

7 Commission Communication on protection of individuals, o.c., 15.

'8 Proposal for a Council Directive concerning the protection of individuals in relation to the pro-
cessing of personal data, o.c.

1 Amended proposal for a Council Directive on the protection of individuals with regard to the

processing of personal data and on the free movement of such data, COM (92) 422 final, 8.
(Accessed via http://aei.pitt.edu/10375/ on 13 April 2012).
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3.2.2 The Competence Question: The Legitimacy
of EU Legislation in the Human Rights Sphere

A considerable body of Court of Justice case law exists on the use of Article 100a
EC (now Article 114 TFEU) as a legal basis. These cases share a common theme;
Member States challenge the validity of EU legislation which relies on this Article
as its legal basis arguing that the EU lacks the competence to legislate in the relevant
field. It clearly follows from the previous section of this paper that the Data Protection
Directive has two distinct, yet interlinked, goals; to approximate national laws with
the object of establishing the internal market and to protect fundamental rights in
the context of data processing. In order to achieve the first goal, the second goal
must be achieved. Given this unusual relationship between the two objectives,
should the Directive have been enacted on dual legal bases?

The Court has previously had the opportunity to consider the use of dual legal
bases by the legislature. It has held that if a legislative act has a twofold purpose and
if one of these is identifiable as the predominant purpose, with the other being
merely incidental, the act must be founded on a sole legal basis, the one required by
the predominant purpose.? The question is therefore whether the protection of fun-
damental rights could be viewed as “merely incidental” to the internal market ambi-
tions of the Data Protection Directive. Given the legislative history outlined above,
in particular the strong support by the European Parliament for legislation in this
area irrespective of internal market concerns, it would be disingenuous to argue that
the protection of fundamental rights was an incidental consideration when the
Directive was adopted. Rather, the Directive arguably pursues two “indissociably
linked objectives, with none being secondary or indirect in relation to the other”. In
such a situation, according to the case law of the Court, such a legislative act may,
exceptionally, be founded on the various corresponding legal bases.*!

Why therefore does the Data Protection Directive not specify a second legal
basis to justify its legislative action in the human rights sphere? One answer is that,
as the Court pointed out in Opinion 2/94,> “no Treaty provision confers on the
Community institutions any general power to enact rules on human rights”.?
However, by the time the Directive was adopted the Court of Justice had woven
human rights considerations into its jurisprudence and, in an initial tranche of judg-
ments, spurred on by the Constitutional Courts of the Member States, it guaranteed
that individual rights would be protected against acts of the institutions. Indeed,

20C-491/01 Queen v. Secretary of State for Health, ex parte British American Tobaco (Inv) Ltd &
Imperial Tobacco Ltd. 2002 ECR 1-11453, §94.

21 Opinion 2/00 [2001] ECR 1-9713, §23. See also, C-300/89 Commission v Council (Titanium
Dioxide) [1991] ECR 1-2867, §13 & 17.

2 Opinion 2/94 [1996] ECR I-1759.
#1bid, §27.
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cases such as Internationale Handelsgessellshaf** and Nold* were delivered almost
contemporaneously to the European Parliament’s resolution on the protection of
individual rights in personal data processing. In subsequent waves of case law the
Court of Justice expanded on the scope of human rights protection offered by EU
law when it held that individual fundamental rights were protected when Member
States implemented EU law?® or derogated from EU law.”’

Despite the Court of Justice’s significant role in bolstering the level of funda-
mental rights protection offered by the EU, it is advocated that such protection did
not extend so far as to justify the EU legislating on what was essentially a funda-
mental rights matter. EU competences are governed by the principle of conferral,
according to which any competence which has not been expressly conferred upon
the Union by the Treaties continues to fall within the sphere of competence of the
Member States. Therefore, a distinction should be drawn between the obligation on
the EU institutions to ensure the observance of the respect for fundamental rights in
its actions (which can also be viewed as a negative duty not to breach fundamental
rights when it acts) and recognising the competence of the EU to legislate in order
to further the protection of fundamental rights. The Data Protection Directive clearly
falls into the latter category. This has prompted authors such as Rule and Greenleaf
to note that the Data Protection Directive is “the first EU Directive to expressly
accord fundamental rights a prominent place”.?® The Directive certainly stretches
the lawful limits of EU action. Moreover, as will be seen in the following section,
the Court of Justice has overlooked opportunities to consider whether the EU was
acting ultra vires when it enacted the Data Protection Directive. Moreover, the
Court’s jurisprudence has loosened the link between the Directive and its market
harmonisation aims, thereby casting further doubts on its validity.

3.3 Loosening the Links Between Data Protection
and Market Harmonisation?

In this section it will be argued that the Court of Justice’s interpretation of the
Directive has had the effect of loosening the Directive’s links with its stated market
harmonisation objective. This has occurred because the Court’s case law has inter-
preted the Directive’s scope of application as widely as possible (Sect. 3.3.1) and
left a broad margin of discretion to national authorities when implementing the
Directive (Sect. 3.3.2).

2 C-11/70 Internationale Handelsgessellshaft [1970] ECR 1125.
3C-4/73 Nold [1974] ECR 491.

2 See, for instance, C-5/88 Wachauf [1989] ECR 1-2609.

7 See, for instance, C-60/00 Carpenter [2002] ECR 1-6279.

B Rule and Greenleaf, Global Privacy Protection: The First Generation, Edward Elgar Publishing,
2008, 31.
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3.3.1 The Broad Conception of the Directive’s Scope
of Application

In the first case to come before the Court of Justice in the field of data protection,
Osterreichischer Rundfunk,” the national referring court asked the Court to con-
sider whether a requirement in Austrian legislation that the salaries of senior public
officials be communicated to the national audit body, transmitted to the national
Parliament and later made publicly available, was compatible with Directive 95/46
EC. The applicability of the Directive to the facts of the case was disputed before
the Court as there were strong indications the situation was a “wholly internal”
one® that did not have the requisite inter-State element to fall within the material
scope of Community law.

Those whose data had been processed in accordance with the national law argued
that the auditing activity fell within the scope of Community law because it would
negatively affect their possibility to seek employment in other Member States (by
limiting their chances to negotiate salaries with foreign companies) and it would
deter nationals of other Member States from seeking employment with the audited
bodies in Austria.’! An audited commercial airline also argued that the processing
activity would make it more difficult for it to hire employees thereby putting it at a
competitive disadvantage and interfering with the free movement of workers.*> The
auditing body and the Austrian and Italian governments®® argued that the control
activity pursued public interest objectives in the field of public accounts and was
therefore not subject to EU law. Moreover, they advocated that any potential deter-
rent effect on the free movement of workers was too ‘uncertain and indirect’ to
allow a link to be made with Community law. Advocate General Tizzano agreed,
highlighting that the possible effect on the free movement of workers was strained
and unconvincing.* The Court’s case law had previously stated that a purely hypo-
thetical prospect of employment in another Member State is insufficient to establish
the Community law element required by the Treaty’s free movement provisions.

2 C-139/01 Osterreichischer Rundfunk and Others [2003] ECR 1-4989.

30This is the terminology used by the Court when refusing to apply the Treaty’s free movement
provisions to situations which are “wholly internal to a Member State”; an inter-state element must
be demonstrated in order to fall within the material scope of the Treaty’s Internal Market provi-
sions. See further, Barnard, The Substantive Law of the European Union, 2nd ed., Oxford University
Press, 2010, 614.

3 Rundfunk, o.c., §33.

3 Rundfunk, o.c., §34.

3 The European Commission agreed to a certain extent; at the hearing the Commission distin-
guished between the initial collection of data by the controlled bodies and the other data processing
activities required by the Austrian legislation. It argued that only the initial collection, which facili-
tates the payment of remuneration, constituted an activity covered by EU law.

3 Opinion of Advocate Generak Tizzano delivered on 14 November 2002 in C-139/01
Osterreichischer Rundfunk and Others, §46.
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The parties to the proceedings therefore clearly considered it necessary to establish
an inter-State element to the national proceedings in order to engage a Directive
based on Article 100a; the Court did not. It held that recourse to Article 100a as a
legal basis does not presuppose the existence of an actual link with the free move-
ment between Member States in every situation.® It drew on its previous case law
on Article 100a EC to hold that what matters when justifying recourse to this legal
basis is that the measure adopted “must actually be intended to improve the condi-
tions for the establishment and functioning of the internal market”.

One could argue that from a practical perspective the Court’s conclusion that no
actual link with inter-State free movement is required is sensible; as the Court itself
noted, to find otherwise would make the limits of the field of application of the Directive
unsure and uncertain and would, in this way, detract from its harmonising objective.’’
On the other hand however, the Court did not consider whether the Directive was actu-
ally intended to improve the conditions for the establishment and functioning of the
internal market. Instead, it merely noted that in “...the present case, that fundamental
attribute was never in dispute before the Court...”.*® While this could be perceived as a
subtle hint by the Court to future litigants to raise the issue directly before it, the Court’s
acceptance that the Directive pursued internal market objectives without further con-
sideration can be criticised on both procedural and substantive grounds. Procedurally,
the Court of Justice can, of its own initiative, examine whether a disputed EU act is
invalid on grounds other than those stated by the national court in the order for refer-
ence.” Substantively, as Classen argues, the dispute about “the closeness of the case to
the fundamental freedoms” related to considerations of the necessary relationship with
the internal market (i.e. whether the Directive was intended to improve the conditions
for the establishment and the functioning of the internal market).*°

Moreover, the Advocate General warned the Court against finding that “process-
ing carried out in the course of activities entirely unrelated to the establishment and
functioning of the internal market” is within the Directive’s scope. Nevertheless the
Court’s judgment mandated such an “incongruous result”. The Advocate General
clearly considered that the Court could only make such a finding if the protection of
fundamental rights constituted an independent objective of the Directive. He noted
that while the safeguarding of fundamental rights was an “important value”, it was
“not an independent objective of the Directive”! and emphasised that any finding to
the contrary would run the risk of compromising the Directive’s validity because

¥ Rundfunk, o.c., §41.

% Rundfunk, o.c., §42.

31bid.

® Rundfunk, o.c., §41.

% See Broberg and Fenger, Preliminary References to the European Court of Justice, Oxford
University Press, 2010, 418. However, it tends to raise ex officio issues more frequently in refer-
ences concerning the validity of a Union act.

0 Classen, ‘C-139/01 Osterreichischer Rundfunk and Others: case- note’, (2004) 41(5) Common
Market Law Review 1377, 1381.

4 Opinion of Advocate General Tizzano, o.c., §53.
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“its legal basis would clearly be inappropriate”. The Court’s failure to consider this
issue is all the more conspicuous as a result of this statement. One must therefore
agree with Classen who suggests that the Court’s silence could be regarded as a sign
that “the Court was at least not sure how it would have answered if it had been asked
about the validity of the Directive as such”.*?

History was to repeat itself just a few months later when questions regarding the
Directive’s validity were raised before the Court of Justice in Lindgvist.** Once
again, Advocate General Tizzano argued that the processing in question fell outside
the scope of EU law and that a finding to the contrary would mean that the legisla-
ture did not have the competence to enact the Directive. However, once again, the
Court did not consider the issue. The facts of the case were as follows. Mrs. Lindqvist
worked as a voluntary catechist for a church in Sweden. Of her own initiative she set
up a website to introduce 18 of her colleagues to the parish. She identified her col-
leagues, outlined their family situation, described their activities, provided their
phone numbers and also mentioned that one colleague was working part-time due
to injury. Mrs. Lindqvist removed the web pages following a number of objections
from her colleagues. She was nevertheless prosecuted by the Swedish authorities
for processing personal data without prior notification, transferring personal data to
third countries and processing sensitive data.

The Swedish court referred a number of questions to the Court of Justice,
including whether the processing concerned was within the scope of Community
law. The parties to the proceedings once again considered that it was a precondition
for the application of the Directive that the processing in question fell within the
material scope of Community law. In particular, they sought to demonstrate that
the requisite “economic” element was present.** Mrs. Lindqvist therefore argued
that the Directive only covered personal data processing in the course of an eco-
nomic activity; the processing she undertook was free of charge. She advocated
that should the Court find otherwise the validity of the Directive would be in ques-
tion as its legal basis ‘does not allow activities that have no connection with the
objective of completing the internal market to be regulated at European level’.*
The Commission attempted to identify an alternative economic link; it argued that
Mrs. Lindqvist fell within the freedom of services provisions when she availed of
telecommunications services in order to connect to the Internet.*® The Advocate

“(Classen, o.c., 1381.

#C-101/01 Bodil Lindgvist [2003] ECR I- 12971.

#The Treaty’s free movement provisions apply to economic activities. For instance, “goods” must
be capable of forming the subject of “commercial transactions” (C-7/68 Commission v. Italy (the

art treasures case) [1968] ECR 423) while “workers” must receive remuneration (C-66/85 Lawrie-
Blum v. Land Baden-Wiirttemberg [1986] ECR 2121).

* Lindqvist,l.c., §30. Indeed, Mrs. Lindqvist argued that she was merely exercising her right to
freedom of expression by creating internet pages as a leisure activity; an argument not dealt with
by the Court.

4 Opinion of Advocate General Tizzano delivered on 19 September 2002 in C-101/01 Bodil
Lindgqvist, §32.
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General agreed with Mrs. Linqvist that the processing activity fell outside the
scope of Community law*’ as it did not have the requisite economic element to link
it to the exercise of fundamental freedoms.*® He noted that the webpage was created
‘without any intention of economic gain, solely as an ancillary activity to her vol-
untary work as a catechist in the parish community and outside the remit of any
employment relationship’.

The European Commission also argued, in the alternative, that Community law
is not confined to regulating economic activities; the Union must respect fundamen-
tal rights as general principles of EU law pursuant to Article 6 TEU.* However, the
Advocate General once again pointed out that these fundamental rights could not
constitute independent objectives of the Directive, reiterating that if the Directive
were held to have other independent objectives aside from the establishment of the
internal market its legal basis would be invalid.>

The Court recalled its finding in Rundunk that recourse to Article 100a as legal
basis does not presuppose the existence of an actual link with free movement
between Member States in every situation.”' It held that it would “not be appropri-
ate” against that background to consider on a case by case basis whether the specific
activity at issue affected freedom of movement between Member States.’ . Article
3 of the Directive excludes from its scope personal data processing “in the course of
an activity which falls outside the scope of Community law”. In order to bolster its
conclusion that the processing concerned fell within the scope of Community law,
the Court noted that the examples of activities “falling outside the scope of
Community law” mentioned in Article 3(2) are activities of the State or State
authorities, unrelated to the fields of activity of individuals.>® It deduced from this
that the exception only applied to activities which could be classified in the same
category>* and that charitable or religious activities such as those carried out by Mrs.
Lindqvist were not within this category.”> Again, the Court’s reasoning on this point
is flawed. It is submitted that the Article 3(2) exception sought to distinguish
between first pillar (“Community law”) processing activities and second and third
pillar (“EU law”) processing activities. Indeed, the examples in Article 3(2) confirm

“1bid, §35.
#Ibid, §36.

*Bizarrely, the Commission also argued that the Directive was intended to ‘contribute to the social
progress and well-being of the individual and that it cannot be ruled out that it is intended to regu-
late the free movement of personal data within as a social activity in the internal market’.

NTbid, §42.
St Lindgvist, o.c., §40.
21bid, §42.
31bid, §43.
1bid, §44.
>1bid, §45.
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this point. This Article should therefore not have been relied on by the Court to
support its distinction between activities which fall within the scope of Community
law and those which remain within the scope of national law.

It therefore follows from this section that the effect of both the Lindgvist and the
Rundunk judgments is to distance the application of the Data Protection Directive
from the traditional realms of application of Community law and loosens its link
with the internal market.

3.3.2 The Margin of Discretion Left to National Authorities

In this section, it will be demonstrated that the Court has interpreted the Directive in
such a way as to leave a large margin of discretion to national authorities, thereby
jeopardising its market harmonisation aim.

In the Satamedia® case, Satakunnan collected personal data from the Finish tax
authorities relating to persons who earned over a certain threshold. Abstracts from
the information collected, which included the names, earnings to the nearest €100
and wealth tax levied on the 1.2 million people concerned, were then published in
local editions of a national newspaper. Satakunnan then transferred this information
on CD-ROM discs to Satamedia who disseminated it via text message. The Finnish
Data Protection Authority’s refusal to prevent Satamedia from providing this mes-
saging service was challenged before the national courts and culminated in a pre-
liminary reference to the Court of Justice.

The Court highlighted that the Directive’s objective (to provide for the free flow
of personal data whilst protecting fundamental rights)*® must be reconciled with
the right to freedom of expression. It found that Article 9 of the Directive, which
provides for derogations to the Directive when data is processed for “journalistic
purposes” or for “the purpose of artistic or literary expression”, provides the means
to do this. The Court concluded that the activities in question could constitute
“journalistic activities” if “their object is the disclosure to the public of informa-
tion, opinions or ideas, irrespective of the medium which is used to transmit

s Examples of such activities are provided in the Directive; activities set out in Chapter V and VI
TEU (relating to CFSP and Police and Judicial Cooperation respectively) and activities concerning
public security, defence, State security and the activities of the State in areas of criminal law. As a
result of this provision, even after the entry into force of the Lisbon Treaty and the collapse of the
pillar structure, the Directive does not automatically apply to former third pillar matters. See fur-
ther, Hijmans and Scirocco, “Shortcomings in EU Data Protection in the Third and Second Pillars.
Can the Lisbon Treaty be expected to help?” (2009) 46(5) Common Market Law Review 1485,
1515.

ST C-73/07 Tietosuojavaltuutettu v. Satakunnan Markkinaporssi OY, Satamedia [2008] ECR
1-09831.

*#1bid, §52.
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them”.> It was for the national court to consider this on the facts. What is noteworthy
about the Court’s finding is that it will allow national courts to exempt virtually any
form of expression involving personal data processing from the scope of the
Directive. Indeed, Oliver notes that “the Court’s open-ended ruling appears to
allow national courts virtually unfettered discretion in defining the concept of jour-
nalism”.%° The Court’s judgment is therefore guaranteed to diversify, rather than
harmonise, national laws. This is all the more shocking given that such a broad
interpretation sits uneasily with the jurisprudence on Article 10 of the European
Convention of Human Rights (ECHR)® which includes within its scope only
expression that is in the public interest.®

In Promusicae®® the Court was asked to consider whether EU law precludes
Member States from adopting national legislation that obliges internet service pro-
viders (ISPs) to provide the personal data of alleged copyright infringers to copy-
right holders in order to facilitate civil proceedings. Although it was primarily the
E-Privacy Directive® at issue in that case, and not the Data Protection Directive, the
E-Privacy Directive was also enacted on the basis of Article 95 EC therefore it is
illustrative of the extent to which the Court takes market harmonisation into consid-
eration in applying European data protection law. Promusicae, an association of
music producers and publishers, lodged an application before a Spanish court
against Telefénica, an ISP, requesting that Telefénica disclose the names and
addresses of a number of its clients. Promusicae had data to indicate that acts of
copyright infringement had been committed from certain IP addresses however it
needed the names and addresses of the IP address holders in order to commence
civil proceedings. The E-Privacy Directive ensures the confidentiality of electronic
communications on public networks. However, Article 15(1) allows Member States
to impose restrictions on the Directive’s general confidentiality obligation when
they “constitute a necessary, appropriate and proportionate measure within a demo-
cratic society to safeguard national security (i.e. State security), defence, public

% 1In her Opinion Advocate General Kokott proposed that the term “journalistic purposes” be
restrictively construed. She suggested that information that is disseminated for the purposes of
informing public debate, as opposed to information that is published for the “sole purpose of satisfy-
ing the curiosity of a particular readership”, should fall within the scope of this term. Opinion of
Advocate General Kokott delivered on 8 May 2008 in C-73/07 Tietosuojavaltuutettu v. Satakunnan
Markkinapdrssi OY, Satamedia, §69-§74.

%0 Qliver, “The protection of privacy in the economic sphere before the European Court of Justice”
(2009) 46(5) Common Market Law Review 1443, 1463.

! Council of Europe, Convention for the Protection of Human Rights and Fundamental Freedoms,
ETS No. 5, 4.X1.1950, www.conventions.coe.int/treaty/en/treaties/html/005.htm.

©Tbid.

03 C-275/06 Productores de Miisica de Espafia (Promusicae) v. Telefonica de Espaiia [2008] ECR
1-271.

% Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning
the processing of personal data and the protection of privacy in the electronic communications
sector (Directive on privacy and electronic communications) [2002] OJ L201/37.
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security, and the prevention, investigation, detection and prosecution of criminal
offences or of unauthorised use of the electronic communication system, as referred
to in Article 13(1) of Directive 95/46/EC”.

The Court held that this provision concerned the prosecution of criminal activities
or activities of the State unrelated to the field of activity of individuals; therefore,
it did not include the bringing of civil proceedings.®® However, it noted that Article
13(1) of the Data Protection Directive, referred to in Article 15(1), allows Member
States to restrict the confidentiality obligation when necessary to “protect the rights
and freedoms of others”. The Court consequently held that Article 15(1) “must be
interpreted as expressing the Community legislature’s intention not to exclude from
[its] scope the protection of the right to property, or situations in which authors seek
to obtain that protection in civil proceedings”. The conclusion was therefore reached
that the E-Privacy Directive neither precludes Member States from laying down an
obligation to disclose personal data in the context of civil proceedings, nor does it
compel Member States to impose such an obligation. It is therefore a necessary
consequence of the judgment that the levels of protection of intellectual property
rights and data protection will vary amongst Member States depending on how the
balance referred to by the Court is struck at national level.® These disparities will,
as Groussot highlights, “endanger the coherence of the internal market”.®’

One recent case seems, at first glance, to buck this trend by emphasising the Data
Protection Directive’s harmonisation role. Article 7 of the Directive sets out six
principles, one of which must be fulfilled in order to legitimise data processing. The
first of these principles is that the data subject’s consent is acquired prior to processing;
the other legitimising principles do not require consent. In the ASNEF®® case the
Spanish referring court queried whether Member States are entitled to add extra
conditions to those required by Article 7 of the Directive. The Spanish legislation at
stake provided that the principles which legitimise data processing in the absence of
consent could apply only if the relevant data appeared in public sources; a condition
not required by the Directive.® In providing a response to the national court, the
Court of Justice highlighted that the Directive aimed to achieve complete harmoni-
sation, rather than a minimum level of harmonisation.” It followed from this objective
that Article 7 “sets out an exhaustive and restrictive list of cases in which the

%Tbid, §52.

% See, for instance, Kuner who states that “the ECJ’s judgment may lead to a further fragmentation
of the law, in which some Member States allow such use of personal data (i.e. Its disclosure for the
purposes of pursuing civil infringements) but others do not”. Kuner, “Data protection and rights
protection on the Internet: the Promusicae judgment of the European Court of Justice” (2008)
30(5) European Intellectual Property Review 199.

7 Groussot, “Music Production in Spain (Promusicae) v. Telefénica de Espaiia SAU,— Rock the KaZaA:
Another Clash of Fundamental Rights”, (2008) 45(6) Common Market Law Review 1745, 1765.
8C-468/10 Asociacion Nacional de Establecimientos Financieros de. Crédito (ASNEF) v Administracion
del Estado [2011] ECR 1-0000.

“Tbid, §17.

1bid, §29.
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processing of personal data can be regarded as being lawful”.”! The margin of
discretion granted to Member States by the Directive could be exercised only in
accordance with “the objective pursued by Directive 95/46 of maintaining a balance
between the free movement of personal data and the protection of private life”.”?
The Court considered that a distinction must be made between “national measures
that provide for additional requirements amending the scope of a principle referred
to in Article 7 of Directive 95/46, on the one hand, and national measures which
provide for a mere clarification of one those principles, on the other hand”.”

The significance of this case is not such as to detract from the previous assertion
that the Court has loosened the links between the Directive and its market harmoni-
sation objectives. By adding restrictive conditions to a Directive that was designed
to ensure maximum harmonisation, the Spanish authorities impeded the Directive’s
harmonising objectives in an obvious manner which was bound to be sanctioned by
the Court. This textbook example of a hindrance to inter-State movement cannot be
compared to the factual scenarios in Satamedia and Promusicae where the Court
could have been expected to defend the Directive’s market harmonisation aims
rather than granting the national authorities unlimited discretion when it came to the
interpretation of key exceptions to the Directive.

Before moving on, one final point should be made about Satamedia and ASNEF.
In both, the Court of Justice referred to the objective of the Directive in the singular,
rather than in the plural, by amalgamating its free movement and fundamental rights
aims. In Satamedia the Court emphasised the free movement aspect saying that the
objective of the Directive was “to provide for the free flow of personal data whilst
protecting the fundamental rights of persons”. In ASNEF the Court said that Directive’s
objective was “maintaining a balance between the free movement of personal data and
the protection of private life”.” The entry into force of the Lisbon Treaty has separated
these two aims, with the protection of the right to data protection viewed as an end of
itself. This development will be discussed in the following section.

3.4 The Rights-Based Approach to Data Protection in the EU
and the Residual Impact of Market Integration Restraints

3.4.1 Data Protection as a Fundamental Right Pre-Lisbon

The abovementioned judgments had the effect of distancing European data protec-
tion legislation from its internal market objective. However, this did not lead to the
bolstering by the Court of the fundamental rights objective of data protection legislation,
at least not immediately. It is argued here that prior to the entry into force of the

"'Tbid, §30.
1bid, §34.
"1bid, §35.
"*1Ibid, §34.
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Lisbon Treaty the Court of Justice detracted from data protection’s fundamental
rights dimension by (i) weakening the right to data protection when it conflicted
with other rights of constitutional significance. Moreover, it limited data protec-
tion’s potential as an independent right by equating it to the right to privacy (ii).

(i.) Weakened Data Protection in Light of Conflicting Objectives

One trend that is arguably evident in the Court’s pre-2009 case law on data
protection is that the protection offered to individuals by data protection legisla-
tion is watered down when data protection enters into conflict with other rights
and values. In Satamedia, as mentioned above, the Court did not grant sufficient
weight to the right to data protection vis-a-vis freedom of expression. The
Court’s interpretation of the exception for journalistic purposes, in particular its
failure to specify that the matters reported must be of public concern, is at odds
with the ECtHR’s interpretation of the concept of freedom of expression.”
Similarly in Promusicae the Court attempted to strike a balance between the
right to property of intellectual property rights holders and the right to data
protection of internet users. Striking the correct balance between these rights is
a daunting task. On the one hand, “consumers will only readily take up new
digital services if they are reassured that their personal data is sufficiently pro-
tected and not abused for marketing purposes or worse”.”® On the other hand,
the protection of intellectual property rights arguably benefits society as a whole
as without adequate protection, copyright owners would lack the incentive to
innovate or the ability to earn a living.”” The Court, however, did not decide how
to strike a balance between the two instead preferring to delegate this tricky
task to national authorities. It is therefore entirely possible that national regimes
could promote the effective enforcement of intellectual property rights to the
detriment of the individual’s right to data protection. Finally, in Bavarian Lager
(which will be discussed presently) the General Court ensured that an individ-
ual’s right of access to documents trumped the right to data protection as long
as the data subject’s right to privacy was not violated.

(ii) The conflation of the rights to data protection and privacy
It is arguable that a second trend also emerges in the Court’s pre-Lisbon Treaty
data protection case law; the Court consistently conflated the right to data pro-
tection and the right to privacy.” In Promusicae™ the national referring court

5 Oliver, o.c., 1462.

7 Koempel, “Data Protection and Intellectual Property” (2005) 11(6) Computer and
Telecommunications Law Review 185, 185.

7"Wei, “ISP indirect copyright liability: conflicts of rights on the internet”, (2009) 15(8) Computer
and Telecommunications Law Review 181, 181/

8 This author advocates that while in many instances data protection ensures privacy objectives,
data protection also ensures independent objectives which privacy does not, for instance, counter-
balancing information asymmetries between data processors and data subjects. For a thorough
discussion of the distinction between the two rights see Nadezhda Purtova, Property Rights in
Personal Data: a European Perspective, Kluwer Law International, 2011, 217-220.

" Promusicae o.c.
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made no allusion to data protection in its preliminary reference however the
Court raised data protection issues of its own motion. It stated that “the situation
in respect of which the national court puts that question involves (...) a further
fundamental right, namely the right that guarantees protection of personal data
and hence of private life”.% Although this ex officio reference to data protection
as a fundamental right was seemingly promising, the Court’s statement is also
an example of the Court’s tendency to conflate the rights to privacy and the data
protection.

In Osterreichischer Rundfunk, for instance, when examining the compatibility of
the national auditing activity with the Directive, the Court emphasised that the pro-
visions of the Directive must be interpreted in light of fundamental rights, in par-
ticular privacy. Therefore “for the purposes of applying the Directive”, the Court
systematically examined whether there had been an interference with private life
contrary to Article 8 ECHR and, if so, whether it was justified. In so doing, the
Court of Justice completely overlooked the specific guidelines set out in the Directive
leading one author to question the relevance of the Directive if the interpretation of
Article 8 ECHR alone is decisive in the event of a dispute.®’ While on the facts of
Rundfunk such heavy reliance on the right to privacy led to the same outcome that
would have been achieved by relying on the Directive, this may not always be so
and the Court should have exercised more caution in substituting the application of
secondary legislation with the application of a general principle of EU law. Indeed,
the Court in Rundfunk inadvertently highlights a situation when the application of
the two rights could differ. It notes that “the mere recording by an employer of data
by name relating to the remuneration paid to his employees cannot as such consti-
tute an interference with private life” under Article 8 ECHR; such recording would
however constitute data processing for the sake of the Directive and would need to
comply with its principles.

In Bavarian Lager®* the General Court’s consideration of how to reconcile the
rights of data protection and access to documents (a right which is not enshrined in
the ECHR but is set out in the Charter®) also centred on the right to privacy. In that
case, the General Court was asked to consider whether the European Commission’s
decision to provide Bavarian Lager with the minutes of a meeting it requested via
European Access to Documents legislation (Regulation 1049/2001%) in an ano-
nymised form struck the right balance between freedom of information and data
protection in the EU legal order. Article 4(1)(b) of Regulation 1049/2001 is the only
provision that regulates the relationship between the two. According to this article,
arequest for access to a document shall be refused where the document’s disclosure

%1bid, §63.

81 Classen, o.c., 1383.

82T-194/04 Bavarian Lager v Commission [2007] ECR 1I-3201.

% European Union, Charter of Fundamental Rights of the European Union, [2000] OJ C 364/01.

8 Regulation (EC) No 1049/2001 of the European Parliament and of the Council of 30 May 2001
regarding public access to European Parliament, Council and Commission documents [OJ] L 145/43.
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would undermine the protection of “privacy and the integrity of the individual, in
particular in accordance with Community legislation regarding the protection of
personal data”. The General Court therefore analysed whether the disclosure of
names of those attending a European Commission meeting would breach Article 8
ECHR. It concluded that it would not and therefore that the Article 4(1)(b) excep-
tion was not applicable.® Consequently, the General Court held that the application
to the request of the “additional conditions” set out in the European data protection
legislation concerned,® such as the need for consent of the data subject, would be
contrary to the objective of Regulation 1049/2001.8” The General Court therefore
annulled the Commission decision.

The reasoning of the General Court in this case is very clear-cut; there was no
violation of the right to privacy, therefore the data protection rules do not apply.
While at first glance this could be confused for another example of the conflation of
the rights to data protection and privacy, it is in fact the opposite. The Court exam-
ined whether or not the data subjects’ Article 8 ECHR right to privacy had been
violated. The wording of Article 4(1)(b) of Regulation 1049/2001 provides that in
cases of conflict between data protection and freedom of information, the data pro-
tection rules prevail when privacy is undermined. The Court’s judgment therefore
implicitly acknowledges that not all data processing adversely affects the right to
privacy and, consequently, that data protection applies to a wider variety of personal
data than privacy law. While De Hert and Gutwirth conclude that the ease with
which the General Court distinguished between two types of personal data (those
that are protected by the right to privacy and those that are not) “does not sit com-
fortably with the formal constitutional codification of data protection within EU
law”,% it is arguable that such a distinction in fact reinforces data protection’s status
as a constitutional right. It liberates it from the right to privacy, paving the way for
the emergence of an independent right (the objectives of which remain to be elabo-
rated upon, as will be seen below).

3.4.2 The Right to Data Protection in the Post-Lisbon Era

In this section, it will be demonstrated that the Court is (i) keen to endorse the right
to data protection in the EU legal order (ii) however the Court’s insistence on

 Bavarian Lager, §132-133.

8 Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 December
2000 on the protection of individuals with regard to the processing of personal data by the
Community institutions and bodies and on the free movement of such data [OJ] L8/1.

8 Bavarian Lager, §137.

% De Hert and Gutwirth, “Data Protection in the in the case law of Strasbourg and Luxemburg:
Constitutionalisation in Action” in Gutwirth, Poullet, De Hert, Nouwt & De Terwangne (eds),
Reinventing Data Protection? Dordrecht, Springer, 2009, 41.
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conflating the rights to data protection and privacy has the potential to limit the
development of an independent right to data protection and to therefore preclude the
need for consideration of its (distinct, but sometimes overlapping) objectives.

(i) Endorsing the Right to Data Protection in the EU Legal Order

The Lisbon Treaty, which entered into force on 1 December 2009, revolu-
tionised the role of data protection in EU law in a number of ways. For instance
Article 16 TFEU provides for a directly effective® right to data protection by
stating that “[e]veryone has the right to the protection of personal data concern-
ing them”. This provision can also act as a legal basis for data protection legis-
lation in the future, freeing such legislation from internal market constraints.
Moreover, the human rights credentials of the EU have been significantly rein-
forced. Not only can the Union become a signatory of the ECHR® but its
Charter of Fundamental Rights®! is now legally binding primary law.”” The
Charter sets out a right to privacy in its Article 7°3 but also includes a separate
right to data protection in its Article 8. The inclusion of a right to data protec-
tion in the Charter differentiates it from other key human rights documents®
which consider data protection as a subset of the right to privacy.”® Therefore, it
is unsurprising that the Court has shown considerable enthusiasm for the right
to data protection following the entry into force of the Lisbon Treaty.

% Article 16 TFEU is clear, precise and unconditional and therefore fulfils the conditions for direct
effect. The European Data Protection Supervisor (EDPS) has indicated that this provision is directly
effective in his speech entitled “‘Data Protection in the Light of the Lisbon Treaty and the Consequences
for Present Regulations™ delivered at the 11th Conference on Data Protection and Data Security in
Berlin on 8 June 2009. (Accessed via http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/
shared/Documents/EDPS/Publications/Speeches/2009/09-06-08_Berlin_DP_Lisbon_Treaty EN.pdf)

Y Official negotiations for ratification of the ECHR began on 7 July 2010. However this process has
stalled since the October 2011 submission of a draft Treaty to the Committee of Ministers of the
Council of Europe by the Steering Committee for Human Rights. See, European Court of Human
Rights, Solemn hearing of the European Court of Human Rights on the occasion of the opening of
the judicial year, Friday 27 January 2012, address by Sir Nicolas Bratza, President of the European
Court of Human Rights. (Accessed on 15 April 2012, http://www.echr.coe.int/ECHR/EN/Header/
The+Court/Events+at+the+Court/Opening+of+the+judicial+year/).

*'European Union, Charter of Fundamental Rights of the European Union, o.c.
22The Charter was previously only binding on the EU Institutions and Member States.

% Article 7 provides that “Everyone has the right to respect for his or her private and family life,
home and communications”.

% Article 8(1) stipulates that “Everyone has the right to the protection of personal data concerning
him or her”. This right is elaborated upon in Article 8(2) which provides that the data “must be
processed fairly for specified purposes and on the basis of the consent of the person concerned or
some other legitimate basis laid down by law” and that “everyone has the right of access to data
which has been collected concerning him or her, and the right to have it rectified”.

% Such an independent right exists at national level in some Member States. For instance, Article
35 of the Portuguese Constitution was amended in 1997 to include a right to data protection.
%EU Agency for Fundamental Rights, ‘Data Protection in the European Union: the role of National
Data Protection Authorities — Strengthening the fundamental rights architecture in the EU II’,
6, (Accessed via www.fra.europa.eu/fraWebsite/attachments/Data-protection_en.pdf).


http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/Documents/EDPS/Publications/Speeches/2009/09-06-08_Berlin_DP_Lisbon_Treaty_EN.pdf
http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/Documents/EDPS/Publications/Speeches/2009/09-06-08_Berlin_DP_Lisbon_Treaty_EN.pdf
http://www.echr.coe.int/ECHR/EN/Header/The+Court/Events+at+the+Court/Opening+of+the+judicial+year/
http://www.echr.coe.int/ECHR/EN/Header/The+Court/Events+at+the+Court/Opening+of+the+judicial+year/
http://www.fra.europa.eu/fraWebsite/attachments/Data-protection_en.pdf
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A clear signal that data protection was being considered in new light came with
the Court’s judgment in Volker und Markus Schecke®” when the Court held, for the
first time, that provisions of European secondary legislation were invalid as they
interfered with rights guaranteed by the Charter. The rights at stake in this case were
the rights to data protection and privacy. A German court referred a number of ques-
tions concerning the validity of an EU requirement that information concerning the
beneficiaries of funding derived from certain Common Agricultural Policy funds be
made publicly available by each Member State via a searchable website. In particular,
it sought to know whether such a requirement was compatible with European data
protection law. The Court held that the publication of this data constituted an inter-
ference with the data subjects’ rights under Articles 7 and 8 of the Charter. It then
considered whether this interference could be justified. Unlike the Advocate General
who was highly critical of the inability of the European institutions to accurately
define the objectives of the transparency legislation, the Court accepted the objec-
tives advanced by the institutions without question. It then considered whether the
interference with the rights to data protection and privacy were proportionate to the
numerous objectives pursued by the transparency initiatives.

The Court engaged in a meticulous proportionality analysis and found that the
transparency initiatives were suitable but not necessary to achieve their objectives.
It recalled that “derogations and limitations in relation to the protection of personal
data must apply only in so far as is strictly necessary” and that “it is possible to
envisage measures which affect less adversely that fundamental right of natural
persons and which still contribute effectively to the objectives of the EU rules in
question”.”® Indeed, the Court itself suggested alternative more ‘data protection-
friendly” methods that could have been used by the Council and the Commission.”
Therefore, the manner in which the Court resolves this “constitutional issue”!%
(namely whether the objective of achieving transparency in the management of
CAP finance may override the individual’s rights to data protection and privacy)
illustrates that the Court is no longer reluctant to take a stand on conflicts between
the right to data protection and other important interests. Indeed, the hardcore pro-
portionality analysis engaged in by the Court in Volker stands in marked contrast
with the Court’s failure, outlined above, to provide adequate guidance to the
national court in Promusicae. Furthermore, the Court’s willingness to apply the
provisions of the Charter, rather than the ECHR, to the case before it is to be wel-
comed. Indeed, this was so even though the Charter was not in force at the time of
the contested data processing.

97C-92/09 and C-93/09 Volker und Markus Schecke [2010] ECR I-000. See Eva Nanopoulos, “It is
Time, Charter, Rise and Shine” (2011) 70 Cambridge Law Journal 306.

S Volker, o.c., $87.
“1bid, §81.

19 Opinion of Advocate General Sharpston delivered on 17 June 2010 in C-92/09 and C-93/09
Volker und Markus Schecke, §2.
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(i) Stunting the Development of this Newborn Right
Despite the promising changes that the Lisbon Treaty brought into force, and
the Court’s subsequent endorsement of the right to data protection, there is still
room for improvement in the Court’s jurisprudence.

In the Court of Justice’s Bavarian Lager'®' judgment on appeal, the Court held that
the General Court had erred in law by limiting the application of Article 4(1)(b) to situ-
ations in which Article 8 ECHR is breached. It found that data processing activities
cannot be separated into two categories; those examined in light of the ECHR right to
privacy and those examined for compliance with European data protection legislation.'??
Therefore, it concluded that in all situations where access is sought to a document con-
taining personal data the Data Protection Directive becomes applicable in this entirety.'
It follows from this that even when the right to privacy of the individual data subjects is
not infringed (as was arguably the situation in Bavarian Lager), the data protection rules
must be complied with before access is granted to the requested document(s). Data
protection rules therefore trump access to document rules even when there is no privacy
interest at stake. What then are the other objectives of data protection (in addition to
privacy) that allow the Court to override the right to access to documents (also enshrined
in the Charter) so easily? The Court overlooked this golden opportunity to actually
explain the differences between the two rights; data protection and privacy.

It would seem from the Court’s judgment in Volker that this is because the Court
is, at best, unclear about the relationship between the two rights. It firstly states that
they are “closely connected”'™ but then soon thereafter considers them to be a
hybrid species when it refers to “the right to respect for private life with regard to
the processing of personal data, recognised by Articles 7 and 8 of the Charter”.!%
Equally problematic is that it erroneously borrows from the European Court of
Human Rights’ (ECtHR) Article 8 ECHR case law and applies this to both of the
Charter Articles. It states that Article 7 and 8 rights concern “any information relat-
ing to an identified or identifiable individual” and cites Amann v. Switzerland and
Rotaru v. Romania as authority.'” However, this case law does not support the prop-
osition that Article 8 ECHR applies to “any information relating to an identified or
identifiable person”. Rather, this is how the Data Protection Directive defines “per-
sonal data”. Indeed, despite the ECtHR’s expansive interpretation of the right to
privacy, it is frequently advocated that the right to privacy does not apply to the
same wide range of data that the data protection rules apply to.!"’

01C-28/08 European Commission v. Bavarian Lager [2010] ECR I-6055.
12 Bavarian Lager, §58-61.

1931bid, §63.

1% Volker, I.c., §47.

105Tbid, §52.

196 Thid.

107See, for instance, Opinion of the Article 29 Working Party, “Opinion 4/2007 on the concept of
personal data”, 20 June 2007, 01248/07/EN WP 136, or Kranenborg, “Access to documents and
data protection in the European Union: on the public nature of personal data” (2008) 45(4) Common
Market Law Review 1079, 1091.



80 O. Lynskey

In contrast, in her Opinion in Volker Advocate General Sharpston clearly distinguishes
between data protection and privacy when she states that “[t]wo separate rights are
here invoked: a classic right (the protection of privacy under Article 8 ECHR) and a
more modern right (the data protection provisions of Convention No 108)”.1%
Similarly, Schwartz and Reidenberg have noted that calling data protection “infor-
mation privacy” is an attempt to “put new wine in old bottles”'® Indeed, by conflating
these rights the Court risks subjecting the modern right of data protection to the
limitations that have been imposed on the ‘classic’ right to privacy thereby stunting
its development. It also precludes debate, both inside and outside the Court, of what
independent objectives data protection pursues and how best to reconcile these
objectives with competing rights and interests. Surely this was a danger that the
drafters of the European Charter sought to avoid when they enumerated the rights
separately in the first instance.

3.5 Conclusion: Casting Our Eyes on the Future

This paper set out to demonstrate two points. Firstly, that the ambiguous relation-
ship between the Directive’s dual objectives could lead to doubts concerning its
validity. It is difficult to conclude, particularly with the benefit of hindsight, that the
Directive’s fundamental rights objective was ever secondary or merely ancillary to
its free movement objective. If this is indeed the case then the elevation of data
protection to the status of fundamental rights by the Charter, which was drafted only
5 years after the Directive entered into force, is all the more remarkable. The Court
of Justice has never been asked explicitly to consider whether the EU exceeded its
competence by relying on a single legal basis for the legislation; the Court would
have been compelled to consider the relationship between the two objectives if this
were the case. However, from a practical perspective this question is now moot as
Article 16 TFEU provides a legal basis for data protection measures therefore resort
will no longer be had to Article 114 TFEU.

Secondly, this paper sought to demonstrate that while the Directive’s market-
making characteristics have been interpreted loosely by the Court, its fundamental
rights characteristics have become increasingly prominent in the post-Lisbon era.
A note of caution was, however, sounded on this point. Although the Court has
shown a willingness to emphasise data protection’s fundamental rights aspects, it is
seemingly uncertain as to whether there is more to the right to data protection than
privacy protection.

One common theme therefore emerges from this paper; data protection has suf-
fered an identity crisis before the Court of Justice. The objectives of EU data protection

1% Opinion of Advocate General Sharpston in Bavarian Lager; o.c., §71.
19 Quoted by Purtova, o.c., 90.
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law have been unclear from the outset. This uncertainty is evident in the earlier cases
where the link between fundamental rights and the directive’s market harmonisation
objectives was in question. However, it is also visible in later cases where the Court
attempts to balance data protection with other rights. In Bavarian Lager the Court
was critical of the General Court’s attempt to balance freedom of information and
data protection concerns by allowing the former to prevail when individual privacy
is not undermined. It preferred to let data protection prevail in all circumstances.
However, why should data protection trump access to documents in all instances,
even when privacy is not undermined? Privacy aside, what other objectives does data
protection serve? The Court provides no answers to these questions.

The introduction of an explicit legal basis for data protection legislation has paved
the way for the Court to consider the objectives of data protection more explicitly.
Equally, the Charter — with its separate rights to data protection and privacy — could
provide the Court with the chance to shed some much needed light on the concrete
objectives of European data protection. This opportunity has been overlooked to date
with the Court treating the rights to data protection and privacy as some form of
hybrid. The impetus to define the objectives of data protection law is however more
present now than ever before. The European Commission’s Proposed Regulation'!
seeks to bolster both the market harmonisation and fundamental rights objectives of
data protection. Its rights protection objectives are promoted as new rights are intro-
duced,'"" old rights are reinforced''? and more effective enforcement mechanisms''
are set out. Harmonisation objectives are facilitated by new institutional mechanisms
put in place to ensure the harmonious application of the law; the concept of “lead
authority”,"* the consistency mechanism,'> the role of the European Data Protection
Board in ensuring consistency'!® to name but a few. Most importantly however is the
choice of legislative instrument: a regulation rather than a directive. A regulation will
play a crucial role in achieving the uniform application of data protection rules across
the EU. Nevertheless, it is advocated that this uniformity will increasingly lead to
tensions between the Member States as to how to correctly strike the balance between
data protection and competing rights and interests. Therefore, without a clear vision
of the objectives of EU data protection law, the Court of Justice will be unable to
coherently guide the development of EU data protection law in the future.

""Regulation of the European Parliament and of the Council on the protection of individuals with
regard to the processing of personal data and on the free movement of such data COM (2012) 11
final (“Proposed Regulation”).

" For instance, the Article 18 “right to data portability”.

12 For example, the fortification of the right to erasure in Article 12(b) of the Data Protection
Directive by the introduction of a “right to be forgotten” in Article 17.

'3 For example, Article 79 sets dissuasive administrative sanctions (which could be as much as 2%
of a companies annual global turnover). Under Directive 95/46 EC such sanctions were imple-
mented by Member States and therefore they varied widely.

"4 Proposed Regulation, o.c, Article 51.
51bid, Article 57.
191bid, Article 58.
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Chapter 4
Anonymity: A Comparison Between the Legal
and Computer Science Perspectives

Sergio Mascetti, Anna Monreale, Annarita Ricci, and Andrea Gerino

4.1 Introduction

There are two opposing interests in our society: on one side, there is the need to
collect and share information, which are activities that enable a number of services
aimed at economic profit, scientific research, etc. On the other side, the right to
personal data protection, intended as the right of disposal over all data in connection
with our personality, requires to safeguard the subjects whose information is
collected and shared. This contrast is one fragment of a broader problem concerning
the relationship between law and technology. The overall question is whether legal
definitions should adapt to technical solutions or if, vice versa, technology should
implement the regulations in force. Certainly, the technological developments in the
Internet era pose new questions to researchers in the two communities involved:
Law and Computer Science. In this view, the topic of this paper, i.e., anonymity as
a tool to guarantee personal data protection, is emblematic of the need for constant
exchange of ideas and collaboration between these two communities.

The problem is that, despite the great research effort of both communities in
the privacy protection field, most of the contributions address the problem either
from the legal or the technical point of view only. This attitude has led to the
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specification of basic definitions and objectives that only partially overlap, hence
raising difficulties in communication and in the reciprocal applicability of the
research results.

In contrast with this tendency, Ohm discusses the legal definitions of privacy,
starting from the analysis of the contributions in the Computer Science community.!
The conclusion presented in this paper is surprising: privacy law should not rely on
the concept of anonymity. Jane Yakowitz’s study? also leads to surprising conclu-
sions. This paper addresses the problem of data anonymization for research purposes
and it concludes that, since current privacy policies overtax valuable research
without reducing any realistic risks, law should provide a safe harbour for the
dissemination of research data and technical solutions are not necessary. In a recent
paper, Schwartz et al.> support the idea that the concept of anonymity should be part
of privacy laws, but its definition should be “reconceptualized”. In these three
papers, the interest resides, from our point of view, in their interdisciplinary
approach.

With the aim to continue in the same direction, in this paper we attempt to inte-
grate research on personal data protection in the two areas of Computer Science and
Law. The approach is to address the central concept of anonymity from both per-
spectives, by reciprocally explaining the most important concepts, finding corre-
spondences in the terminology and highlighting points in common and differences
in the two areas. To achieve this, we first analyze the legal definitions of anonymous
datum, as specified in the European Directive (Sect. 4.2). Then, we describe the
main models and techniques proposed in the Computer Science literature to target
the problem of anonymity (Sect. 4.3). Since this description of the state of the art in
the two areas is targeted to readers in both communities, it focuses more on the main
concepts and results, rather than on the technical details. We then discuss one simi-
larity and some differences between the assumptions and definitions adopted by the
two communities and the consequential results (Sect. 4.4). In particular, we focus
on four main topics:

. the role of anonymity in privacy preservation,

. the relationship between identifying information and personal data,

. the measurement of anonymity,

. the relationship between anonymity and the principle of minimization.

AW N =

We conclude that, despite there being some analogies, there are also a number of
gaps, that on one side render some of the technical solutions not directly applicable
to the regulations in force and, on the other side, suggest some specific interpretations

'Paul Ohm, “Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization,”
UCLA Law Review, Vol. 57, p. 1701, 2010 (2009).

2Jane Yakowitz, “Tragedy of the Data Commons,” Harvard Journal of Law and Technology, Vol.
25,1, 2011.

3Paul M. Schwartz and Daniel J. Solove, “The PII Problem: Privacy and a New Concept of
Personally Identifiable Information,” New York University Law Review, Vol. 86, 2011 (2011).
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of the current regulations in order to make them adequate to the existing technical
solutions. Rather than a point of arrival, these conclusions are meant to be a starting
point for discussion and integration between the two communities. In fact, thanks to
its interdisciplinary character, this work tries to break down the communication
barrier or at least the difficulties in dialogue between the two communities. The
growing need of both communities for a systematic and interdisciplinary analysis of
the anonymity notion and its use in protecting personal data can be adequately
satisfied only through the development of a common language or at least a thorough
understanding of the different approaches.

4.2 The Notion of Anonymity in European Legislation
on Personal Data

The concept of anonymity has gained particular importance in relation to the appli-
cation of European legislation on personal data. Indeed, while regulations apply to
personal data, anonymous data are excluded from their field of application. This
section analyses the legal understanding of anonymity, in particular with respect to
the European Directive on personal data protection, and it tries to answer the
following main questions:

e What is the interpretation of anonymity in common language?
e Should anonymity be considered a relative or absolute concept?
e What does anonymous data mean in legal terms?

To achieve this, we start with the notion of anonymity in common language
(Sect. 4.2.1). Then we describe how the European legislation on personal data cap-
tures this concept.*> Following the same approach of European legislation, we first
introduce the concept of personal data (Sect. 4.2.2) and then proceed to defining
anonymous data (Sect. 4.2.3). In order to show how European legislation has been
implemented into national laws, we report the example of the anonymous data
definition in the Italian Personal Protection Code (Sect. 4.2.4). The reason for
choosing the Italian Personal Code is that it can be considered a “rigorous” imple-
mentation of the European Directive.

Before we proceed with the analysis, it is necessary to point out that, when we
refer to the subjects of data processing, we use the definitions stated in Directive

4 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the
protection of individuals with regard to the processing of personal data and on the free movement
of such data, OJ L 281, 23.11.1995, 31-50.

> Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning
the processing of personal data and the protection of privacy in the electronic communications
sector (Directive on privacy and electronic communications), OJ L 201, 31.7.2002, 37-47.
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95/46/EC: the controller is an entity (i.e., a natural or legal person, public authority,
agency or any other body) that, alone or jointly with others, determines the purposes
and means of personal data processing; the processor is an entity that processes
personal data on behalf of the controller; the recipient is an entity to whom data are
disclosed, whether a third party or not, and, finally, the data subject is the person to
whom the personal data refer to.

4.2.1 The Notion of Anonymity in Common Language

In common language, the meaning of anonymity comes from the etymology of the
term, that is, literally, “without name”. “The word denotes an absolute concept: an
anonymous person is one, of whom you do not know anything, somebody you can-
not recognize or identify”.® The definition of anonymity as an absolute concept is
often taken for granted in the common understanding. However, as we will subse-
quently explain, anonymity in the legal context is actually a relative concept.
Indeed, anonymity is often relative to specific facts, subjects and purposes. A musical
arrangement, for instance, may be anonymous for a person but not for another,
depending on whether this person knows the author. So the right to be anonymous,
when recognized, refers to certain subjects, in predefined circumstances and for
specific occasions, which can be specified by the law.” For example, the Italian
legal system recognizes the biological mother’s right not to be named in her son’s
birth certificate.

The transferral of the anonymity notion from common language to the legal con-
text is not immediate. This is due to two main reasons. First, legal reasoning needs
a degree of precision that is not generally required in common language. For
instance, in legal terms it is necessary to specify the conditions that make a datum
anonymous. Second, while the terms “anonymous” and “anonymity” are used in
legal texts, they seem to have non-homogeneous values in the different legal sectors.
In particular, we find references to the term “anonymous” in private law (copyright),
criminal law (as an aggravating circumstance in some threat crimes), administrative
law (open competitions for public recruitment) and constitutional law (freedom of
expression). Consequently, we can conclude that the term “anonymity” is used in
various areas but with a different slant, which makes it hard to extract a single uni-
vocal legal concept.

® Giusella Finocchiaro and Claire Vishik, “Law and Technology: Anonymity and Right to
Anonymity in a Connected World,” in Movement-Aware Applications for Sustainable Mobility:
Technologies and Approaches, ed. Monica Wachowicz (IGI Global, 2010), 140-156.

" Giusella Finocchiaro, “Anonymity and the law in Italy,” in Lessons from the identity trail, ed. Ian
Kerr, Valerie M. Steeves and Carole Lucock (Oxford University Press, 2009), 523-536.
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4.2.2 The Definition of Personal Data

The term “personal data” is defined as follows by Directive 95/46/EC:

Personal data shall mean any information relating to an identified or identifiable natural
person (“data subject”); an identifiable person is one who can be identified, directly or
indirectly, in particular by reference to an identification number or to one or more factors
specific to his physical, physiological, mental, economic, cultural or social identity.®

In the following we focus on three closely interrelated key elements of this

definition:

1.
2.
3.

—_

“any information”;
“relating to”;
“an identified or identifiable”.

. The expression “any information” provides an idea of how wide the notion of per-

sonal data is. It is not infrequent to erroneously conceive “personal data” only as
information concerning the most intimate aspects of a person. On the contrary, the
concept of personal data includes any sort of information about a person, including
economic and professional data, and not just data about his/her personal life.
Indeed, this expression covers “objective” information, such as job or income as
well as “subjective” information, such as opinions or assessments. This concept is
also supported by Opinion 4/2007 of Article 29 Data Protection Working Party®:

Considering the format or the medium on which that information is contained, the concept
of personal data includes information available in whatever form, be it alphabetical, numer-
ical, graphical, photographical or acoustic, for example. It includes information kept on
paper, as well as information stored in a computer memory by means of binary code, or on
a videotape, for instance. In particular, sound and image data qualify as personal data from
this point of view, insofar as they may represent information on an individual.

. In general terms, information can be considered to “relate” to an individual when

it is about that individual. In many situations, this relationship can be easily
established. For instance, the data registered in a medical record are clearly
“related to” an identified patient. Analogously, the image of a person filmed on a
video interview is “related to” that person.

In other situations, however, establishing the relationship between the infor-
mation and the individual does not come immediately. In order to clarify this
point, Article 29 Working Party noted that, “data relates to an individual if it
refers to the identity, characteristics or behaviour of an individual or if such
information is used to determine or influence the way in which that person is
treated or evaluated”.!”

8 Directive 95/46/EC, Art. 2.

Opinion 4/2007 of Article 29 Data Protection Working Party on the concept of personal data, WP
136, 20.06.2007.

1 Working Party document on data protection issues related to RFID technology, WP 105,
19/01/2005, Art. 8.
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3. In general terms, a natural person can be considered “identified” when, within a
group of people, he or she is “distinguished” from all other members of the
group. Accordingly, the natural person is “identifiable” when, although the person
has not yet been identified, it is possible to do so. This means that the subject can
be identified through some characteristics or aggregation of data.

Identification is normally based on particular pieces of information that we
may call “identifiers” and which hold a close relationship with the given indi-
vidual. Examples are outward signs of this person’s appearance like height, eye
colour, clothing, or a quality of the person that cannot be immediately noticed,
like the profession, or the name. We will focus our attention on identifiers in
Sect. 4.3.

4.2.3 The Concept of Anonymous Data

The concept of “anonymous data” is not explicitly reported in Directive 96/46/EC.
However, this notion can be derived from the definition of “personal data” given in
the Directive, and from some Recitals!! of the same Directive. In particular, Recital
no. 26 states that:

The principle of protection must apply to any information concerning an identified or
identifiable individual.

Furthermore:

[...] the principles of protection shall not apply to data rendered anonymous in such a way
that the data subject is no longer identifiable.

Further references to “anonymous data” and especially to “anonymization” have
been provided in Recitals no. 9, 26, 28 and 33 of Directive 2002/58/EC. In particu-
lar, Recital no. 9 states:

The Member States (...) should cooperate in introducing and developing the relevant tech-
nologies where this is necessary to apply the guarantees provided for by this Directive and
taking particular account of the objectives of minimising the processing of personal data
and of using anonymous or pseudonymous data where possible.

Similarly, Recital no. 30 states that:

Systems for the provision of electronic communications networks and services should be
designed to limit the amount of personal data necessary to a strict minimum (...).

The above Recitals basically state the same principle in different ways: the prin-
ciple of minimization in data processing. According to this principle, the processing
of personal data is permitted only if it is required to achieve a specified purpose: if
this very purpose can be accomplished with anonymous or pseudonymous data,

' The Recitals are the opening statements that introduce the main provisions of the European
Directives and present the reasons for their adoption.
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then these latter modalities should be preferred. Given these considerations, we can
assume that in Directive 95/46/EC anonymity is considered as the main form of
protection of the rights of the subjects whose data are processed.

4.2.4 A Case Study: The Definition of Anonymous Data
in the Italian Personal Protection Code

Unlike Directive 95/46/EC, the Italian Personal Protection Code (or shortly “the
Privacy Code”) explicitly defines anonymous data as:

(...) any data that, in origin or after being processed, cannot be connected to an identified
or identifiable person.'”

The Privacy Code definition has three key elements: the notion of data, the con-
nection between the data and the person, and the identifiability of the latter one.
These elements reflect the essential components of the definition of personal data
comprised in Directive 95/46/EC.

The data. Briefly, we can assume that the definition of personal data in the
Privacy Code, similarly to Directive 95/46/EC, is broad and it includes all informa-
tion directly or indirectly related to a natural person."

The connection. Both the Privacy Code and Directive 95/46/EC report that an
essential element in the definition of anonymous data is the absence of a clear connec-
tion between the data and an identified (or identifiable) person. In fact, the distinction
between anonymous and personal data actually depends on this connection. One prob-
lem is that, according to the definition of personal data given by the Privacy Code, all
possible links between a person and information can be considered as personal data,
and more subjects can be involved with multiple connections, as shown in Example 1.

Example 1 Consider a report made by a consultant Alice for a banker Bob concern-
ing the financial situation of a client Carl applying for a loan. Alice is author of the
report, and this fact is a personal datum related to Alice. Bob is the addressee of the
report, and the fact that such a report is addressed to Bob is a personal datum related
to Bob. Carl is the person having that financial situation, and the fact that such report
concerns his very situation is a personal datum related to Carl. So, here we have three
different data subjects, whose connections with personal data can be broken as to
create three anonymous data.

12Jtalian Personal Protection Code, Legislative Decree no. 196, 30/06/2003, art. 4, co. 1, lett. n).
13 A recent decision of the Italian Supreme Court (no. 19365, 22/09/2011) has stated the following
principle: data about the health of a child is “sensitive data” (according to the definition of
Legislative Decree no. 196/2003, art. 4, co. 1, lett. d) of the child’s parents: therefore an unlawful
processing of this information allows the parents to act for the protection of an own right.
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Usually, unlike Example 1, a large amount of data is involved, and the relationship
among the entities can be more complex. This example alone, however, highlights
that anonymity is a relative and functional concept. In this example, in fact, ano-
nymity would effectively be guaranteed by eliminating the connections between all
the three parties involved in the report.

Identifiability. Which criteria should be followed to determine if a subject is
identifiable? In Italy, as in other Member States, the evaluation of the measures of
identification is carried out accordingly to European legal acts. In particular,
Recommendation of the Council of Europe No. R (97) 5 specifies whether the
impossibility of the connection between information and a person should be abso-
lute or relative. This act states that information cannot be considered identifiable if
identification requires an unreasonable amount of time and manpower.

A more accurate investigation of this matter can be found in the Explanatory
Memorandum to Recommendation R (97) 18,"5 concerning the protection of per-
sonal data collected and processed for statistical purposes. See for instance point
No. 52, letter d:

Conditions for anonymity are relative, especially in relation to the technical means avail-
able for identifying data and taking away their anonymity. In this way, in view of the rapid
progress in technological and methodological developments, the time and manpower
required to identify a person, which would today be considered ‘unreasonable’, might no
longer be so in the future (...).

Example 2 Data concerning “a graduated male living in Milan” would not be con-
sidered personal data, since it cannot be linked to a specific person, even if a great
amount of time and manpower is used. Vice versa, data referring to “Sergio Mascetti,
assistant professor at the University of Milan” should certainly be considered as
personal data, since the identification of the person is immediate even with negli-
gible time and manpower. However, it would not be as immediate to evaluate
whether data referring to “a graduated male, living in Milan and working for a uni-
versity, who plays volleyball and is a fan of Bruce Springsteen” should be consid-
ered personal data. What is hard to evaluate is how many persons correspond to this
description and, even if there is a single one, it is not so clear as to how much time
and manpower is required to identify him.

In order to address problems like the one reported in Example 2, it is necessary
to analyze each case in its different aspects, taking into account all the following
factors, as stated by Opinion 4/2007: the intended purpose of data processing, the
way the processing is structured, the advantage expected by the controller, the interests
at stake for the individuals, and the risk of organisational dysfunctions and technical

“Recommendation No. R (97) 5 of the Committee of Ministers to Member States on the protection
of medical data, 13/02/1997.

SRecommendation No. R (97) 18 of the Committee of Ministers to Member States on the protection
of personal data collected and processed for statistical purposes, 30/09/1997.
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failures. The identification process is dynamic and “should consider the state of the
art in technology at the time of the processing and the possibilities for development
during the period for which the data will be processed”.!

Observe that in the acts mentioned above the concept of reasonableness is used
to assess identifiability. This concept is commonly used in legal systems as a measure-
ment criterion. In this perspective, reasonableness is the criterion used to measure
how “easy” it could be to associate a data subject with the data. This approach
remarks the fact that anonymity is a relative concept, and its evaluation requires taking
into account the particular context at the time of processing.

The degree of anonymity cannot be predetermined: in fact, anonymity may take
a different extent depending on the circumstances, among which we may include
the will of the data subject. It is therefore essential to suggest some criteria for mea-
suring anonymity. The possible quantification of anonymity will be analyzed from
a technological point of view in the next section.

4.3 Anonymity in Data Disclosure

In this section we briefly survey some of the contributions in the Computer Science
literature for the problem of guaranteeing anonymity while disclosing data. Note
that we have decided to focus our discussion on anonymity models, thereby omit-
ting many other interesting models, such as randomization'” and differential pri-
vacy,'® whose purpose is to alter the private information, rather than render a data
respondent anonymous.

We consider two of the applicative scenarios that have been mainly addressed by
the research community: data publication (Sect. 4.3.1) and location based services
(Sect. 4.3.2).

4.3.1 Anonymity in Data Publication

As we observed in Sect. 4.2, the disclosure of personal information to the general
public or to third parties is subject to the limitations imposed by the regulations on
privacy protection. Nevertheless, if this information was rendered anonymous, these

' Opinion 4/2007, Art. 12.

'”Rakesh Agrawal and Ramakrishnan Srikant, “Privacy-preserving data mining,” in Proceedings
of the 2000 ACM SIGMOD international conference on Management of data (New York, NY,
USA: ACM, 2000), 439-450.

18 Cynthia Dwork, “Differential Privacy,” in Automata, Languages and Programming, 4052:1-12,
Springer Berlin/Heidelberg, 2006.
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Table 4.1 Hospital database Name Gender Date of birth ZIP code Disease

Alice F 01/01/1981 11111 Flu

Anne F 02/02/1981 11122 Flu

Sonia F 12/03/1981 11133 Flu

Bob M 12/01/1982 33311 Heart disease
Shunsuke M 10/04/1982 33322 Cold

Carl M 02/03/1982 33333 Flu

limitations would not apply, hence making it possible to share the information with-
out explicit user agreement and with great benefits both for the entity collecting this
information and the other stakeholders. For this applicative reason, the problem of
rendering information anonymous before publication has been extensively studied
in the scientific literature.' In this section we first describe the problem in detail and
then survey some of the contributions addressing this problem.

4.3.1.1 Problem Definition and Characterization

The actors involved in a typical data publication scenario are the same described in
Sect. 4.2, with the only difference that the controller and the processor are consid-
ered as a single entity; for this reason, in the following, when we mention the “con-
troller” we refer to both the controller and the processor. The data flow is the
following: the controller collects data from the subjects and wants to release this
information to a recipient that can be, for example, a data miner or an analyst. Since
we consider that the controller is trusted® by the data subject, the overall privacy
problem is the following: guaranteeing the data subject’s privacy protection, while
releasing useful information to the recipient that plays the role of the adversary.

Example 1 Consider a hospital (i.e., the data collector) in which patient information
(e.g., diseases, therapies, etc.) is collected and stored. Table 4.1 shows an example of
this information.

This data is potentially a valuable resource for medical research (i.e., the recipient),
but it cannot be disclosed without the user’s explicit authorization, due to the regulation
in force hence it needs to be altered before disclosure. Figure 4.1 shows a graphical
representation of this situation.

' Anna Monreale, Dino Pedreschi, and Ruggero G. Pensa, “Anonymity technologies for privacy-
preserving data publishing and mining,” in Privacy-Aware Knowledge Discovery: Novel
Applications and New Techniques, F. Bonchi, E. Ferrari, Chapman & Hall/CRC Data Mining and
Knowledge Discovery Series, 2010.

2 Here, the term “trust” is not used here in its proper legal sense but according to its intuitive meaning
of “confidence”. In this case, it means that the data subject is confident that the data collector will
manage his/her data according to the current regulations or to other agreements between the two
parties.
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Fig. 4.1 Data flow in the
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The problem with protecting data subject privacy when disclosing information is
not trivial. Among many others, one intuitive reason is the following: providing data
utility and data subject’s privacy are contrasting objectives.?' Indeed, a naive solu-
tion to achieving the best data utility is to provide the recipient with exactly the
same information collected by the controller. However, in this case the data sub-
ject’s privacy is compromised. Vice versa, the best privacy protection is achieved
when no data are disclosed, but in this case data utility is null. This is one of the
reasons that make the problem scientifically attractive and that have led it to be
extensively studied by the Computer Science and the Official Statistics communi-
ties. Both communities proposed several mathematical representations of the prob-
lem, considering different aspects of it. These mathematical representations, that we
call privacy models, have two main objectives: to formally describe the problem and
to make the correctness of the privacy preserving techniques possible to prove.

Each privacy model defines all the important aspects of the considered problem, like
the actors, the flow of data (i.e., collection and successive release), etc. In particular,
most of the privacy models defined in the literature identify one aspect that is particu-
larly important: the attack model. With this term we indicate the adversary’s capabili-
ties used in his attempt to discover the data subject’s personal information. These
capabilities include the inference abilities (i.e., how to derive new information from the
existing one) and, in particular, the background knowledge, i.e., the information that the
recipient owns independently from the data released by the controller. Background
knowledge can be originated by several sources, such as well-known facts, demo-
graphic information, public records, and information on specific individuals possibly
published by the data subject himself (e.g., data published in a social network).

In order to continue with this discussion, it is necessary to better characterize the
type of information collected by the controller. Many of the contributions identify
four groups of attributes? (e.g., each column in Table 4.1 is an attribute):

2 Tiancheng Li and Ninghui Li, “On the tradeoff between privacy and utility in data publishing,”
in Proceedings of the 15th ACM SIGKDD international conference on Knowledge discovery and
data mining (New York, NY, USA: ACM, 2009), 517-526

22 Valentina Ciriani et al., “Microdata Protection,” in Secure Data Management in Decentralized
Systems, Springer US, 2007, 33:291-321.
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e Explicit identifiers of the data subject, such as name and social security
number.

e Quasi-Identifiers (QI): attributes that are not explicit identifiers but that, when
used in conjunction with background knowledge, can lead the adversary to iden-
tify a data subject or to restrict the possible identity of a data subject; the attri-
butes “gender”, “ZIP code” and “date of birth” are examples of QI.

e Private Information (PI): personal data that should not be associated to a data
subject’s identity like, for example, a disease or salary.

* Non-private information: all the attributes that do not fall into the previous
categories.

4.3.1.2 k-Anonymity

Samarati et al.”® showed that simply dropping the explicit identifiers does not guar-
antee anonymity if the adversary knows the population’s QI values (this information
can be obtained, for example, from the voter list). In this case, referring to Example
1, the adversary can discover that there is a single male person born on the 12/01/1982
who lives at ZIP code 33311. Since this information in the voter list is associated to
an explicit identifier (i.e., the name), the adversary can discover that Bob had the flu.
This type of attack is sometimes called record linkage attack.** Typically, a counter-
measure against this attack is to apply a transformation to the values in the QI attri-
butes in order to render several records indistinguishable.

A well-known model, defined to contrast the record linkage attack, is k-anonymity.?
This approach became popular in the field of privacy preserving data publication
and in many other privacy problems. The idea of k-anonymity is to guarantee that
information on any data subject cannot be distinguished from the information on
other k-1 data subjects. More technically, the privacy requirement defined by k-ano-
nymity is that for each record released (e.g., a record is a row in a table) there must
be at least other k—1 records with the same QI values. The techniques adopted in
the literature to enforce k-anonymity involve the removal of explicit identifiers and
the generalization (e.g., the date of birth is replaced by the year of birth) or suppres-
sion (e.g., removing the date of birth) of QI. It is evident that these techniques
reduce the accuracy of the disclosed information.

ZPierangela Samarati and Latanya Sweeney, “Generalizing data to provide anonymity when dis-
closing information (abstract),” in Proceedings of the seventeenth ACM SIGACT-SIGMOD-
SIGART symposium on Principles of database systems, PODS "98 (New York, NY, USA: ACM,
1998).

2 William E. Winkler, The state of record linkage and current research problems (Statistical
Research Division, U.S. Bureau of the Census, 1999), Washington, DC.

»1d. at 17. (“Generalizing data to provide anonymity when disclosing information (abstract)”).
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Table 4.2 A 3-anonymous QI attributes PI attribute
version of Table 4.1. B :

Gender Date of birth  ZIP code  Disease

F 1981 111%* Flu

F 1981 111%* Flu

F 1981 111%* Flu

M 1982 333* Heart disease

M 1982 333%* Cold

M 1982 333%* Flu

*denotes that some information has been removed to
guarantee anonymity.

Table 4.3 A 3-anonymous Gender  Date of birth  ZIP code  Disease
table with respect to quasi

identifiers QI, and QI, E 132; ﬁ?: gu
u
F 1982 111* Cold
M 1982 111* Heart disease
M 1981 333% Cold
M 1981 333%* Flu

*denotes that some information has been removed to
guarantee anonymity.

Example 2 Table 4.2 represents a 3-anonymous version of Table 4.1. Note that
Table 4.2 reports the year of birth only (instead of the birthdate) and that the last digits
of the ZIP Code have been suppressed. In this case, even if the adversary knows the
Gender, Date of Birth and ZIP Code of the entire population, he would not be able to
distinguish Bob’s record from the records of other two users (Shunsuke and Carl).

4.3.1.3 k-Anonymity with Multiple QI

Models based on k-anonymity assume that the controller knows the QI. However,
different adversaries may use different QIs. To address this problem, one extension
to k-anonymity consists in making multiple QIs possible to specify.? In other words,
the controller knows a set of quasi-identifiers and the disclosed information has to
be k-anonymous with respect to each of them. Example 3 shows that guaranteeing
k-anonymity for all the quasi-identifiers in a set Q is not the same as guaranteeing
k-anonymity on a QI that is the “union” of all the quasi-identifiers composing Q.

Example 3 Consider the data represented in Table 4.3. Assume that the controller
identifies two sets of QI: QI, = {Gender} and QI,={Date of Birth, ZIP Code}.
Table 4.3 is 3-anonymo with respect to QI and QL, but it is not 3-anonymous
when the quasi identifier is QI, UQL, i.e., QI={Gender, Date of Birth, ZIP Code}.
Indeed, there is one group of three records with Gender=“F" and another group of
three records with Gender="M". Similarly, considering QI, we can identify two

*Benjamin C. M. Fung, Ke Wang, and Philip S. Yu, “Anonymizing Classification Data for Privacy
Preservation,” IEEE Trans. on Knowl. and Data Eng. 19, no. 5 (May 2007): 711-725.
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Table 4.4 A 3-anonymous Gender  Date of birth ~ ZIP code  Disease
database

F 1981 111* Flu

F 1981 111* Flu

F 1981 111%* Flu

M 1982 333* Heart disease

M 1982 333% Cold

M 1982 333% Cold

*denotes that some information has been removed to
guarantee anonymity.

different groups, each one with three indistinguishable records with respect to the
Date of Birth and ZIP Code. However, the table is not 3-anonymous with respect to
the set QI={Gender, Date of Birth, ZIP Code}. For example, there is a single record
with the combination Gender="“F”, Date of Birth=“1981" and ZIP Code =‘333*".

4.3.14 I-Diversity

The models illustrated in Sects. 4.3.1.2 and 4.3.1.3 aim to avoid that any record in a
table can be associated with less than k individuals. However, this property is not
sufficient to guarantee an intuitive notion of anonymity. Indeed, it has been shown
that, although the adversary may not uniquely identify the data subject “referred” by
a record, he can still infer the personal information of that individual. Two attacks
have been presented in the literature to achieve this.”” The former, called “homoge-
neity attack” is based on a vulnerability of the k-anonymity model and is intuitively
explained in the following example.

Example 4 Consider Table 4.2. Suppose that the adversary knows that Alice was
born in 1981, lives in the area with ZIP code 11111 and is in the database. He knows
that Alice’s record is one of the first three in the table. Since all of those patients
have the same medical condition (Flu), the adversary can identify Alice’s disease.

The latter attack that can be used to violate the data subject’s privacy despite
k-anonymity, is called “background knowledge attack™ since it assumes that the
adversary has additional background information. This attack is based on the idea
that in some cases there can be a correlation between the QI values and the private
information. Consider the following example.

Example 5 Consider the 3-anonymous Table 4.4 and suppose that the adversary
knows that Shunsuke is in the database, was born in 1982 and is Japanese.

The attacker can infer that Shunsuke’s record is one of the last three records in the
above table. Also, by knowing that Japanese people have a low incidence of heart
disease, the adversary can conclude with high likelihood that Shunsuke has a Cold.

27 Ashwin Machanavajjhala et al., “I-diversity: Privacy beyond k-anonymity,” ACM Trans. Knowl.
Discov. Data 1, no. 1 (March 2007): 24.
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Table 4.5 A database Gender  Date of birth  ZIP code  Disease
satisfying 3-diversity

F 1981 111%* Flu

F 1981 111* Cancer

F 1981 111* Cold

M 1982 333%* Heart disease

M 1982 333* Flu

M 1982 333* Cold

It is worthwhile observing that there is a significant conceptual difference
between the two attacks above. The former (i.e.: the “homogeneity attack™) takes
place under the same assumptions specified for k-anonymity and exploits a vulner-
ability of this model. Vice versa, the latter (i.e.: the “background knowledge attack™)
exploits some background knowledge that the k-anonymity model assumes as not
available to the attacker. Note that, in general, given a privacy preserving technique
that is safe under a privacy model, it is always possible to find a counter example to
show that that technique is insufficient (or “unsafe”) by using more background
knowledge than assumed in that privacy model.

The /-diversity model was proposed in order to overcome the weakness of k-anonymity
and to counter the two attacks illustrated above.? The aim is to obtain groups of data
subjects with indistinguishable QIs and an acceptable diversity of the attributes’
values representing personal information. In particular, the main idea of this method
is that every k-anonymous group should contain at least / values for the attributes
containing personal information. Different instantiations of the /-diversity definition
have been presented by Machanavajjhala et al.”® and Xiao et al.*

Example 6 Consider the database represented in Table 4.5. It satisfies 3-diversity
and it is safe against the attacks illustrated in Examples 4 and 5. Indeed, the adver-
sary cannot understand if Alice suffers from “Flu”, “Cancer” or “Cold”. Moreover,
when the adversary tries to identify Shunsuke’s disease, after excluding “Heart
Disease”, there are still two other possible diseases.

4.3.1.5 ¢-Closeness

It has been observed that in some cases the /-diversity model can lead to unneces-
sary generalization, if we consider different degrees of “sensitivity” of private infor-
mation. This is better explained by the following example.

21d. at 21 (“I-diversity: privacy beyond k-anonymity™).

21d.

¥ Xiaokui Xiao and Yufei Tao, “Personalized privacy preservation,” in Proceedings of the 2006
ACM SIGMOD international conference on Management of data, SIGMOD ’06 (New York, NY,
USA: ACM, 2006), 229-240.
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Table 4.6 A k-anonymous Age ZIP code Disease

database -
[21-30] 111* Negative
[21-30] 111* Negative
[21-30] 111* Negative
[21-30] 111* Negative
[41-45] 222% Negative
[41-45] 222% Positive
[41-45] 222% Negative
[41-45] 222% Positive
[31-40] 111* Positive
[31-40] 111* Positive
[31-40] 111* Positive
[31-40] 111%* Negative
[60-70] 444* Negative

*denotes that some information has been
removed to guarantee anonymity.

Example 7 Consider the data in Table 4.6 where the attribute “Disease” contains the
value “Negative” for patients with a negative HIV test result and the value “Positive”
for those with a positive test result. Assume that in this table we have 10,000 records
and only 1% of them has Disease =‘Positive”. Clearly, the two values have a differ-
ent degree of sensitivity. Intuitively, a patient with a negative test result would not
mind the result being known, because it is the same as that of 99% of the population,
but he/she would not want to disclose a positive value. Therefore, the level of ano-
nymity required for the first group in Table 4.6 (i.e., age “[21-30]”, ZIP code
“111*”) is intuitively weaker than the one required for the second group (age [41—
45], ZIP code “222%*”).

Another problem with /-diversity is that it can be insufficient to prevent the dis-
closure of private information when the adversary knows the distribution of the
private values. Indeed, if the adversary has prior knowledge about private informa-
tion on a data subject, he can compare this knowledge with the probability com-
puted from observing the disclosed information. In Example 7, the adversary knows
that the average distribution of positive HIV persons is 1%. After observing the
disclosed information, the adversary discovers that Bob (age 32 and living in ZIP
code 11123) has a much higher probability to be HIV positive (i.e., 75%).

In order to avoid the above weakness of [-diversity, Li et al. introduced the
t-closeness model.*' This technique requires that in any group of QIs the distribution
of the values of an attribute containing personal information is close to the distribu-
tion of the attribute values in the overall table. The distance between the two distri-
butions should be no more than a threshold 7. Clearly, this limits the information
gained by the adversary after an attack.

3 Ninghui Li, Tiancheng Li, and S. Venkatasubramanian, “¢-closeness: Privacy Beyond k-Anonymity
and 1-Diversity,” in Data Engineering, 2007. ICDE 2007. IEEE 23rd International Conference on,
(Istanbul, Turkey: IEEE Computer Society, 2007) 106—115.
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4.3.2 Anonymity When Disclosing Spatio-Temporal Information

So far, most of the techniques illustrated in this section assume that the data to
disclose are either in the form of numbers (e.g., the age, the salary, etc.) or elements
organized in taxonomy (e.g., gender, diseases, etc.). Several contributions investi-
gate the problem of guaranteeing users’ anonymity in presence of spatio-temporal
information. We first describe the problem (Sect. 4.3.2.1) and then introduce the
models and techniques proposed in the Computer Science literature to address it
(Sect. 4.3.2.2).

4.3.2.1 Problem Description

Some preliminary contributions motivate that specialized techniques are required in
presence of spatio-temporal information,*>** This is mainly due to three reasons.
First, it is commonly recognized that this kind of information has a very specific
semantic that calls for specialized data managements methods. Secondly, most of
the techniques related to data publication (like the ones introduced in Sect. 4.3.1)
assume that each data subject is associated with a fixed amount of information (e.g.,
a single record), while many of the applications that involve spatio-temporal
information associate a list of locations (also called a “trace”) with each user. The
last, but conceptually most important reason, is that in many practical cases, space
and time can have the double role of quasi identifiers and of private information
(see Example 8 below).

Spatio-temporal information is particularly relevant from an applicative point of
view, because it is the fundamental data type in geo-referenced applications and ser-
vices that are becoming popular mainly thanks to the diffusion of mobile devices
(e.g., smartphones). These devices are “location-aware” in the sense that they are
equipped with hardware peripherals that make their geographical location possible to
detect. This new feature gives raise to a new class of Internet services, called Location
Based Services (LBS), in which one of the parameters of the requests is the current
location of the user. One example of LBS is the “find the closest Point of Interest
(POI)” where a POl is, for instance, a restaurant. In this context, privacy should be
safeguarded both when each request is issued (this is sometimes called the “on-line”
privacy protection problem) and when a dataset of formerly acquired location infor-
mation needs to be disclosed (i.e., the “off-line” privacy protection problem).

The actors in this scenario are similar to the ones in the data publication scenario.
In the “off-line” privacy protection problem the user (i.e., the data subject) reports

2Marco Gruteser and Dirk Grunwald, “Anonymous Usage of Location-Based Services Through
Spatial and Temporal Cloaking,” in Proceedings of the Ist international conference on Mobile
systems, applications and services, MobiSys "03 (New York, NY, USA: ACM, 2003), 31-42.

3 Sergio Mascetti et al., “k-Anonymity in Databases with Timestamped Data,” in Proceedings of

the Thirteenth International Symposium on Temporal Representation and Reasoning (Washington,
DC, USA: IEEE Computer Society, 2006), 177-186.
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2. anonymized request
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Fig. 4.2 Data flow in the provisioning of a LBS service with anonymization

1. request

1

Fig. 4.3 (a) On the left, reported users’ locations. (b) On the right, identification of commonly
visited places

his/her locations to a trusted location server (i.e., the controller and processor) that
collects the information. After proper modifications, the location server discloses
the location information to a third party (i.e., the recipient), which is not trusted by
the user. On the contrary, in the “on-line” privacy protection problem the user com-
municates with the service provider that is not trusted by the user, thereby playing
the role of the recipient. In this case, the role of controller and processor is played
by a trusted entity, called anonymizer, which is in charge of enforcing the user’s
anonymity. As shown in Fig. 4.2, a user issues a LBS request to the anonymizer, that
properly modifies and forwards it to the service provider. The anonymizer also for-
wards the reply from the service provider to the user.

Example 8 Let’s consider an LBS in which an “anonymous” user frequently reports
his/her location (see Fig. 4.3a). By observing this information, the service provider
can identify two recurring places from which most of the requests are issued
(see Fig. 4.3b). The temporal information indicates that the reports from one of these
two places occur during working hours, while the ones from the other place occur
during non-working hours. Given this analysis, the service provider can conclude,
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Fig. 4.4 Example of location
3-anonymity

with high likelihood, that the two places are the user’s home and work place. From
public sources, like a phone book, the service provider can compute the set of people
living in that home address and working in that workplace. If the intersection of these
two sets contains one person, the adversary can re-identify the user. Moreover, from
the analysis of the reported locations, the service provider can also observe that there
are other usual places for that user. One of these places is a Church, from which the
user generally reports locations on Sunday morning. Given this observation, the ser-
vice provider can deduce, with high likelihood, the user’s religious belief.

4.3.2.2 Privacy Models for LBS Anonymity

The core idea of the defence techniques based on anonymity is to alter each request
so that the exact location is transformed into a “generalized region” in such a way
that an adversary cannot identify the possible issuer in a set that contains at least
k users (see Example 9).

Example 9 Consider Fig. 4.4. The position labelled “A” is the current location of
Alice, who is issuing an LBS request. The other markers represent the location of
other four users. Assume that the adversary’s background knowledge includes the
identities and the corresponding positions of all five persons. Even if Alice removes
any of the explicit identifiers from the LBS request, the adversary can re-identify
her if Alice’s exact location is reported. Vice versa, if the location of Alice is gener-
alized to the dark-grey rectangle represented in Fig. 4.4 before the request is sent to
the service provider, the adversary cannot identify the issuer of the request in the set
of three persons, hence guaranteeing a form of 3-anonymity to Alice.

It is important to observe that the attack illustrated in Example 9 requires the
adversary to have background knowledge that associates each user’s location with
the identity of that user. One problem is modelling how much information the adver-
sary has. Indeed, on one hand, there is a common agreement about the fact that an
adversary can partially obtain this background knowledge like, for example, the
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information exploited by the adversary in Example 9. On the other hand, the adversary
is unlikely to have “full background location knowledge”, i.e., to know the location
of each person in each time instant. In other words, the adversary has “partial back-
ground location knowledge” and the problem is how to model it.

In order to tackle this problem, a common approach is to assume that the anony-
mizer ignores the background information available to the adversary. In this case, it
is assumed that the adversary always has “full background location knowledge”.
This is a “conservative” approach in the sense that if a defence technique is proved
as safe under this assumption, it can be proved as safe in any case of partial back-
ground knowledge,**3>337 The drawback of this approach is that, by assuming “full
background location knowledge”, the anonymizer needs to generate large general-
ized regions that may render the service impractical. Some papers tackle this prob-
lem by assuming that the anonymizer can estimate an upper bound for the background
knowledge available to the adversary and this bound is less than the “full back-
ground location knowledge”. The advantage of the techniques proposed under this
assumption is that the generalized region, required to achieve anonymity, is gener-
ally smaller,’®* However, the problem with this approach is that if the assumption
about the adversary knowledge is incorrect, and the adversary actually has more
background knowledge than assumed, then there are no guarantees on the actual
anonymity of the disclosed information.

The first paper addressing the problem of guaranteeing k-anonymity when pro-
viding an LBS service considers an adversary with “full background location
knowledge”.*> Although on one side this model is conservative, it has been shown
that, from other perspectives, this model is not sufficiently conservative, leading to pos-
sible privacy breaches. Two formal models independently proposed by Kalnis et al.*!
and Mascetti et al.*? capture this problem. The intuition is the following: the attack

#*1d. at 29 (“Anonymous Usage of Location-Based Services Through Spatial and Temporal
Cloaking”).

33Mohamed F. Mokbel, Chi-Yin Chow, and Walid G. Aref, “The new Casper: query processing for
location services without compromising privacy,” in Proceedings of the 32nd international confer-
ence on Very large data bases, VLDB *06 (Seoul, Korea: VLDB Endowment, 2006), 763-774.

% Panos Kalnis et al., “Preventing Location-Based Identity Inference in Anonymous Spatial
Queries,” IEEE Trans. on Knowl. and Data Eng. 19, no. 12 (December 2007): 1719-1733.
37Sergio Mascetti et al., “Spatial generalisation algorithms for LBS privacy preservation,” J. Locat.
Based Serv. 1, no. 3 (September 2007): 179-207.

¥ Claudio Bettini et al., “Anonymity in Location-Based Services: Towards a General Framework,”
in Proceedings of the 2007 International Conference on Mobile Data Management (Washington,
DC, USA: IEEE Computer Society, 2007), 69-76.

3 Manolis Terrovitis and Nikos Mamoulis, “Privacy Preservation in the Publication of Trajectories,”
in Proceedings of the Ninth International Conference on Mobile Data Management (Washington,
DC, USA: IEEE Computer Society, 2008), 65-72.

“1d. at 29 (“Anonymous Usage of Location-Based Services Through Spatial and Temporal
Cloaking”).

41d at 35 (“Anonymity in Location-Based Services: Towards a General Framework™).

“21d. at 36 (“Privacy Preservation in the Publication of Trajectories”).
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Fig. 4.5 Failure of location anonymity in the “historical case”

model considered by Gruteser et al. implicitly assumes that the adversary does not
know the defence technique. If this assumption does not hold, which is often the
case, the defence technique proposed by Gruteser et al. may fail to provide the
required level of anonymity.

Another limit of some existing models, #4546 is assuming that the adversary
cannot associate two or more requests with the same user. This assumption is some-
times called the “snapshot case” since it is equivalent to assuming that the adversary
can observe the users’ positions and requests in a given instant and cannot “follow”
the users’ movements. However, in many practical cases, each user is associated
with a pseudo-id (a unique value, whose association with the real user identity is
kept secret) that is sent by the user with each request. In this “historical case” the
adversary can understand that a single user issues two or more requests. It has been
shown that this knowledge may render ineffective the defence techniques proposed
for the “snapshot case” (see Example 10). This problem has been addressed, among
others, by Bettini et al.*’ and Riboni et al.*®

Example 10 Consider Fig. 4.5 that represents the locations of five users in two dif-
ferent time instants. Alice is the user labelled “A” who issues two LBS requests, one
in each time instant. According to the intuitive definition of k-anonymity provided
above, the two dark-grey rectangles reported in the figure guarantee a form of

#1d. at 29 (“Anonymous Usage of Location-Based Services Through Spatial and Temporal
Cloaking”).

#1d. at 32 (“The new Casper: query processing for location services without compromising
privacy”).

#1d. at 35.

#1d. at 36.

47 Claudio Bettini, “Privacy and anonymity in Location Data Management,” in Privacy-Aware
Knowledge Discovery: Novel Applications and New Techniques, ed. F. Bonchi, E. Ferrari, Chapman
& Hall/CRC Data Mining and Knowledge Discovery Series, 2010.

“ Daniele Riboni et al., “Preserving Anonymity of Recurrent Location-Based Queries,” in

Proceedings of the 2009 16th International Symposium on Temporal Representation and Reasoning,
TIME *09 (Washington, DC, USA: IEEE Computer Society, 2009), 62—69.
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3-anonymity. However, if the adversary is able to understand that a single user
issued both requests, the only possible issuer is Alice since she is the only user that
is located within both rectangles.

4.4 Discussion

In this section lawyers and computer scientists “talk to each other”. After the analysis
of the anonymity concept, conducted in accordance with traditional approaches in
both areas, we now highlight the main similarities and differences between the
Legal and Computer Science fields. We argue that a “neutral” study of the two
approaches is necessary to obtain a complete picture of the problem. This result
should then be used as a starting point for innovative research in the area of privacy
protection. We do not assume that one or the other approach is wrong or entails
unsolvable problems and that it should, consequently, be changed and adapted to the
other. By putting aprioristic statements aside, we aim to analyze both approaches
under the same perspective, which is based on a systematic examination of the problem,
starting with a detailed linguistic and formal analysis.

4.4.1 The Role of Anonymity in Privacy Preservation

As observed in Sect. 4.2, the legal notion of anonymity, as defined in the legisla-
tion on data protection, cannot be seen as a right in itself. Instead, anonymity
should be considered as a “tool” that can be used to safeguard the protection of
personal data. This interpretation is compatible with the current approach adopted
in Computer Science. Indeed, although most of the scientific contributions tackle
the problem of guaranteeing privacy through anonymity, it has also been recog-
nized that privacy protection can also be achieved without anonymity. Consider
the following example.

Example 11 Assume a geo-referenced social network in which each user can share
his/her location with some friends. Note that, if we address the privacy problem of
a user Alice with respect to her friend Bob (i.e., Bob is the adversary), anonymity
cannot be used to protect privacy, since the service requires Bob to know which user
is located in a given location. Also, pseudonyms are not effective, since in many
cases Bob knows Alice in person. One solution that Alice can adopt to protect her
privacy is to avoid using the service or to exclude Bob from the list of users enabled
to see her location. However, the question is whether it is possible to allow Alice
and Bob to enjoy the service, while still providing a form of privacy protection. One
solution is to allow Alice to specify her “privacy preference” in terms of an “obfus-
cated area”: Bob will only be able to understand that Alice is in that area, and the
adopted technique ensures that Bob cannot understand where Alice is located within
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Fig. 4.6 Two examples of “obfuscated area”

that area. Figure 4.6 shows Alice’s actual position (that is hidden from Bob) and two
possible “obfuscated areas” (the dark-grey rectangles), the larger one providing a
higher level of privacy protection.

As shown in Example 11, when it is not possible or convenient to render the data
anonymous, one approach is to allow each user to specify which information is
“sensitive” (accordingly to the will of the data subject) and to guarantee that only
“non-sensitive” information is disclosed. Determining whether these techniques are
supported by sound legal bases is out of the scope of this paper, but it certainly is an
interesting research topic. Indeed, from a legal point of view, the problem cannot be
easily solved. The law’s requirement, in a general sense, is to protect the fundamen-
tal rights of the individuals, giving equal importance to all information, without any
difference in value. In particular, the issues concerning the possibility of allowing
each data subject to choose the preferred level of privacy have still not been exten-
sively addressed in European directives.

4.4.2 Identifying Information and Personal Data

Another point in common between Law and Computer Science is that both recognize
the relative nature of anonymity. In particular, the intuition that simply dropping
explicit identifiers is not sufficient to guarantee anonymity is formulated in the legal
context (e.g., see Sect. 4.2.3) and it is also supported by formal models presented in
the scientific literature (among the others, in Samarati et al.* and Gruteser et al.*°).
Indeed, although legal norms do not explicitly distinguish between “explicitidentifiers”
and “quasi identifiers”, this distinction is compatible with the current legal approach.

#1d. at 17 (“Generalizing data to provide anonymity when disclosing information (abstract)”).

%1d. at 29 (“Anonymous Usage of Location-Based Services Through Spatial and Temporal
Cloaking”).
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Vice versa, the specification of “personal” (or “private”) information is different
in the two areas of Law and Computer Science. Indeed, as explained in Sect. 4.2.2,
the term “personal data” denotes any kind of information about a person, including
information that is intuitively “sensitive” (like religious beliefs) and those that are
not (like eyes colour). Also, the term “personal data”, as intended in legal norms,
refers both to information that should only be known by a given entity (like health
status or the number of requests issued to a given LBS) and to data that can easily
be found in external sources (e.g., the home address) and that, hence, can possibly
be used to re-identify a subject. In contrast, the term “private information” specified
in the Computer Science literature only refers to information that, intuitively, users
are not willing to disclose. So, we can identify two differences:

1. The concept of “non-private attributes”, formulated in Computer Science, does
not have a counterpart in the legal notion.

2. Private information, as defined in Computer Science, does not include quasi-
identifiers while, according to legal definitions, quasi-identifiers are actually
considered as personal information.’!

The consequence of problem (1) is that it can contribute to rendering the solutions
proposed in Computer Science not adhering to the legal norm, with a consequent
impact, as we shall see in the following, on the applicability and usefulness of the
Computer Science solutions.

Probably, one of the reasons that lead to difference (2) is that, from the Computer
Science point of view, when the anonymization problem is addressed, it is not neces-
sary to avoid the disclosure of quasi-identifiers since, by definition, the adversary can
externally find this information in association with the user’s explicit identifier. In prac-
tice, it is assumed that if a datum is publicly available, then its re-publication does not
violate the subject’s privacy. However, this approach does not take into account that
from the legal point of view (e.g., in the Italian legal system), even if a datum is already
public, it cannot be freely processed, but only be used for the purpose for which it was
made public. For example, if personal data on Alice are published in the voters’ list,
this information cannot be published by a web service for marketing purposes even if
there is no additional data associated with Alice’s record, unless Alice gives her explicit
authorization. In other words, it could be misleading to qualify a datum as “public”
because a published datum is not always free from legal constraints. One of the reasons
behind this difference is that the concept of “purpose of data processing”, which has an
important role from the legal point of view, is neglected in Computer Science.

It is worthwhile to wonder whether it is possible to fix the two problems above. For
what concerns problem (1), there is an easy way out that consists in assuming that, in
each application of the privacy models, the set of “non-private attributes” is empty.
The solution to problem (2) is more complicated. Consider the following example.

St is worthwhile to note that some papers that have recently appeared in the computer science
literature do not distinguish between quasi-identifiers and personal information. Among others, the
paper: Arvind Narayanan and Vitaly Shmatikov, “Robust De-anonymization of Large Sparse
Datasets,” IEEE Symposium on Security and Privacy, 0 (2008): 111-125.
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Example 12 In this example we refer to the data reported in Table 4.5. According to
the definitions provided in the Computer Science literature, assume that the attributes
“Gender”, “Date of Birth” and “ZIP Code” are quasi identifiers, while “Disease” is
private information. According to the definition of /-diversity, the table satisfies the
3-diversity property. However, observe that, if an adversary knows that Alice is one of
the subjects in this table, he can discover her year of birth and three digits of her ZIP
code (since all women in the dataset have the same values for these attributes). The
question is: should the publication of this table (without the explicit user’s authoriza-
tion) be considered a privacy violation? The aim of the models provided in Computer
Science is to give an ultimate answer to this question: once a model is defined, it is
possible to automatically evaluate whether anonymized information can be published
or not. On the other hand, from the legal point of view, a unique answer cannot be
provided. It is necessary to take into account the purpose of the publication, the com-
pliance with legal constraints (and the legal constraints differ from one country to
another) and the nature of the controller (public or private).

Example 12 shows that, although Table 4.5 satisfies the privacy requirements defined
by a privacy model, the disclosure of the table may still be considered non-compliant
with the regulations. In other words, the model fails to define when the disclosure does
not violate the data respondents’ privacy. The technical reason does not lie in a particu-
lar problem of the /-diversity model, but in a transversal problem that affects most of
the privacy models proposed in the literature and in particular their relation to the legal
norms. Indeed, some pieces of information can actually be disclosed to those adversar-
ies that have less information than assumed. Consider once again Example 6: an adver-
sary that knows, for each of the subjects in the table, the values of the subject’s
quasi-identifiers, cannot learn any information from the disclosure of Table 4.5. Vice
versa, if an adversary does not know Alice’s age, but only that Alice is in that table, he
can discover her age. This has an impact on the possibility to disclose Table 4.5. Indeed,
despite the fact that Alice’s age could be discovered from other sources, according to
existing regulations, this datum cannot be freely disclosed.

Technically, a defence technique to contrast the above problem requires to apply
an idea similar to the one proposed by Fung® (see Sect. 4.3.1.3) that makes it pos-
sible to model different quasi identifiers. In practice, instead of considering a single
set of quasi-identifying attributes, like in the /-diversity model, it would be neces-
sary to model as QI each possible combination of “quasi-identifying attributes”.
Clearly, it should be investigated whether this approach is practical or not in terms
of generalized data quality.

4.4.3 Anonymity Measurement

Another difference between the Legal and Computer Science fields concerns how to
evaluate whether an individual is identifiable or not. Note that this topic is of paramount

521d. at 20 (“Anonymizing Classification Data for Privacy Preservation™).
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importance, since it is needed to evaluate whether data are actually anonymous or
can be re-associated with a specific individual.

To the best of our knowledge, one of the main legal references to this problem
suggests to measure the difficulty in re-identifying the data subject in terms of
“time and manpower”.> This definition is suitable for traditional computer security
problems. For example, the difficulty to decrypt a message without the proper key
can be measured in terms of how long would it take to try all possible keys i.e., the
so called “brute force” attack. However, the question is: does the same measure
apply to the problem of guaranteeing privacy? As shown in Sect. 4.3, all the formal
models proposed in the Computer Science literature indicate that the key factor
affecting the difficulty to re-identify an anonymous datum is the background
knowledge available to the adversary, while the adversary’s manpower and time to
perform the attack are not relevant parameters. Consider, for instance, Table 4.4 in
Example 5. Even if the adversary has almost infinite resources (computational
power, time and manpower), it would not be possible to identify Shunsuke’s data
record to infer his disease without additional information. Vice versa, if the adver-
sary knows a piece of background knowledge as in Example 5, i.e., Shunsuke is in
the database, was born in 1982 and is Japanese, then it is easy to immediately infer
that Shunsuke has a cold, even with negligible computational power, time and eco-
nomic resources.

According to the above consideration, it seems more reasonable that “time
and manpower” should not be adopted to directly measure the effort required to
violate anonymity but that, instead, they should measure the effort required by
the adversary to acquire background information that in turn can be used to re-
identify a data subject. For example, the knowledge of the adult individuals living
in a certain area, together with some personal information (e.g., date of birth,
home address, etc....) should be considered as “reasonably” available informa-
tion for any adversary, since this information is contained in the voters list that in
many countries can be obtained for free or at a small price. Vice versa, the “full
background location knowledge” (see Sect. 4.3.2.2) could be obtained by physi-
cally spying a set of persons or, with some additional approximation, by violat-
ing the information system of mobile phone operators, hence acquiring the traces
of movements of a large number of users. Both solutions for acquiring the “full
background location knowledge” would probably be considered as “unreason-
ably costly”.

It would therefore be desirable, under the legal point of view, to clarify the notion
of reasonableness, taken as a measurement criterion of time, cost and resources. We
believe that this clarification should be one of the main purposes of the next reform
of the European Directive on personal data protection. In this respect, we suggest
that reasonableness should be intended as “reasonableness of knowledge” by third
parties of information and criteria for the identification of subjects.

31d. at 13 (“Recommendation No. R (97) 5 on the protection of medical data”).



4 Anonymity: A Comparison Between the Legal and Computer Science Perspectives 111
4.4.4 Anonymity and the Principle of Minimization

According to the principle of minimization, personal data processing is allowed
only for the achievement of a specified purpose and, if this task can be accomplished
with anonymous or pseudonymous data, this form of information should be pre-
ferred. The objective of this principle is to promote the use of anonymous or pseud-
onymous data when possible. However, as we shall see in the following, some
technical problems arise in the application of this principle.

In many cases transforming data to achieve anonymity causes information loss,
and this can make the result of the subsequent analysis approximate. Consider for
instance a research centre that wants to know the date of birth of the users for each
ZIP code value. If this query is performed using the exact data (e.g., Table 4.1), the
answer contains the exact dates of birth. In contrast, if the query is performed on
the data in Table 4.2, the research centre can only know the year of birth. Clearly,
the result of the query in this last case is less accurate, but in some contexts it could
be acceptable if, at the same time, it does not reveal the data subject’s personal
information.

The problem here is the following: the process of rendering the information
anonymous, as commonly intended in the Computer Science literature, necessarily
involves a form of data suppression and/or generalization. This implies that the
resulting information is less accurate than the original one. Consequently, in many
cases, the anonymous version of the information makes it impossible to achieve
exactly the same results that would be achieved with non-anonymous data, hence
motivating the disclosure of the non-anonymous information. In other words,
since the principle of minimization does not take into account any form of approxi-
mation in the result, it can be used as a motivation for a controller not to release
anonymous data, which is conceptually opposes the core idea behind the principle
of minimization.

One final observation: the minimization principle is general and, in itself, must
be shaped case by case. Indeed there may be situations in which the value of infor-
mation plays a predominant role with respect to its “confidentiality”’. However, this
does not apply in general. Perhaps a specification of this principle, or simply a rein-
terpretation of this principle, in light of the standard of reasonableness, would
enhance its practical applicability.

4.5 Conclusions and Future Work

In this paper we addressed the topic of anonymity as a tool to protect personal
privacy. The overall objective was to encourage the discussion between Law and
Computer Science experts on a topic that is bound to be subject of research in the
next years. To achieve this, we presented a brief analysis of the state of the art of
this problem from the two points of view. Despite the different methodological
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approaches, the challenge was to identify a common language for general definitions.
This highlighted the fact that some notions commonly adopted in the Computer
Science literature do not find any legal support. Analogously, some legal definitions
seem to ignore conceptual issues that are clearly identified in the formal models
proposed in Computer Science research. Overall, this paper identifies a few com-
mon aspects and several differences between the definitions and results suggested in
the two disciplines.

In particular, we observed that the notion of anonymity has a central role both in
regulations on personal data protection and in the techniques proposed to protect sub-
ject’s privacy. Indeed, the anonymity measures proposed in the Computer Science
field, support the fact that anonymity is a relative notion that depends on the context.
On the other hand, Computer Science has shown the limits of anonymity, hence pos-
ing new juridical questions about its role. Despite this point in common, an agreement
is missing on some of the basic concepts related to anonymity, like the notion of quasi-
identifiers and personal data. This poses new challenges to researchers in both com-
munities. Similarly, according to the state of the art in the two areas, it is still unclear
how to measure the “level of anonymity” of a datum. If the interpretation of European
legislation suggested in Sect. 4.4 is accepted, and the problem is clarified under the
legal point of view, it will be necessary to identify the most suitable formal models to
practically compute the measure. Finally, we considered the principle of minimiza-
tion, showing how its current formulation can motivate the processing and disclosure
of identified information, in contrast with the overall idea of this principle.

This paper poses the basis for a new approach to the analysis of the personal data
protection problem, suggesting a number of new challenges and research directions.

First of all we plan to extend research to the general problem of privacy protection
beyond anonymity. Indeed, there are some concepts that need to be investigated,
including the legal foundations of the “obfuscation” functions (see Sect. 4.4.1) and
the involved privacy “negotiation” between the controller and subject. Another topic,
which is becoming popular in the Computer Science community, is the notion of
“differential privacy”: it would be of great interest to analyze this concept from the
legal point of view, making an effort to identify whether it is compliant with the law.
Moreover, it could be interesting to analyse the anonymity problem in “credential
systems” in which each user is identified by a different pseudonym by different orga-
nizations. The challenge is to prevent the possibility to link different pseudonyms.>

Another research effort should be devoted to analyzing the existing privacy pro-
tection tools available in commercial applications and services. Indeed, in absence
of consolidated technical solutions based on sound legal bases, business companies
are addressing the personal data protection problem with ad hoc solutions, and in
some case it can be unclear which are the technical or legal fundamentals of these
techniques.®

% David Chaum, “Showing credentials without identification transferring signatures between
unconditionally unlinkable pseudonyms,” in Advances in Cryptology - AUSCRYPT ’90, 453:245-
264, Springer Berlin/Heidelberg, 1990.

3 This problem can also be focused in the discussion about on the notion of “accountability”.
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Considering the privacy problem from a practical point of view, the topic of
privacy preservation in social networks would definitively deserve a thorough inves-
tigation with the interdisciplinary methodology adopted in this paper. Indeed,
although it has already been recognized that specialized techniques are required for
these specific services, it is still unclear whether the existing norms can be adapted
to this context. For example, one problem is that each data subject can publish infor-
mation about other users, hence playing the role of the controller. In general, these
services involve at the same time categories of subjects having different roles with
respect to the processing of data, and it is unclear whether these subjects are cap-
tured by existing legal norms. Vice versa, it is necessary to have a clear mapping of
the roles involved in the data processing and of the connected liabilities.

As we observed, there are several open issues that need to be addressed.
Consequently, it is necessary to continue and enhance the dialogue between research-
ers in the Law and Computer Science communities, in order to allow the possibility
of satisfying the need to balance the use of advanced technologies with the protec-
tion of individual fundamental rights. The necessity to develop shared solutions to
this problem is part of a process that cannot be anything but interdisciplinary. Indeed,
without a practical approach, the risk is that Law becomes hardly applicable.
Analogously, Computer Science risks to be a dead end if it is not modelled accord-
ing to the regulations in force.
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Chapter 5

Digital Natives and the Metamorphosis

of the European Information Society.

The Emerging Behavioral Trends Regarding
Privacy and Their Legal Implications

Norberto Nuno Gomes de Andrade and Shara Monteleone

5.1 Introduction

European Information society is going through a metamorphosis process as digital
natives (hereafter, DN) are coming of age. This new generation of young people,
who have grown up immersed in information and communication technologies
(ICTs), reveal interesting attitudinal and behavioural patterns regarding the disclo-
sure of personal information, profiling and protection of personal data.' How do
these emerging attitudes, expectations and behaviours shape society and how does
the current set of normative rules and principles enshrined in the existing European
legal framework of data protection (DP) influence them? The objective of this arti-
cle is to analyse how observed behavioural trends of digital natives regarding the
protection of personal data should be taken into account in future revisions of the
legal regulatory framework. For this purpose, the paper looks at the Better/Smart
Regulation strategy of the European Commission (EC), proposing the incorporation
of data collection on the behaviour and the attitudes of DN into the Impact
Assessment (IA) procedures.

The research on digital natives is based on special Eurobarometer 359/2011
(EB), “Attitudes on Data Protection and Electronic Identity in the European Union”

!'The authors acknowledge that, while the term ‘digital natives’ is widely used, its definitions vary:
sometimes referring to