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Chapter 1

Why This Book Has Been Written: Purpose

and Structure of the Book

This book came about from my motivation to bring together research on the

acquisition of knowledge and skills for performing complex tasks for controlling

complex technical systems, research on the challenges of ergonomics in activities

with high automation, and research on training design. My own roots lie in classical

industrial and organisational psychology with a main emphasis on personnel and

vocational training, personnel selection and human resources. In the year 2000, my

empirical research into complex systems (summarised e.g. in Kluge and Schüler

2007; Kluge 2008) led me to a refinery in Southern Germany, where I was able to

look at a refinery simulator. In the years that followed, I had the opportunity get to

know the small group of committed refinery simulator trainers in the German-

speaking area and to interview them in depth (Kluge 2007; Kluge et al. 2008/ZfA).

Inspired by these contacts and conversations, my research into the skill acqui-

sition for complex technical activities developed away from abstract complex

systems and artificial microworlds (Kluge 2007, 2008) and towards concrete

application situations in so-called High Reliability Organisations (HROs, Weick

and Sutcliffe 2003). HROs operate complex hazardous technologies and manage to

remain accident-free “while simultaneously retaining their capacity to meet highly

unpredictable and demanding production goals” (Shrivastava et al. 2009, p. 1362).

HROs operate on a very high level of trust, because technical failures and slip-ups

can have severe consequences for human beings and the environment if they are not

identified and resolved immediately (Kluge et al. 2009; Hagemann et al. 2012).

Chemical plants, refineries, and nuclear power plants (NPP) belong to the category

of HROs. They are assumed to be of great size, both physically and conceptually,

and face the presence of risk and a high level of hazard, based on interconnected

real-time dynamics (Crossman 1974; Moray 1997).

HROs are assumed to be highly complex, tightly coupled systems (Table 1.1),

which are vulnerable to catastrophic failure (Perrow 1984; Wickens et al. 2004,

p. 493). Complexity, as outlined in detail in Chap. 2, is characterised by the number

of interconnected subsystems (interconnectivity), further divided by Perrow (1984)

into loose and tight coupling, invisible, sometimes unexpected interactions

(Wickens et al. 2004), and dynamic effects (Funke 2010; Kluge 2008). Coupling

A. Kluge, The Acquisition of Knowledge and Skills for Taskwork and Teamwork to
Control Complex Technical Systems, DOI 10.1007/978-94-007-5049-4_1,
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as defined by Perrow (1984) is defined by the degree of missing slack and tight

connection between subsystems so that a disruption in one part of the system

strongly affects other parts.

Coupling specifies the qualities of interconnectivity with regard to time and

degrees of freedom. While loose coupling allows certain parts of the system to

express themselves according to their own interest and/or logic, tight coupling

restricts this. Loosely coupled systems tend to have flexible performance standards,

while tightly coupled systems include more time-dependent processes: They cannot

wait or stand by until they are attended to (Perrow 1984).

Insufficient training and experience also affects the perceived complexity of a

system (Hollnagel and Woods 2005) by aggravating intransparency (see also Kluge

2004) in which incomplete understanding leads to an incorrect situation assessment

and to problems in choosing or selecting an action. An operator must be able to

identify or recognise what happens as well as to interpret it in a context, since not

knowing what happens affects the ability to predict future events (Hollnagel and

Woods 2005). Therefore, persons working in HROs who are of special interest in

this book are control room operators, whose failures in performance might lead to

high financial and safety costs (Woods et al. 1987). One might argue that there are

(more important) groups of workers in the world who are more worthy of having a

whole book devoted to them. However, I am convinced that from the training

design for activities of process control, much can be transferred to other vocations

and tasks which contain partial aspects of this specific activity and which can, in

principle, be generalised.

The tasks of a control room operator are to monitor and control a complex

technical system (as will be described later). Monitoring and controlling a complex

technical system is not a challenge for human motor capabilities (Wickens and

Hollands 2000). Rather, it challenges human factors aspects, such as attention

allocation (Wickens and McCarley 2008), perception, situation assessment

(Vicente et al. 2004), situation awareness (Endsley 1995), decision making and

execution, memory (Ericsson and Kintsch 1995), and mental workload (Tsang and

Vidulich 2006; Vidulich 2003).

The topic of human factors encompasses the “study of those variables that

influence the efficiency with which the human performer can interact with the

inanimate components of a system to accomplish the system goals” (Proctor and

van Zandt 2008, p. 9). Karwowski (2006, p. 4) cites the definition of the

Table 1.1 Examples of industries in the clusters of combinations of complexity and coupling by

Perrow (1984) and Shrivastava et al. (2009)

Low/loose coupling High/tight coupling

Low complexity Traditional manufacturing, assembly line

production, single-goal agencies (post

office)

Marine transport, rail transport,

continuous processing

High complexity Universities, government agencies, R&D

firms, mining

Nuclear power plants, refiner-

ies, chemical plants, air-

planes, space missions
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International Ergonomics Association as “ergonomics (human factors) as the sci-
entific discipline concerned with the understanding of the interaction among
humans and other elements of a system and the profession that applies theory,
principles, data, and methods to design in order to optimize human well-being and
overall system performance”. He further distinguishes between

• physical ergonomics, which addresses human anatomical, anthropometric,

physiological and biomechanical aspects of work,

• cognitive ergonomics, which focuses on mental processes such as perception,

memory, information processing, and motor responses, as they affect interac-

tions among humans and other elements of the systems, and

• organisational ergonomics or macroergonomics, which addresses the organisa-

tion of socio-technical systems, such as the structure, policies and processes

(Karwowski 2006, p. 4). It focuses both on organisational and human-machine

interface issues (Proctor and van Zandt 2008) in order to seek an integration of

humans with advances in manufacturing technology (Nagamachi 2002).

The book’s perspective is one of cognitive and organisational ergonomics.

Both can be viewed under the label of “cognition in organizations” (Hodgkinson

and Healy 2008). Hodgkinson and Healy (2008) advocate that the complexities of

the modern workplace require an increased cooperation across and between

organisational and human factors tradition.

The book describes the knowledge and skills required for complex tasks for

controlling complex technical systems from a cognitive ergonomics point of view.

It then turns to organisational ergonomics, as it proposes training strategies and

training regimes for successfully acquiring this knowledge and these skills in

“Staged Process Control Readiness Training” (SPCRT). It describes training

views on how to impart, develop, and change members’ knowledge structures not

only to perform immediate day-to-day routine tasks but also to expand their

repertoire for managing uncertainties in a wider transfer environment (Hodgkinson

and Healy 2008). Training, as well as highly skilled and competent workers, is an

essential prerequisite for HROs to function on a high level of reliability, because

HROs, as complex and highly coupled systems, require centralisation in order to

carefully coordinate resources and concurrently require decentralisation to cope

with the unexpected (Perrow 1984; Wickens et al. 2004). Even though Perrow

(1984) is not confident that organisations can successfully employ centralisation

and decentralisation at the same time, there is consensus regarding the demand for

highly skilled and qualified personnel. Decentralised decision making requires

continuous learning and training (Weick et al. 1999; Shrivastava et al. 2009), but

a comprehensive review of research results and a theoretical overview model of

training development and design is still lacking.

1 Why This Book Has Been Written: Purpose and Structure of the Book 3



1.1 The Book’s Structure

The structure of the book as regards content is oriented to the “Systematic

Approach to Training” model of Goldstein (1993), Goldstein and Ford (2002),

Salas et al. (2006) and Coultas et al. (2012), as displayed in Fig. 1.1.

The organisational analysis in the context of this book is important for under-

standing the jobs and performance conditions under investigation. These jobs have

to be performed in organisations in which incorrect actions can have severe

consequences for humankind and the environment, as was apparent, for instance,

in accidents in the last few years, for example in the refinery in Texas City in 2005

(Fig. 1.2), in the explosion of the Deepwater Horizon in 2010, or in the battle to

control the damage following the tsunami disaster in Fukushima in 2011.

To read and learn more about the interplay of organisational factors contributing

to theses accidents, such as training issues, process safety, management and lead-

ership issues, accident investigation reports are available, for example, from the

Chemical Safety Board in the US (www.csb.gov) or from the IAEA webpage

(http://www-pub.iaea.org).

Analyses of blackouts in the electricity power system and investigations of

large-scale outages in the North American interconnected electric system in the

US and Canada have demonstrated the need to enhance the operators’ ability to

understand the state of the system and to anticipate possible problems (Greitzer

et al. 2009). The scope and complexity of power grid operations continue to grow:

“Widespread electrical outages, such as the one that occurred on August 14, 2003,
are rare, but they can happen if multiple reliability safeguards break down.
Providing reliable electricity is an enormously complex technical challenge, even
on the most routine of days. It involves real-time assessment, control and coordi-
nation of electricity production at thousands of generators, moving electricity

Fig. 1.1 A general schema of a systematic approach to training (Based on Goldstein and Ford

2002)
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across an interconnected network of transmission lines, and ultimately delivering
the electricity to millions of customers by means of a distribution network”
(Greitzer et al. 2009, p. 37). Greitzer et al. (2009) propose that to meet the demands

and expectations of this industry, effective training and maintenance of a high level

of mastery are required of the system operators and plant personnel.

Organisational and task analysis and the description of the (complex) skills to be

performed in the (complex) organisational environment are important steps for

deriving the knowledge and skills which are necessary to perform the job of a

control room operator in the HRO context. For the purpose of this book, it is

important to consider the distinction between routine and non-routine/normal and

non-routine/abnormal situations (Kluge et al. 2013) as conditions for transfer
(referring to the systematic approach to training, Fig. 1.1), because these determine

under which conditions, for example under high stress or during night shifts, the

trained tasks have to be performed, and to what level they need to be

proceduralised, for example when the start-up of a plant only occurs once every

five years. Although a great deal could also be said about the technical process and

the forms and philosophy of automation which are employed in the process

industries, I will limit myself in each case to the consequences of automation,

which is relevant for knowledge and skill acquisition.

With regard to needs assessment, this book is not focused on a person analysis
and the detection of person-related variables required for the job. Instead, I only
address the group of persons to be trained insofar as this is important in order to

design the training under consideration of prior job experiences, e.g. as a field

operator, i.e. the learning biographies. The group of persons about whom we speak

here has (at least in Germany) completed vocational training, e.g. as chemical

Fig. 1.2 Texas City, 2005: On March 23rd 2005, 15 people were killed and over 170 injured as the

result of a fire and explosion on the isomerization plant (ISOM) at the refinery owned and operated by

BP Products North America in Texas City, Texas, USA. http://www.bp.com/liveassets/bp_internet/

us/bp_us_english/STAGING/local_assets/downloads/t/final_report.pdf (retrieved September 10th

2012)
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workers or electronics technicians for industrial plants if they are in a refinery, or as

graduates with a Bachelor or Master degree in engineering if they are undergoing

initial training as shift personnel in charge of control rooms in NPPs. In many cases,

they have already worked in the plant for several years before they switch to the

control room as operators, i.e. they already have a long employment history.

Frequently, it is also a particular accolade for employees who have proved them-

selves in production for several years to be permitted to switch to the control room.

From the needs assessment and the derivation of the training objectives, implica-

tions emerge for the training design and evaluation criteria. Training design includes

the instructional techniques, their sequence (what in which order?), the technical

equipment (e.g. full-scope or generic simulator) and the environment (e.g. classroom,

immersive environments) in which they are applied. The decision of how to best

combine and integrate instructional techniques, sequence, technical equipment and

environment is based on learning theories and models addressing the acquisition of

knowledge and skill for performing complex tasks (defined in Chap. 2).

When deriving evaluation criteria, the book is less concerned with the theory of

evaluation per se. Generally speaking, evaluation means the systematic, scientific,

empirical, hypothesis-oriented investigation of effectiveness and efficiency of an

intervention, with the aim of using the evaluation results to (re)design and apply the

findings in the socio-technical context of training decisions (Goldstein 1993, p. 147;

Mittag and Hager 2000, p. 103). The book will address the aspects of how to assess

training effectiveness in terms of measuring training results by providing ideas on

how to measure learning improvements from a Human Factors perspective as well

as successful transfer to the predefined routine, non-routine/normal and

non-routine/abnormal situations that can occur. The usefulness will only be

described briefly based on verbal statements of various refinery trainers in order

to provide an impression of what efficiency of training means in HROs.

In summary, the book aims to

• facilitate the understanding of the task and target job in the context of the

organisation (needs assessment) by describing complex technical systems (the

process industries), complex tasks and to specify conditions of transfer, meaning

conditions under which the later trained knowledge and skills need to be applied

in the working context,

• derive the knowledge and skills required to fulfil the task in order to define

training objectives,

• develop propositions for how to best acquire the knowledge and skills (defining

the learning environment, based on learning theories) and the conditions of

transfer by providing theoretical propositions for their acquisition based on the

state-of-the-art research on knowledge and skill acquisition for complex

taskwork and teamwork tasks, and

• propose the concept of the “Staged Process Control Readiness Training”

(SPCRT) as the instructional techniques and within a comprehensive framework

on how to best support skill and knowledge acquisition in High Reliability

Organisations which can be transferred to routine, non-routine/normal and

non-routine/abnormal situations.

6 1 Why This Book Has Been Written: Purpose and Structure of the Book
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The structure of the book should therefore facilitate the design of training

programs to achieve training objectives based on a generic but solid requirement

analysis of process control tasks and familiar jobs. In summary, the structure is

oriented to Fig. 1.3, in which the steps of the procedure for training design are

categorised into chapters.

This book refers to various theoretical foundations from cognitive psychology,

the psychology of learning and skill acquisition, and from industrial and

organisational psychology. Knowledge of the foundations is presupposed. The

primary concern in this book should be with the application of theories and models

in this context of complex tasks to control complex technical systems.

I wish all readers as much enjoyment reading and working with this book as I

had writing it. In doing so, I am fulfilling my wish for a book that I would have liked

to have had when I was beginning my training research in process industries

13 years ago. Now, it is an interim result of my research and that of my team.
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Kluge, A., & Schüler, K. (2007). Experience management by means of simulator trainings in high

reliability organizations – Re-enacting critical incidents and learning from experience –

Examples form nuclear power plants and oil refineries. In N. Gronau (Ed.), 4th conference
on professional knowledge management – Experiences and vision (pp. 77–84). Berlin: Gito.
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Chapter 2

Controlling Complex Technical Systems:

The Control Room Operator’s Tasks

in Process Industries

2.1 Setting the Scene

If you enter a control room, the quietness is something you will notice first. The

work in control rooms during routine operations is silent. After you shut the door,

the sounds of producing steel, food, or pharmaceutical products, refining oil, or

producing energy are kept outside. The tranquillity of the atmosphere is intensified

by the shaded atmosphere of the room, in which PC screens flicker in black, blue

and green, showing filigree displays of pipes, valves and numbers. Workers alone,

in pairs or in teams watch the displays arranged on one, two, three or more screens

in a focused manner, talk to each other in soft tones, pointing to a certain part of the

displayed plant, moving the computer mouse to a detail, perhaps altering a value. In

most control rooms I have visited, the outside world, the outside weather, the

technical construction of the production process, the converted materials, the

physical, chemical or biological process steps as well as the workers operating

the plant are viewed through the lens of the PC screens (Fig. 2.1).

On the surface, the job of a control room operator in routine situations does not

appear to be very spectacular. Compared to jobs which have been examined over

the last century by industrial psychologists and human factors and ergonomics

specialists, which emphasise physical ergonomics (anthropometric, biomechanical,

physiological factors, factors related to posture such as sitting and standing, manual

handling of material), a control room is clean, silent and tidy, and the work in a

control room does not require hard physical labour or coping with heat, cold,

dangerous substances, assembly line pace-based time pressure or motor dexterity.

Nevertheless, process control plants are assumed to notably challenge human

factors research (Moray 1997).

A control room can be defined as a location designed for an operator to be in

control of a process (Hollnagel and Woods 2005). In the case of process industries,

the location is a physical room in a physical building (in contrast to a cockpit that is

moving). The meaning of control in this context is to minimise or eliminate
unwanted process variablities; the process is a continuous activity. The process

A. Kluge, The Acquisition of Knowledge and Skills for Taskwork and Teamwork to
Control Complex Technical Systems, DOI 10.1007/978-94-007-5049-4_2,
© Springer Science+Business Media Dordrecht 2014
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has its own dynamics and hence changes if left alone (Hollnagel and Woods 2005).

The control room is a room with a view to the past, present and the future

(Hollnagel and Woods 2005). The view to the past is necessary to understand the

current situation, to build up expectation, and to anticipate what may lie ahead

(Hollnagel and Woods 2005)

Vicente’s (2007) and Vicente et al.’s (2004) description of a control room of a

Canadian NPP is a rather representative example of a control room in general. The

control room for the plant has four control units (each controlling its own reactor).

The single operator runs a unit together with other personnel serving support roles.

Each control unit occupies a demarcated workspace within a single, large room that

is completely open and has no barriers to visibility. The operator of each unit can

see the panels and alarms of all other units, allowing him/her to follow and monitor

activities on other units and maintain an overall awareness of plant activity (Vicente

2007, p. 91). An example of a German NPP that illustrates Vicente’s descriptions

(2007) is displayed in Fig. 2.2.

Not only in an NPP control room but also in control rooms in refineries, the units

include control panels, an operator desk with one or more telephones, a printer, and

bookshelves upon which to place procedure documents and other operation docu-

ments. Alarms are presented on computer screens, which light up and provide an

audio signal (buzzer) if an alarm condition occurs. In many control rooms, an

operator monitors 3–4 screens placed on his desk, on which physical schematics,

trend displays, and bar chart displays etc. are presented. In some systems, screens

show 1,000 detailed displays and 20 system-oriented overview displays (Veland

and Eikas 2007).

What do control room operators control? As introduced above, control room

operators control material and energy flows, which are made to interact with and

Fig. 2.1 Control room at German NPP (Photo courtesy of GfS/KSG, Essen, Germany)
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transform each other. By means of physical or chemical transformation, the “pro-

cess control industry” incorporates the continuous and batch processing of mate-

rials and energy in their operations (Moray 1997). “Examples include the

generation of electricity in conventional fuel and nuclear power plants, the separa-

tion of petroleum by fractional distillation in refineries into gas, gasoline, oil, and

residue, hot strip rolling in steel production, chemical pulping in the production of

paper; pasteurization of milk, and high pressure synthesis of ammonia” (Woods

et al. 1987, p. 1726). A comprehensible overview of the process industries is

provided by Austin (1984) and further below (Sect. 2.2.2).

2.2 Defining the Term “Complex” in a Complex Technical

System

Continuous process systems are physically large, covering many hectares

(e.g. Fig. 2.3) and are named as complex technical systems. As will be outlined

further below in more detail, the process industries range from continuous facilities

in the petrochemical industry to large-batch manufacturing in steel production and

glass manufacturing, to small-batch manufacturing in the food and pharmaceutical

industry (van Donk and Fransoo 2006).

A system can be defined as a collection of components that act together to

achieve a goal that could not be achieved by any single component or part alone

(Proctor and van Zandt 2008, p. 569; Walker et al. 2010).

Fig. 2.2 NPP control room in Germany (Photo by GfS/KSG, Essen, Germany), because the room

is windowless, the control room teams have hung up a poster with the outside view (in the back).

Files with standard operating procedures on the shelves
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The “technical” aspects include the technological component (Emery 1959),

e.g. material, machines that convert inputs (e.g. raw material) into outputs

(e.g. heat, gas, products) as well as territory which are “belonging” to the organi-

sation (Emery 1959).

According to Perrow (1984), systems are divided into four levels of increasing

aggregation:

• parts (e.g. a valve, the smallest component of a system),

• units (e.g. a steam generator, functionally related collection of parts),

• subsystems (an array of units, such as a steam generator and the water return

system including condensate polisher and motors, pumps, and piping – the

secondary cooling system) and

• systems (including many subsystems, e.g. the complex NPP or refinery, Perrow

1984, p. 65).

In particular, the process of a continuous process system (e.g. a chemical plant or

refinery) is additionally geographically widely distributed (e.g. in contrast to a cock-

pit), with subsystems and components spread over great distances in three dimensions

involving hundreds of variables (Moray 1997). But what specifically constitutes a
“complex” system? The complexity of a system is defined as “the number of elements

and relations of a system” (Fischer et al. 2012, p. 22; Funke 1985). The number of

elements and relations within a technical system can be more precisely characterised

in terms of element interactivity/interconnectivity, dynamic effects, non-transparency,

multiple goals (Brehmer and Dörner 1993; Funke 1985; Kluge et al. 2008; Sterman

1994), and social complexity (Dörner 1989/2003; Table 2.2).

Fig. 2.3 Coker plant in the Gelsenkirchen Horst refinery at night, http://www.deutschebp.de/

liveassets/bp_internet/germany/STAGING/home_assets/images/raffinerie_verarbeitung/raffinerie_

nacht.jpg (retrieved April 8th 2013)
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The process to be controlled typically consists of a large number of interrelated

and cross-coupled variables (Moray 1997; Vicente 2007; Wickens and Hollands

2000), meaning that various aspects of a situation are not independent and therefore

cannot be independently influenced, a characteristic called interconnectivity

(Kluge et al. 2008). Interconnectivity also stresses the importance of recognising

unfamiliar and unintended feedback loops (Perrow 1984), control parameters with

potential interactions and undesired and desired “parallel effects” (Blech and Funke

2005). Parallel effects are caused by ramified cause-and-effect chains, initiated by

altering only one single input variable at the beginning of the chain (Kluge et al.

2008). Perrow (1984) calls this phenomenon a complex interaction in which one

component can interact with one or more components outside of the normal produc-

tion sequence, either by design or not by design. Complex interactions as they affect

the operators are those “unfamiliar sequences of unplanned and unexpected sequences

and either not visible or not immediately comprehensible” (Perrow 1984, p. 78).

In addition to parallel effects, variables can change dynamically in terms of their

own state, which is called dynamic effects (Kluge et al. 2008; Sterman 1994;

Walker et al. 2010). These dynamic effects play a role, for example, in heat

generation, for instance in terms of the residual heat in an NPP, or whenever one

speaks of an “uncontrolled reaction”. Somewhat less dramatic effects are found, for

example, in the form of weather influences, when the technical plant parts heat up

strongly with strong heat in the summer. Additionally, the dynamic effects are

caused by the continuous process, in which materials continuously flow through the

plant, for example in board mills, chemicals, oil, electricity, food production, or

glass production (Crossman 1974). In some continuous process systems, such as

electricity generating plants and petrochemical plants, dynamics and time delays

are extreme, as it may take many hours or even days to start up (Moray 1997).

The technical process which is responsibly monitored and controlled by the

operator is controlled by technical monitoring devices, precisely because of the

tremendous complexity of the process, hazardous environments in which they take

place and toxic materials which are employed (Wickens and Hollands 2000). Due

to the automation, the complex technical systems to be controlled are characterised

by non-transparency for the operator, which means that neither structure nor

dynamics are fully disclosed to the operator’s senses (Funke 2010). The control

room operator’s task is therefore also called centralised remote control (Crossman

1974). The operations being controlled are inaccessible to the operator and are

handled in an artificial setting such as the control room. Due to the hazards

associated with, for example, high levels of radiation and the potential conse-

quences of even small accidents, the personnel in NPP are rather remote from the

physical process (Figs. 2.4, 2.5, and 2.6.), whereas in steel production, for example,

parts of the plants are still directly accessible to human senses in that they are

observable and audible. An NPP control room (as in Fig. 2.1.) is isolated from the

physical process that is being controlled (Gaddy and Wachtel 1992). Control is

exercised by switches and buttons and telephones are used to communicate with the

field operators in the plant (Moray 1997), while current technical developments also

allow for the usage of head-mounted displays for communication and knowledge
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sharing (Grauel et al. 2012) between control room operators and maintenance

personnel in the plant for collaborative troubleshooting.

In contrast, the control rooms for controlling continuous casting in the steel

industry are much closer to the production process, which is extremely hot, noisy

and dangerous for the workers, and which is not under moment-to-moment manual

control. Along the length of the process, there are a series of local control stations

for different tasks along the line (Moray 1997) and operators can directly see the

casting process and the molten steel. There is a subordinate control room consid-

erably above the floor of the plant enabling the controller to directly inspect/oversee

the entire plant through its window (Figs. 2.4 and 2.5). In Fig. 2.6, the window does

not allow the process to be monitored, but does allow the outside weather condi-

tions to be monitored in order to be able to proactively consider weather impacts on

the process.

The more the control room is isolated from the plant to be monitored and

controlled, the more the operator has to rely on the information presented by the

screens and displays. Non-transparency, as in the case when operators are isolated

from the operations being controlled, is also due to the keyhole effect (Woods

et al. 1990; Woods 1984). The operator might get lost in the large number of (up to

thousands) of displays which he/she is able to call up, rendering him/her unable to

maintain a broad overview, and becoming disoriented, fixated or lost in the display

structure (Kim and Seong 2009; Woods et al. 1990).

Fig. 2.4 Photo of a control room in a steel plant (with window) control room at HKM

(Hüttenwerke Krupp Mannesmann) (Photo courtesy of HKM Duisburg)
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Accordingly, non-transparency is expressed through the fact that the chemical,

physical or biomechanical processes which are controlled cannot be easily

visualised. This means that, as described above, the control room operator

(a) perceives only a limited number of the parts of the plant, and (b) these are

Fig. 2.5 Example photo of a control room in a steel plant (HKM) with window, casting operation

HKM (Photo courtesy of HKM Duisburg)

Fig. 2.6 Control room at BP Gelsenkirchen/Ruhr Oel GmbH (Photo courtesy of BP Gelsenkir-

chen/Ruhr Oel GmbH)
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mediated by a Human Machine Interface (HMI) that informs the operator about the

states of the plant. Only part of the relevant information is made available to an

operator, who is controlling the ‘outer-loop’ variables, for example sets a set point

of a desired temperature of blast furnace, whereas automated feedback loops

control the ‘inner loop’, for example provides the amount of energy to the furnace

required to reach the desired temperature (Wickens and Hollands 2000). The

operator monitors the result produced by the automated process, adjusts the set

point as required and may “trim” the control characteristics for optimum efficacy

(Crossman 1974).

Additionally, the automated process might also be non-transparent in itself.

Although some process control plants include rather simple operations such as

baking or pasteurisation, with more transparent processes, other industrial systems

are the most complex (interconnected, dynamic) ever built, in which physics and

chemistry are only imperfectly understood and in which unforeseen events can

therefore occur under special conditions of abnormal operations, with the risk of

potentially catastrophic releases of toxic material and energy (Moray 1997, p. 1945;

Perrow 1984).

With regard to non-transparency in terms of the physical visibility of the process,

the process in an NPP is the least visible, followed by petrochemical refineries and

steel production, which is assumed to be more visible compared to the other two

(Moray 1987).

The combination of dynamic effects and non-transparency is also apparent in

that the process variables that are controlled and regulated are reacting slowly and

have long time constraints (Wickens and Hollands 2000), leading to delayed

feedback with regard to the actions taken by the operator. The control action
taken may not produce a visible system response for seconds or minutes. In contrast,

dynamic effects and non-transparency can be become immediately apparent in

cases in which a warning indicates the existence of a system failure. The warning
can quickly lead to an exponentially growing number of hundreds of subsequent
warnings which – although they transparently indicate a problem – taken together

will lead to non-transparency in the current moment. As outlined by Wickens and

Hollands (2000), from the operator’s point of view, one warning alone is often not

interpretable: “This unfortunate state of affairs” (Wickens and Hollands 2000,

p. 530) occurs due to the vast interconnectedness that one primal failure will

drive conditions at other parts of the plant out of their normal operating range so

rapidly that within seconds or minutes, scores of warning lights and buzzers create a

buzzing-flashing condition. A severe failure in an NPP can potentially cause

500 annunciators to change status in the first minute and more than 800 within

the first 2 min (Wickens and Hollands 2000).

Additionally, the human operator must simultaneously pursue multiple and

even contradictory objectives, so-called conflicting goals, such as achieving

production and safety goals in parallel (Kluge et al. 2008; Reason 2008; Verschuur

et al. 1996; Wickens and Hollands 2000). A human operator in a control room is

confronted with a number of different goal facets to be weighted and coordinated

(Funke 2010). As Crossman (1974) formulates, what the operator is trying to
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achieve is what the management wants him/her to achieve and represents the

characteristics of multiple goals. The operator

• has to keep the process running as closely as possible to a given condition

(regulation or stabilisation),

• has to adjust the process to give the best results according to criteria such as

yield, quality, minimum use of power, least lost time (optimisation),

• has to avoid breakdowns as far as possible,

• has to regain normal running as soon as possible, and minimise loss of material

or risk of serious damage if a breakdown has occurred (Crossman 1974, p. 7).

With regard to conflicting goals, Hansez and Chmiel (2010) address the general

problem that production and safety are often not valued equally in practice, for

example “the visibility of production over safety, imbalances in the resources

allocated to each, and the rewards available, such as praises or bonuses for

achieving production targets” (Hansez and Chmiel 2010, p. 268). Especially

when the pressure for production is on, there is potential for safety to be

compromised. Particularly in cases of non-routine/normal and abnormal situations

(see below), the operator is faced with the choice of what do to, taking three not

always compatible goals into consideration (Wickens and Hollands 2000):

1. Actions have to ensure system safety,

2. Actions should not jeopardise system economy and efficacy,

3. Actions should be taken that localise and correct the fault.

Goals might be incompatible because, for example, taking a plant off line to

ensure safety will lead to a potential sacrifice of economy, mainly because of a

costly loss of production while the plant is offline and a costly start-up of the plant

after a shutdown to localise the failure correctly and in a timely manner.

This shows that the growing technological potential is seized upon and exploited

to meet performance goals or efficiency pressures (Hollnagel and Woods 2005), for

example reduced production costs and improved product quality. But, once the

technology potential is exploited, this generally leads to an increase in system

complexity, subsequently leading to increased task complexity (Hollnagel and

Woods 2005; Perrow 1984). Increased system complexity together with an

increased task complexity results in more opportunities for malfunctions and

more cases in which actions have unexpected and adverse consequences (Hollnagel

and Woods 2005). Additionally, the striving for higher efficiency brings the system

closer to the limits of safe performance, which leads to a higher risk. In turn, higher

risks are countered by applying various kinds of automated safety and warning

systems, which in turn again lead to an even greater risk (Hollnagel and Woods

2005).

Finally, in many HROs, small crews are responsible for overall system opera-

tions, in terms of controlling multiple systems and decision making concerning

system functioning (Carvallo et al. 2005; Reinartz 1993; Reinartz and Reinartz

1992; Vicente et al. 2004). In continuous process systems too, these systems are

controlled by multiple agents such as the control room operators, plant floor
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workers, maintenance workers, foremen, supervisors, managers (Moray 1997; Roth

and Woods 1988; Woods et al. 1990) and workers from external companies and

suppliers. For example in NPP, “Control room crews have the ultimate responsi-

bility for daily operation, never perform work alone in the control room, and

coordinate the immediate response to emergency situations” (Gaddy and Wachtel

1992, p. 383). NPP control room crews (each unit has five to six crews) are

Fig. 2.7 Field operators discussing issues with the control room crew (Photo courtesy of BP

Gelsenkirchen/Ruhr Oel GmbH)

Fig. 2.8 BP employee in the Emsland crude oil refinery on his tour during the nightshift,

http://www.deutschebp.de/liveassets/bp_internet/germany/STAGING/home_assets/images/presse/

raffinerie_verarbeitung/23_imagebroschuere.jpg (retrieved April 8th 2013)
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Table. 2.1 Plant operations team roles (Based on Bullemer et al. 1997)

Team role Description

Console operator Is responsible for controlling the process via the DCS, monitors and controls

plant, responsible for coordinating the actions of field operators, keeping

abreast of the maintenance activities in the field.

He/she is the focal point of communication between various distributed

operations personnel throughout the complex task because he/she has

the central view and control via the DCS.

Field operator Responsible for his/her own plant area, often also qualified for other areas

(to rotate between areas and monitor other areas), supports maintenance

activities in the field, serves as human sensor, who checks or validates

the correctness of the sensors, to ensure the view of the process is

accurate. They identify potential problems with the process equipment,

initiate preventive maintenance, take periodic product samples, prepare

and warm up equipment, are responsible for directing maintenance

personnel to the appropriate worksite. In a disturbance, they are the first

“on the scene” and provide a critical diagnosis and mitigating response

role in disturbance situations management by assessing the situation

(e.g. confirming/refuting DCS data) or by taking actions (e.g. fire fight-

ing); he/she can also support the console operator with assistance.

Shift leader Is responsible for overseeing the field and console operator in the detailed

monitoring of the process and ensuring the execution of the relevant

preventive maintenance (daily routine duties), is a senior operations staff

member, also in charge of the field, e.g. noting equipment problems and

verifying sensor readings, responsible for filling out shift log book,

during non-routine/normal and abnormal situations, shift leader supports

console operator and calls for backups.

Operations

superintendent

Responsible for productive and safe operations of the complex (complex is

typically run by multiple shift teams); responsibilities: Monitoring and

reporting of budget and costs, safety reporting and documentation,

environmental compliance, incident reporting, training, production

reporting to upper plant management, tracking and meeting higher-level

plant objectives.

Shift coordinator Plays the role of operation teams coordinator and management interface

between operations superintendent and operations staff.

Site planner Responsible for tracking possible market opportunities (e.g. high demands,

high price, scheduled shipments, weather conditions) that may arise

along with planning maintenance and turnarounds.

Process engineer Responsible for generating daily production orders for each process unit

(developed by site planner), troubleshoots process unit problems.

Control engineer Maintains control tuning, objectives and develops improved control, often

troubleshoots process and control-related problems after operations have

been stabilised by operators.

Maintenance

coordinator

Responsible for coordination of maintenance activities for plant units,

coordinates periodic preventive maintenance and requests put in by

operations team, orders material, determines whether contractors need to

be hired

Maintenance

technician

Responsible for maintaining and repairing all process equipment.

DCS distributed control system
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comprised of two licensed senior reactor operators, one of whom is the supervisor,

and two licensed reactor operators who share the duties of monitoring and control-

ling the plant (Gaddy and Wachtel 1992, p. 383). Additionally, a shift technical

advisor with an engineering background is available but is not directly involved in

the team (Gaddy and Wachtel 1992, p. 383).

Control rooms are therefore called multi-agent systems (Woods et al. 1990).

Consequently, added to the features of technical complexity described so far is the

complexity of relationships, which is called social complexity (Dörner 1989/2003)

or crew coordination complexity, which results from the interconnectedness

between multiple agents through coordination requirements. The dynamic control

aspect of the continuous process is coupled with the need to coordinate multiple

highly interactive processes imposing high coordination demands (Hagemann

et al. 2012; Roth and Woods 1988; Waller et al. 2004).

A high level of communication between the multiple agents is required to

coordinate activities and to avoid working at cross purposes (Roth and Woods

1988, p. 54; Stachowski et al. 2009, see Fig. 2.7). The human operators who are

responsible for separate but strongly coupled units of the plant also need to be aware

of their own actions with regard to the consequences they will bring about in

another operator’s units. Breakdowns in coordination across these units of respon-

sibility may contribute to unnecessary trouble, near shutdowns or complete shut-

downs (Roth and Woods 1988, p. 59).

If one looks, for example, at refineries, the console operator, who is controlling

the process via the distributed control system (DCS), works as a team member in a

plant operation team (Bullemer et al. 1997). The plant operation team in refineries

and petrochemical plants consists of several plant roles as listed in Table 2.1. A

prototypical operations shift team consists of a shift leader, a console operator, and

two to five field operators (Bullemer et al. 1997). During the weekdays, many

maintenance projects are going on, and the engineers, craftsmen, and management

personnel are all available to interact with the shift team.

2.2.1 A Definition of a Complex Technical System

To sum up, the characteristics of a complex technical system are listed in Table 2.2.

A complex technical system is characterised by the interconnectedness of a large

number of variables and system parts, in which variables can change dynamically in

terms of their own state, and in which structure and dynamics of the system are only

partly disclosed to the operator (non-transparency), who is confronted with multiple

goals that need to weighted and coordinated (conflicting goals), and who has to

coordinate his/her activities with other interconnected agents (crew coordination

complexity).
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What does this mean for skill and knowledge acquisition?

The constituents of a complex technical system are relevant for deriving knowl-

edge requirements as training objectives. These knowledge requirements take the

form of mental models. Control room operators need a mental model representing

the interconnectedness and dynamics of parts, units, and sub-processes (process

mental model), the equipment to manage the process, for example automation and

its displays, and the extent of non-transparency which this implies, in which the

conflicting goals of the organisation are also integrated as well as the coordination

requirements within the control room crew and supporting and supervisory roles

(i.e. Bainbridge 1983; Craik 1943; Johnson-Laird 1983; Kluwe 1997; Kragt and

Landweert 1974; Moray 1996; Vicente et al. 2004; Wilson and Rutherford 1989).

Mental models help to inertly visualise performance strategies and their conse-

quences in relation to the organisational goals and explain goal-directed decision

making and behaviour. Using their mental models, operators are able to move up

and down to different levels of abstraction (Rasmussen 1990; Wickens and

Hollands 2000): In the case of a failure of a part or subsystem, the operator thinks

at a very concrete level in terms of variables such as steam or water flows, valve

settings or heat measurement. At other times, he/she must conceptualise at more

abstract levels, for example related to thermodynamics of energy conversion, which

Table 2.2 Overview of constituent characteristics of complexity in complex technical systems

Characteristic Definition and example

Element interactivity/

Interconnectedness

Various aspects of a situation are not independent and therefore

cannot be independently influenced,

e.g. the interplay of several subunits

Dynamics Variables can change dynamically in terms of their own state,

e.g. high outside temperatures heat the plant up in a deflagration,

residual heat of fuel rods

Non-transparency Structure and dynamics of the system are not fully disclosed to the

operator,

e.g. because the operator is isolated from the physical/chemical

process and/or the process cannot be easily visualised

e.g. a single warning can quickly lead to an exponentially growing

number of hundreds of subsequent warnings, which taken

together will lead to non-transparency,

e.g. process variables that are controlled and regulated are reacting

slowly and have long time constraints, meaning that the control

action taken may not produce a visible system response for

seconds or minutes

Multiple/conflicting goals The operator is confronted with a number of different goal facets to

be weighted and coordinated

e.g. achieving production and safety goals in parallel

Crew coordination

complexity

Interconnectedness between multiple agents (control room opera-

tors, field operators, plant floor workers, maintenance workers,

foremen, shift supervisors, managers, in the case of an accident

also firemen, first responder team, government, journalists)

imposes high coordination demands
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requires thinking about the appropriate balance between mass and energy. Finally,

the mental model must enable thinking on an even more abstract level, defined in

terms of concepts like plant safety, human risk and company profits (Wickens and

Hollands 2000). These thoughts will be taken up in Chap. 3 and taken a step further

for the derivation of knowledge and skill requirements.

After having described the physical workplace as well as the plants which are

usually controlled in process control, in the following, we look at what a control

room operator does.

2.2.2 The Operator’s Task in Handling Complex Technical
Systems: Process Control

As Woods et al. (1987) describe, one of the earliest processes under human control

was the making of and tending to fire: “Those responsible for a fire had to add

chunks of wood of an acceptable size and condition, at the correct time and in the

proper amount, to maintain the fire so that heating and cooking could take place”

(Woods et al. 1987, p. 1725). Control of this process was considered to be an art,

relying on the operator’s skills to sense process conditions directly and to perform

appropriate control actions in order to adapt to the requirements. Over time, and

affected by industrialisation, processes became larger and products and processes

had to meet predefined standards, leading to the introduction of regulators or

feedback controllers and a decrease in the direct sensing and experiencing of

process states. The human operator has progressed from direct sensing and control

of the process (the fires) to the situation in control rooms today, which is

characterised by indirect knowledge of the process through instruments fed by

sensors and computed measurements and computer control of most elements of

the process (Woods et al. 1987).

In Table 2.3., the operator’s tasks in process control based on the work of Kragt

and Landweert (1974), Woods et al. (1987), Moray (1997, p. 1948), Wickens and

Hollands (2000), and Vicente (2007) as well as on our own interviews in continuous

process industries (Kluge et al. 2008) are listed and grouped according to the

categorisation introduced by Ormerod et al. (1998) for task analysis.

I personally often find it very helpful if one contrasts the activity which one

specifically wants to look at with another activity in order to clarify the differences,

for example the comparison between the tasks of a control room operator and the

tasks upon which industrial and organisational psychology has concentrated over

the decades, namely mass production. In comparison to work in mass production,

control room operators do not work according to a definite work cycle, there is

usually no need for physical exertion and no emphasis on speed, meaning that it is

inappropriate to apply financial incentive schemes based on piecework measure-

ment because of the continuous flow of production (Crossman 1974). Although the

operator’s tasks are less physically effortful, occasionally, the mental effort
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increases during start-ups, shutdowns and breakdowns. Due to the greater distances

between workplaces and the remote control, the operator is under less close

supervision, for example by the supervisors, but has more direct contact with

technical staff and managers, who ask for status information about the plant in

order to integrate the activities of many people at many levels of the plant, from

management to maintenance workers (Moray 1997). Shift work is common because

Table 2.3 The operator’s tasks grouped according to sub-goal template method categories

Monitoring

During normal operation, the process must be monitored.

Decision

Disturbances must be detected and their consequences must be predicted.

Any such disturbances must be counteracted.

If faults occur, they must be detected.

Diagnose process problems: the causes of faults must be diagnosed.

Appropriate countermeasures to control the effects of the faults must be selected.

Communication

Read: operating procedures must be consulted as needed.

Receive information/read: databases of information about possible options may need to be

consulted.

Record: a record must be kept of significant events.

Give information: significant events must be communicated to other members of the crew and

where appropriate to management and maintenance, so that operations may be coordinated and

required maintenance operations are undertaken at appropriate times.

Action

Scheduled testing of routine equipment to ensure that backup and safety systems are in an

acceptable state.

Changes may be made to the system either during normal or abnormal operations in the light of

observations of the system state in order to prevent or compensate for drifts and faults.

Changes may be made manually or by changing the program of automated controllers.

Perform emergency shutdown or other control actions to avoid dangerous accidents, or cooperate

with automated system for this purpose.

Combining action and communication

Special actions may be needed during the handover at the end at the shift, or during special

conditions such as start-up or shutdown.

Combining monitoring and action

Appropriate strategies must be adopted to support both safety and productivity.

Introduce long-term changes and adjustments to the system so that it will tend to evolve toward a

more efficient system.

Combining monitoring, action and communication

After detecting some disturbances or irregularities, operator asks (calls) maintenance worker

(on the telephone) to go to a particular component of the plant for a special inspection and to

give feedback.

Skill maintenance
a

Undertake training and retraining to ensure the retention and improvement of skills.

Take a walk through the unit to maintain a “process feel” by directly observing plant components

(if applicable, Fig. 2.8).
aSkill maintenance is not included by Ormerod et al. (1998) but is listed in several publications

2.2 Defining the Term “Complex” in a Complex Technical System 25



of the high financial costs of the plant or of waste of material involved if the plant is

shut down, for example during the night or at weekends. This also means more

responsibility for the operators on night shifts when the engineering staff are less

available on site (Crossman 1974).

Digression: Macroergonomics – Task-relevant differences in process industries

The list of tasks for which the operator is responsible includes monitoring and

controlling, in terms of action taking. But what does the operator actually control
when “everything is automated”? In this digression, I would like to describe the

particularities of production in the process industry, which in turn provides impor-

tant hints regarding knowledge and skill acquisition and the subsequent training

development, because here, fine differences can be highly relevant to training.

The process industries range from continuous facilities in the petrochemical

industry (Fig. 2.9) to large-batch manufacturing in steel production and glass

manufacturing, to small-batch manufacturing in the food and pharmaceutical

industry (van Donk and Fransoo 2006). Process industries share the characteristic

that they handle non-discrete materials (Dennis and Meredith 2000b). “Process

industries are businesses that add value to materials by mixing, separating, forming,

or chemical reactions. Processes may be either continuous or batch (bold type

added by author) and generally require rigid process control and high capital

investment” (Wallace 1984, p. 28). Process industries often initiate their flows

with only a few raw materials and subsequently process a variety of blending and

resplitting operations, which means that many products are produced from a few

kinds of raw material (Fransoo and Rutten 1994, p. 49).

The mixing, separating, forming and chemical reactions are operations that are

usually performed on non-discrete products and materials. Commercial chemical

processing involves chemical conversions and physical operations and operators

also have to operate the process in such a way that the plant is also kept from

corroding (Austin 1984), which is why maintenance and servicing plays a very

important role in these processes.

These processes can only be performed efficiently using large installation as

introduced above, which tend to be an immense investment. If large quantities are

demanded, this justifies continuous production. If the demand is low, the invest-

ment into a large installation is not worthwhile, and batchwise production is used

(Fransoo and Rutten 1994).

Harmful impurities in raw materials must be controlled and product purities

monitored (Austin 1984). Material might be forms of gases, liquids, slurries, pulps,

crystals, powders, pellets, films, and/or semi-solids which can only be tracked by

weight and volume (Dennis and Meredith 2000a). Process industries often obtain

their raw materials from mining or agriculture industries (Fransoo and Rutten

1994). These raw materials have natural variations in quality, for example crude

oils from different oil fields have different sulphur contents and different pro-

portions of naphtha, distillates, and fuel oils (Figs. 2.10 and 2.11). The production

plans and operating schedules need to account for this variability (Dennis and

Meredith 2000a). Second, material variability associated with natural raw materials
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Fig. 2.9 BP operates the second largest refinery system in Germany (Pictured: cracker plant of the

Ruhr oil refinery in Gelsenkirchen, http://www.deutschebp.de/liveassets/bp_internet/germany/

STAGING/home_assets/images/presse/raffinerie_verarbeitung/bild_14696.jpg) (retrieved April

8th 2013)

Fig. 2.10 In the aromatics and olefin plant of the Ruhr oil refinery in Gelsenkirchen, e.g. plastic

is produced, http://www.deutschebp.de/liveassets/bp_internet/germany/STAGING/home_assets/

images/presse/raffinerie_verarbeitung/bild_14690.jpg (retrieved April 8th 2013)
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result in uncertainty about the yield and potency until the process has started, for

example in the chemical industry. Yield is the fraction of raw material recovered as

the main or desired product (e.g. in the synthesis of ammonia, the yield is above

approx. 98 %), and conversion is the fraction changed into something else, for

example by-products or other products (Austin 1984), for instance the conversion

of ammonia is limited to about 14 % (per pass), which means that 86 % of the

charge does not react and must be recirculated. Conversion is also used to indicate

the amount changed by a single pass through a technical subsystem when multiple

passes are used (Austin 1984).

The variability in the quality of raw materials might determine which products

will be produced (Rice and Norback 1987). Variations in raw material quality, for

example moisture content, acidity, colour, viscosity or concentration of active

ingredient, can also lead to variations in recipes for producing, for example in

Fig. 2.11 In the distillation plant in the refinery, crude oil is further processed, e.g. into

petrol, http://www.deutschebp.de/liveassets/bp_internet/germany/STAGING/home_assets/images/

raffinerie_verarbeitung/A8_Destillation_HighRes.jpg (retrieved April 8th 2013)
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terms of variations in ingredient proportions required to make quality specifications

of the finished product, for instance in the oil or food industries (Fransoo and Rutten

1994, p. 49). Other variations can be caused by variations in quantity and avail-

ability or price, for example in the agricultural industry.

To make the difference between continuous and batch processing clear, I refer to

the typology introduced by Fransoo and Rutten (1994) and their description of

batch/mix and process/flow process industries (Fig. 2.12). Fransoo and Rutten

(1994) define batch/mix as “A process business which primarily schedules short
production runs of products” (Fransoo and Rutten 1994, p. 47; Connor 1986).

Process/flow is defined as “A manufacturer who produces with minimal inter-
ruptions in any one production run or between production runs of products which
exhibit process characteristics such as liquids, fibres, powders, gases” (Franso and

Rutten 1994, p. 47; Connor 1986).

Batch production can be described as intermittent (Dennis and Meredith 2000b;

Woodward 1965), whereas process/flow is continuous or mass production. Batch/

mix and process/flow operations can also be combined when the product becomes

discrete at some point in the production process (Dennis and Meredith 2000b;

Woodward 1965).

In process/flow businesses, the lead time is mainly determined by the cycle time,

i.e. the time between two consecutive runs of the same product. The number of

different products is limited and there is also a little variety between products.

“Little variety, low product complexity and the small number of production steps

cause all products to have the same routing” (Fransoo and Rutten 1994, p. 52).

Investments in specialised single-purpose equipment are economically justifiable

because the total market demand for a relatively small number of products is high.

Installations and plants are used continuously around the clock, and material costs

account for 60–70 % of the cost price since the production speed is very high

(Fransoo and Rutten 1994, p. 52). Control systems for continuous processes aim at

minimising fluctuations in process variables caused by different raw materials

(e.g. flow rate, composition, temperature) and changes in equipment performance

parameters (ASM Consortium 2012), which cannot be handled by the regulatory

control system. When an equipment failure occurs, that part of the process often

becomes non-functional, which leads to production or product quality loss, poten-

tially resulting in a shutdown of a unit or a plant.

In batch/mix industries, the number of process steps is larger and the level of

product complexity is higher (Rippin 1991). In the fine chemical production,

sometimes ten different production steps are distinguished. Since the large variety

Fig. 2.12 Typology for process industries by Fransoo and Rutten (1994, p. 52)
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of products requires the use of the same, general type of equipment, routings are

more diverse. Series of installations are rebuilt and reconnected to make a certain

type of process possible (retrofitting), lead times are longer and the work in progress

is higher (Fransoo and Rutten 1994). Typically, batch processes are used to

manufacture a large number of different products, with a number of grades with

minor differences. Frequent product and process changes are constituent character-

istic of batch/mix processes, which allow relatively flexible process adjustments

(ASM Consortium 2012).

Austin (1984) explains that early chemical processing was usually done in

batches and much continues to be done in that way. Only with some exceptions

do continuous processes require smaller, less expensive and less material in process

than batch processes, and have more uniform operating conditions and products

(Austin 1984). Continuous processes require concise control of flows and condi-

tions, in which computer control has proven to be most valuable (Austin 1984).

Small quantities of chemicals are usually made by batch/mix processes. When

markets enlarge, operations change continuous processing, as the reduction in

plant costs per unit of production is often the major force behind the change. In

summary, process/flow and batch/mix industries are contrasted in Table 2.4.

End of digression

What is the relevance for skill and knowledge acquisition?

I would like to give a first impression on how these production conditions are

relevant for training design. It is very useful for the training designer to at least deal

to some extent with the particularities of process control of a respective company in

order to understand the particularities of process control. Major differences among

process industries exist, such as number of routings, number of raw materials,

number of finished goods, equipment type, equipment flexibility, formulation

multiplicity, and product variety (Dennis and Meredith 2000b). The following list

provides a selection of potentially relevant issues to consider by way of example:

• The forms of production affect the required knowledge about the “recipes”

because variation in raw material leads to variations in recipes for producing.

Table 2.4 Characteristics of process/flow versus batch mix industries (Fransoo and Rutten 1994,

p. 53)

Process/flow business Batch/mix businesses

High production speed, short throughput time Long lead time, much work in process

Clear determination of capacity, one routine for all

products, no volume flexibility

Capacity is not well defined (different

configurations, complex routings)

Low product complexity More complex products

Low added value High added value

Strong impact of changeover times Less impact of changeover times

Small number of product steps Large number of production steps

Limited number of products Large number of products
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• Operators in batch/mix processes start up plants more frequently and modify

them more frequently; operators in process/flow industries do so very rarely,

which is relevant in order to decide whether, for example, the start-up of a plant

is more of a routine or a non-routine task (see further below).

• Computer control and automation are found much more prominently in process/

flow industries, and control operators, for instance in refineries, are more remote

from the process they control than, for instance, operators in pharmaceutical

production. This has an effect on how disclosed the process is for the operator

and consequently also on how abstract the operator needs to conceive the

process itself to be.

These reflections are taken up again in Chap. 3 and pursued further for the

derivation of the required knowledge and skills.

After introducing the organisational setting from a management and

macroergonomics point of view and the observable task, in the following I will

translate the description of that which operators do using a terminology which should

later allow us, in Chap. 3, to first of all derive requirements from the task description,

and arising from this to develop training goals. It stands to reason that the task to

handle a complex technical system is in itself equally not simple but complex.

However, a complex task is defined through different features than a complex system.

In the following, therefore, the constituents of a complex task are introduced.

2.3 Clarifying the Term “Complex Tasks”

When employing the term complex task, I was confronted with the issue of working

out the central features of a complex task from the psychological literature of

cognitive psychology, cognitive engineering psychology and human factors,

because the term complex task is predominantly used without a clear definition.

Frequently, the terms complex task and complex skill are also used synonymously

(e.g. Lee and Anderson 2001).

2.3.1 Complexity as “Multiple Components”

Unfortunately, a precise definition of a complex task is lacking in the literature.

Proctor and Dutta (1995) provide a useful distinction between simple and complex

tasks from which to start. Although they do not explicitly define what “simple” and

“complex” tasks are actually composed of, their example gives us some useful cues. A

simple task, for instance, is to make simple associations between stimuli and

responses (Proctor and Dutta 1995), for example to press a specified key in response

to the onset of a designated stimulus (Proctor and Dutta 1995, p. 18; Johnson in press).

Performing a simple task includes distinguishing between stimuli, integrating stimuli,

and naming, comparing, choosing and making simple actions (Bainbridge 1995).
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A more complex task, according to Proctor and Dutta’s description, is proving

geometric theorems, which are made up of multiple components that must be

integrated before performance is highly skilled. Complex tasks additionally have

perceptual or motor components or depend on background knowledge (Johnson in

press). Finally, Proctor and Vu (2006) prescribe that “complex tasks have multiple

elements that need to be executed successfully if performance is to be optimal”

(p. 276), for example in dual-task performance.

To perform a complex task, the organisation of a sequence of actions is needed

(Bainbridge 1995). With regard to process control, sequences of plant activity

typically occur in batch processing (see above), during start-up and shutdown and

after a fault has been eliminated, and the operator needs to know the general form of

the sequence (Bainbridge 1998). The organisation of several sequences is also

called multi-tasking (Bainbridge 1995). Multi-tasking requires the interleaving

of sequences, especially if a person has several concurrent responsibilities.

Loukopoulos et al. (2009) argue that multitasking involves processes in ways that

go beyond the requirement of performing each part-task separately.

To organise or integrate several part-tasks into one whole task means choosing

between a limited number of options in attempting to perform the part-tasks

competing for attention, for example simultaneous execution and interleaving

steps of one task with steps of another task (Loukopoulos et al. 2009), which

requires tasks to be scheduled appropriately. For the operator it is not enough to

know what should be done, but also when it should be done (Kerstholt and

Raaijmakers 1997).

The integration of several part-tasks is coordinated by processes of selective

attention (devote attention to one task or another, as a notion of attention switch), by

divided attention or attention sharing in order to perform, for instance, two tasks

simultaneously (Vicente 2007; Wickens and McCarley 2008). To master situations

that call for multitasking, operators need a sense of time to enable them to switch

between tasks (Rußwinkel et al. 2011). Rußwinkel et al. (2011) as well as de Keyser

(1995) assume that task coordination requires a sense of time to cope with the

demands of integrating part-tasks into a whole task in terms of timeliness and

correctness of actions.

What is the relevance for knowledge and skill acquisition?

In order to provide an initial example and to convey an idea of the extent to

which these aspects are relevant for training design, it should be pointed out that

ideally, the acquisition of a complex task contains a process of composition in
which multistep procedures are collapsed into a macro procedure (Lee and Ander-
son 2001). Additionally, without reaching too far ahead into the chapter on training

design to come, according to Wickens and McCarley (2008), for the learning

process, it is for example necessary to find the parts of the whole task that can be

automated due to their consistency because “these make strong candidates to be

uncoupled from full task and submitted to extensive part-task training” (p. 19).
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2.3.2 Complexity as Element Interactivity

For this book, which addresses issues of knowledge and skill acquisition in an

applied organisational setting for HROs, the definition of a complex task from an

instructional perspective by Sweller (2006) is additionally valuable. A complex

task defined by Sweller (2006) is characterised by a single construct called “element

interactivity”. An element is assumed to be everything that needs to be understood

or learned (Sweller 2006, p.13), for example the parts and elements of a refinery as

well as the chemical processes involved.

To understand the meaning of element interactivity, it is helpful to briefly

address mental models here. As briefly introduced above, these are generally used

to describe a person’s representation of some physical system, and are based on an

analog representation of causal relationships and interactions between plant com-

ponents. Mental models are defined as “mechanisms whereby humans are able to

generate descriptions of system purpose and form explanations of a system func-

tioning and observed system states, and prediction of future states” (Rouse and

Morris 1985, p. 7; Endsley 2006). As will be explained in Chap. 3, mental models

play a fundamental role in controlling complex technical systems (e.g. Kragt and

Landweert 1974; Wickens and Hollands 2000), because performance in an

organisational context is supposed to be goal-directed (see above “conflicting

goals”), for example goals such as production maximisation with the least possible

resources needed. Mental models can help to inertly visualise performance strate-

gies and their consequences in relation to the organisational goals. Mental models

embody stored long-term knowledge about the system represented, which can be

called on to direct applications, for example in non-routine/normal and non-routine/

abnormal situations (see below).

When the concern is with acquiring mental models, if elements that need to be

understood and learned, for example the process in a refinery unit, interact greatly

with each other, they have to be processed and considered simultaneously. There-

fore, in cases of high element interactivity, they exceed the limits of the human

working memory capacity (Sweller 2006). Working memory holds only the most

recently activated, or conscious, portion of long-term memory, and it moves these

activated elements in and out of brief, temporary memory storage (Dosher 2003;

Sternberg 2009).

The complexity in terms of high element interactivity is not synonymous with
task difficulty, although it does affect task difficulty. According to Sweller (2006),

for instance, for an apprentice in a refinery, learning a large number of chemical

elements in the periodic table is probably difficult in the sense that it is effortful,

because many elements must be learned. However, it does not contain high element

interactivity, elements do not need to be considered simultaneously, and therefore it

is not a complex task.

Furthermore, a complex task according to Fisch (2004) needs to be distinguished

from a complicated task. Playing chess is a complicated task, because one has to
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learn and apply the rules for each pawn in the game, but it is not considered

complex as it is

• not characterised by non-transparency and is in turn considered as transparent

(the playing field is visible to everyone, the number of figures is clearly defined,

the rules are known by both players in advance),

• not characterised by interconnectivity (the rule on how the knight is allowed to

move does not depend on where the queen is or does not change because a pawn

has been eliminated) and is

• not characterised by dynamic effects (the chess figures do not move around of

their own accord while the player is still thinking about his next move).

What is the relevance for knowledge and skill acquisition?

Element interactivity refers, in the definition by Sweller (2006), not to the task

per se, but to the content to be learned. As the complex task of the operator consists

of operating a complex system, knowledge is of course also required about the

operation of the plant and the process which is being controlled. The understanding

of the plant requires the simultaneous processing of interconnected variables

because, as described above, interconnectivity constitutes a feature of a complex

system and places a strong burden on working memory during learning. In the

acquisition of knowledge, it is therefore important to consider that such instruc-

tional techniques are selected that optimally support rather than overtax working

memory during the processing of learning information.

2.3.3 A Definition of a Complex Task for This Book

Looking at the manifold occupations in HROs, it becomes clear that there is no such

thing as “the” complex task. One complex task, such as process control, can be

quite different from another complex task, such as piloting.

What we can say overall as a commonality of different applications of complex

tasks, that which is a generalised lowest common denominator, is that a complex
task is composed of various part-tasks. This does not emerge explicitly from the

precise definition of a complex task, but rather implicitly from the descriptions

above as well as from training approaches examined to date, in which a distinction

was drawn between part-task and whole-task training (e.g. Patrick 1992). One

assumes that a complex task (as a whole task) can be broken down into parts, for

example by means of a task decomposition (Frederiksen and White 1989).

A part-task frequently consists of several steps or sequences. Mostly, the part-

tasks are performed in parallel and have to be integrated into a joint flow of action.

A coordination of the part-tasks ensues through attention selection, attention

switching, and attention sharing (Wickens and McCarley 2008). Finally, in

HROs, which form the focus of this book, workers performing complex tasks are

working in teams and also have to coordinate and orchestrate their individual tasks
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into an interdependent team task (Roth and Woods 1988) as outlined in the section

on Collaborative complex problem solving (Sect. 4.4.1) in non-routine/abnormal

situations. The characteristics of a complex task are listed in Table 2.5.

In summary, a complex task can be decomposed into part-tasks that include
sequences of steps, which need to be integrated and coordinated based on atten-
tional processes and need to be orchestrated based on the simultaneous processing
of knowledge elements (mental model) into a interdependent team task to meet the
organisational goals.

In the following chapter, the concern is with the situational conditions under

which the control room operator performs his or her tasks. These situational condi-

tions, the routine, non-routine/normal and non-routine/abnormal situations still

belong on the one hand to organisational and task analysis (see Preface), but equally

provide indications of which conditions need to be considered for transfer, which are

in turn important for the derivation of training objectives and evaluation criteria.

2.4 Conditions for Knowledge and Skill Application:

Routine, Non-routine/normal and Non-routine/

abnormal Situations

In this book, I will distinguish between routine and non-routine as well as between

non-routine/normal and non-routine/abnormal situations, in which in the latter case

it is no longer possible to continue operating a plant using normal procedures

(Fig. 2.13). Although widely used, the terms routine, non-routine, normal and

abnormal are not well defined in the human factors and ergonomics publications.

Based on the often used distinction between the two poles of routine and

nonroutine/abnormal situations, process control tasks are characterised as “hours of

intolerable boredompunctuated by a fewminutes of pure hell” (Wickens andHollands

2000, p. 517), or “99 % boredom and 1 % sheer terror” (Vicente et al. 2004, p. 362).

The “hours of intolerable boredom” (although a little overstated) are seen as the

times in which the human operator is monitoring a plant that is automatically

controlled. This is the routine situation, routine control and regulation of the process

which is well handled by Standard Operating Procedures (SOPs). The “pure hell”

refers to the task of timely detection, diagnosis, and corrective action in situations in

Table 2.5 Characteristics of a complex task

Characteristics

A complex task consists of part-tasks

Part-tasks include sequences of steps

Part-tasks have to be integrated

Part-task integration requires coordination based on attentional processes

Coordination requires simultaneous processing of interacting knowledge elements in order to

reach a predefined goal

An individual complex task needs to be orchestrated into an interdependent team task
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which infrequent malfunctions occur that can be fixed by using SOPs (non-routine/

normal) or for which operators have no procedures at hand (non-routine/abnormal).

In terms of deriving strategies for learning and instruction later on, it is relevant

to distinguish routine from non-routine tasks as well as normal from abnormal

situations as the conditions under which the operator has to perform his/her tasks

(Fig. 2.13).

Conditions for knowledge and skill application in routine situations

Routine situations as defined by Wickens and Hollands (2000) require normal

control and regulation of the process which is well handled by Standard Operating

Procedures (SOPs). Normal situations include tasks such as process monitoring, or

scheduled testing of routine equipment. Routine tasks are rule-based behaviour

(Rasmussen and Jensen 1974; Rasmussen 1990). Most of the time, routine situa-

tions occur, in which the automation works well and the process is well handled by

the operator through SOPs. The main task is to monitor system instruments and

periodically adjust control settings to maintain production quantities within certain

boundaries (Reinartz 1993; Wickens and Hollands 2000).

In this book, routine stands for a property of the task, in the sense of frequency

with which it is performed. Routine therefore stands for the number of repetitions

per day, week or year. Moreover, routine stands for a defined, unchanging process.

Additionally, from an organisational point of view, Ahuja and Carley (1999) define

the degree of routineness as a function of the extent to which the task contains no or

low variety (Perrow 1967), a small number of exceptions over time (Daft and

Macintosh 1981) and therefore represent predictability and sameness (Ahuja and

Carley 1999). Organisational routines in terms of SOPs develop in response to

recurring questions (Gersick and Hackman 1990).

Fig. 2.13 Overview of the conditions of performance, own illustration
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Condition for knowledge and skill application in non-routine/normal situations

Non-routine tasks are infrequent, for example the start-up and shutdown of the

plant or a unit before and after a revision. But also for non-routine but infrequent

tasks, standard procedures exist and can still be considered as normal (Reinartz

1993). In this book, I define non-routine/normal situations as situations in which

operators encounter, for example, a malfunction of the automation and have to draw

on skills and procedures which have not been used for a longer period of time. In

line with Wickens and Hollands (2000), non-routine tasks might be fairly

standardised and can be handled by following a set of procedures (SOPs), for

example the start-up or shutdown of a plant is called non-routine, since shutdowns

and start-ups occur rarely. Non-routine/normal situations also encompass rule-

based behaviour (Rasmussen and Jensen 1974; Rasmussen 1990). SOPs are

designed to support operators to store and process information correctly in the

correct order (Kluge et al. 2013). SOPs include sequences of actions which need to

be performed in a fixed sequence of actions or in parallel or dependent (contingent)

on specific decision points (see Chap. 2).

Due to the infrequent occurrence, these might be carried out with less automa-

ticity (Reinartz 1993; Schneider 1999). This means that non-routine tasks are less

robust to distraction and need more attentional resources accompanied by conscious

control and high mental workload, with less reserve capacity (Vidulich 2003), for

example for coping with stress, compared to tasks performed with high automatic-

ity. Additionally, these non-routine situations frequently require a so-called “first-

shot” performance (Hammerton 1967, p. 63), in which the concern is with initial

performance after a retention interval or a period of non-use. There is no second

chance or a second attempt. It has to be as close to perfect as possible at the first

attempt (Patrick 1992, p.78).

And finally, also from an organisational and economic perspective, for example

in the petrochemical industries, non-routine situations are of interest because they

cost 3–8 % of capacity, which amounts to approx. 10 billion $ annually in lost

production (Bullemer and Laberge 2010, p. 10)

Condition for knowledge and skill application in non-routine/abnormal situations

In an abnormal situation, a disturbance or series of disturbances in a process

cause plant operations to deviate from their normal operating state. They include

“unfamiliar sequences of unplanned and unexpected sequences and either not

visible or not immediately comprehensible” (Perrow 1984, p. 78), as introduced

above to explain effects of interconnectivity and coupling. The nature of the

abnormal situation may be of minimal or catastrophic consequence. It is the job

of the operator or the control room crew to identify the cause of the situation and

execute compensatory or corrective actions in a timely and efficient manner.

Abnormal situations extend, develop, and change over time in the dynamic process

control environments, increasing the interconnectivity of the intervention require-

ments (ASM® Consortium, Abnormal Situation Management Consortium 2012).

Non-routine/abnormal situations include, for example, a fault or situation that

has never occurred before and there is a need for problem solving (an extreme
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example is the case of the tsunami that swept over the NPP of Fukushima). In such

cases, knowledge-based behaviour is required (Rasmussen and Jensen 1974; Ras-

mussen 1990), which expresses itself in complex problem solving (Funke and

Frensch 2007; Fischer et al. 2012; Reinartz 1993) and dynamic decision making

(Brehmer 1992). An abnormal situation is considered to be a problem because the

human operator has several goals (see definition of “multiple goals” above) but

does not know how these goals can be reached. If the operator cannot go from the

given situation to the desired situation simply by predefined actions (e.g. SOPs),

“there has to be a recourse to thinking” (Duncker 1945, p. 1; Fischer et al 2012).

Based on the work by Brehmer (1992) and Edwards (1962), dynamic decision

making (DDM) “has been characterized by multiple, interdependent, and real-time

decisions, occurring in an environment that changes independently as a function of

a sequence of actions” (Gonzales et al. 2003, p. 591).

In this book, abnormal situations are what Stachowski et al. (2009, p. 1536) and

Gladstein and Reilly (1985), in line with Hermann (1963), define as a “crisis

situation”, which is (a) ambiguous and includes (b) unanticipated major

(c) threats to system survival coupled with (d) limited time to respond (Hermann

1963). Non-routine/abnormal tasks are less predictable and require creativity

(Ahuja and Carley 1999). Abnormal situations “are low-probability, high-impact
events that threaten the reliability and accountability of organizations and are

characterized by ambiguity of cause, effect, and means of resolution”

(Yu et al. 2008, p. 452 based on Pearson and Clair 1998). They are unusual,

out-of-the-ordinary, or atypical (Weinger and Slagle 2002, p. 59). Ambiguity is

correlated with uncertainty, incomplete and noisy information (Vicente et al. 2004).

Grote (2009) distinguishes between several types of uncertainty, such as:

• Source of uncertainty: Incomplete information, inadequate understanding,

undifferentiated alternatives

• Content of uncertainty: State uncertainty, effect uncertainty, response

uncertainty

• Lack of control: Lack of transparency, lack of predictability and lack of

influence.

The main problem in this respect is that in case of the situation in which the

system state is uncertain (Vicente et al. 2004), it is unclear which SOPs there even

are, and if there is no SOP, which actions lead to a suitable solution.

Looking at the disasters and accidents of the past few years, such as the

“Deepwater Horizon” in 2010 and Fukushima 2011, it becomes clear that such

non-routine/abnormal situations contain these aforementioned uncertainties, which

can also occur simultaneously. A dramatic example of the requirement is provided

by the disaster management in Fukushima in 2011. The plant personnel had to

handle the situation with “loss of all the safety systems, loss of practically all the

instrumentation, necessity to cope with simultaneous severe accidents on four

plants, lack of human resources, lack of equipment, lack of light in the installations,

and general conditions of the installation after the tsunami and after damage of the

fuel resulted in hydrogen explosions and high levels of radiation” (IAEA Report

2011, p. 43).
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In Table 2.6, the transfer conditions are concisely summarised.

Although the transitions between routine, non-routine/normal and non-routine/

abnormal are not discrete but continuous, the artificially clear-cut distinction is

assumed to be helpful in order to better understand and design knowledge and skill

acquisition processes, as will be explained in the following chapters.

Delimitation of the human factors perspective from the plant operations perspective
on normal and abnormal situations

The distinction between routine, non-routine/normal and non-routine/abnormal

situations is a psychological one. From a learning and training psychological

perspective, the distinction between routine and non-routine reflects the frequency

of opportunities to use a skill (Ford et al. 1992), i.e. the skill is routine and

performed with a minimal use of cognitive and attentional resources. Opportunity

to perform is the extent to which a trainee is provided with or actively obtains work

experiences relevant to the tasks for which he/she was trained (Ford et al. 1992,

p. 512). From that perspective, non-routine and routine tasks are distinguished

according to the number of times trained tasks have been applied (Ford

et al. 1992), so that a certain level of task experience has been achieved (Tesluk

and Jacobs 1998). The longer the period of non-use is because of a lack of

opportunity to perform, the more skill decay will occur (Arthur et al 1998; Kluge

et al. 2012). If the work environment (e.g. due to high automated processes keeping

the human operator not “in the loop”) offers no opportunity to perform – also not

artificially in immersive environments or with low-cost alternatives such as sym-

bolic rehearsal (Driskell et al. 1994; Kluge et al. 2012) – the lack of opportunity to

perform and apply trained skills is a strong negative predictor of the skill retention

Table 2.6 Summary and delimitation of the terms routine, non-routine/normal and non-routine/

abnormal situation

Conditions for transfer Description

Routine situations Require routine control and regulation of the process

Based on rule-based behaviour

The situation is well handled by Standard Operating Procedures (SOPs)

e.g. “daily business”, plant monitoring and control

Non-routine/normal
situations

Require drawing on skills which have not been used for a longer period

of time,

Rule-based behaviour

The situation is well handled by Standard Operating Procedures (SOPs)

e.g. “exceptional business”, fault repair or start-up of plant, but is still

rule-based behaviour

Non-routine/abnormal
situations

Require problem-solving skills and knowledge-based behaviour

Situation is (a) ambiguous and includes (b) unanticipated major

(c) threats to system survival coupled with (d) limited time to
respond

e.g. low-probability, high-impact situation, an explosion in a subunit of

the plant caused by a safety-related rule violation or natural disasters

such as earthquakes, tsunami.
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and performance level (Bjork and Bjork 2006; Burke and Hutchins 2007; Farr

1987).

The distinction between normal and abnormal is equally a psychological one and

refers not to the plant state (as in the ASM or IAEA definition in Tables 2.7 and 2.8),

but rather to the familiarity to the human operator. It refers to whether a task has, in

principle, already been trained and executed and for which there is an SOP which

one could use (¼ normal), which requires a so-called temporal transfer, or whether

there was no training for this task and also no SOPs (¼ abnormal), which then

requires an adaptive transfer (Kluge et al 2010).

From a continuous flow operations perspective (e.g. of refineries and petrochem-

ical plants), the distinction between normal and abnormal is a different one and in

terms of plant states, critical systems, operational goals and plant activities as

displayed in Table 2.7.

The consequences of abnormal situations, for example in a chemical plant,

depend on the nature of the materials, for example hazardous vs. non-hazardous

chemicals, solids, liquids or gases; flammable vs. non-flammable substance being

processed (ASM Consortium 2012). The definition in Nuclear Safety is different

(IAEA 2007) and deviates from the ASM Definition. The IAEA (2007) distin-

guishes between “Operational states” and “Accident conditions” (Table 2.8).

Normal operation in NPP is defined as operation within specified operational

limits and conditions, which includes start-up, power operation, shutting down,

maintenance, testing and refuelling. Accident conditions are defined as deviations

from normal operation that are more severe than anticipated operational occur-

rences, including design basis accidents and severe accidents, for example major

fuel failure or loss of coolant accident. Accident Management includes prevention

of escalation of the event into a severe accident, mitigation of consequences of a

Table 2.7 Operational modes and critical systems perspective defined by the ASM (Bullemer and

Laberge 2010)

Operational

modes Plant states Critical systems

Operational

goals Plant activities

Emergency Disaster Area emergency response

system

Minimise

impact

Fire fighting

Accident Site emergency response

system

First aid rescue

Abnormal Out of

control

Physical and mechanical

containment system

Bring to

safe

state

Evacuation

Safety shutdown

Protective systems

Hardwired emergency alarms

Abnormal DCS alarm system Return to

normal

Manual control &

troubleshootingDecision support system

Process equipment

Normal Normal DCS, automatic controls Keep

normal

Preventative monitor-

ing & testingPlant management systems

DCS distributed control system
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severe accident and achieving a long-term safe and stable state, and is defined as the

taking of actions during the evolution of a beyond design basis accident (IAEA

2007, p. 145).

In summary, this means that the terms routine, non-routine, normal and abnor-

mal from the human factors and the operations perspective are also differently

viewed and defined according to the respective branch. In this book, the starting

point is the consideration of required knowledge and skills, and situations and

conditions under which they need to be applied.

To give some examples and an outlook on the coming chapters, it is important

that as a training designer, one is, or becomes, one is aware of what routine,

non-routine/normal, and non-routine/abnormal situations are for the organisation

for which the training is conceived. Which SOPs exist? Which processes are rather

frequent, and which rather rare? In batch/mix processes, the start-up, for instance, is

more routine than in continuous/flow industries. Which tasks are performed every

Table 2.8 Plant states defined by the IAEA (2007) for NPP

Plant states Characteristics

Operational states Normal operation

Operation within specified operational limits and

conditions (includes startup, power opera-

tion, shutting down, maintenance, testing and

refuelling)

Anticipated operational occurrencesa

Operational process deviates from normal oper-

ations, which is expected to occur at least

once during the operating lifetime of a facil-

ity, but which in view of appropriate design

provision does not cause any significant

damage to items important to safety or lead

to accident conditions (e.g. loss of normal

electrical power, faults such as turbine trip,

malfunction of individual items of a nor-

mally running plant, failure of function of

single items of control equipment, loss of

power to main coolant pump)

Accident conditions Within design basis

accidents

Design basis accidents (is designed against a

facility and for which the damage to the fuel

and the release of radioactive material are

kept within authorised limits)

Not design basis accidents, but encompassed by
them

Beyond design basis

accidents. . .
Severe accidents (more severe than design basis

accidents)

. . .Without severe accidents
aSome organisations use the term abnormal situation instead of anticipated operational occur-

rences (IAEA 2007, p. 145)
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day, every week, or only once a year or once every 10 years? And what serious

consequences can arise if a procedure is not correctly mastered?

Answers to these questions and the distinction between routine, non-routine/

normal and non-routine/abnormal are important, for example, in order to later

conduct a so-called DIF analysis (Difficulty-Frequency-Importance analysis, Buck-

ley and Caple 2007), which, in turn, is important in order to define training method,

duration or repetition (see Chaps. 4 and 5).

Moreover, from the distinction between routine, non-routine/normal and

non-routine/abnormal, it can be derived under which mental workload conditions

an operator has to perform his/her task. Waller et al. (2004) assume routine tasks to

be moderate-workload and non-routine to be high-workload situations. Addition-

ally, I assume non-routine/abnormal situations to be situations with high mental

workload under stress. Therefore, additionally, the answers to the question of what

non-routine/normal and non-routine/abnormal situations are need to be used to

consider particular training methods such as stress exposure training (Driskell and

Johnston 1998; Driskell et al. 2008, see Chaps. 4 and 5).

In addition to the cognitive aspects of dealing with abnormal situations on a

knowledge-based level as introduced above, the handling of abnormal situations

requires coping with high stress. The purpose of Stress Exposure Training based on

Driskell et al. (1998, 2001, 2008) is to provide the operator with the skills and tools

necessary to maintain effective performance when operating in high-stress situa-

tions (Salas et al. 2006). This training is especially important when the conse-

quences of errors are high, as stress increases the likelihood of errors.

After “setting the scene” by introducing and describing complex technical

systems, the task, duties and responsibilities of operators and operator crews and

conditions under which performance has to be shown, in Chap. 3, I go into detail

regarding the aspects which I have so far only touched on by way of example, by

deriving knowledge and skills that need to be acquired for performing complex

tasks in routine, non-routine/normal and non-routine/abnormal situations.
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Chapter 3

Required Knowledge and Skills to Control

a Complex Technical System – Job Analysis

Related to Training

After introducing process control in the framework of the organisational context in

the second chapter, in this chapter, we will look at the subdivision into routine,

non-routine/normal and non-routine/abnormal situations in more detail. From this,

we can then derive the knowledge and skill requirements, formulate training goals

and demonstrate possibilities for their evaluation. The subsequently derived aspects

of knowledge and skills are meant as a job description of the control room

operator’s job and the tasks included. As Salas and Cannon-Bowers (2001) point

out, historically, job/task analysis has been used to identify the information neces-

sary to create the learning objectives (Goldstein 1993). A job/task analysis results in

a detailed description of the work functions to be performed on the job, the

conditions under which the job is to be performed, and the knowledge and skills

needed to perform those tasks (Salas and Cannon-Bowers 2001).

The rationale behind the kind of job description developed in this book is,

according to Folley (1964a, b), to define the presence of specified human activities

immediately relevant to training. Folley’s (1964a, b) view of a task is that it can be

described in five classes of attributes (Fleishman and Quaintance 1984):

1. The extent to which each of five types of ongoing activities is required. The five

types are: Procedure following, continuous motor activity, monitoring, commu-

nicating, decision making and problem solving

2. The temporal, sequential, and causal relationships among these activities

3. Characteristics of the detailed behaviours that constitute the activities

4. Contingencies that might affect task performance

5. Disruptive conditions under which the task might have to be performed

As introduced in the previous chapters, which reflected upon the constituents of

a complex technical system, in line with Kragt and Landweerd (1974), as well as

Kluwe (1997), Vicente et al. (2004), and Bainbridge (1992), it can be assumed that

control room operators need a mental model (Johnson-Laired 1983; Moray 1996;

Wilson and Rutherford 1989) of the interconnectedness and dynamics of parts,

units, and sub-processes, the equipment to manage the process, for example auto-

mation and its displays, and the extent of non-transparency which this entails, in

A. Kluge, The Acquisition of Knowledge and Skills for Taskwork and Teamwork to
Control Complex Technical Systems, DOI 10.1007/978-94-007-5049-4_3,
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which the conflicting goals of the organisation are also integrated. Moreover, this

chapter will also show the collaborative problem-solving skills requirements within

the control room crew and supporting and supervisory roles. Additionally, the

operators require knowledge about the SOPs in routine, non-routine/normal and

also in abnormal situations and need to be aware of the situations and conditions of

their application. This means that the focus of this chapter is on the transfer

conditions, which should be of special importance for the applied community

(Wickens et al 2012).

In the following, I will present the knowledge and skills requirements in routine,

non-routine/normal and non-routine/abnormal situations in a contrasting manner.

However, by way of introduction, I will begin with general aspects of mental

models which are deemed important as foundations of action in all three situations.

3.1 Mental Models for Process Control

Kragt and Landeweerd (1974) as well as assume that control room operators need a

mental model or situation model (Vicente et al. 2004) of the invisible process which

influences their actions and decisions. Mental models are organised knowledge

structures that operators construct to understand and explain their experiences

(Johnson-Laird 2001; Sternberg 2009) representing a specific task or knowledge

domain (Uitdewillingen et al. 2010). The origin of the mental model concept is

attributed to Craik (1943) (Darabi et al. 2009; Hodgkinson and Healy 2008), who

suggested that a mental model is a spontaneous internal representation of the

relevant information about immediate problems for the purpose of construction a

solution (Darabi et al. 2009). Mental models describe a person’s representation of

some physical system, and are based on an analog representation of causal relation-

ships and interactions between plant components (Rouse and Morris 1985). Darabi

et al. (2009) define mental models as spontaneously generated internal representa-

tion of the conceptual and causal interrelations among elements of a problem that

enable the problem solver to explore potential solutions.

The mental models are constrained by the operator’s implicit theories about

his/her experiences, which can be more or less accurate (Sternberg 2009). There-

fore, the operator’s mental or situational model is an incomplete mental represen-

tation that integrates the operator’s current understanding of the state of the system

(both physical and functional aspects of the plant and the automated control system,

Vicente et al. 2004). Figure 3.1 displays a mental model of my doctoral student

working in a steel plant on factors affecting the outcome of steel in tons.

With relevance for skill and knowledge acquisition, Norman (1983) suggests

considering four aspects concerning mental models, on which I will primarily

concentrate in this book:
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• The target system, which is the system the operator is learning, e.g. a plant

• The conceptual model of the target system, which is supposed to provide an

appropriate and accurate representation thereof

• The scientist’s conceptualisation of the mental model used by instructors,

designers, scientists and engineers

• The user’s mental model, which is a naturally evolving model through interac-

tion and experiences with the target system (Norman 1983, p. 7)

With respect to Norman’s (1983) and Darabi et al.’s (2009) assertion that mental

models develop through interaction and experiences with the target system, mental

models develop through experiences and emerge with repeated generation and

progression which are stored in episodic memory (Tulving 2002). Episodic memory

captures real and simulated operating experience with the plant, acquired from

actual operating experience and from training scenarios. Episodic memory (Tulving

2002) makes mental time travel possible. “Episodic memory is about ‘what’,

‘where’ and ‘when’” (Tulving 2002, p. 3). It is assumed to share many features

with semantic memory but also possesses features that semantic memory does not

(Tulving and Markowitsch 1998). Semantic memory stores general knowledge

about the world and serves as the memory to remember facts that are not unique

to the operator and that are not recalled in a particular temporal context (Sternberg

2009). Episodic memory enables mental time travel through subjective time, thus

allowing the operator to re-experience previous experiences (Tulving 2002). Epi-

sodic memory brings the past into the present and enables us – in contrast to all

other non-human beings in the world – not only to learn from experience in

Fig. 3.1 Example picture of a mental model of my doctoral student representing the process in a

steelwork (Groß and Kluge 2012)
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principle but also to consciously remember the point in time when we had this

experience. Recalling this point in time requires an “episodic retrieval mode”

(Tulving 2002, p. 5) in the sense of a conscious recollection and remembering of

similar situations which one has already experienced. Thinking and memory act in

concert (Brand and Markowitsch 2010) based on remembering biographical epi-

sodes, for example for using mental models to remember relationships and events,

to “run” mental simulations of the plant to anticipate future states.

The use of episodic memory by the operator will be taken up again in Chap. 4,

when we look at instance-based learning (IBLT) and naturalistic decision making

(NDM). In the context of NDM, training scenarios in full-scope simulator training

are important facilitators for the acquisition of episodes, because they are the only

source of this kind of knowledge about non-routine/normal or non-routine/

abnormal events (Vicente et al. 2004). Episodic knowledge is also important as it

contains temporal aspects of process control to prevent inadequate and to facilitate

correct adjustment to the evolution of the situation (Rußwinkel et al. 2011).

Based on the relevant process control literature, the following features of mental

models of operators were carved out:

What does such a mental model contain? An operator’s mental model includes:

• Knowledge about the technical systems to be controlled (Veldhuyzen and

Stassen 1977),

• Knowledge of the plant’s physical systems and their characteristics and inter-

connectivity (Vicente et al. 2004),

• Knowledge about the properties of disturbances likely to affect the systems

(Veldhuyzen and Stassen 1977), and

• Knowledge about the criteria and strategies associated with the control task

(Veldhuyzen and Stassen 1977).

How can a mental model be helpful? An operator’s mental model:

• Serves as a mnemonic device for remembering relationships and events (Wil-

liams et al. 1983),

• Supports the operator in integrating separate indications and accounting for all

data (Vicente et al. 2004),

• Supports the operator in developing cause-and-effect relationships in explaining

plant behaviour and indications (Vicente et al. 2004),

• Provides the basis for estimating the “state” of system variables that are invisible

and not directly displayed (Williams et al. 1983),

• Supports the understanding of unexpected phenomena that occur as the task

progresses (Veldhuyzen and Stassen 1977), and

• Aids the operator in developing a description that includes plant state at a higher

level than single indications, such as process performance and goal achievement

(Vicente et al. 2004).

What does the operator use mental models for in concrete terms? The operator

uses his/her mental model:
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• To make inferences in order to find causes of observed events (Rasmussen and

Goodstein 1985),

• For calculations of expected control performance (Rouse and Morris 1985),

• To perform internal experiments (Rasmussen and Goodstein 1985) and to “run”

mental simulations of the plant in order to anticipate future states of the plant or

to evaluate plant performance under various configurations (Vicente et al. 2004),

• To develop and adopt control strategies and select proper control actions

(Veldhuyzen and Stassen 1977),

• To determine whether or not actions led to desired results (Veldhuyzen and

Stassen 1977), and

• To inertly visualise performance strategies and their consequences in relation to

the organisational goals such as production and safety.

To summarise the characteristics listed above, the common themes in mental

model research have been describing, explaining and predicting system behaviour
(Rouse and Morris 1985). “Mental models are the mechanism whereby humans are

able to generate descriptions of system purpose and form, explanations of system

functioning and observed system states and future system states” (Rouse andMorris

1985, p. 7, Fig. 3.2). Moray (1996) raises the issue in this respect that in the field of

human factors, operators of process industries such as NPP, chemical factories or

petroleum distillation plants are working “with many degrees of freedom, hundreds

or even thousands of displays and controls, and computer driven automation with

hundreds of pages of display” (p. 166). Such systems are far too large for an

operator to be able to track the exact value of all variables at once, also due to

time lags and phase lags in response to inputs and too many levels of automation.

For this reason, mental models of operators of process control are not comparable to

the mental model research in general and in cognitive psychology, for example by

Johnson-Laird or Gentner and Stevens (1983), in which described investigations are

conducted in laboratory settings using reasoning tasks or physical devices (Moray

1996, p. 164). Moray (1996) proposes that operators in such complex industrial

plants normally operate at a high level of abstraction, because only then can they

handle the workload of these complex systems. Mental models are therefore also

considered the means for simplification of complex systems (Darabi et al. 2009).

In Fig. 3.2, the relationship between the purposes of mental models and

Rasmussen’s taxonomy of mental models (1983; Rasmussen and Goodstein 1985)

is displayed. The taxonomy moves from concrete to abstract perspectives in five

types of mental models:

• The physical form: Physical appearance and anatomy, material and form,

locations,

• The physical function: Electrical, mechanical, chemical processes of compo-

nents and equipment,

• Functional structure: “Standard” functions and processes, control loop, heat

transfer, etc.
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• Abstract function: General structure, mass, energy, information flow topology,

and

• Functional meaning/purpose: Production flow models, system objectives.

According to Rasmussen and Goodstein (1985) and Vicente et al. (2004), by

using their mental models, operators need to be able to move up and down to

different levels of abstraction (Wickens and Hollands 2000): In the case of a failure

of a part or subsystem, the operator needs to think on a very concrete level in terms

of variables such as steam or water flows, valve settings or heat measurement. At

other times, he/she must conceptualise on more abstract levels, for example relating

to thermodynamics of energy conversion, which requires thinking about the appro-

priate balance between mass and energy. Finally, the mental model must allow for

thinking on an even more abstract level, defined in terms of concepts like plant

safety, human risk and company profits (Wickens and Hollands 2000).

Relevance for Knowledge and Skill Acquisition

For skill acquisition, three questions arise in relation to mental models: How can

they be meaningfully (1) acquired, (2) differentiated, and (3) corrected in the

complex technical system environment?

Concerning the acquisition, according to Norman (1983), mental models are

constrained by such things as the user’s technical background and previous expe-

riences with similar systems, and the structure of the human information processing

system (p. 8). For the training designer, it makes a great deal of sense, for example,

to familiarise oneself with the particularities of process control of a respective

organisation and the specific process industry, as in Chap. 2, in order to understand

the important aspects of the general mental model for the respective process control

Fig. 3.2 A combined consideration of purposes of Mental Models (MM) according to Rouse and

Morris (1985) and Rasmussen’s Taxonomy (1979)
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task, the so-called target system. The target system of the mental model is the

system which an operator is using or operating. As was introduced above, major

differences exist among process industries as target systems, such as number of

routings, number of raw materials, number of finished goods, equipment type,

equipment flexibility, formulation multiplicity, and product variety (Dennis and

Meredith 2000). Wickens and Hollands (2000) stress that there are clear differences

between experts and novices with regard to their respective mental models, as

experts have a superior mental model of the process, its time constraints, and

interconnectivity, are better at anticipating the future, and have a broader spotlight

of attention, which guards against cognitive tunnelling. They also use a conscious

setting of the speed-accuracy trade-off to go slow, because experts know that rapid

actions carried out with sluggish and complex systems can be an invitation to error

and instability (Wickens and Hollands 2000).

Concerning the elaboration and differentiation of a mental model, according to

Norman (1983), the more prior experiences somebody has with this type of

technical system or a similar one, the more differentiated the manner in which

experiences on the job or simulator experience can be integrated into the existing

mental model. The method of task fractionation introduced in Chap. 4, in which the

task of controlling a mental model is broken down into simpler mental models,

which are then acquired in a series of increasing complexity through simulated

experience, might be an effective training approach here, and we will elaborate on

this in Chap. 5. During formal basic training, the operator has developed some form

of mental model of the idealised plant, which focuses on the original plant design

and theoretical foundations (Vicente at al. 2004). However, this idealised model

will change and become differentiated during his/her time in the control room.

Shift-accompanying evaluations of events can, for instance, be helpful in terms of

utilising on-the-job experiences for the differentiation of one’s own mental model.

Finally, experience is a useful tool for the repair of faulty mental models (Greene

and Azevedo 2007; Sternberg 2009, p. 284). In this regard, it is particularly

important that before gathering the concrete experience, for example in

simulation/simulator-based training, the learner explicitly names his/her hypothe-

ses, for instance regarding the dynamic development or the interconnectedness of a

situation. Through the concrete experience, the mental models can then be

corrected through the comparison of the expected result with the actual result.

3.2 Knowledge and Skills for Routine Situations

Routine situations (see Chap. 2) as defined by Wickens and Hollands (2000) require

normal control and regulation of the process which is well handled by standard

operating procedures (SOPs). Routine situations include tasks such as process

monitoring or scheduled testing of routine equipment. The routine tasks addressed

in this book are called supervisory control in recognition of the fact that the

operator’s role in process control is one of monitoring automatically controlled
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systems for the purpose of detecting, diagnosing, and compensating for system

failures (Rouse and Morris 1985) by using SOPs. Most of the time, operators

maintain vigilant over the process that changes relative infrequently and changes

slowly when it does (Gaddy and Wachtel 1992, see Fig. 3.3). In contrast to an

airline crew task, the level of stimulation in an NPP is lower, performance feedback

is less apparent and less immediate and the degree of control is less whereas the

responsibility is potentially greater in terms of risk to public health and safety

(Gaddy and Wachtel 1992). Hollnagel and Woods (2005) describe that in process

industries with approx. 2,000–10,000 process variables, the frequency of operator

actions is 5–6 per hours with less than 1 min of time allowed for operator actions; in

nuclear power generating stations with 10,000–20,000 process variables, the fre-

quency of operator actions is 1 per hour and 1–30 min time allowed for operator

actions.

As was already described in Table 2.2 in Chap. 2, in routine situations, the main

task consists of monitoring, keeping records of events, adjusting the system with

regard to disturbances or to counteract unwanted deviations, and applying appro-

priate strategies to support both safety and productivity. A study by Yin and

Laberge (2010) outlines the routine tasks of an operator in a refinery and the way

in which operators use their mental models.

Digression: How process operators derive, update, and apply mental models

Yin and Laberge (2010) vividly describe how process control operators of a

chemical plant use and apply their mental models during a shift. Based on a

ethnographic approach, 10 male expert console operators with work experience

ranging between 13 and 30 years (at least 8 as field operators) were observed from

Fig. 3.3 A control room operator monitoring the plant (Photo courtesy of BP Gelsenkirchen/Ruhr

Oel GmbH)
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the start of their shift (6 am) to the end (6 pm), amounting to120 h of observation in

total. The work day of the console operators is illustrated in Table 3.1.

Operators observed in the study attributed much of their system and process

knowledge included in their mental model to the many years of practical experi-
ence as field operators. The field experience and experienced incidents and upsets

serve as a major source for deriving and developing their mental models, so that
they know the plant outside in order to work inside (Yin and Laberge 2010),

including, for instance, knowledge about the line-up, the layout of the plant, how

the process works internally, why the equipment is at certain places, what is

happening in each component, what the operating procedures are. The field expe-

rience was assumed to be useful as operators were able to quickly relate newly

encountered scenarios to past events in order to support their decision making.

The “up-to-the minute model” (Vicente at al. 2004) or the mental model of the

current situation ensued, for example, through the shift handover, when operators

were informed by outgoing operators about any operational changes such as

equipment failure, faults or bypasses. As equipment conditions change during a

shift, operators returning back to work 12 h after their previous shift may find that

the process units are in a different set-up or operation mode (Yin and Laberge

2010).

Mental models are used by the console operators when they apply efficient

scanning strategies and monitoring priorities, for example to critical production

areas and in terms of where to look, what to look out for, what values to expect, and

why the values are as they are (Yin and Laberge 2010). As in the description by

Vicente et al. (2004), experienced operators quickly filter and point out cues and

problems on the displays; this is termed proactive monitoring and has already been

described by Hollnagel (2007). In addition to specific monitoring strategies, when

taking actions, console operators do not “blindly follow a sequence of instructions”

(Yin and Laberge 2010, p. 1949) but rather visualise the current process flow and

initiate systematic action in close consultation with field operators while monitoring

Table 3.1 Typical weekday day shift (Yin and Laberge 2010)

Parts of day shift

Coming on shift

(6–7 am)

Shift handover and discussion with outgoing operator, review shift log for

clarification, email updates for operational matters and updates, check

system console displays for critical system notifications such as

bypasses and alarms

Morning (7–10 am) Shift meeting/briefing by supervisor, “virtual rounds” done from the con-

sole, mentally visualising what he/she would see if he/she was out in the

unit, scrolling through the displays to observe process set-up for an

overview of the unit’s conditions, updates for production planning,

request and monitor lab results

Late morning (10–12

noon)

Submit request for quality checks and monitor lab results

Manage process, update shift log

Afternoon (12 noon–

5 pm)

Manage process, update shift log, request and monitor lab results

Prior to end (5–6 pm) Prepare and await shift handover
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the reaction of the process towards achieving the desired state. In summary, console

operators require a strong sense of spatial mapping and causal relationships within

the units being monitored and controlled in order to strategically monitor the

process and to coordinate with field operators (Yin and Laberge 2010).

End of digression

According to Hollnagel (2007) and Hollnagel and Woods (2005), the control

task is a cyclical one. In the contextual control model (COCOM, Hollnagel 2007;

Hollnagel and Woods 2005), controlling and adjusting a system contains a cyclical

relation linking events, followed by the assessment of the situations, followed by

intentions, followed by choosing what to do, and actions taken (Fig. 3.4).

To illustrate the knowledge requirements included in the COCOM, I refer to two

additional publications by Kluwe (1997) and Vicente et al. (2004), which adapt it

Fig. 3.4 The contextual control model (COCOM) by Hollnagel (2007)
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more strongly to process control in routine situations. Kluwe (1997) proposes four

knowledge types to be relevant for process control (Table 3.2).

To evaluate and assess the situation (Fig. 3.4), the operator needs system
knowledge about facts relating to the technical system such as components, the

structure, the organisation and behaviour of the plant (Kluwe 1997); this is equiv-

alent to the operator’s mental model. Knowledge about plant behaviour includes

knowledge about temporal aspects such as response or reaction time or duration of

processes (de Keyser 1995). It also contains knowledge about the cause-and-effect

relations between parts and units as well as their functions (“how-it-works knowl-

edge”, Kluwe 1997).

System knowledge comprises knowledge on the plant level, called device
knowledge, and on the interface level, called display knowledge (Kluwe 1997,

p. 66).

• Device knowledge refers to the concrete physical plant and the technical system
“behind” the interface.

• Display knowledge represents the organisation and function of the interface,

knowledge about location and meaning of input and output units and the

information displayed (Kluwe 1997).

System knowledge can be described in terms of semantic networks with a

hierarchical structure made up of relations such as “is a. . .”-relation, “has a. . .”--
relation, part-whole relations, spatial relations and temporal relations (Kluwe 1997,

p. 66). At the beginning of each shift, the mental model is updated by the operator

into an up-to-the-minute mental model, for example by updating status, operating

mode, ongoing maintenance activities (Yin and Laberge 2010; Vicente et al. 2004).

As proposed above, system knowledge is required for what Hollnagel (2007)

calls “assessing the situation” and what Vicente et al. (2004) calls situation assess-

ment. Situation assessment refers to general diagnosis and the process of

constructing an explanation to account for observations (Vicente et al. 2004).

Diagnosis refers to searching for the causes of non-routine/normal and

non-routine/abnormal symptoms and consequently at the same time determines

Table 3.2 Types of knowledge for process control (Kluwe 1997) applied to the COCOM by

Hollnagel

Epistemic structure (data and rules)

System knowledge

Plant level: Device knowledge (! assessing the situation)

Interface level: Display knowledge (! assessing the situation)

Indicator available (Vicente et al. 2004)

Control knowledge

Plant level: Causal knowledge (! choosing what to do)

Interface level: Operating knowledge (! choosing what to do)

Heuristic structures (cognitive processes)

Cognitive processes for the acquisition and generation of knowledge

Cognitive processes for the transformation of knowledge
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what, for the operator, is a normal or abnormal situation. Situation assessment is

supported by monitoring activities such as confirming expectations about plant

state, pursuing unexpected findings, checking the likelihood of problems, validating

initial indications, and determining an appropriate referent for a specific indication

(Vicente et al. 2004). For assessing the situation, Vicente et al. (2004) considers

knowledge about the set of indicators available (declarative), location of indicators

(declarative), how to read indicators, how they work and how they fail (procedural)

as well as how to assess and configure displays (procedural) as important. Finally,

the operator also holds knowledge about priorities and frequencies with which

relevant indicators should be monitored (Vicente at al. 2004).

Instead of situation assessment, many authors (e.g. Flin et al. 2008; Patrick

et al. 2006a; Stachowski et al. 2009; Uitdewillingen et al. 2010; Waller

et al. 2006) also speak of situation awareness. In a very global sense, as Salmon

et al. (2009) define it, situation awareness is an “individual’s dynamic awareness of

the ongoing external situation” (p. 8). Situation assessment is also defined as the

“up-to-the-minute comprehension of task-relevant information that enables appro-

priate decision making under stress” (p. 59). Endsley (1995, 2000) defines situation

awareness as “the perception of the elements in the environment within a volume of

time and space, the comprehension of their meaning and the projection of their

status in the near future” (1995 p. 36). It is understood as including three levels:

(1) perception, (2) comprehension and (3) projection, and is defined as a state of

knowledge about a dynamic environment, which is assumed to be different from the

process of situation assessment to achieve that knowledge (Endsley 2000). On the

whole, most of the studies on situation awareness were conducted with regard to

rather dynamic processes in aviation, air traffic control or military operations,

capturing dynamic changes within seconds, minutes or a few hours (Wickens

2008). In its origins, it was developed less for rather slow dynamic environments

such as process control, and more for military cockpits (Prince and Salas 2000).

Durso and Sethumadhavan (2008) propose that the process of achieving situation

awareness is situation assessment, with the latter providing information about how

an operator acquires information guided by the use of his/her mental models, scripts

and schemas which include a time constant of hours, days and years. The operator’s

system knowledge and mental models are assumed to aid the understanding and

comprehension of the current state via top-down processes and the user’s mental

model as the most critical element for the prediction of how the situation is going to

develop (see Sect. 3.1 and Endsley 2000).

In the further course of the text, I will favour the term situation assessment as
used by Vicente et al. (2004), as situation assessment provides a more behaviour-

related term for that which an operator “does”, which knowledge he/she requires for

this, and how one might observe or measure it in terms of a later evaluation.

Situation awareness (product) would then be the product of the situation assessment

(process) (Endsley 2000).

Turning back to the situation assessment, the time needed to evaluate and assess

the current situation and the time needed to select from action alternatives must be

considered in relation to the time that is available for carrying out the action, which
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is expressed as the window of opportunity (Hollnagel 2007, p. 7). Therefore,

according to Hollnagel (2007), time plays an important role in process control.

The assessment of the situation is susceptible to delays in feedback or responses

from the process, or applications being controlled, as well as to the aging of

information (Hollnagel 2007, p. 7). The aging of information is itself dependent

on how long the evaluation takes, which leads to an intricate coupling of the two

(Hollnagel 2007, p. 7).

For “choosing what to do” (Fig. 3.4), response planning is required to decide on
a course of action based on the situation assessment (Vicente et al. 2004). Moni-

toring activities support response planning by the assessment of goal achievement,

assessment of potential side effects of considered actions, assessment of means for

goal achievement, obtaining feedback on actions and assessing preconditions for

action. From Kluwe’s (1997) knowledge perspective, “choosing what to do”

requires control knowledge. Control knowledge includes input-output-rule knowl-
edge about how to perform changes of system states, how to interact with the

system and how to reach control goals (Kluwe 1997), for example “if a given state s

(t) and action o, than state s(t + 1) will result” or “if goal state s(t + 1) and given

state s(t), then perform action o”. Control knowledge as causal knowledge enables
the operator to use specific cause-and-effect relations to select a control action, for

example a sequence (Bainbridge 1991, 2012) in order to achieve, for instance, a

certain production goal.

On the interface level, control knowledge equals operating knowledge such as

input sequences performed on the interface (Kluwe 1997), for example where one

adjusts a target value, closes a valve, or to put it simply “which buttons to press”.

The choice of action depends on the stability of the process and on the window of

opportunity. Depending of the type of process industry, it might be more important

to do something quickly than to invest time finding the optimal solution. This means

that based on their target state mental models, operators need to derive, for

example, the correct timing for action to be performed (not too early, not too

late), the speed (not too slow, not too fast) and also the duration of an action

(neither too long nor too brief).

Looking at the cyclical process in flow, according to Hollnagel (2007), operators

are aware of the dynamic dependencies with the aim of reducing the time needed to

assess the current state and to choose an action. Therefore, operators balance

proactive and reactive monitoring and control. Operators look ahead in order to

be able to react more quickly. Through the use of anticipation, the operator gains

time by reducing the need to evaluate the situation in detail in terms of what

happened and the need for feedback (Hollnagel 2007). By being prepared for

control actions, actions may be taken faster and the necessary resources may be

made be available ahead of time.

Referring back to Kluwe’s (1997) knowledge classification, the heuristic struc-

ture is not explained in detail. I interpret his remarks such that the heuristic

structure, i.e. the cognitive processes, are decisive for acquiring further knowledge

from practical experience in routine, non-routine/normal and non-routine/abnormal

situations as well as, for example, in simulator training with a technical system.
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Moreover, they are also important for differentiating and generalising one’s own

knowledge with increasing experience, for example on-the-job, i.e. through assim-

ilation and accommodation processes (Proctor and Dutta 1995; Patrick 1992;

Johnson in press). This was described in the chapter about mental models and

their evolution.

Taking up the remarks in Chap. 2, the COCOM process also needs to be put in

the context of the introduced “recipe knowledge”. Due to the varying nature of the

raw materials that are processed, as described in Chap. 2, and depending on the

respective process industry, knowledge about the “recipes” in the production of

products is relevant, especially in steel and chemical companies. This is because

(a) variation in raw material leads to variations in recipes for producing the final

products, and (b) especially in the chemical industry, for example, from a small

number of raw materials (such as crude oil, salt or water) tens of thousands of

products are synthesised. This recipe knowledge contains declarative and proce-

dural knowledge of how, in terms of with which ingredients, with which plant, in

which sequence, and with which quality certain production steps need to be

performed.

Finally, after introducing the requirements for controlling the technical process

in terms of technical and taskwork skills, it should be pointed out that the operator

needs non-technical personal and teamwork skills.

Non-technical skills “are cognitive, social and personal resource skills that

complement technical skills and contribute to safe and efficient task performance”

(Flin et al. 2008, p. 1).

For routine situations, non-technical skills of the operator include regulating

his/her workload so that the tasks are cognitively more manageable (Vicente

et al. 2004). Workload regulation by the operator deals with issues such as task

prioritisation, job scheduling, allocating tasks and personnel (Vicente et al. 2004).

If operators can effectively regulate their workload so that it is well calibrated to

their cognitive capabilities, then they will rarely put themselves in a position where

errors will occur. Although Vicente et al. (2004) points out the importance of these

non-technical skills for the control room operator, no training contents or offers for

these skills can usually be found in the training of the control room operator.

Taking all of the remarks on mental models and routine control situations

according to the COCOM together, the following training objectives emerge for a

training program which should enable the operator to master routine tasks

(Table 3.3): Training objectives are a statement about the knowledge and skills
an operator is supposed to apply after a phase of deliberately designed learning
experiences (e.g. on-, off- and near-the-job) for knowledge and skill acquisition,
and include a statement about the conditions under which the knowledge and skills
are supposed to be applied (e.g. under conditions of high mental workload) (Kluge
and Burkolter 2013). Ideally, training objectives are stated in such a way that they

simultaneously inform about the operationalisation in the form of measurement

instruments or procedures (Goldstein and Ford 2002; Salas et al. 2006). This is

difficult in the case of this book, as the training objectives should be tailored to the

respective application situation. In this sense, they should be used as the starting
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point for the formulation of training goals for the training designer with a specific

target group in mind.

One more comment to conclude: In most process industries, operators who

monitor and manage from behind a console workstation (a distributed control

system, DCS) are required to possess a certain level of expertise in terms of field

experience as a field operator (Yin and Laberge 2010; Bullemer et al. 1997). In

many plants of interest in this book, operators had been working for 10 years before

being picked to work in the control room (Yin and Laberge 2010), because field

experience is assumed to lead to a more accurate cognitive representation of the

plant layout, and to a more accurate mental model of the performance of plant units

and control actions in terms of SOPs. For example, in refineries and petrochemical

Table 3.3 Training objectives for routine tasks in accordance with the tasks described in the

COCOM (Hollnagel 2007)

To be able to assess the situation:

The operator possesses an accurate mental model of the target system for which he is responsible.

The operator must be able to describe, explain and predict system behaviour of the target system.

The operator applies

display knowledge about the interface,

knowledge about indicators, location of indicators and how to configure displays,

knowledge about priorities and frequencies with which relevant indicators should be

monitored,

knowledge about the properties of disturbances likely to affect the systems,

diagnosis skills, in terms of skills for searching for causes of deviations,

knowledge about plant states and criteria of safe states,

monitoring skills in terms of strategies to confirm expectations and pursue unexpected

findings,

strategies for proactive and reactive monitoring.

For choosing what to do/response planning

The operator applies

skills to choose the correct control actions in the case of routine adjustments,

knowledge on variations in raw material and how this requires certain adjustments,

control knowledge on the plant level: Input-output-rule knowledge,

control knowledge on interface: Level operating knowledge (input sequences).

The operator

inertly visualises performance strategies and their consequences in relation to the

organisational goals such as production and safety,

calculates expected control performance,

determines whether or not actions led to desired results,

applies knowledge about the criteria (e.g. safety and productivity) associated with the control

action.

Non-technical skills

The operator is able to regulate his/her workload by

prioritising tasks,

scheduling jobs,

allocating tasks and personnel.
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plants, the console operator is supposed to be required to first be certified as a field

operator in all field areas (Bullemer et al. 1997).

3.2.1 Evaluation Possibilities

As introduced in the Chap. 1, for each of the respective training goals, the

corresponding evaluation possibilities/options should also be presented. In this

respect, only a few examples are shown in order to provide an impetus regarding

the direction one can take when thinking about the development or use of evalua-

tion instruments. I do not address psychometric properties or advantages and

disadvantages of using methods in this regard. The procedures and methods listed

under “evaluation possibilities” should provide food for thought regarding training

evaluation and criteria. Crandall et al. (2006) also provide an overview concerning

the use of Cognitive Task Analysis for the development of measurement and

evaluation tools (see Chap. 5). However, these need to be adapted for each area

of application, or even tailor-made. The specific implementation modalities and the

concrete application can be found in the cited literature. Let us recall at this point

that evaluation means the systematic, scientific, empirical, hypothesis-oriented

investigation of effectiveness and efficiency of an intervention, with the aim of

using the evaluation results to (re)design and apply the findings in the socio-

technical context of training decisions (Goldstein 1993, p. 147; Mittag and Hager

2000, p. 103). The book will address the aspects of how to assess training effec-

tiveness in terms of measuring training results by providing ideas on how to

measure learning improvements.

Interesting aspects of the evaluation for routine tasks include the consideration

of the training goals and the assessment of the operator’s mental model. However,

for the evaluation or measurement of training effectiveness, it is necessary to note

that mental models are differently accessible to conscious verbal description or

concrete retrieval. Depending on the nature of the task, the operator is more or less

aware of his or her manipulation and usage of mental model. According to Rouse

and Morris (1985), one is likely to be totally unaware of manipulating one’s own

neural network representation, whereas the start-up of a plant or problem-solving in

a non-routine/abnormal situation is likely to be very open to awareness and

verbalisation. Rouse and Morris term this distinction the implicitness or explicit-

ness of the model manipulations (Fig. 3.5). The second distinction is the distinction

between the levels of discretion, meaning the extent to which an operator has a

choice as opposed to being dictated by the task (Rouse and Morris 1985, p. 21).

Figure 3.5 displays the distinction of the direct access to one’s own mental models

in line with Rouse and Morris (1985). The less accessible the mental model, the

more laborious the measurement of the matching mental model.

In the following, different evaluation possibilities for the measurement of mental

models are introduced, which we and others (Funke 1992; Kersting 1999; Kluwe

1997; Meyer 2008) have already tested in applied research. Our experience has
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found them to be valid and reliable and they can also be developed for organisations

with a reasonable expenditure and are economical to implement.

Assessing mental models with traditional knowledge tests: From my perspective,

Kluwe’s (1997) classification lends itself very well to the measurement of training

effectiveness in order to derive concrete forms of knowledge. For instance, a

display knowledge test on the system knowledge/interface level can construe

where operators have to answer questions about the location and meaning of

interface units, for example “Which units of the interface serve to operate the

mineral silos?” An operating knowledge test (control knowledge/interface level)

would require the recollection of standard input sequences like SOPs, for example

how to control crude gas temperature. The answers should provide a sequence of

inputs to be performed on the interface. Device and causal knowledge could contain

questions about the components of the plant, their characteristics and interconnec-

tions, for example “Which temperature must the crude gas have when filler is to be

released from the filler silo by the dust arrester?” The study by Kluwe (1997)

showed that the type of knowledge acquired by operators is strongly affected by the

type of training they have undergone.

Assessing knowledge about cause-and-effect relationships as a component of
mental models: These knowledge tests for measuring mental models can be devel-

oped on different levels of precision of the answers, as shown by an example from

the work of Kluge (2008). Mental models may be assessed in terms of semi-

qualitative, qualitative and quantitative knowledge (Kluge 2008):

• Semi-qualitative knowledge requires the identification of a relationship between
input and “invisible” variables and between “invisible” as well as output vari-

ables (e.g. “If you alter the values of x, z, and y, those of a and b will change as

well.”)

• Qualitative knowledge requires the identification of features such as dynamic

changes (exponential growth or decline, e.g. “a increases by itself”) and parallel

effects (“The value of b influences a”) or identification of the relationship’s

direction (“a influences c”)

Fig. 3.5 Distinctions

between the nature of

mental models and level of

discretion as indicators of

their conscious accessibility

with assessment

instruments
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• Quantitative knowledge requires the specification of the exact weight of influ-
ence (e.g. “If you change the value of x, then a increases by 10 times the value of

x”), the weight of dynamics (e.g. “a increases by 90 % of the value reached in the

next step”), or the weight of parallel effects (“a influences b by a factor of 0.25”);

or recognition of the exact simulation algorithm (e.g. “at+1 ¼ 2 * yt + 0.5 *

z
t
+ 0.9 * at”, Kluge 2008).

In the study by Kluge (2007, 2008), each item consisted of six alternative

answers from which participants had to choose one correct answer. The knowledge

test contained 24 multiple-choice items. Twelve items required semi-qualitative

and qualitative knowledge; the other twelve items required quantitative knowledge.

The total scores on the knowledge test represented the percentage of correct

answers. The idea of measuring qualitative, semi-quantitative and quantitative

aspects of the mental models goes back to the work of Kersting (1991/1999). The

knowledge test scores showed substantial correlations with the control performance

in a complex technical system, with quantitative knowledge being the strongest

predictor (Kluge 2008).

Assessing mental models using graphics. Mental models are assumed to be

frequently pictorial and image-like rather than symbolic in a list-processing sense

(Rouse and Morris 1985). This is supported by Wickens and Hollands (2000,

p. 514), who state that although controls are often adjusted in a discrete fashion,

the variables that are being controlled are essentially analog, continuous processes.

Thus, the operator’s mental model of the process and the complex system should be

analog and continuous rather than discrete and symbolic (Wickens and Hollands

2000, p. 514).

An assessment tool that addresses the pictorial aspect in greater detail is the

measurement of mental models using the diagnosis of structural knowledge as

proposed by Funke (1992). Funke (1992) uses the diagnosis of structural knowledge

in the form of a causal diagram analysis. In order to save the trainees from recalling

the exact quantitative structure of relationships, Funke (1992) assumes that the

graphical form enables a facilitated presentation of the different relationships

between components (see Fig. 3.6).

Additionally, the trainees have to indicate the causal structure which they

suspect in graphical form. The trainees join boxes which depict the input and

“invisible” throughput and output variables with arrows or connecting lines,

between which they suspect a link. If the trainees are only aware of the link, they

only draw a line, while if they know the operating direction (positive or negative),

they draw in a “+” or “–” at the tip of the arrow; if the numerical effect factor is

known, this can also be entered on the arrow.

To evaluate the mental model, the number of correct assumptions is then related

to the total number of all assumed relationships and the number of correct relation-

ships to the total number of correct relations. Quality of the mental model (QMM) is

described by:
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QMM ¼ C

Cþ I
� C

Cmax

C ¼ Number of correct elements, I ¼ Number of incorrect elements, Cmax ¼
Maximum number of correct elements

QMM can assume values between zero (no correct element recognised) and one

(all correct elements recognised). Additionally, a decomposition of the data can be

undertaken if a differentiated analysis is being pursued (Funke 1992).

Measuring the quality of anticipation of future states (QaF)

In the investigation by Funke and Müller (1988, Funke 1992), besides the QMM

for measuring knowledge, the authors also use the predictive quality. Analogously

to the control power, QaF is calculated as the distance of the cyclical predictions to
the actually resulting state values. According to the authors, while the QMM

measures “knowledge as abstraction power” (Funke and Müller 1988, p. 180), in

the sense of the projection of perceived system properties on a causal diagram, the

QaF requires, in each case, quantitative predictions of the system behaviour

without the participants having to identify the causal structure. Following a knowl-

edge and skill acquisition phase at the target system, the trainees can, for instance,

be presented with different system states and system interventions as screenshots.

They are then required to predict the degree of the state variables to the next cycle.

QaF is seen by Funke and Müller (1988) as dependent on QMM. This assumption

has been confirmed, as QMM proves to be the strongest predictor of QaF.

Computer-based testing of mental models

In one of our own studies investigating knowledge and skill acquisition for

process control tasks, we explored the potential of computer-based testing of mental

models (Burkolter et al. 2010) by using the Association Structure Test (AST, Meyer

2008). This covers the way in which operators organise and interrelate concepts

within a knowledge domain. The AST integrates an association task and Pathfinder

network scaling on the basis of relatedness ratings into one information technology-

Fig. 3.6 Example of a drawn mental model of an artificial system, with A and B as input variables

and Y and Z as output variables and I as “invisible” (endogenous) variable, which cannot be

controlled directly, but effects the output variables as well
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based test system (Fig. 3.7). There are two parts: an association task and related-
ness ratings. In the association task, participants are asked to associate concepts that
they think belong to a specified knowledge domain. In addition to the participants’

associated concepts, thinking times during the word associations are logged. Draw-

ing from the theory of spreading activation by Anderson (1983), semantically

closely related terms are thought to follow quickly after each other, whereas

semantically less related terms are assumed to result in longer pauses in thought

between associations.

For the relatedness ratings, the associated concepts are presented as pairs, and

their relatedness is rated. The maximum number of concepts that is selected for

pairwise comparisons can be determined in the configuration of the AST. In our

own study, a limit of 15 concepts was employed (Burkolter et al. 2010). If the

number of terms entered during the first stage of the AST exceeds the specified

maximum, the total number of terms selected for pairwise comparison in the second

stage is equal to the specified maximum (i.e. 15). The sample of terms is chosen

from clusters formed in the first stage: The very first term in each cluster enters the

second stage; the remaining terms are selected randomly from each of the clusters

in proportion to the cluster size. In this way, the selected terms represent the terms

entered in the first stage, and a preservation of the cognitive structure is maintained.

These relatedness ratings require neither a complex process nor a high degree of

conscious processing. Therefore, the AST is thought to elicit relationships between

knowledge elements that are difficult or impossible to verbalise and thus to capture

a part of unconscious access to structural knowledge. For more details, see

Burkolter et al. (2010).

Whether a person can regulate his/her workload cannot, of course, be measured

by the procedures introduced so far. However, possibilities are provided by pro-

cedures such as the Subjective Management Test and observations in simulator

Fig. 3.7 Operators’ knowledge measured by the AST (Meyer 2008) in the study by Burkolter

et al. (2010) for poor and high performers in a process control task. 1 ¼ strong relationship,

4 ¼ no or weak relationship. Concepts that were associated in the association task but not included

in the graph are displayed at the bottom
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exercises, which will be introduced in the upcoming chapters on non-routine/

normal and non-routine/abnormal situations.

3.3 Knowledge and Skills for Non-routine/normal

Situations

Non-routine tasks are infrequent, for example the start-up and shutdown of the plant

or a unit before and after a revision. But standard procedures also exist for

non-routine but infrequent tasks and can still be considered as normal. In this

book, I define non-routine/normal situations as situations in which operators

encounter, for example, a malfunction of the automation and have to draw on skills

and procedures which have not been used for a longer period of time. The

non-routine/normal sequences include, besides the start-up and shutdown, the

controlling of the plant during maintenance and repair works, when special tests

are conducted, or under particular weather conditions, for example when it is

particularly hot or cold.

What renders a task a non-routine task? According to my definition, it is above

all the rarity with which it is performed. This rare performance creates a so-called

retention interval, or rather a period of non-use, which leads to the fact that due to

processes of forgetting, which are expressed in a very low strength of retrieval

(Bjork and Bjork 1992; Bjork 2009), the performance level is no longer present in

the necessary manner. Or to put it more simply, as the saying goes: One is “rusty”.

In what way and why are various tasks performed only rarely? As reported at the

outset, the period of non-use depends, among other things, on the type of plant and

the process industry. Operators in batch/mix processes start up plants more fre-

quently and modify them more frequently; operators in process/flow industries do

so very rarely. Thus, the start-up of a plant is a rather routine task in batch/mix

processes and a rather non-routine task in process/flow industries.

Referring back to Table 2.3 in Chap. 2 and the COCOM introduced earlier in

Fig. 3.4 in its basic version, non-routine/normal tasks can be divided into planned
actions to handle scheduled tasks (Fig. 3.8), and reactions to unexpected distur-
bances (Fig. 3.9). Planned actions have their starting point in the COCOM with

“actions” (Fig. 3.8) or rather with response planning (Vicente et al. 2004). Planned
actions include activities such as scheduled testing of equipment to ensure that

back-up and safety systems are in an acceptable state, manual changes or changing

the program of automated controllers, special actions during handover at the end of

the shift or during special operations such as start-up or shutdown.

Reactions to unexpected disturbances have their starting point in the COCOM in

situation assessment after the unexpected disturbance has occurred, for example

when alarms go off (Fig. 3.9). Referring back to Table 2.3 in Chap. 2, these tasks

include the fact that disturbances and their consequences must be (1) detected and

(2) communicated to the crew members (or field operator or maintenance, safety
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department, shift supervisor). Moreover, (3) the causes of faults must be diagnosed,

(4) the SOP must be consulted and implemented, and (5) special inspections in the

plant must be organised.

As already stressed, planned actions can be prepared, for example by consulting

the standard operating procedures (SOPs) and being performed as control actions

Fig. 3.8 The COCOM applied to planned action in non-routine/normal tasks

Fig. 3.9 The COCOM applied to reactions to unexpected disturbances
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(Gaddy and Wachtel 1992, see Fig. 3.10). SOPs are job aids which are designed “to

extend human capability to store and process information” (Swezey 1987, p. 1040).

They are procedural aids which provide step-by-step instructions for completing a

task, and guide the user through sequences of actions (Kluge et al. 2013; Salas

et al. 2006; Swezey 1987). SOPs prove to be especially useful for tasks in process

control that are (a) infrequent and (b) complex or have several steps, and when

(c) the costs of errors are high, and (d) task performance depends on knowing a

large amount of information (Kluge et al. 2013; Rossett and Gautier-Downes 1991).

But there are also poorly defined SOPs (Carvallo et al. 2005). It depends on how

well SOPs are designed or problems arise from not knowing which SOP to select

and implement or also the problem of incompatibility of procedures (Carvallo

et al. 2005).

Fig. 3.10 Cupboard with

SOPs of a nuclear power

plant in Germany (Photo

courtesy of GfS/KSG,

Essen)
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Using SOPs requires operating knowledge in Kluwe’s sense, and which is

subsequently the performance of “sequences” defined by the Sub-Goal Template

method (SGT) by Ormerod, Richardson and Shepherd (1998) and Ormerod and

Shepherd (2004). The SGT is a task-analysis technique in order to derive and

specify learning requirements. Sub-Goal Templates (SGTs) are a set of standard
task elements that capture most of the tasks that control operators encounter in any
process plant (Ormerod et al. 1998). Our research (e.g. Burkolter et al. 2007; Kluge

and Burkolter 2012) suggests that important insights for the development of

training objectives and training design can be gained by using the SGT method.

Sequence elements distinguish between

• Fixed sequences: “If S1 then x”,

• Contingent sequences: “S2 either z then x or not z then y”,

• Parallel sequences :“S3 then do x and y”, and

• Free sequences: “S4 in any order x and y”.

The SGT method also helps to define the declarative and procedural knowledge

as the prerequisites for performing a fixed, contingent, parallel or free sequence.

The knowledge of possible sequences as well as their proficient performance is an

important precondition, for instance, for mental flexibility and problem-solving

skills (Kluge and Burkolter 2012). For example, in cases of contingent sequences,

one needs to know what the constituent characteristics of “S2” are, what “z”

represents and what follows as “x” or if not “z” what “y” could be. The SGT

method therefore also helps to elicit the necessary knowledge to perform and

choose among the sequences.

SOPs can also be distinguished according to the number of procedural steps, the

dependencies of procedural steps and the adherence to them (Fleishman and

Quaintance 1984). As stated in Chap. 2, such procedures consist of part-tasks,

which in turn frequently consist of several steps or sequences. Mostly, the part-

tasks are performed in parallel and have to be integrated in a joint flow of action. A

coordination of the part-tasks ensues through attention selection, attention

switching, and attention sharing (Wickens and McCarley 2008). For this book

and the training design addressed therein, it is important to be clearly aware of

what, in the organisation for which the training is conceived, non-routine/normal

situations actually are. Which SOPs exist? Which tasks are performed every day,

every week, or only once a year or once every 10 years? Which skill level does this

task then require? And which serious consequences can result if a procedure is not

correctly mastered?

From my experiences with process industries and as outlined in Chap. 2, in the

case of reactions to unexpected disturbances, a single operator does not assess the
situation alone and does not decide alone how to respond to an unexpected

disturbance. Rather, he discusses and consults with the other control room operators

on his shift. In these unexpected disturbances, the task frequently changes from an

individual problem detection to a joint problem definition and solution-finding (see

below and Fig. 3.11). The reactions to unexpected disturbances are usually the
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scenarios which are run through in the so-called incident training in the simulator.

Here, the concern is with rare events, or events which have occurred in other plants

(NPPs, refineries) and which are incorporated into the training program because

they could, in principle, occur in one’s own plant, for example due to similar or the

same type of build of the plant.

What renders the non-routine/normal situations a particular execution condition
in terms of the training objectives? From the management and plant operations

perspective, the human operator is requested to follow the SOPs at all times

(Bullemer and Kiff 2011):

• In routine and non-routine/normal situations, operators are expected to know and

follow the procedure.

• In non-routine/abnormal situations, operators are expected to use the procedure

for planning and execution, and to know the initial steps and then refer to the

procedure in completing the remaining steps (Bullemer and Kiff 2011).

This means that operators are required to know the SOPs, without their direct

consultation in most cases, or else with their support and help.

From the human factors perspective, a particularity emerges here, in the sense

that first, the non-routine/normal and abnormal situations which were described at

the outset occur rather rarely and are thus less automated and proceduralised than

routine tasks, which are frequently repeated. “Automaticity is a characteristic of

cognitive processing in which practice-consistent component behaviors are

performed rapidly, with minimal effort or with automatic allocation of attention”

Fig. 3.11 Two control room members consulting a field operator on the telephone to clarify their

observations (Photo courtesy of GfS/KSG, Essen)
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(Schneider 1999, p. 63). Automatic processing is contrasted with controlled or

attentive processing (Schneider 1999). Controlled processing is serial, whereas

automatic processing requires minimal-effort multitask processing and is robust

and highly reliable relative to controlled processing (Schneider 1999).

Second, it is precisely such sequences that frequently have to be performed in

process control in non-routine situations that are, moreover, particularly susceptible

to skills decay and performance decrements after periods of non-use (Arthur

et al. 1998; Farr 1987; Kluge and Frank 2014). This is unfortunate, as due to the

high automation and process stability in many industries, these are primarily

rarely used.

Third, the non-routine/normal tasks are also special because they are performed

under a higher mental workload than the routine and more procedural tasks (Waller

et al. 2006), because, due to the lack of application on the job, they are less strongly

proceduralised (see Fig. 3.12). Mental workload is high when the amount of

information elements (see also element interactivity, Chap. 2) that needs to be

processed simultaneously reaches or exceeds the information-processing resources

available (Vidulich 2003). Based on the remarks of Fitts (1962/1990) as well as

Proctor and Dutta (1995), it can be very justifiably assumed that in non-routine/

normal situations, due to the low automaticity of the task, for example the concen-

tration on the execution of an SOP, the total available information-processing

resources are already completely drawn upon and there is no more reserve capacity

(Vidulich 2003). The reserve capacity results from the total resources available

minus the demands for the task that is currently being conducted (working through

the SOPs). In terms of the SOPs that are not highly practised, the operator will steer

his/her total available resources to information processing and attending to the

conducting of the SOPs. He/she may then overlook, for example, important feed-

back cues or fail to hear a request or instruction from another crew member, as there

is no more reserve capacity available. Therefore, during the non-routine/normal

tasks, not very much is allowed to “go wrong”, as the reserve capacity, which is

only very small due to the high mental workload of the non-routine task, is possibly

no longer sufficient for reacting appropriately to unexpected disturbances. This

combination of low automaticity, low reserve capacity and skill decays makes

non-routine/normal tasks more susceptible to errors than routine tasks (Fitts 1962/

1990), as they are carried out on the level of involvement of conscious cognitive

processes and high attentional demands while performing the task (Proctor and

Dutta 1995; Johnson in press). Errors are likely to occur, accompanied by a longer

performance time in comparison to routine tasks. Here, there is therefore a danger

of human errors, as described, for instance, by Hollnagel (1998). Hollnagel and

Woods (2005) list undesired strategies in high mental workload situations such as

omissions, reduced precision, queuing, filtering, and defective parallelisation dur-

ing situation assessment, simplifications in deciding what to do, applying short cuts

with the intention of gaining back control over the process.

This can be illustrated by an anecdote from an employee’s perspective: An older

employee of a petrochemical plant once told me that he had asked his superior to
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take him out of the control room and that he would rather work in the plant as a field

operator again, as he found the “stress” even under normal conditions too great,

particularly during the night shift or at the weekend when there is barely anybody

else there. He was afraid that something might happen when he was alone, and he

could no longer endure this mental burden in the long term. This personal portrayal

demonstrates that the tension in such rarely occurring situations is indeed great, also

in view of the fact that one then has to perform control actions that are rarely

performed and which are therefore more liable to errors. According to Wickens and

McCarley (2008, p. 4), for performance in such situations, it is important that the

human mental resources which are necessary to operate the system are lower than

those that are available overall, so that reserves remain available for unexpected

tasks. With an increased stress level (e.g. due to a worry concerning safety), it can

happen that this, in turn, limits the available resources in comparison to normal

situations (Kramer and Weber 2005, p. 803).

Based on the remarks made above, training objectives can be summarised as in

Table 3.4.

3.3.1 Evaluation Possibilities

What can one do to ascertain whether one has the required skills to react confi-
dently in non-routine/normal situations? Building on the measurements of the

mental models of the operator, in non-routine/normal tasks, added to this are

Fig. 3.12 Two operators adjusting the plant (Photo courtesy of GfS/KSG, Essen)
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specific skill aspects. For an assessment of the skills of planned actions, knowledge
test tasks can be developed which ask what needs to be taken into account in the

preparation and planning of a specific control action, for example what needs to be

considered in a planned maintenance. Prior to the preparation and planning ques-

tion, it can also be asked which SOP should be applied in a planned action such as a

scheduled repair. Which concrete cues need to be in place for one to begin with the

execution of the SOPs? What might need to be considered in particular with an

SOP? To what events might the execution lead? Within which limits must the plant

remain? Which errors might be made in the execution of the SOP?

Table 3.4 Training objectives for non-routine/normal tasks

To implement planned actions in non-routine/normal tasks, under conditions of higher
mental workload, the operator must be able to:

Plan and prepare the control activity proactively by having the correct SOP at hand based on the

control knowledge on the plant and interface level

Build up an up-to-the minute model before the control actions are initiated

Work through the SOPs in terms of fixed, contingent, parallel or free sequences correctly without

any sequence error

Monitor the system and plant behaviour so that the processes remain safe and in the predefined

limits based on the system knowledge on the plant and interface level

To adequately react to unexpected disturbances, under conditions of higher mental workload,
the operator must be able to:

Communicate observations to the plant operations team members (!described in more detail in

the next chapter)

Interpret warnings and indicators correctly based on the system knowledge on the plant and

interface level in order to define the problem

Choose what to do based on control knowledge on the plant and interface level

Select the correct SOP

Work through die SOPs in terms of fixed, contingent, parallel or free sequences correctly without

any sequence error

Monitor the system and plant behaviour so that the processes remain safe and in the predefined

limits based on the system knowledge on the plant and interface level

Check whether the systems react in the intended direction and the problem is solved

To react to unexpected disturbances, the operator must be able to use his/her mental model

under conditions of higher mental workload to:

Integrate separate indications and accounting for all data

Develop cause-and-effect relationships in explaining plant behaviour and indications (Vicente

et al. 2004)

Estimate the “state” of system variables that are invisible and not directly displayed

Understand unexpected phenomena that occur as the task progresses

Develop a description that includes plant state at a higher level such as process and safety

performance

Under conditions of higher mental workload, the operator must be able to apply non-technical

skills to:

Effectively communicate with control room crew members

Manage workload (as in routine tasks)

Evaluate his own performance in order to avoid error due to low automaticity
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To this aim, for the assessment contents, so-called Situational Judgement Tests

(SJTs) can be developed, which are also commonly described as low-fidelity

situations (Motowidlo et al. 1990). SJTs typically contain depictions of work-

related scenarios which describe challenging scenarios that require the application

of trained skills (Ritzmann 2012). The scenarios can be given in written or oral

form, as videos or computer-based, and in addition to open questions, can contain a

selection of possible reactions to the described situation (Christian et al. 2010;

Ritzmann 2012). SJTs have already proven their worth as training evaluation

instruments (Fritzsche et al. 2006; Ritzmann 2012; Ritzmann et al. 2011).

Whether a person feels confident in dealing with reactions to unexpected
disturbances can also be measured on the basis of SJTs, but should also definitely

be evaluated through concrete observation and assessments of the actual behaviour

in the simulator. In contrast to the SJT, the simulator offers the possibility to

observe the actual behaviour under conditions of higher mental workload. This

higher workload cannot be generated “on paper”, but only through a so-called

immersive environment such as a full-scope simulator. “Immersion” is the subjec-

tive impression that one is participating in a holistic and realistic experience (Dede

2009). The more a virtual immersive experience is generated by behavioural,

symbolic and sensory factors, the stronger the trainees’ feeling of actually being

“in” the setting and experiencing a higher mental workload. Furthermore, the

interaction and communication with other control crew members becomes more

important, which can also only be observed in the simulator.

What exactly, then, should be observed and evaluated? Firstly, the correct

selection and execution of the SOPs as well as possible human errors which can

arise. In an evaluation by Bullemer et al. (2010), an analysis of 32 incident reports

in process industries showed that in all most 60 % of the incidents, procedures were

followed incorrectly, that the wrong procedure was selected or the situation was not

covered, and in many cases that the procedure was not followed or used. Bullemer

and Kiff (2011) conclude that ineffective procedure use is a significant contributor

to process safety incidents. Reasons include, for example, the lack of procedure

classification, which leaves the decision of which SOP to be used to the judgement

of the operators and supervisors.

We have tried this out in our own studies (Kluge et al. 2013; Weyers et al. 2012)

and were positively surprised to find that the evaluation of errors in the execution of

SOPs on the basis of Hollnagel’s CREAM approach (1998, pp. 166 and onwards) is

not labour-intensive to implement. With regard to planned actions, the focus of the
assessment of training success can lie, for example, on the following errors

(Hollnagel 1998):

• Planning: Inadequate plan (incomplete plan, wrong plan), priority error (wrong

goal selected)

• Distraction: Task suspended, task not completed, goal forgotten, loss of

orientation

• Inattention: Signal missed

• Memory failure: Item forgotten, incorrect recall, incomplete recall

• Sequence error: Omission, jump forward, jump backward, repetition, reversal
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With regard to reactions to unexpected disturbances, the following errors, for

example, are interesting for an assessment of training success (Hollnagel 1998):

• Observation missed: Overlook cue/signal, overlook measurement

• False observation: False reaction, false recognition

• Wrong identification: Mistaken cue, partial identification, or incorrect

identification

• Faulty diagnosis: Wrong diagnosis, incomplete diagnosis

• Wrong reasoning: Induction error, deduction error, wrong priorities

• Decision error: Decision paralysis, wrong decision, partial decision

• Delayed interpretation: No identification, increased time pressure

• Incorrect prediction: Unexpected state change, unexpected side effects, process

speed misjudged

• Communication: Is required for the joint diagnosis with the other team mem-

bers’ memory failures and sequence errors (as mentioned above in the planned

actions).

A detailed description of the above-listed errors can be found in Hollnagel

(1998), which can be used for the development of a classification system for the

analysis of qualitative data such as observations or written answers to SJT as

described above. There are also other error classifications; those of Hollnagel,

however, are already in large-scale use and are known to engineers and psycholo-

gists alike. Consequently, they should be easier to use in training design as they are

not unknown.

In addition, in these non-routine/normal situations, skills of situation assessment

gain in importance. Although I prefer the term situation assessment over awareness,

authors like Hogg et al. (1995) decided to measure situation awareness and devel-

oped the procedure of SACRI (Situation Awareness Control Room Inventory)

(Hogg et al. 1995), which addresses the three levels of SA according to Endsley

(1995a). Question wording is based on the concept of SA as a temporal state within

dynamic decision making (see below). Freezing the simulator allows the investi-

gation of a snapshot of the operator’s SA, and response categories refer to qualita-

tive trends in the state of process parameters over time. SACRI relates to:

• Level 1 SA in terms of operators answering past or normal questions in response

to directly observed readings of parameters, e.g. “In comparison to the recent

past (normal status), how has the average reactor temperature developed?”

• Level 2 SA relates to past and normal questions about parameters that cannot be

observed directly, e.g. “In comparison to the recent past (or with the normal

status), how has the level in the steam generators developed?”

• Level 3 SA relates to three types of questions (past, normal, future) since

prediction of future is done on the basis of what is observed directly and what

has been inferred, e.g. “In comparison to now, predict how the process param-

eter, e.g. the temperature of the pressurizer, will develop over the next few

minutes.”
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Response categories are: (Parameter) increases, decreases, stays the same, or

increase in more than one, increase in one, decrease in one, decrease in more than

one and drift in both directions (Hogg et al. 1995). Moreover, one could think

further and implement procedures for measuring mental workload. In the literature,

subjective (workload ratings or workload judgements), objective (e.g. secondary

task performance) and physiological measures (electrocardiogram/ECG, heart rate,

electroencephalogram/EEG measurement or event-related potentials/ERP, Positron

Emission Tomography/PET) are suggested for the measurement of MW (Kramer

and Weber 2005; Marshall 2007; Tsang and Vidulich 2006), and with the technical

developments of eye tracking, pupillometric determinations of mental workload

have also been suggested (Rosch and Vogel-Walcutt 2012).

3.4 Knowledge and Skills for Non-routine/abnormal

Situations

In this sub-chapter, the concern is with situations which occur very rarely as very

high safety standards have already been implemented, but which, due to their

consequences and the associated damages to humankind and the environment,

remain in our memory. Such situations include BP’s Texas City refinery explosion

in 2005, the explosion of the Deep Water Horizon in 2010, the explosion in

Chernobyl in 1986, and the tsunami of Fukushima in 2011. Even though these

situations are rare, their retrospective analysis has very frequently shown that

besides factors such as rule or procedure violations, or management commitment

to safety issues, the communication and cooperation of the actors on site can also be

described as very problematic. Recommended reading for further information is the

accident investigations report, for example on the website of www.csb.gov or the

IAEA pages. In the following, I will concentrate on certain points of the collabo-

rative problem-solving processes which are important in such abnormal situations.

Complex problem solving and dynamic decision making

Non-routine/abnormal situations include, for example, a fault or situation that

has never occurred before and where there is a need for problem solving (to give an

extreme example, for example, in the case of the tsunami that swept over the NPP of

Fukushima) and decision making. Decision making is a part of the attempt to gain
control (Brehmer 1992) in order to achieve some form of safe plant state, especially

in HROs. What causes loss of control? According to Hollnagel and Woods (2005),

the loss of control is caused by unexpected events, acute time pressure, lack of

knowledge and skill, for example not knowing what has happened, what happens

and what will happen, not knowing what to do and not having the necessary

resources. For problem solving and decision making, knowledge-based behaviour

is required (Rasmussen and Jensen 1974), which is expressed in complex problem

solving (Funke and Frensch 2007; Fischer et al. 2012) and dynamic decision
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making (Brehmer 1992). An abnormal situation is considered to be a problem,

because the human operator has several goals (see Definition of “multiple goals”

Chap. 1) but does not know how these goals can be reached (Fischer et al. 2012).

Problem solving is defined as successfully searching for an operation or a series of

operations in order to transfer a given actual state of a system to a goal state (Fischer

et al. 2012, p. 22). For problem solving, a representation must be generated or a

pre-existing experienced-based representation must be recalled leading to the

situation assessment (Simon 1999). “A representation includes (1) a description
of the given situation, (2) operators or actions for changing the situation, and tests
to determine whether the goal has been achieved. Applying operators creates new

situations, and potential applications of all permissible operators define a branching

tree of achievable situations, the problem space” (Simon 1999, p. 674).

Complex problem solving means “to overcome barriers between a given state

and a desired goal state by means of behavioral and/or cognitive multistep activi-

ties” (Frensch and Funke 1995; Funke and Frensch 2007, p. 28). Complex problem

solving shares the aspect of multistep activities or decisions with dynamic decision

making.

Dynamic decision making means that a series and sequence of decisions is

required to reach the goal. These decisions are not independent and the state of

the decision problem changes, both autonomously and as a consequence of the

operator’s action (Brehmer 1992; Edwards 1962; Gonzales et al. 2003). In dynamic

decision making in predicting the future system state, the decision maker has to take

both the dynamic system developments and the effects of his/her own actions into

account (Kerstholt and Raaijmakers 1997). An accurate mental model of the target

systems therefore needs to represent the relation between the system parameters

and their temporal characteristics (Kerstholt and Raaijmakers 1997). Dynamic

decision making also contains the characteristics which have already been

described in the COCOM (see above), with the aspects of aging of information,

time needed to choose a course of action, windows of opportunity and feedback

delay (Hollnagel 2007).

From the human factors perspective on skill acquisition, non-routine/abnormal

situations are interesting, because skills and knowledge, as described, for example,

by Kluwe (1997) and Vicente et al. (2004) for routine and non-routine/normal tasks

are now presupposed, and the skills for dealing with non-routine/abnormal situa-

tions need to be added on top of this. The basic assumption is that one can only

solve non-routine/abnormal situations if one also masters or is able to perform the

other two situations and tasks.

To elucidate the procedure of the operator in non-routine/abnormal situations,

the Decision Ladder by Rasmussen is frequently drawn on (Fig. 3.13 for a simpli-

fied version without the rule-based short cuts applied by experienced workers), for

example by Naikar (2005). The decision ladder encompasses the information

processes sequence in dealing with an abnormal situation (or problem, Rasmussen

and Goodstein 1985) and identifies what needs to be done. It can be considered as a

normative, rational model of decision making.
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The novice to the situation is expected to follow the decision ladder in a linear

fashion whereas experts are expected to link the two halves by shortcuts (Jenkins

et al. 2010).

The operator “climbs up the ladder” on the left-hand side while observing,

identifying, interpreting implications and prioritising goals. In this regard, in each

case, interim knowledge states such as “alert” or “system state” are reached, each of

which enter into the next processing step. After the evaluation of the current states

with reference to predefined performance criteria and goal setting, the operator

subsequently climbs down the ladder in connection with planning and carrying out

the appropriate set of actions in order to achieve or reach the chosen target state.

The decision ladder serves, and has served, as the basis for decisions about the

design of decision support systems that are not only effective during routine

situations but also effective in unforeseen situations (by the designer, Naikar

2005) and as a framework known as cognitive work analysis (Naikar 2005). I am

aware that the decision ladder did not lay claim to this, and was and is not conceived

for the application case outlined here. The decision ladder is not concerned with

who, the operator or the automation, carries out the activities that are required

(Jenkins et al. 2010). Nevertheless, I use it as a starting point because many readers

are likely to be familiar with it and it forms part of the basic knowledge of this

domain. I have included the decision ladder in this chapter because it plays a great

role in cognitive ergonomics and engineering psychology as well as in the area of

automation. However, for the theme of skill acquisition, the decision ladder is

problematic for two reasons: Firstly, the human operator is only a limited rational

Fig. 3.13 Simplified version (without the rule-based short cuts applied by experienced workers)

of Rasmussen’s Decision Ladder (Rasmussen and Goodstein 1985)
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decision maker (O’Hare 2003; Carvallo et al. 2005; Greitzer et al. 2008); and

secondly, an abnormal situation is worked through collaboratively in the plant

operation team (Patrick et al. 2006a; Reinartz and Reinartz 1992).

With regard to (1) the human operator is not a rational calculator: The knowl-

edge that is acquired in each case in the problem-solving sequence is probably not

as available as the decision ladder would desire. For example, the user’s mental

models are not identical to the conceptual model. As Norman (1983, p. 8) points

out, mental models are incomplete, the operator’s ability to run their models are

limited, mental models are unstable and operators forget details of the system they

are using, especially when those details for the whole system have not been used for

some period, mental models do not have firm boundaries and similar devices and

operations become confused with one another.

With regard to (2), the decision ladder overlooks the fact, moreover, that

especially in problem-solving in abnormal situations, it is not one operator alone

who is solving the problem but a whole plant operations team (Patrick et al. 2006a;

Reinartz 1993), for example consisting of the supervisor, the console operator, the

field operator, the process engineer and the operations superintendent (Bullemer

et al. 1997). Finally, in contrast to the decision ladder as a normative model, which

focuses on decisions that could be made, NDM, which is described below, describes

how decisions are actually made (Jenkins et al. 2010). But Jenkins et al. (2010) also

show that the two models can be integrated and combined and are not mutually

exclusive.

Digression: Collaborative problem solving in a steel plant

If a problem is discerned in a plant, firstly, the persons in the control room ask

what the problem is and/or warn the workers on site that there is a problem.

Generally speaking, the foundry foreman is informed first, who establishes an

overview of the situation and possesses the actual “decision-making power”. As

the foundry foreman is responsible, for example, for three plants, it might be the

case that one has to first wait until he is there, because there are long distances

between the plants. The foremen are directly responsible for the plant and then

describe the situation to the foundry foreman. He then decides whether the plant

potentially needs to be switched off and the whole process interrupted. If this is the

case, first of all, the steel work material planning team is informed in order to

initiate changes in the process. However, this generally only occurs when the

situation really is dangerous for the workers. The foundry foreman also always

has the possibility to call so-called “duty workers”, in particular after 5 pm or at the

weekend. These are engineers who switch on a weekly basis. Generally, this path is

chosen more by young foremen and less by very experienced foremen. If even

experienced foremen choose this path, the concern is mostly with really critical

situations. If the problem cannot be remedied by the production alone, the mainte-

nance team is informed. The control room or the foreman then rings maintenance.

The maintenance team then comes to the respective plant and takes a look at the

situation. Based on whether the problem can be directly classified as electrical or

mechanical, workers of the respective side come out, or if it is unclear, then
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representatives of both sides come out. Then, it is again decided, generally together

with the colleagues from production, whether the problem can be solved with the

plant running or whether the plant has to be stopped for a certain time and taken out

of production. A combination of the two is also possible, i.e. the symptom is

bridged over until the sequence has finished casting or an unplanned maintenance

is initiated. In this latter case, the steel plant material planning team again has to be

informed. For the situation assessment, the electricians mostly remain in the control

room and look around in the plant control, while the metalworkers in many cases go

to the plant to look at the problem directly on site.

End of digression

3.4.1 Teamwork Skills for Collaborative Complex Problem
Solving

From the skill acquisition perspective, the concern with non-routine/abnormal

situations is not with “high art”, i.e. the highest level of skills which take place

on the level of the individual operator, but rather on the level of collaborative
problem-solving and collaborative dynamic decision making, which encompasses

collaborative reasoning of the plant operations team and requires macrocognitive

processes (see below).

A team is defined “as two or more people who interact interdependently with

respect to a common goal and who have been assigned specific roles” (Cooke

et al. 2008, p. 51; Salas et al. 1992). Teams exist within the context of a larger

organisation and share responsibility for a team product or service (Edmondson

et al. 2008). Teamwork also means that based on team members’ common valued

organisational goals (e.g. safety and productivity), multiple tasks have to be

performed with the team members’ complementary and interdependent skills,

being mutually accountable for methods, resource use and outcomes, and taking on

extended managerial responsibility (Langan-Fox et al. 2004). The plant operations

team, which is required to collaborate, is composed in a refinery, for example, as

introduced in Chap. 2, of console operator, shift leader, field operator, shift coordi-

nator, operations superintendent and process engineer (Bullemer et al. 1997) or in an

NPP of its shift supervisor, control room supervisor, primary operator, secondary

operator, third reactor operator and shift technical advisor (Waller et al. 2006).

According to the classification of Hollenbeck et al. (2012), in abnormal situa-

tions, these plant operations teams become “decision making teams” (De Dreu and

Weingart 2003). Decision making teams are teams working together to reach

consensus on issues with no right answer (De Dreu and Weingart 2003). One of

the most important tasks in non-routine/abnormal situations is to understand

together what is currently happening and why it is happening in order to make a

decision which satisfies the goals (multiple goals, see Chap. 2) of safety and

productivity. Through the high interconnectivity of the parts of the technical system
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(see Chap. 2), the main problem is to comprehend what is currently occurring in the

plant: For example, in a refinery, due to energy integration, several heat exchangers

are interconnected and networked. This means that if there is a loss of heating

capability, it becomes challenging to isolate the root cause of the problem (ASM

2012). Another example is that relief valves of several units discharge to the same

flare. When the flare is found to burn at a higher than normal rate, it becomes

difficult to identify which specific unit is operating abnormally (ASM Consortium

2012). In this respect, the plant operations team – although it is called a team – only

engages to form a decision-making team in the non-routine/abnormal situation. As

these non-routine/abnormal situations rarely occur, these teamwork episodes are

very rare in the entire life cycle of the plant operations team (Zijlstra et al. 2012),

which might work together in routine situations for years.

Plant operation teams in non-routine/abnormal situations engage in collabora-

tive problem solving and collaborative dynamic decision making (see Fig. 3.14).
Collaboration is defined as “a coordinated, synchronous activity that is the result of
a continued attempt to construct and maintain a shared conception of a problem”
(Roschelle and Teasley 1995, p. 70). Collaborative problem solving is seen as the

mutual engagement of team members in a coordinated effort to solve a problem

together (Roschelle and Teasley 1995). Collaboration is contrasted with coopera-

tion. Cooperative work is assumed to be accomplished by the division of labour

among interdependently working team members with different roles, as an activity

where each person is responsible for a portion of the problem solving (Roschelle

and Teasley 1995). Collaborative reasoning means that two or more individuals

deliberately coordinate their thinking for the shared purpose of achieving justifiable

results (Moshman and Geil 1998). Reasoning may be defined “as a deliberate effort

to coordinate inferences so as to reach justifiable conclusions, which includes

collaborative as well as individual forms of cognitive action” (Moshman and Geil

1998, p. 231). As will be described below, this contains collaborative reasoning on

the basis of shared mental models (Uitdewillingen et al. 2010). Collaborative

reasoning requires top-down information processing in the sense that accumulated

knowledge from past experiences is used to make sense of information environ-

ments and to guide actions (Uitdewillingen et al. 2010).

Taken together, collaborative problem solving and decision making are required

in these non-routine/abnormal situations which are ill-defined, with dynamic infor-

mation, and contain information knowledge uncertainty (see Chap. 2 uncertainty by

Grote 2009). Non-routine/abnormal situations require the processing and making

sense of large amount of knowledge (Patrick et al. 2006a), which leads to a high

mental workload, accompanied by human-agent interface complexity (Warner and

Letsky 2008). The team’s task is to reach a decision for a choice of action after the

development of a shared understanding of the situation in order to gain (back)

control over the situation (Brehmer 1992).

To avoid losing the focus on skill acquisition, at this point, I will briefly address
what the relevance for knowledge and skill acquisition is. As introduced above,

safety in process control in process industries is based on the one hand on the

adherence to SOPs as well as the high standardisation of sequences, as described
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above, even in abnormal situations. Nevertheless, despite the high standardisation

in the teams, with highly trained, role-occupying members such as in the plant

operations team, the team members still exhibit a wide range of behaviours and

interactions during task performance and decision making, leading to different

levels of team effectiveness (Zijlstra et al. 2012). For example, Wickens and

Hollands (2000) point out that expert operators in terms of non-technical skills

have a better ability to communicate and coordinate with other operators and team

members in the complex, multitask environment in the control room. Moreover, in

collaborative problem solving and reasoning, communication and coordination

failures are apparent in the process industries, which contribute to a problem not

being effectively solved (Laberge et al. 2008), for example within shift teams,

between shift teams, between functional groups, as well as coordination failures for

example in planning activities, team execution, work direction and supervision, or

activity assessment, which can possibly then lead to incidents. Patrick et al. (2006a)

report that the most frequent team performance decrements in several accidents

analysed were a deficiency in communication followed by an overly strong belief in

one’s own procedure, and deficiencies in task management. This means that

teamwork in a plant operations team places further demands, beyond the applica-

tion of SOPs, and precisely on the non-technical teamwork skills in the form of

information exchange and communication.

Collaborative complex problem solving as a non-technical skill

Derived from the teamwork requirement formulated at the outset, my proposi-

tion in this book is that in non-routine/abnormal situations, macrocognitive pro-

cesses are required.Macrocognition is defined “as the internalized and externalized

Fig. 3.14 Collaborative problem solving in an NPP control room (Photo courtesy of GfS/KSG

Essen)
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high level mental process employed by teams to create new knowledge during
complex, one-of-a-kind, collaborative problem-solving” (Warner and Letsky

2008, p. 18). Macrocognition as an interaction process of communication and

coordination is involved in team activity (Cooke et al. 2008). The individual

specialists in the team must communicate to the others their suspicions, generated

on the basis of their mental models, about the problem causes. The others’ suspi-

cions and hypotheses are aligned with one’s own mental model, and through further

communicative acts with all involved, are used to reach a joint conclusion as to

which course of action should then be adopted. Each individual works with his/her

mental model to understand unexpected phenomena, to infer causes of observed

events, mental simulations of technical processes to anticipate the course of situa-

tion, inertly visualise performance strategies and courses of action. At the same

time, each team member must include the suspicions and assumptions of the others

in his/her reflections and align his understanding in a manner that relates to the

other team members’ reference and interpretation and knowledge system (Warner

and Letsky 2008). In the following, we will only look in part at the individual

macrocognitive process stages in relation to the COCOM; details on

macrocognition can be found in Warner and Letsky (2008) as well as Fiore

et al. (2008).

Assessing the situation

During situation assessment, it must be recognised in the team that the situation

is developing from a normal into an abnormal situation. The detection of the

abnormal requires the recognition of the normal, deviations from the normal and

patterns in terms of constellations of cues. Pattern recognition is defined as the

ability to discriminate between familiar classes of objects (Gonzales and Quesada

2003) and to detect configurations of cues (Klein and Hoffman 1992), also includ-

ing trend analysis (Fiore et al. 2008). Pattern recognition is proposed to include the

recognition of single cues or the constellation of cues which must be discriminated

amongst a large number of other cues in order for idiosyncratic salience to be

detected (Fiore et al. 2008, p. 148). Operator and team members collect information

about system cues and try to comprehend and interpret whether cues of situation are

normal or abnormal based on their mental models (Waller et al. 2006).

In the context of collaborative problem solving, the next task of the team consists

in developing a Joint Problem Space (JPS, Roschelle and Teasley 1995). The JPS is

a shared knowledge structure that supports problem solving activity by integrating:

(a) goals; (b) descriptions of the current problem state; (c) awareness of available

problem-solving actions; and (d) associations that relate goals, features of the

current problem state, and available actions (Roschelle and Teasley 1995). Simi-

larly, Fiore et al. (2008) state that the team must develop a shared problem

conceptualisation, which means involving the identification of initial problem

states, goals and actions. With the joint development of a JPS, the team exchanges

information, comprehensions and interpretations of the received information and

knowledge based on referential communication (Fiore et al. 2008) and sharing

mental models.
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Particularly during non-routine/abnormal situations, the collection of new infor-

mation plays a critical role in the collaborative problem solving success (Waller

et al. 2006). This is the collection and restructuring of data (Fiore et al. 2008) in

order to reduce uncertainty associated with these data arising from either incom-

pleteness, source confusion and/or lack of clarity (see Fig. 3.15). The skill of the

plant operations crew is to quickly collect and assemble cues and pieces of

information into a joint problem space, thus quickly and efficiently gaining control

over the situation before it cascades through the tightly coupled, interconnected

system (Waller et al. 2006). A control team’s failure to detect a symptom of a

problem can exacerbate the situation due to the momentum, and a critical factor will

be how long a symptom remains undetected (Patrick et al. 2006a, p. 1397). Partic-

ularly in abnormal situations in process control, the timely recognition of cues

signalling abnormal situations and the incorporation of these cues into the collec-

tive team-level pre-presentation is critical to plant operations teams’ success (Hogg

et al. 1995; Sebok 2000; Uitdewillingen et al. 2010).

Sharing mental models is proposed to be a process of uncertainty reduction by

comparing assumptions about cause-and-effect relations among cues against the

external source of data, for example displays and screens. Through collaborative

problem solving, team members combine, sort, filter new information and cues

based on their mental models in order to share the insights gained with the other

team members, for example with the field operator and supervisor, through verbal

communication. While Warner and Letsky (2008) refer to sharing mental models,

some other authors also speak here of a team situation awareness. Team situation

awareness is a team’s awareness and understanding of a complex and dynamic

situation at any point in time (Endsley 1995). Mental models are assumed to

Fig. 3.15 Collaborative problem solving II (Photo courtesy of GfS/KSG, Essen)
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influence the content of team SA because top-down cognitive information

processing leads to focusing attention on specific aspects of the situation and

determines how a team understands what is going on and how this information is

interpreted (Uitdewillingen et al. 2010).

In the phase of assessing the situation, the team must, above all through

communication, manage the hypotheses about the causes of the problem and

coordinate the individual contributions regarding the cues, possible patterns and

indications to form a collaborative reasoning (see Fig. 3.15).

Choosing what to do

To choose a course of action and gain control over the situation, in addition to

the individual operators’ mental model of the target system, for collaborative

problem-solving, the operator and all other control room and plant operations

team members fall back on team knowledge (Wildman et al. 2012), which should

orchestrate and coordinate the actions. Coordination refers to team activities that

aim at attuning team members’ activities towards to concerted common goal-

directed behaviour of the team as a unit (Cannon-Bowers et al. 1995;

Uitdewillingen et al. 2010). Team knowledge contains knowledge that is task-,
team-, process- and goal-related (Wildman et al. 2012).

Task-related team knowledge represents relatively unchanging knowledge about
the task and duties for which the team in the plant is responsible during the time that

the shift is performing.

Team-related team knowledge refers to the mental structures concerning the

characteristics and qualities of one’s teammate or of the team as a holistic social

entity (Wildman et al. 2012), for example whether the console or field operator is

new and inexperienced or an “old hand” who can keep calm under stress.

The process-related team knowledge refers to the mental representation of the

teamwork and interpersonal, team interaction processes involved, for example the

sequence in which team members have to be informed and included, who can

decide what and who has to grant which approval. The concern here is not only with

communication in general but with knowledge about who has which authorities,

and in which order and sequence particular persons must be incorporated into the

problem-solving process – also by virtue of legal-formal reasons alone.

Finally, goal-related team knowledge refers to the mental representation of goals

and how to achieve them, for example strategic consensus (Wildman et al. 2012),

for instance how to bring the plant into a safe state. In particular, abnormal situation

management requires operators to think at varying levels of abstraction, ranging

from the more abstract organisational goals such as safety and production goals to

the highly concrete knowledge about the physical state, for example of a part or unit

(Wickens and Hollands 2000). High, medium and low levels of abstraction might

be information about profit and risk, information about mass and energy, and

information about specific pumps and pipes in operation, respectively (Wickens

and Hollands 2000).

Before choosing a course of action, the team engages in interaction processes to

resolve opposing interpretations, for example by team negotiation (Warner and
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Letsky 2008). The team needs skills for conflict resolution to find solutions for

technical and interpersonal areas of disagreement (Gaddy and Wachtel 1992). The

negotiation process includes critical thinking, whereby goal accomplishment

requires an active exchange of ideas, self-regulatory judgement, and systematic

consideration of evidence, counter-evidence and context in order to prepare the

decision making under conditions of uncertainty.

What is important about critical thinking? Experienced decision makers collect

and critically evaluate the available evidence, seek inconsistencies, and test

assumptions underlying their assessment of the problem (Helsdingen et al. 2010).

Critical thinking includes the testing of the created joint problem space (see above)

for conflicting or missing information, evaluating its plausibility and finding con-

tingencies, and a quick consideration of the need to decide immediately or spend

more time on the critical thinking process (Cohen et al. 1998; Helsdingen

et al. 2010). Critical thinking skills incorporate questions (Cohen et al. 1998/

2006) which are raised during the course of collaborative complex problem solving:

First, the application and usefulness of critical thinking is questioned: Is the cost of

a delay (caused by applying critical thinking skills) acceptable? Is the cost of an

error high? Is the situation unfamiliar and problematic? In case these questions are

answered with yes, a search for incompleteness such as missing arguments for a

hypothesis or stated cause-and-effect relation is started. In the case of missing

arguments, several options are faced: More data is collected, the focus is shifted

and more knowledge is retrieved, or assumptions are added or dropped. In parallel,

the problem solvers are engaging in looking for conflicts such as arguments with

contradictory conclusions. Additionally, the collaborative problem solvers are

encouraged to look for unreliabilities such as arguments that depend on unconsid-

ered assumptions (Cohen et al. 1998/2006). Critical thinking requires blending deep

domain expertise and situational nuances (Stanton et al. 2011).

It is assumed that the quality and quantity of team knowledge and team skill

application is positively related to team communication and team performance.

Especially during abnormal situations and high stress levels, the opportunity for

communication is reduced so that it becomes essential for a team to communicate

only the task-relevant aspects as it can be confident that the other team members

share a similar understanding of the situation (Uitdewillingen et al. 2010). Addi-

tionally, team knowledge reduces a team’s efforts for reaching consensus,

decreases the occurrence of friction due to misunderstandings, and reduces time

for clarifying and agreeing upon strategies (Uitdewillingen et al. 2010).

The processes of collaborative dynamic and complex problem solving applied to

the COCOM by Hollnagel (2007, Fig. 3.4) are displayed in Fig. 3.16.

What is interesting about non-routine/abnormal tasks from a human factors and
skill acquisition perspective?

In abnormal situations, the part of so-called non-technical and teamwork skills

gains considerably in importance. Patrick et al. (2006a) found a significant vari-

ability and difference between control room teams even when the plant teams were

using SOPs. In order to detect a problem quickly, a team has to monitor the control
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panels and remain vigilant in addition to the attention required by routine tasks,

because operators and supervisors seem to become distracted because they are so

fixated on a procedure that nobody monitors the control panels. Moreover, super-

visors fail to monitor the operators to ensure that an adequate monitoring strategy is

applied because they also become absorbed by the SOPs. Patrick et al. (2006a) also

found that control room teams do not formulate sufficient hypotheses regarding

what the problem might be. Hypothesis generation is also assumed to be critical and

there is a danger that control room teams act too much in a control-oriented manner

and too little in a hypothesis-generating manner. In another study, Patrick

et al. (2006b) showed that inadequate communication, lack of attention/distraction,

misperception and inadequate initial knowledge and/or reasoning are main prob-

lems of collaborative problem solving in the control room.

As the concern here is with non-routine situations that have frequently never

previously arisen, in very few cases are practised scripts available for the tackling of

technical problems and their solution or for the collaboration of the control room

crew. This is why one speaks here of knowledge-based behaviour and procedures.

Moreover, these situations are experienced as stressful because on the one hand, the

operators are aware of the importance, urgency and necessity of a quick problem

solution, but on the other hand there is not yet any available solution. Stressors

taken from a list by Moore et al. (2012) relevant to non-routine/abnormal tasks are

too much information, sensory overload, ambiguity, uncertainty, time pressure,

unpredictability, and difficult judgements. The stress encountered in non-routine/

abnormal situations is caused by cognitive overload (Orasanu and Backer 1996a, b)

which includes task load and information load (Orasanu and Backer 1996a, b; Salas

et al. 1996). Task load is defined as performing two or more tasks concurrently,
which includes divided attention (Orasanu and Backer 1996a, b; Salas et al. 1996)

because tasks compete for specific resources during information processing. One

aspect of coping with complexity is to be able to make use of the available

Fig. 3.16 Combining of the COCOM and macrocognitive processes in non-routine/abnormal

situations
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information in time, which means fast enough to allow an action to be taken before

it is too late (Hollnagel and Woods 2005). This ability is reduced in conditions of

information overload in which there is more information than can be handled

(Miller 1960). Information load is characterised by the amount of data handling
that must be completed (Orasanu and Backer 1996a, b). With increasing amounts of

data there is the possibility of conflicting or uninterpretable data, which increases

the operators load. Time pressure also plays a role in abnormal situations. Time
pressure is a restriction in time required to perform a task (Salas et al. 1996) and

defined as the ratio of time to perform required tasks divided by the time available
(Orasanu and Backer 1996a, b). Time pressure tempts an operator to accelerate the

speed of task execution, for example of an SOP or by speeding up the information

integration in order to match the speed with which information is being presented,

and by filtration. This is the tendency to restrict information processing (Salas

et al. 1996), which might be very dysfunctional in non-routine/abnormal situations

which require the situation to be constantly reassessed. Common reactions to

information overload range from temporary non-processing of input to abandoning

the task completely. Two sensory events relevant for performance in abnormal

situations which can happen during periods of acute stress are called tunnel vision

and auditory exclusion, also called tunnel hearing (Moore et al. 2012).

The observations by Patrick et al. (2006a, b, further below) reveal this phenom-

enon. Cognitive overload is most sensitive to individual differences in training and

experience (Orasanu and Backer 1996a, b) and is amenable to cognitive skill and

resource management training. As outlined by Driskell and Johnston (1998/2006),

stress in non-routine/abnormal situations may result in:

• Physiological changes, such as quickened heart beat, laboured breathing and

trembling,

• Emotional reactions, such as fear, anxiety, frustration, and motivational losses,

• Cognitive effects, e.g. narrowed attention, decreased search behaviour, longer

reaction times to peripheral cues and decreased vigilance, degraded problem

solving, performance rigidity,

• Changes in social behaviour, e.g. loss of team perspective, loss in prosocial

behaviour and helping (Driskell and Johnston 1998/2006).

Because all of these changes affect individual and team performance degrada-

tion, which stems from having to manage multiple tasks in a high-demand stress

situation, stress training provides training in time-sharing multiple tasks and in

prioritising critical task demands to maintain effective performance under stress

(Driskell and Johnston 1998/2006). Stress training is defined as an intervention to

enhance familiarity with the stressful environment in order to acquire skills neces-

sary to maintain effective task performance under stress conditions (Driskell and

Johnston 1998/2006 see Chap. 5).

Which skills does one need for collaborative complex problem solving?

As already introduced above, the phase of assessing the situation requires

communication skills in order to exchange hypotheses and mental models, as
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well as the coordination of the different hypotheses and assumptions to reach a

negotiated team consensus. After the team has chosen what to do, control actions to

stabilise the situation and to gain control must be coordinated and orchestrated. The

necessary non-technical skills of information exchange and delivery (Smith-Jentsch

et al. 1998), which have proven their worth in other team contexts (e.g. Wilson

et al. 2010), contain the following aspects:

• Utilising all available sources of information

• Passing information to the appropriate persons without having to be asked

• Providing periodic situation updates which summarise the big picture

Verbal communication plays a significant part in the team’s handling of distur-

bances in the control room (Reinartz and Reinartz 1992). An effective information

exchange allows the team to develop and maintain a shared situation assessment

(Smith-Jentsch et al. 1998, p. 276), while information exchange addresses what

kind of information is passed to whom, and communication involves how that

information is delivered. Simplification of communication, brevity and coordina-

tion strategies are useful when dealing with urgent situations (Stanton et al. 2011).

Communication delivery includes (Smith-Jentsch et al. 1998):

• Proper phraseology

• Completeness of standard reports

• Brevity, avoiding chatter

• Clarity, avoiding inaudible communications

Coordination includes, for example, non-technical skills of supporting behaviour

and leadership. Supporting behaviour means monitoring and correcting team

errors, providing and requesting back-up or assistance to balance workload. Initia-
tive/leadership means providing guidance or suggestions to team members and

stating clear and appropriate priorities (Smith-Jentsch et al 1998).

There are also industry-specific skills described, for example Gaddy and

Wachtel (1992) distinguish between generic team skills for NPP teams and oper-

ational team tasks. Generic control room crew skills are communication (Gaddy

and Wachtel 1992), feedback, effective influence (e.g. to query courses of action

and to persuade other crew members to consider alternatives; Gaddy and Wachtel

1992). A specific NPP team skills taxonomy from a scientific point of view has been

proposed, for example, by O’Connor et al. (2008).

Finally, one has to consider that these abnormal situations are described as “pure

hell” (Wickens and Hollands 2000) or “sheer terror” (Vicente et al. 2004) (see

Chap. 2), in which all warnings go off simultaneously (Chapter on dynamic effects

and non-transparency). Therefore, operators also need emotional coping skills for
abnormal situations/dealing with stress, because non-routine/abnormal situations

are situations with high mental workload under stress (Waller et al. 2006). In

addition to the cognitive aspects of dealing with abnormal situations on a

knowledge-based level as introduced above, the handling of abnormal situations

requires coping with high stress and using skills and tools necessary to maintain

effective performance when operating in high-stress situations (Salas et al. 2006),

92 3 Required Knowledge and Skills to Control a Complex Technical System – Job. . .

http://dx.doi.org/10.1007/978-94-007-5049-4_2


because stress increases the likelihood of errors. Possibilities include the acquisition

of skills to control negative physiological stress reactions, to manage cognitive

effects of stress (e.g. attention management, automation of action) and to develop

collective stress-management abilities (Driskell et al. 2008; Orasanu and Backer

1996a, b).

With respect to the following chapters, I introduce the distinction between

taskwork and teamwork (Eccles and Tenenbaum 2004; Entin and Serfaty 1999;

Salas et al. 1992; Shuffler et al. 2011), at this point in order to summarise

the requirements of the non-routine/abnormal situations regarding technical and

control aspects as well as team coordination aspects. In the subsequent chapters,

taskwork involves individually performing the technical components of the task
based on mental models of the target system, knowing and executing SOPs, whereas
teamwork requires the application of non-technical team skills in order to integrate
team members’ individual contributions into a coordinated team performance for
collaborative dynamic problem solving and decision making.

Training objectives are summarised in Table 3.5.

A whole separate book could be written about the team processes in control

rooms or the embedding of teamwork into the whole organisational process, about

the delimitation of these teams from other forms of teamwork or about factors

which influence team efficacy. Indeed, a whole book could be devoted to the theme

Table 3.5 Training objectives for non-routine/abnormal tasks

For assessing the situation, under conditions of “pure hell”, as a member of the control room

team, the operator:

Detects deviations from the normal states and pattern constellation of cues

Collects information about cues

Interprets cues as being abnormal (based on their mental models)

Passes information to the appropriate person

Exchanges information, comprehensions and interpretations to establish a shared problem space

Provides periodic situation updates

Formulates and communicates hypotheses about cause-and-effect relations

Uses proper phraseology

Pays attention to completeness of standard reports

Compares assumptions about cause-and-effect relations among cues against the external source

Resolves opposing interpretations by team negotiation

Uses critical thinking

For choosing what to do under conditions of “pure hell”, as a member of the control room

team, the operator:

Applies team knowledge (task, team process and goal-related team knowledge) to select the course

of action

Monitors and supports the actions of others

Provides guidance or suggestions to team members

States appropriate priorities

Non-Technical Skills for performing under conditions of “pure hell”:

Under conditions of “pure hell”, the operator applies stress coping skills, e.g. to manage cognitive

effects of stress such as attention management
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of team cognition, team knowledge, shared mental models and team mental models,

and shared team or distributed situation awareness. Teamwork requirements in

selected High Responsibility Teams have been reported on in detail, for instance

by Hagemann (2011). Furthermore, overview works are provided by Cannon-

Bowers and Bowers (2011), Uitdewillingen et al. (2010) as well as Mathieu

et al. (2008) or Paris et al. (2000). A general taxonomy regarding team tasks can

be found in Fleishman and Zaccaro (1992), and general teamwork models can be

found in Hinsz et al. (2009). However, in this book, I have decided to derive and

describe which team processes occur and are required in non-routine/abnormal

situations, and with a focus on the processes that can be detected and trained.

3.4.2 Evaluation Possibilities

Here too, as with the reactions to unexpected occurrences (see above), observation

in a control room full-scale simulator presents itself as an option. Examples of this

are provided by the works of Waller et al. (2006) and Stachowski et al. (2009). In

both works (even though they did not measure training efficacy but were rather

descriptive studies), the team behaviour in non-routine/normal situations was

observed and coded. Various four-to-six-person NPP control room teams were

assigned to different routine and non-routine scenarios. While the control room

teams performed their tasks within the scenario, two coders recorded the occurrence

of six types of behaviours. Additionally, the team performance and performance

deficiencies were measured by the simulator trainers with the following categories:

Diagnosis of problems and conditions based on signals and reading, understanding

of plant and system response, adherence to and use of procedures, control board

operations, crew operations, and communication. General guidelines on how to

assess non-technical and teamwork skills after training can be found in Flin

et al. (2008).

Patrick et al. (2006a) used the method of process tracking. Process tracking aims

at observing and describing how an incident unfolds including available cues, cues

actually noticed by participants as well as their interpretation of these cues (Patrick

et al. 2006a). In this sense, process tracking tries to capture the situation assessment

(Vicente et al. 2004) in its process of development. Process tracking can take place

with video recording, verbal reports, eye-tracking or observations, for example in a

full-scale simulator. After data collection, data need to be transcribed or coded and

segmented into a time-lined representation for further analysis (Patrick et al. 2006a;

Woods 1992).

For the analysis of the videotaped observation of control room teams in a

non-routine situation, Patrick et al. (2006a) used a coding schema that differentiated

between the detection phase and the diagnosis-control phase. For example, the code

for the detection phase included implementing procedure and monitoring control

panels, interacting with the operator, interacting with the supervisor, supervisor’s

questions regarding what the operator is doing etc. Codes for the diagnosis control
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phase included generating hypotheses and discussing the nature of the problem/

symptom, interaction between operator and supervisor, testing hypotheses, restate-

ment of hypotheses, interaction with plant personnel, etc.

In another study, Patrick et al. (2006b) worked with an observation which was

performed with a rating scale. Team behaviour was observed with regard to

inadequate communication, lack of attention/distraction, misperception and inade-

quate initial knowledge and/or misreasoning and rated on a 7-point Likert scale in

three different scenarios (shift handover with a leak on the main feed pump, a start-

up with a partial closed valve leading to low flow to a boiler, a bomb explosion and

double reactor trip). Patrick et al. (2006b) developed the following categories for

analysing behaviours for the team’s situation assessment:

• Planning, e.g. discuss contingencies and anticipate problems prior to engaging in

operational procedure

• Problem solving, e.g. discuss alternative diagnoses in parallel rather than

accepting one hypothesis; examine the consistency of a proposed hypothesis

within the available symptoms

• Team coordination, e.g. supervisor allocates roles to team members and checks

on these roles

• Attention, e.g. monitor plant appropriately despite distraction, do not become

over-focused

• Communication, e.g. communicate future actions

• Knowledge, e.g. demonstrate knowledge of how the plant works

Sebok (2000) and Montgomery et al. (1991) used a measure for non-technical

teamwork skills based on the Behaviourally Anchored Rating Scale Technique.

Rating scales captured:

• Task focus/decision making

• Coordination as a crew

• Communication

• Openness and team spirit

Each of these was identified with several anchor example behaviours (positive

and negative) for raters to observe and use as criteria for their rating. The overall

rating was a number between 1 and 7, with 7 being the best team interactions. In

addition to team interaction, Sebok (2000) measured team performance with rating

criteria:

• Solution path, the team’s use of time in recognising the abnormal situation and

selecting the correct mitigation strategy

• Control of plant, team’s understanding of procedures in their analysis of the

transient mitigation and the extent to which they challenged safety equipment

• Communication, extent to which information exchange facilitated transient

mitigation

• Confidence, ease with which the crew completed transient mitigation without

hesitation, and statement about sureness of their own actions and decisions
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Patrick et al. (2006a) state that monitoring performance should be a content of

training programs, which not only covers the timely monitoring by operators but

also the supervisors’ monitoring and evaluation of operators’ responsibilities when

engaged in tracking SOPs. Mutual performance monitoring (Smith-Jentsch

et al. 1998) is essential to team performance in terms of the monitoring of moni-

toring activities themselves by operators and supervisors.

3.5 Final Remark

It might be criticised that the division into routine, non-routine/normal and

non-routine/abnormal is an artificial one. For the practitioners among the readers,

this might be a justified objection. For the researcher colleagues and students, this

artificial categorisation can be an aid to work out the central differences of the three

situations and to derive and develop methods for skill and knowledge acquisition.

In this respect, this book and this division simplify the actual facts and circum-

stances in practice, in order to refer to the relevant core differences for training

development. I am aware that the world of process control is much more fluid and

multi-faceted than the simplified presentation in the three categories of situations.
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Chapter 4

Basic Learning Processes and Supportive

Learning Mechanisms for Taskwork

and Teamwork to Control Complex Systems

A brief preface to this chapter: When I was planning this book, I imagined

developing in this chapter something like a learning theory for controlling complex

systems. However, during my research into learning theories, “learning laws” or

learning mechanisms, I established that the previous works, for instance on

dynamic decision making, complex problem-solving or complex task acquisition,

are of very limited help regarding jobs and tasks such as those described in this

book. Indeed, many learning processes and the laws and principles of learning and

memory derived from them, which are also in the textbooks, frequently prove not to

be generalisable for this purpose.

In his review on the “law of memory” and learning, Roediger (2008) establishes

that “laws of memory” do not meet the criteria proposed by Teigen (2002) for being

a “law”, for example the criterion of validity (the law is a well established regularity

with no exception) or universality (the law should be independent of place and

time). Roediger (2008) declares that a lack of generality of formal laws, or to take it

even further “everybody knows” commonsensical generalisations such as “practice

improves memory” are either invalid or at least need some qualification (Roediger

2008). Based on a model by Jenkins (1979), Roediger (2008) points out that many

phenomena that are extolled as laws originated in very specific experimental

surroundings, and were subject to

• a specific sample (e.g. specific with regard to age, abilities, knowledge/expertise,
disorders and traits),

• specific encoding conditions (e.g. context, setting, instruction, activities,

strategies),

• specific learning material/events (e.g. pictures, words, sounds, sentences, lists of
words, videos, life events, general knowledge), and

• specific conditions of retrieval (e.g. free recall, cued recall, recognition, transfer,
stem completion, fragment completion).

In summary, Roediger (2008, p. 230) states, in the words of Jenkins (1979), that:

“The memory phenomena that we see depend on what kinds of subjects we study,

what kinds of acquisition conditions we provide, what kinds of materials we choose
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to work with, and what kinds of criterion measures we obtain. Furthermore, the

dependencies themselves are complex, the variables interact vigorously with one

another” (Jenkins 1979, p. 431). And in this sense, Roediger (2008) shows that such

general assumptions as “practice makes perfect”, the “deeper the level of

processing, the better the retention”, “distributed practice is better than massed

practice”, and the assumption that the generation of information, for example in

self-directed learning, supports retention (“generation effect”, see below) can be

confirmed in some samples and with some material, but there are also many

exceptions. According to Roediger (2008), the most fundamental principle of

learning and memory is that when making any generalisations about learning and

memory, one must add that “it depends”.

Why am I writing this here? I refer to Roediger (2008) in order to make it clear

that the learning theories used in the following originate for the most part from

different contexts, were tested on different tasks, and demonstrated with different

subjects than would be precisely fitting for process control. Although there are some

theoretical assumptions regarding learning processes in dynamic decision making,

here too, one must look closely at the sample, the specific complex systems and the

retrieval conditions which the research investigated. For instance, as Osman (2010)

and Kerstholt and Raaijmakers (1997) also determined, it can be observed that most

of the studies, for instance on dynamic decision making, were conducted with

students who had no prior knowledge, or else with chess players, sportspeople or

violinists, i.e. persons with expertise, or in the area of piloting or preparations for a

deployment in the military context. Moreover, both Osman (2010) and Kerstholt

and Raaijmakers (1997) put forward the following criticism: On the one hand, the

scientific community is aware that an extremely long phase of practice and exer-

cises is necessary to reach expertise in dynamic decision making (i.e. over a

hundred trials or several years). However, on the other hand, the subjects in the

laboratory only had a few trials at their disposal in order to actually explore and

understand the complex system. In my view, nothing at all is known about how

persons who have prior knowledge, for example the field operator with ten years of

field experience, learn to control a complex technical system like a subunit in a

refinery. And equally, nothing is known about how, exactly, skill retention and

decay take place in this very group of people (Sonnentag et al. 2004).

Furthermore, it can be determined that works which deal, for instance, with

decision making in “natural settings” such as naturalistic decision making do

describe the decision making processes of experts, but they say nothing about the

previous learning process, except perhaps that one needs “lots of experience”. One

still finds isolated training concepts, but no learning theories.

In this respect, in the following remarks, it is important to keep in mind that the

theoretical models presented here cannot be applied in a 1:1 manner, but should

rather be first carefully and circumspectly transferred to knowledge and skill

acquisition for controlling complex technical systems under consideration of the

given circumstances of the job. A central emphasis in this regard is on the theme of

“experiences”, or rather how one becomes an expert, as this book does not aim to
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focus on general phenomena of learning and retrieval, but on the specific require-

ments of “becoming an expert through experience on-the-job”.

4.1 Components of the Learning Theory Perspective:

Acquisition, Retention and Transfer

In the following, we tackle the general principles of knowledge and skill acquisi-

tion, which are linked to the acquisition of experiences, for example through

particular forms of practice in order to become an expert in controlling a complex

technical system.

Basic assumptions about learning processes of core aspects of controlling

complex systems, such as mental models, situation assessment and control actions

by using SOPs, and collaborative complex problem-solving as introduced in

Chap. 3, are described and analysed from a learning theory perspective. A learning

theory perspective addresses three fundamental cognitive components of learning

(Bourne and Healy 2012):

1. Acquiring new (declarative, procedural) knowledge and skills (Table 4.1)

2. Retention of what has been learned over time (sometimes without further

exposure or training)

3. Transfer of acquired knowledge and skills to new contexts (Bourne and Healy

2012)

The three components of knowledge and skill acquisition, retention and transfer

as introduced by Bourne and Healy (2012) take place, with some interdependence,

across different time spans and in different environments. Nevertheless, it has been

shown that optimising one of these components does not necessarily support the

other two simultaneously (Bourne and Healy 2012; Roediger 2008), for example

conditions that produce rapid skill acquisition do not necessarily produce better

retention, and maximum retention does not necessarily ensure maximum transfer.

And as we will see in the following, not all researchers are of the opinion that there

are actually no laws, as Roediger (2008), Teigen (2002) and Jenkins (1979) see

it. Indeed, Bourne and Healy (2012) as well as VanLehn (1996) present laws with

which I will work in the following on a very high level of abstraction.

General principles, “laws” of knowledge and skill acquisition, retention and

forgetting, and principles of transfer are named “The power law of practice”

(skill acquisition), “The power law of forgetting” (skill retention and degradation,

respectively) and “Laws relating to similarity” (transfer to abnormal situations),

respectively.

Power law of practice: Most tasks have the characteristic that with practice,

performance improves with respect to accuracy and speed, with the greatest

changes occurring early in practice (Bourne and Healy 2012; Proctor and Dutta

1995; VanLehn 1996). According to the power law of practice (Snoddy 1926;
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Newell and Rosenbloom 1981), learning and skill acquisition is described as a

linear function of the logarithm of time and trials.

Roediger (2008) demonstrates that the effect of practice and repetition also has

exceptions and that repetition alone does not always improve performance. Others,

for instance Heathcote et al. (2000), have argued that the power law is misnamed

and that an exponential equation fits the data better, while Rickard (1997) states that

the type of function obtained depends on the types of task practised. It is not my

intention to establish a new law in this book. Instead, I will merely refer to the fact

that practice and experience are also relevant for knowledge and skill acquisition

for controlling complex technical systems and my concern will be with working out

the type of experience and practice that is necessary for this. In this regard, I refer to

the instance-based learning theory (IBLT, Gonzalez et al. 2003), the instance theory

of attention and memory (ITAM, Logan 2002) and the dual-architecture model by

Sun et al. (2001, 2005) and Sun (2002).

Power law of forgetting: “With the passage of time and the lack of opportunity to

rehearse or refresh acquired knowledge and skill, performance declines and reflects

failure to retain information” (Bourne and Healy 2012, p. 4). The skill degradation

expresses itself in an increased response time or decreased accuracy and has been

known of since Ebbinghaus (1885). The power law of forgetting (Wixted and

Carpenter 2007) can be thought of as the inverse of the power law of practice

(Bourne and Healy 2012), although Rubin and Wenzel (1996) debate which

function fits best. Here too, Roediger (2008) points out that there are exceptions.

For the purpose of this book and referring back to Chap. 2 and to the requirements

of handling non-routine situations, it is interesting to think about the power law of

forgetting and its relevance for controlling complex technical systems and skill

retention. To my knowledge, and also that of Sonnentag et al. (2004), there have not

yet been any investigations on how forgetting on-the-job and in process control are

expressed, as even if certain non-routine/normal events are temporally separated

from one another by retention intervals, the operator does not merely do nothing in

the meantime, but continues to be busy with controlling the plant. In terms of the

Table 4.1 Introducing “knowledge” and “skills”

Description

Declarative

Knowledge

Declarative knowledge is the body of facts and information, concepts and

models about a domain that a person knows (Anderson 1983; Bourne and

Healy 2012; Proctor and Dutta 1995), which is mainly called explicit

knowledge (Sun 2002).

Procedural

Knowledge

Procedural knowledge is the non-declarative set of skills or knowledge about

the sequence of steps a person has to perform (Proctor and Dutta 1995,

p. 16; Bourne and Healy 2012), which is mainly called implicit knowledge

(Sun 2002). Proceduralisation refers to the process by which learners

switch from the explicit use of declarative knowledge to a direct appli-

cation of procedural knowledge (Anderson 1995, p. 283).

Skill “Skill is goal-directed, well-organised behaviour that is acquired through

practice and performed with economy of effort” (Proctor and Dutta 1995,

p. 18).
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theme of forgetting in this book, I refer above all to the theoretical and empirical

works of Bjork and Bjork (1992, 2006) and Bjork (2011).

Transfer: Laws relating to similarity: Transfer describes the process of acquisi-
tion of one task that affects the performance of another task (Bourne and Healy

2012; Proctor and Dutta 1995). Transfer is relevant for non-routine abnormal

situations which require problem-solving (see Chap. 2). The major variable that

determines the extent and direction of transfer is similarity between two tasks

(Bourne and Healy 2012) or the number of identical elements (Thorndike and

Woodworth 1901; Proctor and Dutta 1995), respectively. Similarity is important

across many areas of cognition (Gentner and Markman 1997). Experiences are

stored in categories in memory largely on the basis of their similarity to a category

or to stored exemplars (Gentner and Markman 1997). Similarities are used in order

to generate a set of options. Especially in naturalistic decision contexts, people rely

on their previous experience to determine a set of considerations (Markman and

Medin 2002). An operator may see a new situation as similar to a prior episode,

which suggests potential options. In the following chapter, the concern is therefore

with the importance of awareness of similarity for the learning, retention and

transfer process.

This chapter is oriented towards these three fundamental components. In this

chapter, I begin with learning theories which explain learning processes and

sub-processes for controlling complex systems. Skill retention and skill decay,

respectively, will then be addressed. Finally, transfer conditions and their similarity

to the learning contexts as introduced in Chaps. 2 and 3 are considered.

At the end of each subchapter, propositions are stated concerning the theoreti-

cally derived fundamental learning processes which are taken up for suggesting

principles of training design in Chap. 5 integrated in the Staged Process Control

Readiness Training (SPCRT).

4.2 The Learning Objective: Becoming an Expert

with “Lots of Experience”

As outlined in Chap. 3, according to Hollnagel (2007) and Hollnagel and Woods

(2005), the control task is a cyclical one. In their contextual control model

(COCOM, Hollnagel 2007; Hollnagel and Woods 2005), controlling and adjusting

a system encompasses a cyclical relationship linking events followed by the

assessment of the situations, intentions followed by choosing what to do, and

actions taken. In this respect, it has already been expressed on multiple occasions

that, for example, mental models and expertise are formed through experience. In
the following, the initial concern is therefore with the interplay between practice

and experience in relation to the knowledge and skills relevant for process control.

“Novices” who prepare for a job in the control room usually have some years of

field experience (see Chap. 3) and are not completely without any prior knowledge.
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The novice is inexperienced in a particular job, and can be perceived as the

counterpart of the “expert” in a certain domain (Chi 2006; Hoffman 1998; Kolodner

1983, Table 4.2).

Kolodner (1983) assumes that knowledge for becoming an expert is built up

incrementally on the basis of work experience. In this respect, the difference

between “experience” and “practice” should be described at the outset. First, I

define experience as work experience. Work experience and practice have in

common that they include the accumulation of instances (Table 4.3). As Osman

(2010) outlines, the acquisition of instance-based knowledge is pivotal to the

development of skill learning in complex systems in order to map the task demands

to previously experienced situations. Instances are sets of environmental cues,

called “the situation” (S), of a set of actions applicable to the situation, called

“decision” (D), and the evaluation of the goodness of a decision in that particular

situation, called “utility” (U) (Gonzalez et al. 2003), as described below. The main

difference between experience and practice lies in the fact that work experience

means the accumulation of instances in informal settings on-the-job with ongoing

task exposure, while practice takes place in deliberately and purposely designed

instructional settings near-the-job (Table 4.3).

The term “experience” is further used by the authors of the cited studies in a

broad sense, including “a number of learning trials”, “discovery learning” or

“repeated task execution”. “Experience” in these cited studies therefore stands

rather for uncontrolled “learning-by-doing” results in knowledge and skill acquisi-

tion in experimental, more artificial settings, as opposed to job and work experi-

ences in natural settings.

Informal learning is characterised as unstructured, experiential and

non-institutional (Marsick and Volpe 1999) and involves a process that is not

determined or designed by the organisation and results from the natural opportuni-

ties that occur in a person’s working life (Ellinger 2005; Tannenbaum et al. 2010). It

is proposed that:

Proposition 1: The overall learning requirements include the development from a

novice to an expert.

Proposition 2: The learning process implies the accumulation of instances through

work experience and practice.

Table 4.2 Definition of Novice and Expert (Chi 2006; Hoffman 1998; Kolodner 1983)

Definition

Novice Someone who is new and has had some minimal exposure to the domain

Expert Someone whose judgments are uncommonly accurate and reliable, whose performance

shows consummate skill and economy of effort, and who can manage effectively with

rare and difficult cases and has special skills or knowledge derived from extensive

work experience also with sub-domains
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4.3 Work Experience and Practice for Instance-Based

Learning

A learning theory that is helpful in understanding learning processes to acquire the

required skills for controlling a complex system is the instance-based learning

theory (IBLT) by Gonzalez et al. (2003), which was developed to explain and

predict learning processes for dynamic decision making (see Chap. 3). Referring

back to Chap. 3, dynamic decision making means that a series and sequence of

decisions is required to reach the goal, these decisions are not independent and the

state of the decision problem changes, both autonomously and as a consequence of

the operator’s action (Brehmer 1992; Edwards 1962; Gonzalez et al. 2003).

Dynamic decision making also includes the characteristics that were already

described in the COCOM (see above), with the aspects of aging of information,

time needed to chose a course of action, windows of opportunity and feedback

delay (Hollnagel 2007). Instance-based learning theory (IBLT, Gonzalez

et al. 2003) integrates learning processes such as accumulation of examples in

memory through training and task repetition, the recognition of patterns and

selective search for alternative solutions, similarity-based memory retrieval, grad-

ual withdrawal of attention while increasing memory retrieval, and the transition

from rule-based to exemplar-based performance (Gonzalez et al. 2003; Osman

2010).

In Fig. 4.1, the IBLT process is integrated into the COCOM in order to show the

links between the two models. The main steps proposed by the IBLT in the dynamic

decision making process are recognition (comparable to assessing the situation in

COCOM), judgment (comparable to the forming of an intention in COCOM), a

choice (choosing what to do in COCOM) and feedback (which is also feedback in

COCOM, see Chap. 3).

Based on the IBLT, a control task which is routine, non-routine/normal or

non-routine/abnormal can be described as a set of environmental cues named as

the situation (S), for example indicators on the screen, alarms, warnings, of a set of

actions applicable to the situation, which is named decision (D), for example a

number of SOPs required, and the evaluation of the goodness of a decision in that

particular situation (U) (Gonzalez et al. 2003), for example with respect to the

extent to which organisational goals such as productivity and safety are met.

When assessing the situation, the operator tries to classify the situation as typical

or atypical as the IBLT would state, or as routine, non-routine/normal or

Table 4.3 Defining and differentiating experience and practice

Definition and Differentiation

Work

experience

Accumulation of instances in informal settings on-the-job through ongoing task

exposure

Practice Accumulation of instances in deliberately and purposely designed instructional

formal settings near-the-job, e.g. simulator training through repeated task

exposure
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non-routine/abnormal, as introduced as control situation in Chap. 2. A cue is an

aspect of the immediate situation, and experienced decision makers know what

other elements are found in a situation when a particular cue is present (Ross

et al. 2005). The sense of typicality is connected to typical goals, typical actions

and typical sequences of activities (Ross et al. 2005).

Facts become integrated through occurrence in the same episode, stored in

episodic memory (see Table 4.4). Episodic memory (also called autobiographical

recollection) involves re-experiencing a past event that is specific in time and place

(Conway 2008; Kolodner 1983; Ryan et al. 2008; Tulving 2002, see Chap. 3).

Semantic recollection, in contrast, involves facts and general knowledge about the

world (Ryan et al. 2008). According to Conway (2008), episodic memory repre-

sents “short time slices of experience” which are either actively constructed into

contextualising autobiographical knowledge structures or embedded into these

structures in their representation in long-term memory (Conway 2008, p. 21). The

content of episodic memory is close to experience, predominantly represented in

the form of images, has an observer’s perspective and contains sensory-perceptual-

conceptual-affective summary features of that experience (Conway 2008). Episodic

memory is essential for learning (Conway 2008), in particular for the abstraction

and schematisation of knowledge. Two or more contiguous episodic memory
entries provide the structure and process to abstract knowledge from instances
for that abstraction (Conway 2008). This provides a basis for schema and concept

formation and the development of autobiographical knowledge and therefore

becomes integrated in long-term memory as knowledge of the world (or the

technical system to be controlled) or as knowledge of an individual life or job

biography (Conway 2008).

Episodic memory provides a detailed record of changes in short-term goal

processing and intention implementation, and together with conceptual knowledge,

Fig. 4.1 The IBLT integrated into the COCOM
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to which episodic memory can give rise, provides the ability to form and achieve

long-term goals. Once formed, conceptual knowledge supports the generation and

pursuit of goals that extend beyond the range of episodic consciousness (Conway

2008). Episodic memory is also necessary for “mental simulation” of future events

as attributed to the supportive characteristics of mental models (see Chap. 3).

Episodic memory as memories of past events matters to the extent that such

memories inform present and future action (Suddendorf and Corballis 2008).

Mentally reconstructing past episodes and mentally constructing future episodes

are two sides of a coin of mental time travel (Suddendorf and Corballis 2008) to

predict future events or outcomes. Kolodner (1983) assumes that once a generalised

episode is formed, full details of individual episodes do not need to be stored. Only

the features of each which differentiate it from the generalised episode need to be

encoded. The generalised episodes serve as an organising point for storing similar

episodes, so that if memory is well organised in this way, retrieval can be directed to

only the most relevant items (Kolodner 1983).

Returning to the assumptions of the IBLT (Fig. 4.1), a situation is judged as

routine and non-routine/normal if there are (episodic) memories of similar situa-

tions (“S”), for example disturbances such as cold or hot weather or planned

maintenance work as well as memories about which SOP to apply and implement,

and of the “D” part, i.e. knowing that the SOP will lead to the desired result.

Operators assess the situation as typical when previous similar situations closely

match the cues of the current situation (Gonzalez et al. 2003). In episodic memory,

experienced operators’ knowledge is “indexed” (Ross et al. 2005), and facts and

activities are linked in terms of

• Cues: If I see this, it means this larger pattern probably exists in the situation. . .
• Expectancies: In a pattern like this, I’ve usually seen things unfold in this way. . .
• Goals: It is important in this type of situation to do this....

Table 4.4 Characteristics of episodic memory

Characteristics

Episodic

memory. . .
. . .involves re-experiencing a past event that is specific in time and place

. . .represents “short time slices of experience”

. . .is close to experience, predominantly represented in the form of images, has

an observer’s perspective and contains sensory-perceptual-conceptual-

affective summary features of that experience

. . .is essential for learning (Conway 2008), in particular for the abstraction and

schematisation of knowledge

Two or more contiguous episodic memory entries provide the structure and

process to abstract knowledge from instances for that abstraction

. . .is also necessary for “mental simulation” of future events

Mentally reconstructing past episodes and mentally constructing future epi-

sodes are two sides of a coin of mental time travel

Generalised episodes serve as an organising point for storing similar episodes
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• Typical Actions: I have seen this goal achieved by doing the following. . . (Ross
et al. 2005)

In the case of an atypical or non-routine/abnormal situation, there is no learned

SDU instance (or SOPs) already available which can be retrieved from memory,

for example when operators are new in the control room. Therefore, available

non-contextual SDUs will be searched for, for example by aggregating a utility

value from past experiences if similar situations have ever occurred before.

In atypical or non-routine/abnormal situations novice operators perform more

disorganized and “random search of alternatives” (Gonzalez et al. 2003) and use

heuristics to evaluate a decision’s potential success (Gonzalez et al. 2003).

This means that decisions in general are based on similar cases in the past

(Gilboa and Schmeidler 2000), whereas a case has three components: the decision

problem, the act that was chosen and the outcome experienced (Gilboa and

Schmeidler 2000). Courses of action as a decision making result are evaluated by

a similarity-weighted sum of the utility they yielded in past cases. This kind of

situation assessment is then called “recognition-primed” and based on comparisons

with past work experiences and “cases” retrieved from memory. Klein et al. (1986;

Klein 2000) formulated the Recognition-Primed Decision Model (RPDM) of how

people make decisions in naturalistic settings (Naturalistic Decision Making,

NDM) based on their past work experiences and without comparing all possible

options in the problem space that can be generally thought of. Similar to the IBLT,

the focus of NDM is on the process of decision making in ill-defined situations, in

dynamic environments, with competing goals under time pressure, with multiple

players in an organisational context and with high personal stakes (Ross

et al. 2006). The NDM concept has been applied to process control, for example

by Carvallo et al. (2005) and by Greitzer et al. (2008).

Situation assessment as pattern matching

Pattern matching is involved in both the IBLT and the RPDM (Osman 2010).

Recognition consists of four constructs: expectancies, relevant cues, plausible goals

and typical actions, which lead to a course of action (Klein 2000). In a “simple

match” situation, the situation is perceived as typical in terms of being a prototype

of the situation or being analogous to something that has been experienced before.

In cases when a situation is not perceived as typical, alternative interpretations of

the nature of the situation exist. It will be necessary to analyse the evidence for

whether one hypothesis is supported more than others (Klein 2000). This may be

realised by constructing a story to check whether each of the alternative explana-

tions or assessments is consistent with the evidence (Klein 2000). Harvey and

Fischer (2005) distinguish between a fast recognition-primed loop and a slow

cognitive loop for hypothesis testing as proposed in the RPD and NDM.

The IBLT proposes that skills for recognition (situation assessment) develop

over time from a heuristic-based procedure applied by novices to a direct retrieval

of a solution triggered by the current situational cues (see also Bjork 2011).

Inexperienced controllers may search in a disorganised manner for cues in order
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to classify the situation, whereas more experienced operators have learned the value

(or diagnosticity; Tversky 1977, see below) of certain indicators in comparison to

others. Experts in that respect spend more time than novices understanding the cues

and their dynamics in the situation, whereas novices tend to spend more time

considering courses of action (Ross et al. 2006). As was described in Chap. 3,

situation assessment is supported by monitoring activities, such as confirming

expectations about plant state, pursuing unexpected findings, checking the likeli-

hood of problems, validating initial indication, and determining an appropriate

referent for a specific indication (Vicente et al. 2004). For assessing the situation,

Vicente et al. (2004) consider knowledge about the set of indicators available

(declarative), the location of indicators (declarative), how to read indicators, how

they work and how they fail (procedural) as well as how to assess and configure

displays (procedural) as important. Finally, the operator also holds knowledge

about priorities and frequencies with which relevant indicators should be monitored

(Vicente et al. 2004). The IBLT assumes that novices engage in a more thorough

search to determine the principles that are applicable to the current situation

(Gonzalez et al. 2003). When operators are new in the control room, it might be

difficult to know which cues are important, so due to the lack of “cases” and

instances in such cases, non-contextual knowledge and heuristics may guide the

focus of attention and monitoring. The novice operator is unfamiliar with the

salience and diagnosticity (Tversky 1977, described below) of cues.

For operators with greater work experience, cues that have emerged as important

stand out in the recognition process because they resemble cues in previous

instances. As Vicente et al. (2004) also point out, this experience guides attention

and produces selective behaviour (Gonzalez et al. 2003). Recognition is based on

attention, guided by previous knowledge and determined by instance similarity

(Gonzalez et al. 2003, p. 598; Osman 2010). In the Instance Theory of Attention and

Memory (ITAM, Logan 2002), Logan assumes that “attention and categorization
are both choice processes and that both are instantiated as races between compet-
ing alternatives. Attention involves choice between competing objects in the dis-
play, whereas categorization involves choice between competing classifications of
display objects. ITAM assumes that the races underlying these choices run simul-
taneously and in fact are one and the same. An object is selected and a classification
of that object is selected in the same act of cognition. The choice processes are
driven by similarities between display objects and memory representations of the
alternative categories. Categories are represented as collections of instances, and
learning occurs through the accumulation of instances over practice. The output of
object selection and category selection is input to a random-walk response selec-
tion process” (Logan 2002, p. 377).

As Logan (2002) proposes that learning occurs through the accumulation of

instance over practice, also in NDM theory, through work experience, experts have

acquired advanced perceptual skills to make fine discriminations between

instances. Experts see more in a situation than novices (Ross et al. 2006). Experts

have also acquired a larger repertoire of complex patterns to recognise what is
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typical, what is missing or is unexpected to be labelled an anomaly (Ross

et al. 2006).

Choosing a course of action - evaluating a decision’s potential success under time
pressure

After assessing the situation as typical (normal) or atypical (abnormal), opera-

tors search for a course of action and evaluate the accuracy of a possible action

regarding the organisational goals.

The IBLT as well as the NDM and also Kerstholt and Raaijmakers (1997)

assume that as, in dynamic decision making, time is limited (e.g. limited by the

window of opportunity), the duration of the search for courses of action based on

past experiences and stored SDUs in memory is limited and determines the time

remaining to take an action. If there is little time left, the decision maker executes

the current best (most similar) alternative retrieved from memory (Gonzalez

et al. 2003). By practising a task, operators learn from experiences in terms of

acquiring more and more SDU instances, which become increasingly differentiated

through experiences of several similar and dissimilar situations (Gonzalez

et al. 2003; Kolodner 1983; Osman 2010). The IBLT proposes that operators who

experience a non-routine/abnormal situation will determine the utility of a course of

action by using heuristics and by combining the utility from similar instances

generated in the past (Gonzalez et al. 2003). Accordingly, in the RPD (Klein

2000), a course of action is not evaluated by comparing it to all other courses of

action stored in memory but is mentally simulated to see whether it will work or

whether it needs to be modified (e.g. as described in Chap. 3 in the section on

mental models). This is possible through mental time travel based on episodic

memory processes (Conway 2008). When a considered course of action is rejected

because mental simulation led to the conclusion that the desired outcome is not

achieved, the operator considers and simulates the next most similar option from

the response repertoire for that situation (Klein 2000). According to Ross

et al. (2006), experts have acquired richer internal representations of how things

work in their work domain and their mental models allow them to learn and to

understand situations more rapidly (Kolodner 1983; Ross et al. 2006).

Under time pressure, the moment of intervention is adjusted to the time left

(Kersthold and Raaijmakers 1997), and when choosing a course of action, operators

will apply a combination of an optimising and a satisfactory strategy (Simon 1957;

Gonzalez et al. 2003). The combination includes the fact that several alternative

courses of action deduced from the most similar cases stored in memory are

mentally simulated (see Chap. 3, mental models) and after each simulation, the

operator decides whether to search further for better-fitting alternatives or whether

to execute the currently best alternative. The more time there is left, the more

mental simulations might be run because there is no direct need to act fast

(Gonzalez et al. 2003; Kerstholt and Raaijmakers 1997). Also in this respect,

experience and practice lead to the acquisition of instances and cases which

incorporate knowledge about the dynamics and dynamic changes as well as about

windows of opportunity and the aging of information (Hollnagel 2007; Hollnagel
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and Woods 2005). Novices might perceive all or most atypical situations as urgent

and react too early. With practice and further work experience, operators should

learn the temporal relationship between events and results and react more closely to

the moment that would produce the best performance (Gonzalez et al. 2003). The

recognition judgment and mental simulation process continues until an appropriate

course of action can be identified.

Action implementation

After choosing a course of action, at this point in the COCOM, part-task

integration to perform a complex task begins, as introduced in Chap. 2, which is

guided in most process industries by SOPs which need to be executed. Work

experience and practice in action execution help experts to know how to get things

implemented with a wide repertoire of tactics (Ross et al. 2006). As the execution of

SOPs is subject to procedural errors as introduced in Chap. 3, it is important to pay

attention to automaticity in skill execution. Logan (1988) construes automaticity as

a memory phenomenon, governed by the principles that govern memory processes.

Automaticity is based on a learning mechanism in terms of the accumulation of

separate episodic traces with experience, which is produced as a gradual transition

from algorithmic, procedural processing to memory-based processing. Logan

(1988) relates the instance theory of automation to existing theories of episodic

memory (e.g. Conway 2008; Tulving 2002, see Chap. 3) and skill acquisition

(Anderson 1983, 1993; Schneider 1985). The IBLT does not say much about action

implementation, for example executing an SOP. Gonzalez et al. (2003) write that

the task of the participants in the dynamic decision task Water Purification Plant

was to distribute water by opening and closing pumps in a chain of tanks. TheWater

Purification Plant can be explained in less than one hour and a trial is completed

within a few minutes (Gonzalez et al. 2003, p. 601). Although it is not described in

more detail, I assume that the actions required in this dynamic decision task used for

validating the IBLT were not as comprehensive and did not comprise as many steps

to form a sequence as is the case in process control, in which, for example, up to

60 steps must be executed to start up a plant.

As the IBLT does not propose specific learning processes for acquiring skills to

execute a course of action, at this point, the theoretical assumption of Sun

et al. (2001, 2005) is capitalised on in order to explain the acquisition of skills

which are required, for example, in action implementation and SOP execution. Sun

et al. (2001, 2005; Sun 2002) assume, in contrast to other theories of skill acqui-

sition, that human learning is gradual, ongoing and concurrent with task perfor-

mance, one-directional rather than “top-down”, starting from a declarative phase

and proceeding to a procedural phase, for example as in Anderson’s Theory of Skill

Acquisition (Anderson 1983, 1993). According to Sun et al. (2001), the individual

acquires both procedural and declarative knowledge from ongoing experience in

the world and while performing a task, which they call bottom-up learning.

Bottom-up learning is contrasted with top-down learning, which proposes the

acquisition of declarative knowledge before procedural knowledge (Table 4.1).

Most skill learning theories are built on the distinction between declarative and

4.3 Work Experience and Practice for Instance-Based Learning 117

http://dx.doi.org/10.1007/978-94-007-5049-4_2
http://dx.doi.org/10.1007/978-94-007-5049-4_3
http://dx.doi.org/10.1007/978-94-007-5049-4_3


procedural knowledge and assume a top-down approach from declarative to pro-

cedural knowledge (Sun et al. 2005), for example as in Fitts’ proposition.

According to Fitts’ model (1962/1990), skill acquisition starts with a cognitive

phase (knowledge-based behaviour, Rasmussen 1983), which includes heavy

involvement of conscious cognitive processes in order to understand the nature of

the task and how it should be performed (Proctor and Dutta 1995; Johnson in press).

After the cognitive phase, skill acquisition proceeds to an associative phase. In the

associative phase, situational cues and inputs are more directly linked to appropri-

ate actions (rule-based behaviour, Rasmussen 1983). Error rates and performance

time decrease. The transition from the associative phase to the autonomous phase is

marked by reduced interference from outside demands and a lessening of atten-

tional requirements (Proctor and Dutta 1995, p. 15). The autonomous phase of skill

acquisition performance is automatic, no longer requiring conscious control. But

automaticity may take months or even years to develop (Fitts 1962/1990).

Rasmussen’s framework, which distinguishes between three modes of performance

(knowledge-based, rule-based and skill-based performance) refers to Fitts’ phases

of skill acquisition (Proctor and Dutta 1995), in which knowledge-based behaviour

corresponds to the cognitive phase, rule-based performance is guided by rules and

production in line with the associative phase, while skill-based behaviour is

characterised by “smooth, automated, and highly integrated patterns of behavior”

(Rasmussen 1983, p. 258). The major difference between Fitts’ and Rasmussen’s

assumptions lies in Rasmussen’s emphasis that, for example, the trained operator

can move between modes of behaviour as dictated by task demands, whereas Fitts

assumes skill acquisition as a progression through the stages of learning (Proctor

and Dutta 1995, p. 17). The basic idea in the models by Fitts and Rasmussen is that

novices first acquire a great amount of explicit knowledge in a domain, which is

consciously processed in early phases of skill acquisition, which then, through

practice, turns into a procedural form, which leads to skilled performance (Sun

et al. 2001). According to Anderson (1993), this is accomplished by acquiring

explicit memory instances which are utilised in performance through analogical

processes and by creating production rules from these instances after repeated use

(Sun et al. 2001).

Alternatively, Sun et al. (2001) argue that based on their evidence, a bottom-up

process can also be observed the “other way around”, in which after a longer period
of practice and ongoing experience a process of generalising specific knowledge
sets in, to form generic schemas in forms of declarative knowledge and rules. Sun
(2002) concerns himself with everyday human activities. He assumes that humans

constantly interact with the world in a direct, immediate, non-deliberative, “mind-

less” and non-reflective way. Reactive coping with situational affordances in the

world as well as explicit deliberative thinking forms the backdrop of everyday

activities (Dreyfus 1992; Sun 2002). Human Thinking is implicitly embodied, for

example, in human activities that have become very routine in nature, and in

habitual sequences of behavioural responses (Sun 2002). In this respect, the learn-

ing of reactive routines is mostly a trial-and-error adaptation process (Sun 2002).

Sun (2002) raises the criticism that although explicit knowledge used in explicit
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thinking does occur, it is not as crucial as is believed in other cognitive theories,

such as those described above, for example by Anderson (1983, 1993) or which

focused less on everyday activities. Everyday activities are an interwoven set of

habitual domains. Acquired skills and routines are used in their respective domains,

i.e. in situations for which the skills and routines were learned or similar situations.

Skill learning in the everyday world means the continuous process of forming and

changing habitual routines with respect to goals and needs.

For this reason, in their assumption on human learning in everyday activities,

Sun et al. (2001) and Sun (2002) assume a “two-level” cognitive architecture,

which consists of two main components: The top level (declarative level) encodes

explicit declarative knowledge and the bottom level encodes implicit procedural

knowledge. At each level of the model, there are action-centred and non-action-

centred modules (Sun 2002).

In addition to the two levels, Sun et al. (2001) also include instances or episodic

memory in the architecture, which stores recent experiences in the form of “input,

output and result”. This is equivalent to the SDU terminology used by Gonzalez

et al. (2003). The episodic memory (see above) is used for learning and is assumed

to be a part of the declarative knowledge.

The model that Sun et al. (2005) present incorporates bottom-up (from proce-

dural to declarative) and top-down learning (from declarative to procedural) in skill

learning. Based on remarks by Mathews et al. (1989) and Stanley et al. (1989), Sun

et al. (2005) argue that novices are guided by two sources in their behaviour in

complex cognitive tasks. One source is based on their explicit conceptual repre-

sentation in terms of declarative knowledge (such as mental models of the target

systems, system-based knowledge as suggested by Kluwe 1997 and Vicente

et al. 2004, see Chap. 3) and the other an independent source derived from

memory-based processing, which abstracts patterns of similar instances based on

individual experience (Mathews et al. 1989; Sun et al. 2005). Especially for control

tasks, Stanley et al. (1989) argue that operators use interacting knowledge struc-

tures, which consist of a memory for past experiences (close analogies) and a

current mental model of the task. According to these remarks, it can be derived

that also skill acquisition (and not only instances as declarative knowledge) is

accomplished through the acquisition of instances, from which, with increasing

task exposure and execution, general rules on declarative knowledge are extracted.

Applied to the COCOM (Hollnagel 2007; Hollnagel and Woods 2005), the

architecture proposed by Sun et al. (2001) resembles that displayed in Fig. 4.2.

The central hypotheses of Sun et al.’s (2005) model are as follows:

When there is no sufficient a priori knowledge available, learning is bottom-up,
which means that it starts with procedural action-centred knowledge. It is assumed

that the acquisition of declarative knowledge may be triggered by procedural

knowledge. The process is perceived as delayed explication of procedural learning,

so that explicit/declarative knowledge is extracted from procedural skills (Stanley

et al. 1989; Sun et al. 2005). Moreover, it is assumed that at the bottom level,

implicit skills are acquired, whereas the top level extracts explicit rules (Sun

et al. 2005). Sun et al. (2005) further assume that procedural knowledge is used
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in declarative learning. It supports declarative learning processes by providing them

with relevant information, for example in terms of statistical information and

information about relations in time that have to be considered and for which

procedural learning is more predestined.

There is a division of labour between the two structures in simple and complex
tasks. As Sun et al. (2005) describe, there a division of labour between the two

structures. If the knowledge to be acquired is simple and input dimensions are small

and salient to the operator, learning is declarative. In cases in which more complex

relations and a larger number of input dimensions are involved, procedural learning

gains importance (Sun et al. 2005). Procedural learning seems to be “structurally

more sophisticated and more able to handle complex situations” (Sun et al. 2005,

pp. 166–167). Sun et al. (2005) conclude that when complex relations and high

dimensionality are involved and the top level (explicit/declarative) fails to learn or

is too slow, then we can expect a reliance on implicit learning on the bottom level.

When the involved stimulus material is simple, the top level is able to handle it and

is therefore more utilised. In summary, both types of learning are involved, each

with varying contributions (Sun et al. 2005, p. 167). In Table 4.5, the top and the

bottom level of the cognitive architecture are contrasted.

Declarative and procedural knowledge interact. Declarative knowledge seems

to help novices to learn when it directs subjects to focus on relevant features or
when it heightens subjects’ sensitivity to relevant information (Sun et al. 2005), as

required, for example, in monitoring (Vicente et al. 2004). Declarative knowledge

also helps in dealing with higher-order relations (Sun et al. 2005). The synergies

between the two structures become apparent by speeding up learning, improving

performance and facilitating transfer of skills (Sun et al. 2005). The learning of

complex tasks can be speeded up when subjects are requested to generate explicit

knowledge, for example when asked to generate verbal instructions for other sub-

jects during learning. A better performance can be achieved if a proper mix of

Fig. 4.2 The link between the two-level architecture by Sun et al. (2001) and the COCOM
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implicit and explicit processes are used, for example first by implicit processes and

later encouraging explicit learning (Sun et al. 2005).

Finally, there is evidence that subjects who also acquired explicit knowledge in a

training task reacted faster in a transfer task, when the transfer task was similar to

the learned task.

Feedback interpretation and integration to refine instances

Returning to the IBLT and COCOM, the operator detects the results after

carrying out the SOP in relation to the desired organisational goals. The feedback

is used to refine the SDU instances (Gonzalez et al. 2003; Kolodner 1983). The

feedback updating process makes correct and useful instances more likely to be

retrieved in the future, so that while becoming more experienced by using feedback

of results, the process distinguishes more accurate from less accurate instances,

leading to improved decisions (Gonzalez et al. 2003). Therefore, according to the

IBLT, expertise is acquired by the refinement of SDU instances. With increasing

expertise, over time and in similar situations, a larger number of SDU instances are

generated by the accumulation and recombination of previous SDU instances

(Gonzalez et al. 2003). However, in process control, a danger inherent in learning

from feedback is misperception of feedback, which lies in the fact that feedback

might be delayed, and the operator might ignore time delays or simply forget to take

the delays into account (Kerstholt and Raaijmakers 1997).

In summary, the relationship between work experience, practice and instance

acquisition to control complex technical systems is assumed to be as follows:

• Learning to control a complex system takes place by the accumulation of

knowledge about SDUs in the form of instances (Gilboa and Schmeidler 2000;

Gonzalez et al. 2003; Gonzalez and Brunstein 2009; Gonzalez 2012; Logan

2002). Knowledge in the form of instances accumulates with practice and

instances capture the selected courses of action and the accuracy of the results

in achieving organisational goals.

Table 4.5 Comparison of the top and the bottom level (Sun 2002) of the dual architecture

Dimensions Bottom-up Top-down

Cognitive phenomena Implicit learning Explicit learning

Implicit memory Explicit memory

Automatic processing Controlled processing

Intuition Explicit reasoning

Source of knowledge Trial-and-error External sources

Assimilation Extraction

Representation Distributed features Localist conceptual units

Operation Similarity-based Symbol-based

Characteristics More context-sensitive Less context-sensitive

Fuzzier More crisp

Less selective More selective

More complex Simpler
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• Situation assessment is based on memory retrieval of SDUs according to the

similarity between the perceived situational cues and instances stored in memory

(Gonzalez et al. 2003; Harvey and Fischer 2005; Klein 2000). With increased

practice and work experience, the operator will use a recognition-based appli-

cation of the instance-based knowledge. The perception of similarity between

two situations increases with practice on the task (Gonzalez et al. 2003), which

supports attention management for relevant task cues (Kolodner 1983; Vicente

et al. 2004).

• Learning of dynamic decision making in terms of practice in the dynamic control

task starts from heuristic-based decision making and develops into instance-

based decision making (Gonzalez et al. 2003), or as Rasmussen would put it,

from knowledge-based to rule-based performance. With practice in the same

task context, operators will proceed to using instance-based knowledge instead

of heuristics.

• The duration of a search for a course of action depends on the time left available

(Gonzalez et al. 2003). Learning processes based on work experience and

practice need to include knowledge about dynamics, for example about windows

of opportunity that might close, time needed to assess the situation, aging of

information, time needed to choose a course of action, rates of change of the

process controlled etc. (Hollnagel 2007; Kerstholt and Raaijmakers 1997).

• Skill acquisition for execution of actions, for example in terms of SOPs, is a dual

process (Sun et al. 2001), and takes place through the interaction of bottom-up

and top-down processes. e.g. by extracting declarative knowledge after a longer

period of practice and ongoing work experience. After extensive practice, a

process of generalising specific knowledge sets in to form generic schemas in

forms of declarative knowledge and rules (Mathews et al. 1989; Stanley

et al. 1989; Sun et al. 2001). Skill learning takes place through the interaction

of implicit and explicit processes, which mostly take a bottom-up (implicit to

explicit) direction, which is also compatible with issues of automaticity (auto-

matic/procedural versus controlled/declarative processes).

• With increased work experience and practice, feedback of results is used to

update the utility of SDUs (Gonzalez et al. 2003). When the SDUs have been

modified based on the feedback of the utility, the new utility of the SDUs

provides a better representation of the goodness of an action (Gonzalez

et al. 2003).

If one transfers the presented theoretical assumptions on the learning processes

to knowledge and skill acquisition for controlling complex technical systems, one

comes to the following propositions:

Proposition 3: Work experience and practice for becoming an expert in process

control for situation assessment and action implementation means the acquisi-

tion of episodes.

Proposition 4: Instances are saved in episodic memory.
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Proposition 5: Learning occurs through the accumulation of instances over

repeated task exposure and execution.

Proposition 6: Episodic memory forms, together with declarative knowledge, the

foundation for the representation and use of mental models.

Proposition 7: The instances enable a situation to be assessed in a recognition-

primed manner.

Proposition 8: In the acquisition of instances for situation assessment, value must

be placed on the learning of the diagnosticity of cues (classification of routine/

non-routine/normal and abnormal), on the discovery of similarity, and on the

acquisition of perceptual skills for both processes.

Proposition 9: The instances additionally enable mental time travel into the future

in order to estimate the effects of decisions.

Proposition 10:With regard to action implementation, learning processes also take

place in bottom-up manner from which with increasing practice, rule-based

knowledge is extracted.

Proposition 11: In the acquisition of instances for action implementation, value

must be placed on the dual bottom-up and top-down approach to acquiring

automaticity and attention sharing.

Proposition 12: The assessment and prediction of precision are improved through

the acquisition of further episodes.

4.4 Learning Mechanisms Which Support Instance-Based

Learning for Novices

The following learning mechanisms are primarily conceived for novices (Table 4.2),
with no or limited exposure to the task. As introduced in Chap. 2, complex systems

impose high cognitive load on the novice due to intrinsic load and due to element
interactivity while learning. At this point, the theoretical works of Sun (2002) and

Logan (2002) again become relevant. As introduced above, human learning is

gradual, ongoing and concurrent with task performance. According to Sun

et al. (2001), the individual acquires both procedural and declarative knowledge

from ongoing experience in the world and while performing tasks, which Sun

et al. (2001; Sun 2002) call bottom-up learning. In short, bottom-up learning

includes reactive coping with situational affordances in the “world”, in which

procedural learning is structurally more sophisticated and more able to handle

complex situations (Sun et al. 2005, pp. 166–167). When complex relations are

involved, the top level (explicit/declarative) is too slow, meaning that one can rely

on implicit learning at the bottom level. In that sense, the following learning

mechanisms intentionally draw on the strengths of the bottom-up learning

processes.
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Task fractionation – distributing cognitive resources in knowledge and skill acqui-
sition for complex tasks

As Wickens et al. (2012a) propose, it is necessary to attend to the task elements

to be learned in order to learn effectively. But what happens if attentional resources

do not suffice for the resources demanded by element interactivity or other atten-

tional affordances? With reference to cognitive load theory (Sweller 1988, 2006),

which is briefly introduced in Table 4.6, the ideal learning strategy will take

whatever resources are available after those related to intrinsic load are expended

and deploy them in such a way as to maximise the ratio of germane load to extrinsic

load (Wickens et al. 2012a, p. 68).

The balance between attentional resource supply and demand from the task may

be disturbed due to three possible reasons: (1) resource competition from the task

regarding high intrinsic load and high element interactivity for learning, (2) resource

competition from extraneous load (badly designed learning material or tasks), and

(3) loss of motivation so that fewer resources or less effort are supplied (Wickens

et al. 2012a, b).

Learning to control a complex system can be supported in two ways: By

increasing the investment of attentional resources or by reducing resource demands

(Schneider 1985; Wickens et al. 2012a, b).

Increasing the attentional resource investment: Wickens et al. (2012a) report

several examples showing that the investment of attentional resources into learning

can be supported by learning tasks which require active choices, e.g. in controlling a
complex system, and the associated cognitive processes, rather than merely

watching or observing. The so-called “generation effect” (Slamecka and Graf

1978) is also held responsible for the advantage of “active learning” and discovery

learning, when designed appropriately according to the learner’s skill and compe-

tence level. It is not supportive in cases when active choices lead to serious errors

and “trashing” (Wickens et al. 2012a). In “trashing”, learners’ resources are

redirected from germane load to simply struggling with the now out-of-control

situation and trying to recover from a performance catastrophe.

Reducing resource demands: A second option to support learning other than

increasing the investment of resources into learning is to reduce resource demands.

Wickens et al. (2012a) propose three strategies for reducing resource demands: (1) grad-

ual increase in difficulty, (2) error prevention and (3) part-task training (Table 4.7).

Table 4.6 Central constructs in cognitive load theory (Wickens et al. 2012a, b; Sweller 2006)

Load type Description

Intrinsic load Element interactivity inherent to the task elements to be understood or learned

simultaneously and its working memory demands

Extraneous

load

Imposed by sources of demand unrelated to intrinsic load, but not supportive of

learning (e.g. due to badly designed learning material), sources of distraction

that arise from suboptimal instructional materials

Germane

load

Resources of effort requirements that are part of the learning process. Resources

that are invested into the understanding of element interactivity, e.g. relating

the material to one’s own experiences, rehearsing procedures, using strategies

for coding the learning material in long-term memory
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The gradual increase of difficulty: For process control tasks too, it is apparent, as
for many other complex tasks, that it is not useful to start training at the full

complexity level of the transfer tasks (Wickens et al. 2011, 2012a) according to

“sink or swim” principles. The danger of trashing is high and full resources are

required to recover from errors, meaning that no more resources are left for learning

(germane load). Therefore, an important strategy is to start with a simple version of

the task and gradually increase its difficulty as learning progresses (Wickens

et al. 2012a), also called “simplification” (Wightman and Lintern 1985). In parallel

to the increasing task difficulty, skill develops over time, leading to resource

demands (intrinsic load) that remain relatively stable over time, leaving enough

resources for germane load (Wickens et al. 2012a). The challenge for the training

designer here is to find out the aspects of the task that need to be changed to increase

difficulty. A study by Mané et al. (1989), for example, proposed that an effective

means of imposing increased difficulty is to increase time pressure gradually.

Increasing time pressure alters the requirements to invest more attentional

resources or deploy those resources more efficiently (Wickens et al. 2012a;

Schneider 1985). Gonzalez and Brunstein (2009) also found that in a dynamic

resource allocation task, learning under time pressure was less supportive of skill

acquisition than using a slow pace before exposing learners to realistic time-

constrained conditions. Similarly, in the studies cited by Gonzalez and Brunstein

(2009), low workload was best during training for fast and high-workload tasks.

What does this mean with respect to the accumulation of instances and decision

execution? There is no “one-size-fits-all” solution. Rather, the answer to this

Table 4.7 Strategies for reducing intrinsic resource demands for novice learners (Wickens

et al. 2012a)

Strategy Description

The gradual increase in

difficulty

What: start with a simple version of the task and gradually increase its

difficulty as learning progresses

Why: in parallel to the increasing task difficulty, skill develops over

time, leading to resource demands (intrinsic load) that remain rela-

tively stable over time, leaving enough resources for germane load

Challenge: find out which aspects of a task increase difficulty

Error prevention: train-

ing wheels

What: approach locks out certain actions that can have serious

unintended consequences

Why: lower the resource demands of performing, preventing thrashing,

and guide resources toward the mastery of mental models or skills to

be acquired

Challenge: designing a schedule for release

Part-task training:

fractionating

What: parts of a task are performed concurrently as time-shared tasks,

between which attention must be divided

Why: the development of time-sharing skills is an emergent property of

the tasks

Challenge: making available more part-task practice time for the part-

tasks. For this, automaticity should be developed, due to its consis-

tent mappings, and less time should be given to those parts with little

consistency
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question is “it depends” (see introduction and Roediger 2008). Difficulty in process

control industries, as outlined in Chap. 2, may have several facets, for example

temporal dynamics and time pressure can play a role in some process industries,

while in others, the number of alarms an operator has to deal with is important;

further difficulties may also be delayed feedback or non-transparency. From a

training point of view, this might also mean that operators should acquire a solid

cadre of instances (see Chap. 5, the Staged Process Control Readiness Training)

which allow them to extract explicit rules and rule knowledge and with increasing

difficulty by making it harder to discriminate between instances by raising their

similarity. What the relevant difficulties are in a particular process control industry

therefore needs to be derived from techniques such as error analysis or another

appropriate task analysis method (see Chap. 5).

Error prevention: In error prevention, the task characteristics remain constant,

but additional techniques, for example the “training wheels” technique (Carroll

1990) or scaffolding (Pea 2004), are applied in the early stages of skill acquisition,

which lower the resource demands of performance, prevent thrashing, and guide

resources toward the mastery of mental models or skills to be acquired (Wickens

et al. 2012a, b). A training wheel approach locks out certain actions that can have

serious unintended consequences. To be effective, the key element in applying

training wheels is the schedule for release, which means removing the error

prevention lockouts or dismantling the scaffold (Wickens et al. 2012a, b). A

meta-analysis by Wickens et al. (2011) demonstrated an overall transfer gain for

training wheels and scaffolding compared to control conditions. A challenging

aspect for training designers is ensuring that learners do not come to rely on training

wheels or scaffolding and learn strategies to depend on them (Wickens

et al. 2012a). A technique to overcome this challenge was developed by Lintern

and Roscoe (1980), who developed an artificial guidance (in their case, information

was provided in a head-up display), which was only displayed adaptively when the

operator was beyond a certain criterion. As long as the learner was performing well,

he/she was forced to rely on world cues to maintain performance, and the training

wheel head-up display information was only provided when a large error began to

emerge (Wickens et al. 2012a).

Applied to the process control training setting, different forms of adaptive and

error-preventive displays can be conceived of, for example displays that support the

learner in identifying relevant cues with high diagnosticity in order to identify

similarity on a surface or on a structural level or in supporting the implementation

of an SOP. This can be achieved, for example, by preventing the operators from

executing actions with severe consequences (e.g. in a simulator), which would lead

to restarting and interrupting the learning process in a way that is not helpful for the

learning process.

Task Fractionation: As a particular form of part-task training, fractionation is

introduced for the purpose of this book. In fractionation, the parts of a task are

performed together but with different priorities to later combine them into a time-

shared tasks between which attention must be divided (Wickens et al. 2012a). In

this respect, one has to make sure that those part-tasks receive more part-task
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practice time, for which automaticity should be developed. Additionally, it should

be considered that especially for cognitive tasks, the development of time-sharing

skills to integrate part-tasks is an emergent property of the task (Schneider 1985).

Time-sharing skill (also called attention allocation skill) is the ability to fluently
and optimally allocate and reallocate resources between tasks (Gopher 2007;

Wickens et al. 2012a). An important characteristic of the attention allocation skill

is visual scanning because experts show qualitatively different scanning patterns in

complex multitasking skills (Belenkes 1999). Part-task training that addresses

dynamic attention allocation skills transfer very effectively to a whole-task (dual-

task) performance (Wickens et al. 2012a, b). Gopher (2007) and Gopher

et al. (1989) developed a technique named variable priority or emphasis shift

training, in which the task is practised as a whole, but in parallel, sub-parts of the

task are treated separately in that one or another subtask is emphasised during

training. In order to develop the required skills, the operator must perceive and deal

with whole-task situations consistently, for example by using analogies, mock-ups,

cases, and low- to high-fidelity simulations. Practising must reinstate the conditions

of the “field”, including primary and secondary tasks (Healy et al. 2012).

In process control, the time-sharing and attention allocation skills play some role

in situation assessment, for example when monitoring several screens and displays

in parallel, but are even more important when executing an SOP while monitoring

the plant (in non-routine/normal situations). This occurs in parallel or in the phase

of team interaction in order to jointly collect and restructure data, combine, sort and

filter cues, search for patterns, exchange hypotheses, develop a joint problem space,

resolve opposing interpretations, negotiate team consensus and orchestrate actions

(see below).

Variants of part-task training: Emphasis change

Gopher (2007) describes emphasis change as a training method that requires the

learner to systematically change their emphasis, effort, and attention allocation,

respectively, on major subcomponents of the task during skill acquisition (Gopher

2007). Emphasis levels are varied between practice trials lasting for a few minutes

or among pre-specified short durations of task performance. Gopher (2007) distin-

guishes four major variants of the emphasis change training approach (Table 4.8).

In variable priorities training, on a display/screen on which two concurrent

subtasks are executed, learners are shown with which priority they should work on

which of the two concurrent subtasks, for example with a priority level of .75, .65,

.50, or .25: Priority changes are proportional and add up to 1.0. The desired

performance priority is indicated by a vertical line in the upper part of the display.

Moving the desired performance line to the left or right of the centre changes the

priority level of the two tasks (Gopher 2007).

In emphasis change training, to learn a complex task with subtasks

(e.g. dynamic and discrete manual control, visual scanning, short- and long-term

memory performed under time constraints and attention load), which should be

attended to concurrently and is generally difficult to learn for beginners, the

emphasis shift training maintains the rhythm of the complete task. During the
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different subsequent training sessions, the emphasis on components is changed by

instruction and augmented feedback. Under emphasis change training conditions,

learners are exposed and respond to the whole task throughout training. However,

the emphasised element is brought to the fore and is made “a figure” while all of the

other elements become “ground”, with the whole task being active at all times

(Gopher 2007). For example, subjects are instructed during a specific training trial

to pay special attention to one of the several task subcomponents. The emphasis is

changed through instructions and by adding counters dedicated to specific aspects

of performance relevant to the emphasised element. Emphasised elements are

changed between practice trials.

The introduction to a secondary task has been used as a training tool to force

learners to change their response and coping strategies with primary task demands

(Gopher 2007). Usually, as introduced in Chap. 3, the secondary task method is

used to assess the difficulty and demands of the concurrently performed primary

task. In this respect, in the instructional design, care needs to be taken that the

secondary task is also designed in such a way as to foster the primary task. In

process control, this could be, for instance, a secondary task which fosters the

monitoring and targeted search for indicators and cue configurations. Alternatively,

it could be a secondary task which fosters the accurate working through of SOPs as

a primary task, or fosters the development of strategies even when the sequence of

input is interrupted, through looking up and observing the values on the display at

the point at which the values on the display which were previously interrupted are

reinstated. For example, for certain, very important SOPs which have to be known

by heart, a secondary task can be introduced which gently and indirectly “punishes”

the operator for looking at the paper templates rather than at the screen. This is

achieved through a symbol randomly appearing on the screen, which has to be

confirmed with a key combination or otherwise the screen will turn black. In other

words, the concern is not with “any old” secondary task, but rather, it has to be

designed in such a way that it also fosters the desired strategy, for example the

working through of the procedure by memory.

Finally, training in task switching originates from the experimental paradigm in

which subjects are asked, with a block of trials, to switch from the performance of

one task to the performance of another. Imagine a task with the following sequences

of numbers: 5555, 777, 33333, 8888. In a first trial, the operator is required to name

Table 4.8 Variants of the emphasis change protocol as part-task training techniques

Emphasis-change

variant Applied instructional technique

Variable priorities Manipulation of attention allocation in concurrent task performance

Emphasis change Change of emphasis on components of a complex task through instruction

and augmented feedback

Introduction to a

secondary task

Change of primary task performance strategies by adding a secondary task

Task switching Training under task-switching requirements
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the number (e.g. “5555”; the correct answer is 5); in the second trial, the operator is

required to count the number of figures presented (e.g. “5555”; the correct answer is

4). Switching between the task requirements is an act of conscious control and the

costs of switching reflect the adaptation required for the ignition of the new task and

the inhibition of the old demand. This training method is useful if operators need to

perform rapid transitions between task components or alternative computations in

which the richness of the situational demands is introduced from the start.

Gopher (2007) summarises his and others’ research and concludes that emphasis

change and variable priorities training showed slower progress in the early stages of

training but that learners excelled at advanced stages of training and subsequent

task transfer and in terms of adaptation to changed conditions. In contrast to a more

self-directed learning within a whole task without emphasis shift training variants,

when performing multi-element, high-demand tasks, uninstructed practice and

equal opportunity training are likely to lead most learners to focus on a single

suboptimal performance strategy. In contrast, emphasis change training guides

learners through a well-constructed exploration of the intact task (Gopher 2007).

It requires the learner to perform the task from different perspectives in order to

evaluate the outcome of different strategies and to learn to adapt their behaviour,

use different attention management strategies and cope with different demands

(Gopher 2007).

All of these techniques should reduce the extraneous load for the novice in order

to acquire knowledge and skill to handle the element interactivity of the complex

system’s elements. On the whole, as Barshi and Loukopoulos (2012) conclude,

learning to handle “multitasking” requires a focus on dual-task combinations. The

demands of the task are gradually increased and the priorities of the task altered,

and the need for focused attention to execute it is reduced. This allows the

development of time-sharing skills, which are crucial for handling tasks in the

control room (Barshi and Loukopoulos 2012). Gradually, increasing time pressure

can teach learners to optimally deploy attentional resources and to acquire scan

patterns for attention allocation and monitoring as well as methods for selecting

salient cues, and to set up artificial and team cross-checking (Barshi and

Loukopoulos 2012).

Ongoing learning for experts through deliberate practice

As outlined at the beginning of this chapter, experts can be distinguished from

novices through their extensive work experience. Additionally, as introduced

above, Sun et al. (2005) assume that human learning is gradual, ongoing and

concurrent with task performance, and that from ongoing experience in the world,

the individual learns both procedural and declarative knowledge. However,

Ericsson (2006) raises the concern that there are “many types of experiences and

that these different types have qualitatively and quantitatively different effects on

the continued acquisition and maintenance of an individual’s performance”

(p. 683). Ericsson (2006) further states that merely executing proficiently during

routine work may not lead to further improvement, and that further improvement

depends on deliberate efforts to change particular aspects of performance (Fig. 4.3).

With reference to Fitts’ model of skill acquisition (see above), which proceeds from
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a cognitive to an associative to an autonomous level of performance, Ericsson

(2006) claims that expert performance counteracts automaticity by developing
increasingly complex mental representations to attain higher levels of control of
their performance and will therefore remain within the cognitive and associative
phase. Whereas the goal of “everyday activities” is often to reach a satisfactory

level of performance as soon as possible and to perform tasks with a minimum of

cognitive effort (in the autonomous phase), deliberate practice by experts incorpo-

rates exercises to still control the execution of these highly automated skills, but

making intentional modifications and adjustments (Ericsson 2006).

The key challenge for continuous improvement is to acquire the cognitive skills

to preserve the advantages of the associative phase and to overcome the detrimental

effects of automaticity by actively acquiring and refining cognitive mechanisms

(Ericsson 2006). Practice is therefore not only mere repetition but provides the

learner with exercises that gradually refine performance, thus supporting learners to

acquire mechanisms that increase their ability to control, self-monitor and evaluate

performance in representative situations (Ericsson 2006, p. 694). “Skill acquisition
is viewed as an extended series of gradual changes of the physiological and
cognitive mechanisms that allow the observable performance to show associated
improvements. The acquisition of expert performance can thus be described as a
series of relatively stable states, where each state has a set of mechanisms that
mediate the execution of the associated performance” (Ericsson 2006, p. 694).

In that respect, the length of work experience alone has been frequently found to

be a weak correlate of job performance beyond the first two years (McDaniel

et al. 1988; Tesluk and Jacobs 1998). Not all practice is equivalent in terms of

effectiveness (Healy et al. 2012; Schneider 1985). The key challenge of designing

practice for continuous improvement is to acquire the cognitive skills to preserve

Fig. 4.3 Illustration of qualitative difference deliberate practice to achieve expert performance

and everyday skills (Adapted from Ericsson 2006)
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the advantages of the associative phase and to overcome the detrimental effects of

automaticity by actively acquiring and refining cognitive mechanisms (Ericsson

2006).

Further cognitive development and skill acquisition (as is the prerequisite in the

IBLT) requires the opportunity to find suitable training tasks that operators master

sequentially. The operator must be confronted with tasks that are initially outside

the current scope of reliable performance, yet can be mastered within hours of

practice by concentrating on critical aspects and gradually refining performance

through repetitions after feedback (Ericsson 2006, p. 692). Important is the notion

of concentration on critical aspects that differentiates deliberate practice from

mindless and routine as well as from playful engagement. Deliberate practice

aims at modifying cognitive processes rather that strengthening them (such as by

mere repetition). Through deliberate practice, learners continually assess and

improve their own strategy and performance through iterative feedback cycles

including goal-setting, performance, self-observation and self-reflection (Darabi

et al. 2009).

Unfortunately, so far, we know little about learning through experience and

deliberate practice in the organisational context. Empirical and longitudinal studies

are lacking in both cases (Sonnentag et al. 2004). Nevertheless, the following

proposition appears plausible:

Proposition 13: Becoming an expert requires ongoing learning that counteracts

automaticity through the development of increasingly complex mental represen-

tations to attain higher levels of control of their performance.

4.5 Instance-Based Learning for Learning Teamwork

Skills

As elaborated in Chap. 3, the task of an operator is embedded in a team task, which

is not always the essential part of the task but becomes increasingly important and

essential when more tasks turn from routine to non-routine/abnormal situations,

thus requiring collaborative dynamic decision making. In non-routine/abnormal

situations, teamwork consists of coordinated effort and coordinated task manage-

ment to make sense of a large amount of information in order to develop a shared

understanding of the situation to gain back control over the situation. For example,

as outlined in Chap. 3, team members voice their suspicions and assumptions,

reflect on and discuss hypotheses and assumptions, resolve opposing interpreta-

tions, and negotiate shared interpretations (see Chap. 3, Fig. 3.16).

In collaborative problem-solving, the linkage between individual and team

performance is not additive (Kozlowski and Salas 1997) but interdependent. The

action of each team member, for example detecting deviances, information collec-

tion and interpretation, passing on information, providing periodic situation updates

and resolving opposing interpretations as well as critical thinking (see Chap. 3),

may have crucial impacts on overall team performance.
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Taskwork and teamwork as dual-task performance

As introduced in Chap. 3, in non-routine/abnormal situations, team members not

only need to perform the taskwork, but also need to coordinate team members’

actions toward the collaborative dynamic problem-solving task. In this respect,

coordination in teams involves integrating the operations of the team members in a

timely manner to form a composition of operations (Eccles and Tenenbaum 2004)

which achieves the desired collaborative dynamic problem-solving results.

The distinction made between taskwork and teamwork can be found in Salas

et al. (1992), Shuffler et al. (2011), Entin and Serfaty (1999) or Eccles and

Tenenbaum (2004). Concerning the scope of this book, taskwork involves
performing the technical components of the task based on mental models of the
target system, and knowing and executing SOPs, whereas teamwork requires the
application of non-technical skills in order to integrate team members’ individual
contributions into a coordinated team performance.

Teamwork skills are supposed to enhance team performance by reducing process

losses (Steiner 1972) and coordination decrements (Fiore et al. 2001; Eccles and

Tenenbaum 2004), which affect central teamwork aspects such as retrieving and

communicating information (Wilson et al. 2007) during situation assessment,

conflict negotiation and deciding what to do in abnormal situations. In order to

counteract process losses, teamwork requires successful processes of coordination

through communication beyond the skills required by the individual team member

(Hodges et al. 2006). With cumulative experience and learning, team performance

is assumed to be enhanced through the reduction of process losses (Steiner 1972)

and coordination decrements (Fiore et al. 2001). Coordination in control room

teams is achieved by intra-team communication, which means that communication

pertains to team in-process coordination directly. Fiore et al. (2001) distinguish

between pre-, in- and post-process coordination, in which pre-process coordination

comprises preparatory behaviour such as setting goals, and planning and allocating

role responsibilities. With reference to Chap. 3, pre-process coordination might

take place during shift handover or in the preparation for a non-routine/normal task,

for example a scheduled repair task. Because non-routine/abnormal situations occur

by surprise, pre-process coordination is difficult to preplan. Post-process coordina-

tion includes after-action reviews (e.g. Ellis 2012), reflections and discussing

lessons learned (Schmith-Jentsch et al. 2008). Pre-process and post-process coor-
dination are assumed to be valuable and supportive for the creation, learning and
activation of task-related, team-related, process-related, and goal-related team
knowledge (Wickens et al. 2012a, b, see Chap. 3).

Both taskwork and teamwork require cognitive resources which place cognitive

demands on team members in terms of coordinating the teamwork process which

are not imposed on individual operators (Eccles and Tenenbaum 2004). Carron and

Hausenblas (1998) provide a valuable formula to demonstrate the coordination

requirements of a given team size, which argues for an exponential relationship

between group size and coordination demands. The coordination between two

members is considered as a coordination link (Carron and Hausenblas 1998).
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The number of coordination links, which affects the additional demands on cogni-

tive resources, is determined by the formula:

Coordination Links ¼ N N � 1ð Þ
.
2

In a group of six control room team members (N ¼ 6), this means that there are

6 � 5/2 ¼ 30/2 ¼ 15 coordination links to be managed.

Through experience and practice, teams acquire refined and shared knowledge

and skills for an extensive repertoire of team scripts and routines across a range of

specificity and contingent on a range of situation assessments (Eccles and

Tenenbaum 2004; Gersick and Hackman 1990).

On the whole, in-process coordination is demanding “because the time and

cognitive resources required for coordination, and the communication required

for coordination are scarce, owing to concurrent taskwork demands” (Eccles and

Tenenbaum 2004, p. 552). Translated into process control situations, especially in

non-routine/normal and abnormal situations, coordination-related communication

places additional cognitive demands, with higher requirements of cognitive

resources and a higher cognitive workload on the operators due to concurrent

taskwork demands. In that sense, integrating taskwork and teamwork skills is

likewise a complex task, in which several sequences of actions such as information

exchange, interpretation and integration, need to be interleaved by several opera-

tors. The communication sequences required for the collaborative situation assess-

ment, choosing what to do, critical thinking and action implementation as in

COCOM (Hollnagel 2007; Hollnagel and Woods 2005) need to be orchestrated

by the team members. Collaborative dynamic problem-solving is characterised as a

multi-step activity (see Chap. 3) in which team members need to orchestrate

collaborative “thinking and reasoning” steps. These steps are taken and executed

while the situation may be dynamically changing, due to aging information or

feedback delays. This means that the taskwork/teamwork integration consists of

part-tasks, which include a sequence of steps that need to be integrated, which in

turn require coordination based on attentional processes (see definition of a com-

plex task in Chap. 2).

Thus, from the perspective of learning theory and human factors, the challenging

and interesting issues are as follows:

• First, these coordination requirements introduce additional cognitive resource

demands to the team members (Eccles and Tenenbaum 2004) and lead to a

higher mental workload.

• Second, particularly in non-routine/abnormal situations, technical taskwork and

non-technical teamwork skills as concurrent task demands need to be integrated

and thereby share elements with a dual task that requires time-sharing and

attention allocation.

Let us recall here that in the study by Patrick et al. (2006), for example, it was

shown above all that operators and supervisors become fixated on SOPs and do not

apply sufficient monitoring activities while they are absorbed by the SOP
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execution. Both types of learning, technical and non-technical, need to be provided

at the same time during skill acquisition in order to enhance real-time coordination

of individual technical skills into a well-coordinated team activity (Kozlowski and

Salas 1997). Salas et al. (1992) also support the argument for teamwork as a dual-

task environment, in which team members integrate taskwork performance with the

teamwork behaviours. Thus, within a task environment such as in a control room

crew, team members must coordinate the performance of two separate types of

behaviour (Salas et al. 1992). Back in 1992, Salas et al. concluded that at that time,

it was not clear how team members should be trained to integrate taskwork and

teamwork. They proposed the creation of training programs to train these strategies

as important research issues. Since then, the issue has not been very well investi-

gated, although several team training methods (outlined and explained in Chap. 5)

show promising results. Nevertheless, in this book, I propose that the dual task of

taskwork and teamwork integration can be learned in a similar way to that described

above by Wickens et al. (2012a, b) and Gopher (2007).

Based on the assumption that the integration of taskwork and teamwork share

many elements with a dual task, learning mechanisms as described by Wickens

et al. (2012a, b) or Gopher (2007) can be applied, by increasing difficulty, for

example increasing the number or team members from learning trial to learning

trial or increasing time pressure (if applicable; this depends on the process industry

in question, see Chap. 2). However, variants of the emphasis shift can also be

applied, such as the variable priorities training, emphasis change, introduction of a

secondary task, or task switching (Table 4.8).

Proposition 14: The integration of taskwork and teamwork skills is a concurrent

task demand. It shares elements of a dual task, which requires time-sharing and

attention allocation.

Proposition 15: The in-process integration of teamwork and taskwork skills can

best be learned according to the learning mechanism which is also effective for

dual-task performance.

Proposition 16: Pre-process and post-process coordination activities are assumed to

be valuable and supportive for the creation, learning and activation of task-

related, team-related, process-related, and goal-related team knowledge.

The role of experience and practice in intact teams for instance-based learning of
teamwork skills

I assume that like the learning of taskwork skills, learning teamwork skills

includes a cognitive component (knowledge), such as a schema concerning team-

work characteristics, as well as a behavioural component in which specific concrete

behaviours, for example scripts and skills, need to be acquired and applied. With

respect to teamwork, the link between cognition and behaviour proposed here is the

team knowledge (Wickens et al. 2012a, b) introduced in Chap. 3. Team knowledge

includes task-related team knowledge (task and duties of the team), team-related

team knowledge (characteristics and qualities of teammates), process-related team
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knowledge (team and interaction process) and goal-related team knowledge (goals

and how to achieve them, see Chap. 3) for task mastery (Edmondson et al. 2008).

As yet, there is no theory of the learning processes for the acquisition of team

skills. A great deal of literature exists concerning group learning (Wilson

et al. 2007), team training and training outcomes, for example shared mental

models, transactive memory (e.g. Cannon-Bowers and Bowers 2011; Edmondson

et al. 2008; Entin and Serfaty 1999; Shuffler et al. 2011), and shared situation

awareness (e.g. Prince and Salas 2000; Endsley and Robertson 2000), but not with

respect to the team skill learning process itself. Currently, little is known about the

teamwork skill learning process, but taking into account all of the theoretical

considerations of the IBLT (Gonzalez et al. 2003) and NDM (Klein 2000) intro-

duced above, it can be assumed that teamwork is also learned through the accu-
mulation of instances of teamwork episodes. This means that for teamwork too

(in addition to taskwork), SDUs are acquired and differentiated through work

experience and practice.

Additionally, in line with Sun (2002) and Sun et al. (2001, 2005), it is assumed
that most of the things one knows about teamwork are procedural and implicitly
stored, and with everyday experience and increasing job experience, explicit and
rule-based knowledge is extracted. By “doing” teamwork, it can be assumed that

team knowledge (Wildman et al. 2012) also develops, in a similar way to the system

knowledge proposed, for example, by Kluwe (1997). This occurs through individ-

uals interacting with the target system, but this time, the target system is a social

system. This proposition is supported by the work of Rentsch et al. (1994), who

showed that similarly to the development of domain-related expertise, highly

experienced teams perform more effectively than less experienced teams (see

also Dyer 1984). Rentsch et al. (1994) assume, and indeed demonstrate, that team

performance will be advanced if team members possess expert-like teamwork

knowledge structures, which are abstract, multilevel and well articulated. Rentsch

et al. (1994) assume that core teamwork knowledge provides individual team

members with an understanding of working as a team. The more experienced

they are in teamwork, the more team members develop abstract, multilevel, well-

articulated expert-like knowledge structures, in contrast to team members with

lower experience levels. As experience increases, individuals are likely to gener-
alise their teamwork episodes to similar team tasks and experiences. This assump-

tion is in accordance with the dual-process model by Sun (2002) and Sun

et al. (2001).

Edmondson et al. (2008) also argue that teams improve with cumulative expe-

rience, and Reagans et al. (2005) showed that increased experience in working

together in a team promoted better coordination. Cumulated experience in terms of

“learning by doing” is supported by team stability, which is more of a given for

control room crews than for other teams (e.g. military ad hoc teams) and by

sustained coordination requirements at the team level. Although these findings by

Edmondson et al. (2008) and Reagans et al. (2005) mainly focused on investigating

team performance improvements in repetitive team tasks, the fact that cumulative
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experience in stable teams supports teamwork later becomes relevant for designing

deliberate practice opportunities.

Representative design for learning in intact teams

In order to translate team knowledge into concrete behaviour, Kozlowski and

Salas (1997) as well as Mathieu et al. (2008) point out that skills required for

interdependent team tasks require the training to be delivered to the team as an

intact group. Teamwork skills, focused on the behaviours necessary for effective

team functioning, are believed to be best delivered to intact teams as opposed to

individual members (e.g. Cannon-Bowers et al. 1995; Moreland et al. 1998; Swezey

and Salas 1992). The underlying logic is that the training of intact teams provides

opportunities for members to integrate their teamwork skills and to jointly practice

complex coordinated actions (Kozlowski 1998; Kozlowski et al. 2000; Mathieu

et al. 2008; Reagans et al. 2005). In short, in-process coordination can be only

learned in an in-process manner.

Due to this proposition, teamwork skills are assumed to be most effectively

acquired by a representative learning design (Pinder et al. 2011) in which the

organism-environmental relations need to be considered comprehensively (“repre-

sentative design”, Brunswick 1956). Representative design emphasises the need to

ensure that, for example, (experimental) task conditions should represent the

transfer task conditions of the performance environment, in which the acquired

skill should be applied. Representative design is the arrangement of conditions in an

experimental design in such a way that they represent the behavioural setting to

which the results are intended to apply (Pinder et al. 2011). In research, one has

become very aware how strongly contextual factors influence and interact with the

novice (Cooke and Fiore 2010). When the design of learning task conditions results

in the careless removal of, for instance, critical information sources that an operator

in a team uses to coordinate action into a team performance, different undesired

patterns of action emerge (Travassos et al. 2012). Therefore, “action fidelity” is

required (Stoffregen et al. 2003) for teamwork skill acquisition, which describes the

degree of correspondence between the behaviour in a learning setting and the target

setting, for example a control room crew collaborative problem-solving task.

Proposition 17: Equivalently to learning taskwork skills, learning teamwork skills

includes a cognitive component (knowledge), such as a schema concerning

teamwork characteristics, as well as a behavioural component, in which specific

concrete behaviours, e.g. scripts and skills, need to be acquired and applied.

Proposition 18: Teamwork is learned through the accumulation of instances of

teamwork episodes.

Proposition 19: Assuming that most of the things one knows about teamwork are

procedural and implicitly stored, with everyday experience and increasing job

experience, explicit and rule-based knowledge is extracted.

Proposition 20: Teamwork skills, focused on the behaviours necessary for effective

team functioning, are believed to be best learned in intact teams rather than

individually.
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Proposition 21: Teamwork skills are acquired most effectively with a high level of

action fidelity.

Finally, we turn to issues which arise in planning and developing deliberately

designed practice sessions for acquiring teamwork skills and teamwork instances. It
is assumed that the acquisition of teamwork skills proceeds most effectively and
efficiently when individual team members develop individual taskwork skills before
learning coordination and communication skills (Salas et al. 1992; Swezey and

Salas 1992). This means that the learning of team coordination should proceed after

individual members have mastered their own duties (Swezey and Salas 1992).

Before team members are trained in developing teamwork skills, they must have

reached some threshold level of competence in their individual knowledge and

skill, because differences in team performance can often be directly related to the

inadequately developed proficiency level of the individual team members (Swezey

and Salas 1992). In this respect, novice team workers should be aware of the

relationships between individual preparation and team performance.

Proposition 21: Before team members are trained in developing teamwork skills,

they must have reached some threshold level of competence in their individual

knowledge and skill.

Now that the main points regarding processes of acquisition of instances for

taskwork and teamwork have been described, in the following, we will turn to skill

retention.

4.6 “Power Law of Forgetting” – Skill Decay due to Periods

of Non-use

As outlined in Chaps. 2 and 3 and described in the context of non-routine situations,

due to highly automated systems, many skills are required only infrequently and

only after long periods of non-use during daily operations. In terms of skill

acquisition when trained skills are needed after a long period of non-use, it is

important to consider skill retention (Arthur et al. 2010; Farr 1987; Kim, Ritter and

Koubek 2013; Kluge and Frank 2014). According to Arthur et al., this is “partic-

ularly salient and critical in situations where individuals receive initial training on

skills and knowledge that they may not be required to use or may not have the

opportunity to perform for extended periods of time” (Arthur et al. 2010, pp. 428/9).

In particular, complex procedural tasks are highly liable to forgetting (Farr 1987).

Which processes play a role in forgetting? According to Bjork (2009, 2011) and

Bjork and Bjork (1992), human memory is characterised by an essentially unlimited

storage capacity. Forgetting therefore arises not due to the storage capacity but

because retrieval capacity is severely limited. Bjork (2011) and Bjork and Bjork

(1992) argue that although memories might be not accessible without continued use
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and access, they remain in memory. Bjork and Bjork’s (1992) new theory of disuse

distinguishes between

• retrieval strength of a memory representation, e.g. the accessibility at a given

point in time, and

• storage strength of that representation, which is an indicator of how entrenched

or inter-associated that representation is with related representations in memory

(Bjork 2011; Bjork and Bjork 2006).

Similarly, Anderson (1995) argues that speed and probability of accessing an

element from memory is determined by its level of activation which in turn is

determined by how frequently and how recently one has used that element. Memory

traces become active when associated concepts are presented but will become less

available if not used or rehearsed (Anderson 1995)

The original law of disuse by Thorndike (1914) assumed that with continued

disuse, memories decay or fade from memory. In contrast, the new theory of disuse

assumes that memories, once acquired, remain in long-term memory, and difficul-

ties in recalling knowledge and skill are entirely determined by the current retrieval

strength (Bjork 2011). Losing access is the problem, not the “loss” of knowledge

and skill. Losing access to information is caused by inference from competing

information and altered stimulus conditions such as recency and current cues. The

retrieval of knowledge and skills becomes inhibited with continuous disuse due to

the acquisition of new knowledge. As one learns new information, procedures and

skills, there is potential for competition with related information, procedures and

skills that already exist in memory (Bjork 2011). In contrast to a computer or MP3

player, where retrieving the stored information leaves the stored representation

unchanged, the act of retrieving information from human memory modifies the

system (Bjork and Bjork 2006). Retrieved information becomes more accessible in

the future and other information becomes less accessible (Bjork and Bjork 1992),

which means that the act of retrieval is itself a potent learning event. Several studies

(e.g. Roediger and Karpicke 2006) demonstrated that the act of retrieving an item

from memory, for example by means of taking a test, is considerably more potent in

terms of facilitating than additional practice trials on that item (Bjork and Bjork

2006).

As a person is using his/her memories, for example instances, memories which

the person uses often are made more accessible (higher retrieval strength), and by

using these instances, other instances are made less accessible due to competing

information, procedures and skills (Bjork 2011). The competition results from the

phenomenon that the act of recalling information from memory requires not only

the information searched for to be selected and produced, but also the other

information associated with the cues to be deliberately not selected or produced,

or inhibited (Bjork 2011; Bjork and Bjork 1992). Cues may be environmental,

interpersonal, emotional or physical, such as body states (Bjork and Bjork 1992,

2006).

The limited retrieval capacity is assumed to be caused by the cue-dependent

nature of retrieval. For an item to be recalled in response to a given cue, this
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representation must be discriminated from the other representations or memory

items associated with that cue (Bjork and Bjork 1992). Discriminating an item is

assumed to be a function of retrieval strength relative to the strength of other items

in the cue set. Reconstructing the item for a response is presumed to be a direct

function of its absolute retrieval strength. The net effect of these assumptions is that

a limit is placed on the number of items that can be accessible in memory at a given

time. As new items are learned and added to memory, or as the retrieval strength of

certain items are increased, for example by more frequent recall, other items

become less retrievable (Bjork and Bjork 1992).

The competition between information for retrieval is bidirectional: Earlier

learned information can block or inhibit access to more recently learned informa-

tion, and more currently used information inhibits access to earlier learned and not

often used information. This peculiarity of human memory shows that over time,

the accessibility of memory representation constructed earlier tends to increase

relative to the accessibility of related memory representation constructed later

(Bjork and Bjork 1992), explained by a sort of regression process. When a person

learns new information, it is the new representation that is most accessible at the

end of the learning process. With disuse of both representations (older and newer),

the pattern changes from recency to primacy: There is a loss of access to the more

recent presentation and a recovery in retrieval of the earlier (older) representation

(Bjork and Bjork 1992).

In summary and displayed in Fig. 4.4, “forgetting” means that increasing the

retrieval strength of certain items (e.g. by further practice or test events) makes

other items less retrievable (Bjork and Bjork 1992). The underlying competitive

effects will tend to be governed by similarity or category relationships defined

semantically or episodically (Bjork and Bjork 1992).

With respect to this book and longer periods of non-use due to high automaticity

in process control, it is apparent that knowledge and skills, however well they are

learned, become inaccessible if not periodically retrieved. The gradual loss of

retrieval access is not a consequence of the mere passage of time, but rather a

consequence of learning and practising other items (Bjork and Bjork 1992).

The new theory of disuse proposes the following (see Bjork and Bjork 1992,

p. 42):

• No matter how accessible and over-learned a piece of information, concept or

skill is at some point in time, it eventually becomes non-recallable with disuse

• An item, piece of information, or skill in memory has two “strengths”: a storage

strength (how well an item is learned) and a retrieval strength (probability that an

item can be recalled in response to a given cue)

• The storage strength of a given item grows as a pure accumulation of study and

recall opportunities. Once accumulated, storage strength is never lost

• Retrieval capacity is limited concerning the total number of items that are

retrievable at one point in time

• Retrieval strength decreases as a function of non-use (e.g. studying or testing)

• The act of retrieval is itself a potent learning event
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• Memories one uses often are made more accessible (higher retrieval strength)

• As new items are learned and added to memory, or as the retrieval strength of

certain items are increased, e.g. by more frequent recall, other items become less

retrievable (Bjork and Bjork 1992)

• Gain and loss of retrieval strength are both negatively accelerated, and storage

strength enhances the gain and delays the loss of retrieval strength

In the IBLT as well as the RPDM, processes of forgetting have not yet been

addressed explicitly, although it can be inferred that the retrieval strength of

instances depends on frequency and recency of instance retrievals. Unfortunately,

the new theory of disuse has so far not primarily investigated the control of complex

technical systems. It has been used above all in the context of everyday phenomena

of memory and in the rather classical school learning context. For the area of

complex tasks as considered in this book, the implications of the new theory of

disuse can only be transferred on a theoretical level.

With regard to the remarks on accumulation of instances and their use, it can be

assumed that:

Proposition 22: Instances that are very well entrenched and inter-associated with

other instances show a high storage strength.

Proposition 23 Instances that are retrieved less frequently have a lower retrieval

strength than instances that are retrieved more frequently and regularly,

e.g. SOPs of non-routine/normal tasks.

Fig. 4.4 The new theory of disuse applied to the COCOM. With work experience or practice,

instances (SDUs) that are not used frequently have a lower retrieval strength than SDUs that are

used frequently or are currently being acquired. Increasing the retrieval strength of certain items

(e.g. by further practice or test events) makes other items less retrievable
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However, there is still a clear need for research. What, for example, is not yet

clear is the extent to which continuous work experiences of routine tasks can foster

the retrieval strength of at least overlapping elements of other instances which are

not routine. Indeed, as was described and defined in Chap. 2, a complex task can be

decomposed into part-tasks that include sequences of steps which need to be

integrated and coordinated based on attentional processes (Table 1.4). And thus,

on the one hand it can be assumed that, for example, SOPs that are used more

frequently possess a higher retrieval strength than SOPs that are used less. On the

other hand, the sequences within the SOPs are not all fundamentally different, but

share part-sequences. As yet, it has not been empirically investigated, for example,

to what extent the performance of routine tasks transfers the retrieval strength of

part-sequences to other SOPs. Therefore, there is a clear need for research here

concerning processes of forgetting in everyday working life.

4.7 Learning Mechanism to Support Storage and

Retrieval Strength

In practice, to counterbalance skill decay, so-called refresher or recurrent training is

used. Kluge et al. (2012) define refresher training as follows: “Refresher training
aims to re-establish a specific skill level that was acquired at the end of an initial
training, which should be re-established after a certain time interval during which
the skill was not required to be recalled” (p. 2437). Refresher training is especially
important for task elements which are not continuous constituents of the routine
tasks during normal operations (Kluge et al. 2012; Kluge and Frank 2014). The

distinction between distributed practice and refreshing seems fluent. Bjork and

Bjork (2006) propose that effects of spacing and distributed practice on learning

and retention are complex. The temporal spacing of practice trials on episodes has

shown to be a function of the length of the final retention interval, which means the

length of the interval between the last presentation of the to-be-remembered

material and the testing of it, and the interval over which it must be maintained

(Bjork and Bjork 2006). When the retention interval is short, closely spaced massed

learning episodes produce a better test performance compared to distributed prac-

tice. In the case of long retention intervals, distributed practice produces better

retention (Bjork and Bjork 2006). Distributed practice enhances long-term retention

and performance. The explanation provided by the new theory of disuse is that the

advantage of massed practice at short retention intervals arises because massed

study episodes lead to a more rapid growth in retrieval than do distributed learning

episodes, owing to the greater loss of retrieval strength between subsequent dis-

tributed learning trials. When retention is tested at a short interval, retrieval strength

– which determines current performance – is higher in the case of massed practice.

On the other hand, distributed practice produces a greater increase in storage

strength than massed practice because according to the new theory of disuse,

increments in storage strength are a negatively accelerated function of current
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retrieval strength (Bjork and Bjork 2006). With distributed practice, there is more

forgetting or loss of retrieval strength between the learning episodes, which creates

better conditions for new learning, meaning greater increments in storage strength

(Bjork and Bjork 2006). In turn, the greater accumulation of storage strength with
distributed practice slows the loss of retrieval strength with disuse (Bjork and Bjork
2006), which leads to a better performance after a delay. These conditions of

distributed practice are also called desirable difficulties (Bjork and Bjork 1992,

2006; Bjork et al. 2013).

In addition to distributed practice, other difficulties include

• interleaving instead of blocking of part-tasks,

• varying rather than keeping learning conditions constant,

• reducing rather than increasing feedback to the learner, and

• using tests rather than studying trials as learning events (Bjork and Bjork 2006;

Bjork et al. 2013).

They are called difficulties because they slow the apparent rate of knowledge

and skill acquisition but enhance long-term retention and transfer. The demand for

varying rather than keeping learning conditions constant is also supported by

Gonzalez and Brunstein (2009). According to the IBLT, heterogeneity of practice

implies a larger diversity of instances in the problem space that defines the instances

(Gonzalez and Brunstein 2009).

However, for relearning, a somewhat different effect was shown (Bjork and Fritz

1994). In relearning, for example in the form of refresher training, massing

relearning trials are as effective as distributed relearning. Massed relearning pro-

duces more rapid reacquisition during refresher training than does distributed

relearning (Bjork and Fritz 1994). The new theory of disuse provides the following

explanation for this: Because storage strength, once accumulated, is assumed to be

permanent, the storage strength that results from original learning carries over to

relearning. The disadvantage exerted by massed practice during initial learning

(a limited accumulation of storage strength) is mitigated (Bjork and Bjork 2006).

A second proposed way of optimising the scheduling of learning episodes across

the acquisition phase is called expanding retrieval practice (Landauer and Bjork

1978). In this method of scheduling practice, the first attempt is scheduled shortly

after the first learning episode, the next retrieval attempt is scheduled after a slightly

longer retention interval and the third after a longer interval still, and so on (Bjork

and Bjork 2006). Ideally, each retrieval attempt should occur at the point when

retrieval would be maximally difficult (see desirable difficulties) but still possible

given the present level of retrieval strength Bjork and Bjork (2006).

Another benefit for long-term retention is the introduction of variations into the
learning of a new task. The benefits of variation are that retrieval is made more

difficult because the cues available from the just prior learning episode will be

somehow changed from those of the current learning episode, which produced

greater increments to storage strength as well as retrieval strength. Secondly,

each time the new episode occurs in a slightly different manner, it becomes

associated with different retrieval cues and contexts, thus improving the generali-

sability of the newly learned knowledge and skill. Third, the variation of the task is
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assumed to force the learner to engage in higher-order learning to overcome the

interference of the task, for example by discovering similarities and differences

between the episodes (see differentiation between instances, above) (Bjork and

Bjork 2006).

Proposition 25: The greater accumulation of storage and retrieval strength is

achieved by desirable difficulties during learning.

Proposition 26: The greater accumulation of storage and retrieval strength is

achieved by expanding retrieval practice.

Proposition 27: The greater accumulation of storage and retrieval strength is

achieved by variations introduced into a learning task.

Finally, after looking in the first parts of the chapter at the acquisition of

instances and retention, we now turn to “similarity”, the final fundamental compo-

nent of learning (acquisition, retention and transfer) which is deemed as important

by Bourne and Healy (2012).

4.8 Transfer: Laws Relating to Similarity

Transfer describes the process of acquisition of one task that affects the perfor-

mance of another task (Bourne and Healy 2012; Proctor and Dutta 1995). The major

variable that determines the extent and direction of transfer is similarity between

two tasks (Bourne and Healy 2012). Similarity has already been mentioned fre-

quently in the previous sections; for example in the IBLT and RPDM, recognition is

based on instance similarity. A situation is judged as routine or non-routine if there

are memories of similar situations. For this reason, similarity plays a special role

here, which will specifically be addressed again.

According to Tversky (1977), similarity plays a crucial role in theories of

knowledge and behaviour. Similarity serves as an organising principle used by

persons to classify objects, form concepts and make generalisations (Tversky

1977).

Similarity is demonstrably important across many areas of cognition (Gentner

and Markman 1997). Experiences are stored in categories in memory largely on the

basis of their similarity to a category or to stored exemplars (Gentner and Markman

1997). As cited above, Gilboa and Schmeidler (2000) assume that utilities of

possible decision alternatives are computed from similar past experiences and

decisions are based on similar cases in the past. The RPDM and IBLT both presume

pattern matching (Osman 2010) and recognition is based on attention guided by

previous experiences determined by instance similarity (Gonzalez et al. 2003).

Transfer based on similarity principles is therefore an inherent characteristic of

case-based reasoning, the IBLT, RPDM and the model by Sun (2002). In transfer,

new problems are solved using procedures taken from prior similar problems

(Gentner and Markman 1997; Holyoak and Koh 1987).

Similarities are used in order to generate a set of options, especially in natural-

istic decision contexts, in which people rely on their previous experience to
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determine a set of considerations (Markman and Medin 2002). An operator may see

a new situation as similar to a prior episode, which suggests potential options.

Research on similarities suggests that mental representations contain informa-

tion about objects and features of those objects as well as structural information

relations among features and objects (Markman and Medin 2002). The process

involved in similarity comparisons is one of structural alignment and mapping

between mental representations (Gentner andMarkman 1997). Structural alignment

means that a decision maker sees the commonalities and differences of items

(Markman and Medin 2002).

It is assumed that the comparison process operates over a person’s current

representations, however they are derived. In order to predict the outcome of a

comparison, one needs to know a person’s current construal of the things being

compared (Gentner and Markman 1997). Comparisons based on literal similarity

are made with respect to relational predicates and object attributes, whereas com-

parisons based on analogy are made with respect to relational predicates only

(Gentner and Markman 1997).

The judgment of similarity depends on context and frame of reference as well as

on the salience of a feature, which is determined by two types: Intensity and

diagnosticity (Tversky 1977). Intensity refers, for example, to brightness of light,
loudness of a tone, saturation of colour, the frequency of an item. Diagnosticity
refers to the classificatory significance of features, which means the importance of
the classifications that are based on these features. The diagnosticity of features is

determined by the classifications that are based on them, which can change with the

context. In contrast, intensity of a feature is determined by perceptual and cognitive

factors that are relatively stable across contexts (Tversky 1977).

Similarity is a process of structural alignment and mapping over articulated

representations. In this respect, similarity-based retrieval from long-term memory

is based on overall similarity, with surface similarity strongly weighted, rather than

by the structural alignment which would support decision making best (Gentner and

Markman 1997; Holyoak and Koh 1987). This is because retrieval likelihood is

sensitive to surface similarity, but successful problem-solving is sensitive to struc-

tural similarity (Gentner and Markman 1997). This is also the case in the RPDM, in

which it was shown that if somebody needs to decide on the course of action

quickly and under time pressure, surface similarity is considered first. In contrast, if

there is no time pressure, structural similarity is considered in more detail

(Gonzalez et al. 2003; Klein 2000).

In addition to the situation assessment in the operator’s current work situation,

similarity also plays a fundamental role in transfer of training (Proctor and Dutta

1995). Based on the theory of identical elements (Thorndike andWoodworth 1901),

it is proposed that transfer of knowledge and skills is supported only when two tasks

have particular elements in common (Proctor and Dutta 1995). Identical elements

include aims, methods, and approaches and also stimuli and responses (Goldstein

1993). Transfer in an organisational setting aims at using the acquired knowledge

and skills that result from a training experience on-the-job in order to lead to

meaningful changes in work performance (Baldwin et al. 2009). In the training
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literature, there is a high level of consensus that the acquisition of knowledge, skills

and attitudes is of little value if the new characteristics are not generalised to the job

setting or are not maintained over time. Transfer is the core issue with respect to

linking individual changes to requirements of the organisational system (Kozlowski

and Salas 1997).

Propositions:

Proposition 28: Becoming an expert in controlling a complex technical system

includes knowledge and skills for discovering the surface and structural simi-

larity between situational cues, which is particularly important for situation

assessment.

Proposition 29: Becoming an expert in controlling a complex technical system

includes the acquisition of knowledge concerning the diagnosticity of cues,

which is particularly important for situation assessment.

Proposition 30: Becoming an expert in controlling a complex technical system

includes acquired knowledge and skills being generalised to an organisational

context that shares elements with the learning context.

This chapter aimed to facilitate the understanding of the fundamental learning

process of how novices become experts in dealing with routine, non-routine/normal

and non-routine/abnormal situations. These underlying principles and learning

mechanisms are used in the following to derive the Staged Process Control Read-

iness Training.

Here is a summary of all of the propositions:

Proposition 1: The overall learning requirements include the development from a

novice to an expert.

Proposition 2: The learning process implies the accumulation of instances through

work experience and practice.

Proposition 3: Work experience and practice for becoming an expert in process

control for situation assessment and action implementation means the acquisi-

tion of episodes.

Proposition 4: Instances are stored in episodic memory.

Proposition 5: Learning occurs through the accumulation of instances over

repeated task exposure and execution.

Proposition 6: Episodic memory forms, together with declarative knowledge, the

foundation for the representation and use of mental models.

Proposition 7: The instances enable a situation to be assessed in a recognition-

primed manner.

Proposition 8: In the acquisition of instances for situation assessment, value must

be placed on the learning of the diagnosticity of cues (classification of routine/

non-routine/normal and abnormal), on the discovery of similarity, and on the

acquisition of perceptual skills for both processes.

Proposition 9: The instances additionally enable mental time travel into the future

in order to estimate the effects of decisions.
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Proposition 10:With regard to action implementation, learning processes also take

place in a bottom-up manner, i.e. through the acquisition of instances from

which, with increasing practice, rule-based knowledge is extracted.

Proposition 11: In the acquisition of instances for action implementation, value

must be placed on the dual bottom-up and top-down approach to acquiring

automaticity and attention sharing.

Proposition 12: The assessment and the prediction of precision are improved

through the acquisition of further episodes.

Proposition 13: Becoming an expert requires ongoing learning that counteracts

automaticity through the development of increasingly complex mental represen-

tations to attain higher levels of control of their performance.

Proposition 14: The integration of taskwork and teamwork skills is a concurrent

task demand. It shares elements of a dual task, which requires time-sharing and

attention allocation.

Proposition 15: The in-process integration of teamwork and taskwork skills can

best be learned according to the learning mechanism which is also effective for

dual-task performance.

Proposition 16: Pre-process and post-process coordination activities are assumed to

be valuable and supportive for the creation, learning and activation of task-

related, team-related, process-related, and goal-related team knowledge.

Proposition 17: Equivalently to learning taskwork skills, learning teamwork skills

includes a cognitive component (knowledge), such as a schema concerning

teamwork characteristics, as well as a behavioural component, in which specific

concrete behaviours, e.g. scripts and skills, need to be acquired and applied.

Proposition 18: Teamwork is learned through the accumulation of instances of

teamwork episodes.

Proposition 19: Assuming that most of the things one knows about teamwork are

procedural and implicitly stored, with everyday experience and increasing job

experience, explicit and rule-based knowledge is extracted.

Proposition 20: Teamwork skills, focused on the behaviours necessary for effective

team functioning, are believed to be best learned in intact teams rather than

individually.

Proposition 21: Teamwork skills are acquired most effectively with a high level of

action fidelity

Proposition 22: Before team members are trained in developing teamwork skills,

they must have reached some threshold level of competence in their individual

knowledge and skill.

Proposition 23: Instances that are very well entrenched and inter-associated with

other instances show a very high storage strength.

Proposition 24: Instances that are retrieved less frequently have a lower retrieval

strength than instances that are retrieved more frequently and regularly,

e.g. SOPs of non-routine/normal tasks.

Proposition 25: The greater accumulation of storage and retrieval strength is

achieved by desirable difficulties during learning.
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Proposition 26: The greater accumulation of storage and retrieval strength is

achieved by expanding retrieval practice.

Proposition 27: The greater accumulation of storage and retrieval strength is

achieved by variations introduced into a learning task.

Proposition 28: Becoming an expert in controlling a complex technical system

includes knowledge and skills for discovering the surface and structural simi-

larity between situational cues, which is particularly important for situation

assessment.

Proposition 29: Becoming an expert in controlling a complex technical system

includes the acquisition of knowledge concerning the diagnosticity of cues,

which is particularly important for situation assessment.

Proposition 30: Becoming an expert in controlling a complex technical system

includes acquired knowledge and skills being generalised to an organisational

context that shares elements with the learning context.
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Chapter 5

Training Design for Instance-Based Learning

– The “Staged Process Control Readiness

Training” (SPCRT)

Chapter 4 ended with a number of propositions regarding how learning processes

support the knowledge and skill acquisition and the retention for controlling

complex systems. In this chapter, these basic learning processes are translated

into training designs which provide a framework for activating these learning

processes in order to achieve the training objectives formulated in Chap. 3.

Knowledge and skill acquisition within the work and organisational context aims

at building and/or changing motivational, cognitive or behavioural prerequisites for

the job (Sonnentag et al. 2004). Noe et al. (1997) define training as “a planned effort

by a company to facilitate the learning of specific knowledge, skills, or behaviors

that employees need to be successful in their current job” (Sonnentag et al. 2004,

p. 154).

The training design proposed is named “Staged Process Control Readiness

Training” (SPCRT). It is staged in terms of having a first stage in which novice

operators accumulate instances during the training session designed for them, and a

second stage in which more expert operators are supported in terms of skill

retention, deliberate practice and teamwork skills through instance-based training

specifically designed for this group. It is called “readiness training” because it

prepares operators for the tasks described as training objectives. As a large propor-

tion of the training objectives and performance are not routinely called upon every

day, the training should foster the readiness for controlling complex systems and

also prepare for non-routine situations. Readiness is defined as possessing the

taskwork and teamwork knowledge and skills an operator needs to establish and

sustain competent performance in order to be in control in routine, non-routine/

normal and non-routine/abnormal situations. The readiness concept is borrowed

from Bolstad et al. (2008), and adapted fromMorrison and Fletcher (2002) in Kluge

and Burkolter (2013).

At its core, the SPCRT includes practice-based training (Salas and Cannon-

Bowers 1997), which corresponds to and matches the propositions formulated in

the previous chapter. The practice-based training can be supplemented with

information-based methods and demonstration-based methods (Salas and

A. Kluge, The Acquisition of Knowledge and Skills for Taskwork and Teamwork to
Control Complex Technical Systems, DOI 10.1007/978-94-007-5049-4_5,
© Springer Science+Business Media Dordrecht 2014

155

http://dx.doi.org/10.1007/978-94-007-5049-4_4
http://dx.doi.org/10.1007/978-94-007-5049-4_3


Cannon-Bowers 1997), but practice as accumulating instances is central to the

endeavour.

5.1 Issues for Training Design Preparation

Issues for training design preparation include

(a) The analysis of the organisational and production context in order to design

instances which are presented to novice operators to support the accumulation

of instances, and

(b) A cognitive task analysis in order to guide and debrief operators for improving

their Recognition Primed Decision Making (RPDM, see Chap. 4).

Both issues are explained in the following sections.

Analysing and understanding the organisational and production context

As was outlined in Chap. 2, the process industries diverge with respect to the

number of productions, number of product steps, product variety, routings of

products, production speed and throughput time (Fransoo and Rutten 1994), num-

ber and particularities of raw materials, equipment flexibility, formulation multi-

plicity (Dennis and Meredith 2000), the use of computer control and automation

and the structure of the control room crew. Therefore, the first step which the

training designer needs to take for training design is to understand the particularities

of the specific process control target job. This can be derived from the technical

aspects of the process to be controlled but needs to be more precisely specified, for

example by means of observations, interviews, questionnaires, key consultation,

print and multimedia analysis, group discussion, records and reports (e.g. Goldstein

1993; Salas et al. 1996; Steadham 1980). A description of methods relevant for

control room operators is outlined in Table 5.1. Methods are differentiated into

methods based on the analysis of documents and their content (unobtrusive, text-

based methods, “desk research”) and methods requiring interaction with operators

and subject matter experts (interactive, obtrusive methods).

The preparation includes selecting and gathering essential materials for the job

performance such as the SOPs, rules and regulations and other equipment needed to

complete the job, for example which SOPs exist.

Some of the methods, which require more explanation, will be described in more

detail in the following. The logic of Critical Incident Analysis (Flanagan 1954) can

be applied as event-based analysis techniques (Flin et al. 2008) for selecting a

number of instances for training. HROs in particular have systems for recording

safety incidents, accidents and also near-misses. At times, confidential reporting

systems (Chappell 1994) are also essential for extracting relevant instances (Flin

et al. 2008; Ritzmann 2012). These reports can be used to analyse the underlying

instance and to provide data from actual events to derive training needs, for

example in terms of a correction of a mental model or learned instance for both
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Table 5.1 Sources for the specification of training design (in line with Goldstein 1993, pp. 48/49;

Steadham 1980, p. 59; Buckley and Caple 1990)

Technique Examples

Documents and content analysis methods

Print and multimedia analysis (Goldstein

1993; Steadham 1980)

Can include professional journals, legislative news,

notes, industry rags, trade magazines, in-house

publications, accident analysis reports and mul-

timedia material, provided e.g. on the CSB or

IAEA website, and scientific publications such as

those reviewed in Chap. 3 for deriving evaluation

possibilities.

Record and report analysis (Goldstein 1993;

Steadham 1980)

Organisational charts, planning documents, policy

manuals, audit reports, accident reports, e.g. the

analyses based on the HFACS Human Factors

Analysis and Classification System by

Wiegmann and Shappell (2001).

Critical incident analysis (Flanagan 1954)/

event-based analysis (Flin et al. 2008)

Includes collecting information about incidents

which have proven to be critical to the effective

performance of the job, incidents that have con-

tributed to success or failure. Analysis of safety

incidents, accidents and near-misses.

Additional methods for in-depth understanding

SOP analysis Based on the print and multimedia analysis,

analysing SOPs to derive the required mental

model and skills to execute a procedure.

Key point analysis, e.g. for the development

of SOPs (Buckley and Caple 1990)

Based on the incident reports, this method focuses

on three main aspects of a task: the sequence or

stages in which it is performed, instructions

which describe how the task is to be done and the

key points which have to be emphasised so that

the operator avoids errors, e.g. by means of a job

aid/SOPs for the job holder.

Fault analysis (Buckley and Caple 1990) Based on the incident analysis, analysis of where

problem areas are likely to occur, what are the

consequences of errors and how errors can be

prevented, e.g. by the CREAM method

(Hollnagel 1998, see Chap. 3).

DIF (difficulty, importance, frequency)

analysis (Buckley and Caple 1990)

Helps to decide between the “need to know” and

“nice to know” content of training, as well as to

estimate the retention interval to be bridged

(Fig. 5.1).

Interactive methods

Questionnaires (Goldstein 1993; Steadham

1980)

Surveys, pre-designed or self-generated, e.g. to find

out about the frequency and importance of cer-

tain job elements.

Observation (Goldstein 1993; Steadham

1980)

Unstructured or structured, can be technically spe-

cific, such as video analysis, or functionally or

behaviourally specific.

Interviews (Goldstein 1993; Steadham

1980)

Can be formal or informal, structured or unstruc-

tured, used with a sample of a particular group or

(continued)
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technical and non-technical skills. This means that event-based analysis is essential

for developing instances to acquire teamwork skills.

Based on print, media, document and incident and event analysis, subsequent

further deeper analysis of the underlying cognitive processes, for example the

causes of errors, should be investigated. For the industries addressed in this book,

an SOP analysis, a key point analysis, a fault analysis, and a difficulty-importance-

frequency analysis (Buckley and Caple 1990), also described in Table 5.1, are

suggested.

Especially for the execution of SOPs, which are written as a series of rules and

actions and for which each action may be conditional on a particular state of the

plant (“if x, then do y”, Wickens and Hollands 2000), a fault or error analysis is a

valuable supplement. This is the case because too often, the “if x” part is merely

assumed by the operator, who does y, forgetting to carefully evaluate whether

condition x actually exists and thus producing a rule-based error (Wickens and

Hollands 2000). Additionally, one could also conceive of an SOP analysis in terms

of importance and frequency, or an analysis of everything one has to know to

execute the SOPs.

Fault analysis is supposed to supplement incident analysis and its results can be

built into job aids, training guides used as indicators which will give advance

warning to the trainees of possible problems, the symptom of problems and

appropriate actions to take or to apply in order to prevent problems from happening.

In one of our own studies, we analysed log data in order to understand the errors

made by operators in their fault-finding and diagnosis process with the aim of

optimising training and training materials (Kluge et al. 2013b).

I would also like to emphasise the usefulness of the DIF Analysis (see also

Chap. 2), which is displayed in Fig. 5.1. As can be seen in Fig. 5.1, there are three

criteria according to which the decision how to train is made: the level of difficulty,

the importance which is placed on it and the frequency with which it is performed,

which is in turn relevant for skill retention. I marginally extended the DIF described

by Buckley and Caple (1990) in the upper part in order to demonstrate how several

aspects introduced and outlined in Chap. 4 can be integrated, such as the

Table 5.1 (continued)

Technique Examples

with the whole group, can be done in person, by

phone, at the work site.

Group discussion (Goldstein 1993;

Steadham 1980)

Resembles face-to-face interview technique, struc-

tured and unstructured, formal or informal,

focused on job roles, group problem analysis,

group coordination themes.

Key consultation (Goldstein 1993;

Steadham 1980)

Secures information from those persons,

e.g. trainers, safety managers, who by virtue of

their formal or informal standing are in a good

position to know the particularities of the job and

organisation, e.g. by means of interviews, ques-

tionnaires, group discussion.
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prepositions concerning storage and retrieval strength (Bjork and Bjork 1992, 2006)

as well as pre- and post-work reviews as suggested above, for example for the

creation, learning and activation of task-related, team-related, process-related and

goal-related individual and team knowledge.

The DIF analysis is related to the distinction between routine and non-routine/

normal tasks and can be enhanced by defining different degrees of difficulty

(e.g. not difficult, difficult, very difficult), importance (not important, moderately

important, very important) and frequency (infrequent, moderately frequent, very

frequent, Buckley and Caple 1990), which give indications of the priority of

training and the performance and retention level to be achieved (Stammers 1981).

The result of such an extended DIF analysis might be that a skill that is difficult,

moderate or very important and performed infrequently has a very high priority in

training to a standard which will ensure a high level of skill retention without the

job being done frequently (Buckley and Caple 1990). In process control, task

difficulty can be derived, for example, by means of a sequence analysis (Kluge

and Burkolter 2013) based on the sub-goal template method by Ormerod and

Shepherd (2004) and Ormerod et al. (1998) to distinguish between fixed sequences,

which are most likely to error-prone (Farr 1987), contingent, parallel and free

sequences (see Chap. 3 non-routine/normal situations).

To give an example concerning teamwork skills and the use of a questionnaire,

in one of our own studies, we used a Teamwork Analysis Inventory (TAKAI,

Hagemann 2011; Hagemann et al. 2012) to analyse the specific requirements of

Fig. 5.1 DIF analysis, partially applied to monitoring and controlling tasks
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the teamwork requirement, for example with respect to relational complexity and

adaptiveness. This was combined with interviews with subject matter experts,

direct observations and the analysis of records and reports (Hagemann 2011;

Hagemann et al. 2012).

Analysing and understanding the cognitive processes required by Cognitive
Task Analysis

For each particular control room job, a cognitive task analysis is also essential.

Cognitive task analysis methods supplement traditional task analysis techniques to

detect the knowledge and information-processing aspects that underlie task perfor-

mance in a more fine-grained manner (Roth 2008; Schraagen et al. 2000). “A
cognitive task analysis allows training designers to gain insight into the cognitive
processes and requirements for job performance of subject matter experts by the
use of knowledge elicitation techniques” (Salas et al. 2006, p. 477; Schraagen

et al. 2000) in order to uncover experts’ relevant but tacit knowledge and knowl-

edge structures (van den Bosch and Riemersma 2004). Cognitive task analysis aims

at determining the cognitive processes and skills required to perform, for example,

the task of a control room operator at high proficiency levels and the changes that

occur while skills develop (O’Hare et al. 1998). Cognitive task analysis methods are

used to anticipate contributors to errors (e.g. lack of information or inaccurate

understanding) and to specify how to improve individual and team performance,

for example through training (Roth 2008). In order to develop training programs,

the cognitive task analysis is based on the analysis of the actual user activity in an

already functioning system (O’Hare et al. 1998).

Cognitive task analysis refers to a series of methods such as verbal protocols

with experts thinking aloud while performing a simulated task, observations,

interviews about concepts and cues experts use as well as conceptual methods

(van den Bosch and Riemersma 2004), or critical incident analysis techniques such

as the critical decision method (Klein et al. 1989; Roth 2008).

A useful list and description of CTA techniques can be found in Crandall

et al. (2006). Cognitive task analysis results can then be used for expert mental

model development, cues for guiding visual search and monitoring, and cues

promoting complex decision-making skills (Salas et al. 2006). Cognitive task

analysis links the constructs and basic psychological theory (e.g. regarding infor-

mation processing, planning, monitoring, decision making) to a real-world task

(Kozlowski and DeShon 2004). These results can also be used for the design of

training evaluation instruments and feedback and for the design of simulation and

scenario-based training (Salas et al. 2006) with high action and cognitive fidelity

(Kozlowski and DeShon 2004).

According to Roth (2008), one of the most widely used cognitive task analysis

methods is the critical decision method (CDM) by Klein et al. (1989). CDM was

designed to address the basis of expert decision-making performance (goals-cues-

expectancies-courses of action) as described in the RPDM (see Chaps. 3 and 4), to

be applicable under field conditions, and to have applied value in training or system

design (Klein et al. 1989; O’Hare et al. 1998). In the CDM, a series of structured

160 5 Training Design for Instance-Based Learning – The “Staged Process. . .

http://dx.doi.org/10.1007/978-94-007-5049-4_3
http://dx.doi.org/10.1007/978-94-007-5049-4_4


probing questions (Table 5.2) are used to elicit retrospective descriptions of actual

past incidents (Roth 2008). The probing questions require the expert to reflect on

their own strategies and bases for decisions (Klein et al. 1989). The CDM (also)

builds on the critical incident technique (Flanagan 1954, see above) “by using a set

of cognitive probes to determine the bases for situation assessment and decision

making during non-routine incidents” (Klein et al. 1989, p. 462), because

non-routine situations are the richest source of data about the capabilities of skilled

personnel (Klein et al. 1989). Participants are requested to bring to mind an incident

in which their expertise made a difference to the outcome, which is then recalled in

detail and a time line is constructed to trace the sequence of events (O’Hare

et al. 1998). Once the incident is selected, the interviewer asks for a brief descrip-

tion (Klein et al. 1989). The recalled incidents can themselves also be useful for the

design of training scenarios and episodes with a high psychological fidelity

(Kozlowski and DeShon 2004).

Table 5.2 demonstrates that the probes can vary with respect to the context and

task for which they are used and that probes should be adapted to the particularities

of the RPDM processes one wishes to understand in order to subsequently design

instances that provide the relevant cues and which involve the required cognitive

processes.

The basic procedure of the CDM consists of five steps (Klein et al. 1989): Select

incident; Obtain unstructured incident account; Construct incident technique; Deci-

sion point identification; Decision point probing (e.g. using the probes in Table 5.2).

A current description of the CDM by Crandall et al. (2006) proposes four phases:

• Selecting an incident: For example routine, non-routine, challenging events.

• Time line verification: Gaining a clear, refined and verified overview of the

incident structure, identifying key events and segments.

• Deepening: Discovering the story behind the story. Finding out, for example,

what the operator knew, when he/she knew, how he/she knew, what he/she did

with this knowledge.

• Application of “What-if” queries as proposed in Table 5.3.

As a result of the CDM, it might be found, for example, that novices in a control

room should be trained to develop the perceptual differentiations and monitoring

activities used by experts. In order to develop such perceptual skills, practice needs

to take place under conditions in which the relevant cues are consistently associated

with certain responses (O’Hare et al. 1998), for example in a simulator environment

(see below).

With regard to the proposition in Chap. 4, the CDM is helpful for designing

learning instances that support the acquisition of diagnosticity of cues (proposition

8) and their salience as well as for learning surface and structural similarity between

situational cues (propositions 28 and 29), for example in order to enhance situation

assessment and accurate pattern recognition. In that respect, CTA can be helpful for

developing simulations and materials for scenarios by using the stories gathered

during CDM to address cognitive requirements (Crandall et al. 2006). Additionally,

CTA can be used for feedback and debriefing. CTA can be used to find out how the
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Table 5.2 Critical decision interview probes by Klein et al. (1989, p. 466), Crandall et al. (2006)

and extracts of the CDM probes used by O’Hare et al. (1998, p. 1717–1718)

Probe type Probe content (Klein et al. 1989) Probes used by O’Hare et al. (1998)

Cues What were you seeing, hearing,

smelling, . . .
What features were you looking at

when you formulated your

decision?

How did you know when to make the

decision?

Information What information did you use in mak-

ing this decision, and how was it

obtained?

Conceptual model: Are there any situ-

ations in which your decision would

have turned out differently?

Information integration: What were the

most important pieces of informa-

tion which you used to formulate

the decision?

Analogies Were you reminded of any previous

experience?

Were you at any time reminded of

previous experiences in which a

similar decision was made?

Were you at any time reminded of

previous experiences in which a

different decision was made?

Goals What were your specific goals at that

time?

What were your specific goals at the

various decision points?

Options What other courses of action were

considered by or available to you?

Were there any other alternatives

available to you other than the

decision you made?

Why were these alternatives considered

inappropriate?

Basis How was this option selected/how were

other options rejected? What rule

was being followed?

Do you think that you could develop a

rule, based on your experience,

which could assist another person to

make the same decision

successfully?

Do you think that anyone else would be

able to use the rule successfully?

Why? Why not?

SOPs Does this case fit a standard or typical

scenario?

Experience What specific training or experience

was necessary or helpful in making

this decision?

Time Pressure How much time pressure was involved

in making this decision?

Assessment Imagine that you are asked to describe

the situation to a relief officer at this

point; how would you summarise

the situation?
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operator made sense of the scenario and to spot ways in which an operator may be

confused (Crandall et al. 2006).

What is the relevance for training design?

Conducting analysis of the organisational and production context as well as the

cognitive task analysis serves the purpose of selecting and compiling instances for

the training of novice operators. The analysis should lead to an assembly of routine,

non-routine/normal and non-routine/abnormal situations (at least those that had no

SOP) which are put into a meaningful sequence. This should enable an adequate

mental model of the target system to be built up through the accumulation of

instances and allow the learning of cues of the situation, decisions and utilities.

The instances should then be organised according to their cues and the pattern

behind them – not according to the underlying knowledge, i.e. not as is the case, for

example, with ontology or knowledge taxonomy. Indeed, as described in Chap. 4,

knowledge is not represented in this way in the operator.

An event-based analysis should additionally be used to work out the shared

elements of the instances on the surface and structural level. In this respect, it is

suitable for novices to first of all practise the instances which have a high surface

similarity so that the SDUs can be acquired, differentiated and assimilated. With

increased practice and on the foundation of a basis of instances, variety should be

brought into the training scenarios, which also allow shared elements and similar-

ities to be discovered on the structural level. Instances for acquiring teamwork skills

must also be carefully selected and compiled, for which the event-based analysis

method can be used. I will make further remarks on this below.

Table 5.3 What-if queries according to Crandall et al. (2006)

Issues What-if query

Expert-novice

contrasts

If a novice had been in charge at this particular point in the incident, what type

of error might he/she have made and why? Would he/she have noticed

what you noticed? Would he/she have known to do x?

Experience What specific training or experience was necessary or helpful in making this

decision?

“What-if” query: What training might have offered an advantage in this

situation?

Aiding “What-if” query: If the decision was not the best, what training, tools,

knowledge, or information could have helped?

Hypotheticals “What-if” query: If a key feature of the situation had been different, what

difference would it have made in your decision?
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5.2 The First Stage of the Process Control Readiness

Training – Making the Most of Practice – Training

Design for Novices

As was proposed in Chap. 4, the learning process implies the accumulation of

instances through work experience and practice (propositions 3 and 5). Work

experience was defined as the accumulation of instances in informal settings on-

the-job through ongoing task exposure. Practice was defined as the accumulation of

instances in deliberately and purposely designed formal settings near-the-job.

What needs to be considered concerning the operators being novices? As

novices in part have no job experience, it is important to bear in mind the

particularities of learning with high element activity here (see Chaps. 2 and 4).

For novices, the complexity of the system is linked to a high intrinsic load. When

the concern is with acquiring mental models, if elements that need to be understood

and learned, for example the process in a refinery unit, interact greatly with each

other, they have to be processed and considered simultaneously. Therefore, in cases

of high element interactivity, they exceed the limits of the human working memory

capacity (Sweller 2006). Working memory holds only the most recently activated,

or conscious, proportion of long-term memory, and it moves these activated

elements in and out of brief, temporary memory storage (Dosher 2003;

Sternberg 2009).

Element interactivity refers, in the definition by Sweller (2006), not to the task

per se, but to the content to be learned. As the complex task of the operator consists

of operating a complex system, knowledge is, of course, also required about the

operation of the plant and the process which is being controlled. The understanding

of the plant requires the simultaneous processing of interconnected variables

because, as described above, interconnectivity constitutes a feature of a complex

system and places a strong burden on working memory during learning. In the

acquisition of knowledge, it is therefore important to consider that such instruc-

tional techniques are selected that optimally support rather than overtax working

memory during the process of learning information.

Possibly, the control room operators, who have already been field operators,

have a mental model of the plant which can be built on. In other words, one does not

have to explain the foundations of the chemical or physical processes of the

technical plant to be operated. However, it will be uncertain whether this mental

model is accurate. Therefore, even for novices in the control room who have field

experience, it should be ensured through the training that the mental model of the

target system also depicts the actual connectivity and dynamics. In the following,

the outlines for a training design are based on the assumption that the control room

operators bring with them prior knowledge about the plant (but not prior knowledge

about the control room activity). This training concept is targeted at the individual
skill acquisition. The training should lead to the individual operator becoming so

proficient that he will later be in a position to add the teamwork skills for

non-routine/abnormal situations on top of this (proposition 22).
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Training components

In the first stage of the process control readiness training, propositions 2 and

18 are built on: The learning process implies the accumulation of instances through

work experience and practice. To convert this proposition into a training design for

novice control room operators, the training needs the following components, which

are described below:

• A full-scope simulator

• Instances

• Experiential learning

• Component practice

• Briefing

• Debriefing

The full-scope simulator

Training simulators are systems which provide realistic training by incorporat-

ing and replicating a working representation of reality (Cannon-Bowers and

Bowers 2010). Based on the remarks of Sun (2002) and Sun et al. (2001, 2005), it

emerged (propositions 9 and 10) that particularly in complex tasks, bottom-up

learning is relevant and used, and this can be accelerated by explicit top-down

learning. Accordingly, it would make sense to first of all allow novice control

operators to experience instances in the full-scope simulator, enabling them to

acquire procedural knowledge about the control room (control knowledge on the

interface level, operating knowledge (Kluwe 1997). As Sun et al. (2005) state, when

there is no sufficient a priori knowledge available, learning is bottom-up and starts

with procedural action-centred knowledge. It is therefore useful in this respect to

begin with routine situations in order to meet demand for task fractionation

(Wickens et al. 2012) on the basis of increasing difficulty (see Chap. 4, proposition

25).

Why a full-scope simulator? Firstly, the daily routine tasks in many process

industries provide the novice with too few possibilities to acquire instances, as due

to the high automation, few active learning opportunities are available (see Chap. 2,

high automation, also Duncan and Shepherd 1975). Moreover, learning and prac-

tising in high-hazard industries is, of course, less indicated due to the associated

dangers on-the-job. Therefore, learning should not take place on site (Wexley and

Latham 2002). Learning should also not take place in the classroom off-the-job or

“off site” (Wexley and Latham 2002), as then, a mental model cannot be acquired.

A mental model can only be acquired through the interaction with the target system

(Norman 1983; Sun et al. 2001). Norman (1983): The users’ mental models are

acquired through interaction with the target system. An operator, through interac-

tion with the system, will continue to modify the mental model in order to get to a

workable result. Simulator training therefore combines the advantages of on-the-
job and off-the-job training. On-the-job learning would include training directly

conducted in the control room, while off-the-job learning allows for deliberately
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designed instances to be acquired, practice without hazardous consequences for the

environment, explicit feedback, correction and component practice of crucial skills

guided by the trainer for experiential learning.

The full-scope simulator (Table 5.4) is important, moreover, because only this

offers the cognitive fidelity, the relevant cues for the RPDM on the basis of which,

with increasing experience, the mental model is differentiated and developed

further (see remarks on CDM, Klein et al. 1989; IBLT, Gonzales et al. 2003;

Kolodner 1983; Norman 1983).

The usefulness for training in full-scope simulators for acquiring instances is

vividly described by Greitzer et al. (2009): “Prior to the blackout of August

14, 2003, only a small fraction of power system operators had ever trained with

realistic operator training simulators. Following the blackout, the North American

Electric Reliability Council (NERC) Emergency Operations Recommendation

No. 6 required that: ‘All reliability coordinators, control areas, and transmission

operators shall provide at least 5 days per year of training and drills in emergencies,

using realistic simulations, for each staff person with responsibility for the real-

time operation or reliability monitoring of the bulk electric system.’” (Greitzer

et al. 2009, pp. 37–38, also Podmore et al. 2008, p. 1).

Through the acquisition of instances in the full-scope simulator, the application

of procedures supports bottom-up learning. In this respect, I understand procedures

not only as control actions and SOPs but also as monitoring procedures, as

described by Vicente et al. (2004), which includes the configuration of display

and the priorities and frequencies with which relevant indicators and cues are

monitored.

On the whole, the learning theories predict that the instances and the cues

contained within them, the decisions derived from them as well as the utilities

can only be acquired “in situ” (propositions 1–13). Generic simulators offer too few

actual, real decision-critical cues and draw too strongly on the general

Table 5.4 Simulator-relevant definitions

Simulator type Definition

Full-scope

simulator

Incorporates a detailed model of the system with which the operator works in

the actual control room. Such simulators also include a replica control-

room operating console (Kluge et al. 2009).

Generic

simulator

Includes basic-principles and part-task simulators. Basic-principles simulators

illustrate general concepts, demonstrating and displaying the fundamental

physical process of a plant (Kluge et al. 2009).

Physical fidelity Degree to which the equipment, interface, procedures replicate the control

room (Elliot et al. 2004)

Psychological

fidelity

Extent to which the training environment prompts the essential underlying
psychological processes relevant to key performance characteristics in the

real-world setting (Kozlowski and DeShon 2004)

Cognitive fidelity Degree to which scenario content is similar in cognitive demands for under-

lying cognition and information processing (Elliot et al. 2004).

Acton fidelity Degree of correspondence between the behaviour in a learning setting and the

target setting (Stoffregen et al. 2003).
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understanding of associations. Starting from the basic assumption that control room

operators were previously field operators, it can be assumed that a general under-

standing of the chemical and physical processes has already been acquired.

It is deemed as very important that novices in particular begin with bottom-up
learning at the full-scope simulator and that learning is supported in the form of

feedback and debriefing through top-down learning processes and declarative

knowledge. Unfortunately, a different procedure is frequently found in practice;

the full-scope simulators are primarily used for experts, while novices have to work

with generic simulations (if at all). Due to the element interactivity, the latter are

difficult for learning and must be learned under high cognitive load. Or often, very

extensive theoretical training takes place, which attempts to build an abstract

mental model. Indeed, a fairly common assumption is that operators need to

understand the fundamental principles on which the design and operation of the

system is based. The theoretical knowledge of principles and facts includes, for

example, fundamentals of thermodynamics, heat transfer, fluid mechanics, solid

mechanics, dynamics, electricity and mathematics (Morris and Rouse 1985, p. 36):

“Unfortunately, there is little if any evidence that this results in better or more

useful mental models”. It has been found that knowledge test scores of fundamental

understanding did not correlate significantly with process control performance

(Morris and Rouse 1985). And this is still the case 30 years later.

With this component, propositions 1–13 can be put into practice.

The instances and their sequencing

As described above, the instances should emerge from event-based analyses and

then, as described in Chap. 4, be organised with increasing difficulty and according

to their surface and structural similarity.

First of all, two or three familiarisation instances should be run through, in which

the operator is familiarised with the control room and the display. In this regard,

monitoring priorities and frequencies can be learned, for example in which certain

values have to be read off. As described in Chap. 2 (Table 2.2), the operator should

learn how to monitor the process, consult SOPs, communicate his/her observations,

keep a record of significant events, schedule testing of routine equipment, make

changes to the system, for example in order to prevent or compensate for drifts and

faults, and introduce long-term changes and adjustments so that it evolves towards a

more efficient system. This should be followed by more demanding routine situa-

tions, for example with special products or under special weather conditions as well

as non-routine/normal situations which are planned or unexpected (see Chap. 3 for

non-routine/normal situations).

The demand for increasing difficulty can also be fulfilled by making the

instances become gradually more difficult, i.e. it becomes difficult to discriminate

between cues or cue configuration, time pressure is increased or the number of part-

tasks to be integrated increases (see Chap. 4). Moreover, instances can be designed

such that they enable emphasis-shift training variants such as the variable priorities

training of SOP execution and plant monitoring, emphasis change or the
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introduction of a secondary task, for example communication with a second

operator in order to acquire time-sharing skills.

In this respect, the selection of instances should be such that, with increased

practice, the operator will use a recognition-based application of the instance-based

knowledge (proposition 7). The perception of similarity increases with practice,

which supports attention management for relevant task cues (see Chap. 4). Situation

assessment and accuracy will increase with the accumulation of further instances

and learning episodes. In other words, the selection of instances should be such that

they are initially very similar to each other to enable general instances and SDU

combinations as well as general rules to be extracted. These can then be further

differentiated with further instances and refined with a corresponding debriefing. In

this way, a mental model that becomes ever more differentiated can develop.

Moreover, with further instances, the difficulty should also increase, as already

described above. As Wickens et al. (2012) as well as Merrienboer et al. (2003)

describe, in parallel to the increasing task difficulty, skill develops over time,

leading to resource demands (intrinsic load due to element interactivity) which

remain relatively stable over time. During instance accumulation, the novice is

provided with and supported by procedural information, for example SOPs as they

would also be used and occur on-the-job. This instance-based training experience

can then be viewed as an episode in terms of a series of cumulative stimuli

experienced by the learner and the cognitions associated with these experiences

(Baldwin and Magjuka 1997; Baldwin et al. 2009). The training episode then

represents a “natural slice” of organisational life (Baldwin and Magjuka 1997).

In this way, operators work their way through these different instances until they

are in a position to handle the situations professionally and with a high individual

proficiency, and are later able to learn teamwork instances.

With this component, propositions 1–13, 22 and 24–27 can be realised.

Experiential Learning

If one wishes to translate this use of instances into a training concept, the

experiential learning circle according to Kolb (1984) presents itself as an opportu-

nity. The IBLT (Gonzales et al. 2003) and COCOM model (Hollnagel and Woods

2005) have elements in common and therefore similarity with Kolb’s experiential

learning circle (Fig. 5.2).

Experiential learning theory defines learning as “the process whereby knowl-

edge is created through the transformation of experience. Knowledge results from

the combination of grasping and transforming experience” (Kolb 1984, p. 41; Kolb

et al. 2000). The experiential learning approach consists of four elements (Kolb

1984):

• Concrete experience,

• Observation and reflection,

• The formation of abstract concepts, and

• Testing in new situations.
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It is suggested that the learning process often begins with a person carrying out a

particular action and then seeing the effect of the action in this situation. Following

this, the second step is to understand these effects in the particular instance, so that

if the same action were taken in the same circumstances, it would be possible to

anticipate what would follow from the action. According to this pattern, the third

step would be to understand the general principle under which the particular

instance falls. Although is not always taken entirely seriously in psychology as

the empirical testing is lacking and it has been criticised, for instance by Miettinen

(2000), for not correctly reviewing the literature used as a foundation, several basic

learning principles outlined in the previous chapters can be recognised in

it. Moreover, the organisational psychology literature does contain references to

Kolb, for example in Sonnentag et al. (2004) or Tannenbaum et al. (2010) to name

but a few.

Kolb’s (1984) approach is conceptualised as a symmetrical cycle which depicts

four learning activities, which in the original model are all presented with equal

weightings. However, if one considers the previous theoretical remarks, then the

learning of control of a complex system must bring with it a clearly higher

proportion of experience and practice compared to reflection and forming abstract

concepts. According to Sun et al. (2001, 2005) as well as Gonzales et al. (2003), the

abstract model results from practice and experience through the process of

generalising specific knowledge to form generic schemas, so that later, for example,

case-based reasoning becomes possible, or also the RPDM. Therefore, based on

these theoretical assumptions, it is useful to practise for approx. 2/3 to 3/4 of the

time and to use 1/4 of the time on debriefing, as presented in Fig. 5.2 and explained

below.

Experiential learning stands for the implementation of propositions 1–13.

Fig. 5.2 Kolb’s experiential learning integrated into the COCOM (Hollnagel 2007)
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Briefing and Debriefing

Briefing is the verbal introduction to the instance-based learning episode that
“sets the scene”. Like later in the control room, the briefing should occur in the

form of a shift handover in which, for example, the entries in a shift book are read

and the “state” of the plant and plans for the shift are talked through. This means

that the briefing is necessary to introduce the setting, for example what happened

previously, what is the state of the plant, is it day or night, summer or winter? In

other words, information is briefed which helps the situation to be assessed and

relevant cues to be interpreted. Moreover, reference should be made to constraints

in the decisions, to SOPs or special regulations. In terms of the IBLT, the operators

should be made aware of the situation and given indications of what is expected

concerning the monitoring activities, for example priorities and frequency with

which relevant indicators should be monitored (e.g. according to Vicente

et al. 2004).

Debriefing is defined here as the verbally guided analysis by the trainer of
operator experience to extract rules and explicit knowledge, build up or correct
mental models. In the debriefing, guidance in the use of knowledge should be

provided (Morris and Rouse 1985, p. 39) in order to support bottom-up and

top-down learning (Sun et al. 2001, proposition 11).

In order to achieve the training objective for routine situations stated in Chap. 3,

Table 3.3, debriefing should include:

• Information concerning the results in terms of the level of achievement of the

multiple or contradictory goals (see Chap. 2), for example safety and

productivity,

• Information concerning the quality of performance, for example to point out

ineffective monitoring strategies (priorities and frequencies), available cues and

inappropriate use of displays which made the situation assessment more diffi-

cult, feedback referring to diagnosis skills and hypothesis-testing or by

correcting errors in an SOP execution, correcting non-technical skills such as

wrong prioritisation of tasks, scheduling jobs and allocating tasks,

• Explanation and disclosure of the complex technical processes behind the

instance in terms of the explanation and disclosure of the non-transparent aspects

of the technical processes as well as the dynamics and interconnectivity, which

are difficult to “see” and understand as a novice,

• Summarising the causal relationships and extracted rules of the plant behaviour,

• Summarising the cues relevant in that instance (proposition 6),

• Summarising the courses of action and their utility in that situation (propositions

5 and 11),

• Indicating similarities and shared elements with other instances previously

experienced (propositions 28–30).

In addition, the debriefing session should also be used to elucidate why there are

regulations for certain technical procedures. For frequently, accidents occur due to

infringements of regulations, as described by Reason (1998), Mason (1997), Kluge
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et al. (2013) or von der Heyde et al. (2012). The less prior knowledge is brought in,

also about the plant, the more important the debriefing session mentioned in the

following, in which the basic understanding and terminology of the process to be

controlled is elucidated.

In the debriefing session, the use of case-based reasoning can also be supported.

As introduced in Chap. 4, cased-based reasoning has its traditions in the field of

cognitive science and focuses on skill development and situational hypothesis

generation based upon knowledge acquired from past experience (Cooke and

Fiore 2010). In specially designed case-based reasoning, training solutions from

previous cases are integrated, adapted for a solution to the novel problem and

retaining the solution if validated. But for this, various cases first have to have

been experienced, for example through IBL and simulator sessions.

This component incorporates propositions 6–8 and 11.

Component practice

The accumulation of instances should be supplemented by component practice

of task components that require time-sharing and attention allocation skills (Gopher

2007; Wickens et al. 2012, see Chap. 4). Merrienboer et al. (2003) describe that

additional component practice can be very effective after learners have been

introduced to the whole task and the recurrent aspects in the context of the learning

task, so that part-task practice takes place “in a fruitful cognitive context that allows

learners to identify the activities that are required to integrate the recurrent aspects

in the whole task” (Merrienboer et al. 2003; Carlson et al. 1990). Merrienboer

et al. (2003) raise the issue that over-reliance on part-task training is not helpful for

complex learning, but in cases in which a high level of automaticity is required

(e.g. in executing SOPs) for particular recurrent task sequences, the learning task

does not provide enough practice to reach this level because the learning process

would require a large number of practice trials, which are not available.

In this respect, component practice serves to automate controlled behaviour

processes (Paris et al. 2000). Automating these behaviours makes them more

resilient to the effects of stress, thus bolstering performance under stressful condi-

tions because these kinds of complex tasks to be learned (see Chap. 2) are more

likely to be undermined by stressors such as cognitive overload than simpler tasks

(Keinan and Friedland 1996). The objective of component practice is to achieve

durability and automaticity of the skill itself, which has positive side effects of

reducing stress. In this sense, skill training can ameliorate the effects of stress by

producing over-learned behavior that is not consciously controlled and leaves

reserve capacity for information processing of a large amount of data (see

Chap. 3). Finally over-learned tasks instil the perception of control and predictabil-

ity (Keinan and Friedland 1996).

This means that a special component practice is not ruled out from the outset just

because one chooses the whole-task approach. However, special component prac-

tice is then only effective if the novice is clear about the appropriate cognitive

context. Therefore, effective component practice must preserve an appropriate
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cognitive context (Carlson et al. 1990). Exposure to the target context increases the

effectiveness of component practice (Carlson et al. 1990).

Accordingly, there are very sound theoretically and empirically founded reasons

for integrating component practice into whole-task training (Kluge et al. 2008).

In this procedure, propositions 11 and 22 are reflected, as illustrated in Fig. 5.3.

What needs to be done if somebody has no previous knowledge and field
experience?

First of all, it should be asked why somebody without prior knowledge should be

working in a control room. However, generally speaking, even for novices who

were not previously field operators, the same principles can be applied, but one

should plan more time for this, and even more intensive supportive and procedural

knowledge should be provided, as suggested by Merrienboer et al. (2003). This

should be presented just-in-time, in a direct, step-by-step manner or with how-to

instructions, and should be faded away for subsequent instances (Merrienboer

et al. 2003). Of course, instance-based learning for persons without any prior

knowledge takes a lot longer. Moreover, for novices without previous field expe-

rience, generic simulators could be employed, which enable a mental model to be

built up of the chemical and physical processes, as well as of the plant, with its

interconnectivity, dynamics and non-transparency.

Fig. 5.3 Stage 1 process control readiness training, accumulation of instances for novices with

instances sharing elements, and expanded retrieval practice for skill retention
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The responsibilities of the trainer

One important point should be emphasised in particular here: The competence of

the training designer is called upon for a hugely important task, in which he/she has

to design instances and learning episodes which build on one another so that the

novices can acquire an accurate mental model of the target system. The main task of

the trainer lies in the selection and compiling of the instances in a temporally

sequential manner, which a novice works through and experiences in order to

extract patterns and derive cues, and from which he/she learns cue configurations,

decisions and utilities.

Moreover, he/she has to select the components for which the component practice

is to be applied. And the trainer also needs the skills to be able to carry out the

feedback and debriefing in such a way that misunderstanding and errors in the

mental model can be uncovered and corrected.

After training and to evaluate training success, evaluation possibilities described

in Chap. 3 for routine and non-routine/normal situations can be used, such as

instruments for assessing mental models, situational judgement tests, the Situation

Awareness Control Room Inventory (SACRI, Hogg et al. 1995), observations of

performance in trained instances, and error analysis.

5.2.1 Designing Practice to Support Skill Retention

One proposition from Chap. 4 was that instances which are well entrenched and

inter-associated with other instances possess a high storage strength. In this respect,

a procedure of instance-based learning such as described above can also lead to a

high entrenchment with other instances. But what else needs to be given attention?

Bjork and Bjork (2006) suggest in this regard so-called desirable difficulty

during the initial training, such as distributed practice, interleaving of part-tasks,

varying rather than keeping learning conditions constant, reducing rather than

increasing feedback and using tests. Distributed practice supports skill retention,

as greater accumulation of storage strength with distributed practice slows the

process of retrieval strength with disuse.

It would therefore make sense to not necessarily learn all of the instances in

blocks, but rather broken up with a certain retention interval in between. Here, for

example, an expanding retrieval practice could be arranged. In this method of

scheduling practice, the first attempt is scheduled shortly after the first learning

episode, the next retrieval attempt is scheduled after a slightly longer retention

interval, the third after a longer interval still etc. (see Chap. 4). Each retrieval

attempt should occur at the point when retrieval would be maximally difficult. The

method of expanding retrieval practice can then be combined with the introduction

of variations into the learning of a new task so that retrieval is made more difficult

and each time the new episode occurs in a slightly different manner it becomes

associated with different retrieval cues and improvement of context. The approach
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is to provide training in a variety of routine situations (for more than one situation,

one or more of which will be unfamiliar). The use of unfamiliar scenarios can

“force” operators to utilise general principles such as analogies because it might be

the only way in which the task can be solved (Morris and Rouse 1985).

This implements propositions 23–27.

If one considers the demand to expand retrieval practice, the transitions to

refresher training are fluid for novices. Indeed, one form of refreshing is retrieval

practice, for example in the form of tests or skill demonstrations (Kluge et al. 2012),

which also increase the retrieval strength through an increased retrieval effort. Our

own investigations (Kluge et al. 2013a) demonstrate that skill demonstration under

test conditions represents a very suitable method for this. Moreover, massed

relearning is also useful, as massed relearning (in contrast to massed initial learn-

ing) enables more rapid reacquisition. This is because storage strength, once

accumulated (with distributed practice) is assumed to be permanent, meaning that

storage strength carries over to relearning (Bjork and Bjork 2006). Refresher

training and relearning sessions become all the more important the less opportunity

the operator has to apply instances in the meantime. However, this can differ

according to the respective process industry, as described in Chap. 2. Propositions

23 and 24 are reflected here.

A summary of stage 1 of the SPCRT is listed in Table 5.5

Is this worthwhile? Critics may argue with regard to the introduced SPCRT that

the instance-based learning takes too long. Long is a relative term. Bakken (2008),

for example, assumes that if one chooses the top-down approach over the

information-based approach (Salas and Cannon-Bowers 1997), it may initially

feel as though it were more efficient, but for it to reach the training goals, such an

approach requires 2–3 years in order to form a mental model. Critics may addi-

tionally object that instance-based learning requires the experiences of real-time

processes so that every instance-based learning training session requires an 8-h

shift. This has not yet been empirically proven. However, it can be countered that

shorter episodes in terms of component practice (Merrienboer et al. 2003, see

above) are also effective if one episode is not defined as a “shift” but rather as an

incident (which can occur within a shift).

Unfortunately, no officially accessible values are available on the use of such

intensive simulator training. However, the author does have empirical values from

organisations which show that intensive simulator training of novices in a refinery

is worthwhile. These novices had 6 months of experience in the plant plus an

intensive simulator training of special instances. Subsequently, they were able to

perform a start-up following a shutdown, react to a top reflux pump malfunction or

to a gas compressor malfunction to the same level as control room operators with an

average of 20 years of work experience (Kluge and Schüler 2007). This theme in

particular, namely “catching up on experiences”, will become even more important

in the future because the demographic change will make it increasingly important to

train experiences in as condensed an instance-based manner as possible, as other-

wise the experience will vanish with the retired workers.
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5.3 The Second Stage of the Process Control

Readiness Training

In stage 2, the same components will be implemented as in stage 1, i.e. with

instances, experiential learning, briefing and debriefing. However, the focus and

content of the instances will lie on the teamwork skill for collaborative dynamic

problem-solving.

Making the most of practice – training design for skill retention and deliberate
practice for experts

Experts are, by definition, operators whose judgements are uncommonly accu-

rate and reliable, whose performance shows consummate skill and economy of

effort, and who can manage effectively with rare and difficult cases and have

special skills or knowledge derived from extensive work experience, also with

sub-domains (see Chap. 4). As Ericsson (2006) pointed out, expert performance

counteracts automaticity through the development of increasingly differentiated

mental models in order to control their performance. They will therefore try to

maintain an attitude of intentionally remaining in the associative phase (see

Chap. 4). Deliberate practice for control room experts should therefore incorporate

exercises that require them to still control the execution of highly automated skills

by making intentional modifications and adjustments (Ericsson 2006).

For experienced operators, based on proposition 13, derived in Chap. 4, skill

retention and deliberate practice can be integrated into one training format. For

experienced and expert operators, training should include:

(a) Demanding instances in order to support retrieval strength (Bjork and Bjork

1992/2006), which, for example, challenge the situation assessment through

ambiguous cues, conflicting goals, or surface similarity to previous cases and

other elements, making situation assessment difficult, and

Table 5.5 Summary of stage 1 of the SPCRT

Important training design issues for stage 1

1. Select instances, e.g. based on an event-based analysis.

2. Convert instances into training scenarios with a high physical and psychological fidelity,

e.g. based on CDM.

3. Sequence instances with increased difficulty, e.g. routine situation, non-routine/normal

(planned and unexpected), non-routine/abnormal.

4. Brief to set the scene, e.g. in the form of a shift handover.

5. Debrief with respect to results concerning quality and quantity of goal achievement, disclosure

of complex technical processes (see Chap. 2), summarise cues, actions to be taken and

similarities between instances.

6. Provide component practice for tasks that need to be automatised after introducing the

whole task.

7. Use expanded retrieval practice with retention intervals between instance accumulations.
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(b) Which additionally require the expert operator to make intentional modifica-

tions and adjustments, for example by training and applying critical thinking

skills and stress coping skills.

(c) The training of teamwork skills especially for abnormal situations.

Deliberate practice by means of Decision Skill Training, Critical Thinking
Training, Stress Exposure Training and Team Training

In contrast to the individual instance-based learning presented in the first stage,

deliberate practice should be applied in the context of teamwork situations. This

takes into account propositions 16, 17, and 18. Four selected training methods are

presented in this chapter: Decision skill training, critical thinking training, stress

exposure training and team training. These training methods are chosen in accor-

dance with the training objectives selected for non-routine/abnormal situations

derived in Chap. 3, which address collaborative dynamic problem-solving.

Critical thinking skills training or decision skill training belongs to the umbrella

term of training thinking skills. Cooke and Fiore (2010) state that situation assess-

ment, decision making, planning, and coordination are all thinking skills. These

skills are all very context-sensitive and cannot be learned and then transferred in a

general manner (see Chap. 4 on similarity). Both critical thinking skills training and

decision skill training are developed based on the approach of naturalistic decision

making (Pliske et al. 2001).

Decision Skill Training

In contrast to training efforts that try to improve the operator’s decision making

strategies or teach generic strategies, decision skill training attempts to facilitate the

development of the decision maker’s basis of experience within a particular domain,

which results in improved recognitional decision-making skills (Pliske et al. 2001).

Decision skill training (DST) addresses domain-specific learning issues to accel-

erate the transition towards expertise (Pliske et al. 2001; Ross et al. 2006). The DST

program was developed based on a survey of literature on expertise in order to

deduce principles to facilitate learning Recognition-Primed Decision Making

(RPDM, see Chap. 4). These principles include (Klein et al. 1997):

• Engaging in deliberate practice, so that each opportunity for practice has a goal

and evaluation criteria.

• Using attentional control exercises to practise flexibility in scanning situations,

for example practice seeing and assessing cues and their associated patterns.

• Building their own mental models to envision courses of action.

• Sampling alternative task strategies.

• Compiling an extensive experience bank (of SDUs as in the IBLT).

• Obtaining feedback that is accurate, and diagnostic and reasonably timely.

• Enriching experience (i.e. reviewing prior experience to derive new insights and

lessons from mistakes) by receiving feedback on what was not recognised or

accounted for in the mental model.

• Obtaining coaching.
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The training uses a scenario-based approach with low-fidelity simulation

approaches (Ross et al. 2006).

The aim of decision skills training is to enable novices to experience the decision

strategies of experts rather than teaching these skills directly. Klein et al. (1997) and

Pliske et al. (2001) use six different methods to deliberately enhance experience and

to practise decision skills, which are adapted to the control room operators’ training

in terms of their description:

1. Decision-making exercises (DME) are low-fidelity, paper-and-pencil simula-

tions of incidents that might occur in the plant. They are intended to provide

simulated, domain-relevant experiences and allow operators to train their RPD

skills. The DME also provide context for the subsequent methods. Operators are

presented with a challenging situation in which a decision must be made, and

typically some sort of action must be taken. The situation includes uncertainty

and participants are only given a few minutes to determine their course of action

(Pliske et al. 2001).

2. Decision-making critique supports the thinking about what was difficult in

decision making during an exercise, for example cues that might have been

seen earlier, assessments that were mistaken, types of uncertainties that were

encountered (Pliske et al. 2001).

3. Decision requirement exercises are supposed to help the operators to unpack the

challenging decision they faced. The method is combined with the decision-

making critique in order to identify difficult decisions and the types of informa-

tion one needed to consider, as well as why these particular decisions were so

difficult to make (Pliske et al. 2001).

4. Premortem exercises aim to identify key vulnerabilities in a plan. After the

operators have agreed on a course of action, individual operators are asked to

write down reasons why the plan will fail. The trainer then leads a discussion in

which he/she asks for reasons until all concerns have been raised. The intention

of this process is to support the use of multiple perspectives and for the operators

to decentre from their current vision (Pliske et al. 2001) in order to uncover

critical flaws and improve the plan.

5. The Operators’ Intent exercise, in conjunction with a DME, provides the oppor-

tunity for operators to practise their skills for communicating their intent.

Operators write down a set of steps of a suggested course of action and also

provide a description of their intent. The trainer then identifies a plausible but

unexpected event that will interfere with the course of action. The operators are

then asked to write down how they would actually react and their interpretations

are compared (Pliske et al. 2001).

6. Situation Awareness Calibration Exercises provide insight into how different

operators perceive the same environment, and are used in a simulator exercise or

also with a DME. The training exercise is stopped at some point and each team

member is required to independently answer a brief questionnaire that assesses

his/her current SA, for example what was the immediate goal of the team? What

are you doing to support the goal? What is your biggest worry? What is the
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current problem location? What do you think the situation will look like in

_______ minutes? (Pliske et al. 2001, p. 46).

Critical Thinking Skill Training

Critical Thinking Skills are required for abnormal situations, as introduced in

Chap. 3 (Fig. 3.16). Critical thinking skills are supposed to support constructive

controversy (Johnson and Johnson 2003). Constructive controversy is required

when the control room team members have different information, perceptions,

opinions, reasoning processes, theories and conclusions on which they must reach

a consensus (Johnson and Johnson 2003). Critical Thinking Skill Training (CTST),

based on the ideas of Cohen and Thompson (2001) and Cohen, Freeman and

Thompson (1998), is about supporting pattern recognition in novel situations,

such as abnormal situations. Operators are trained to apply meta-recognitional

processes so that operators learn to think critically about their results of recognition,

for example by asking “What in the situation conflicts with my expectation? How

can I stretch a pattern, i.e. tell a new story to make the pattern fit? What assumptions

must I accept in order to believe the story? What information is missing that would

clarify the assumption? How plausible is the story? What alternative pattern

may apply? What story must I tell to make one of the other patterns fit, and

what assumptions does it require? Which story is more plausible?” (Cohen and

Thompson 2001, p. 256). In this respect, a fundamental meta-recognitional skill is

to distinguish the cues given in a situation from conclusions and interpretations

(Cohen and Thompson 2001).

The meta-recognitional process that underlies critical thinking consists of three

elements:

1. Quick test, which is a rapid assessment of the value of taking more time for

critical thinking versus acting immediately to the current recognitional response,

2. Critiquing the current results of recognition in order to identify problems, for

example by looking for uncertainties in the argument composing a present

recognitional interpretation. Uncertainties can result from the instance that

more than one conclusion seems plausible, due to gaps in knowledge, no

conclusion seems entirely plausible owing to conflicting beliefs, or the conclu-

sion is subject to variation over time, and unreliable assumptions over time

(Cohen and Thompson 2001, p. 262),

3. Correcting these problems by influencing the operation of the recognition

system, by shifting attention from cues in the situations to selected elements of

the recognitional interpretation (Cohen and Thompson 2001). This results, for

example, in the activation of potentially relevant knowledge in long-term mem-

ory which has not been considered so far. The result of attention shifting is to

increase the amount of knowledge brought to bear on the situation in order to fill

gaps in an argument, through a deeper consideration of the conflicts with goals

and intention. Attention shifting also supports the discovery of unreliability

through the identification of hidden assumptions by articulating reasons for

divergent conclusions and comparing justifications.
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Additional training for constructive controversy would also imply the practice of

presenting one’s own position, or advocating one position, in order to additionally

view the issue from all perspectives (Johnson and Johnson 2003).

The CTST can be integrated particularly into emergency exercise simulator

training or any other training relevant for skill retention. It requires a trainer who

moderates the critical thinking process and provides probes for activating meta-

recognitional processes. Operators should be asked to apply critical thinking skills

in the non-routine situation, for example by looking for incomplete and missing

arguments, looking for conflicts, which means looking for arguments with contra-

dictory conclusions, and looking for unreliability, which means looking for argu-

ments that depend on unconsidered assumptions in order to collect more data. They

are also required to shift focus and retrieve knowledge, and add or drop assumptions

(Cohen et al. 1996).

Stress Exposure Training

Stress exposure training aims to enable operators to cope and maintain perfor-

mance under stress (in non-routine/abnormal situations). Stress exposure training

includes a combination of training methods:

• Provide preparatory information,

• Training skills for maintaining attentional focus,

• Apply and practise the acquired skills in a simulated stress environment.

One part of the training consists in conveying knowledge of the stressful

environment (Driskell and Johnston 1998; Johnston and Cannon-Bowers 1996;

Moore et al. 2012) through the provision of preparatory information. This proce-
dure is based on several assumptions:

• First, it is assumed that if people are informed and instructed about what

symptoms they may experience in stressful situations, the symptoms are less

disturbing and less distressing to them because they know what they are.

Preparatory information renders the task less novel and unfamiliar, and leads

to a positive expectation of self-efficacy when experiencing a “normal” reaction

to an abnormal event (Moore et al. 2012).

• Furthermore, it enables the individual to form accurate expectations regarding

stress in abnormal situations, thereby increasing predictability (cognized con-

trol, Frey and Jonas 2002).

• It also decreases the distraction involved in attending to novel situations and

novel sensations and activities in the stress situation (Driskell and Johnston

1998/2006) and supports the increasing attention to task-relevant stimuli.

Individuals under stress tend to over-interpret stress symptoms and judge these

“normal” reactions as catastrophic; the novelty or unfamiliarity of these symptoms

leads to them being bestowed with a disproportionate amount of attentional capac-

ity, which distracts from task-focused activity (Driskell and Johnston 1998/2006).

Under stress, operators may begin to “time-share” cognitive resources between the

task and worrying about the stress itself. “Performance suffers as attention is
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distributed between task-relevant and task-irrelevant cognitions” (Driskell and

Johnston 1998/2006, p. 201).

Driskell and Johnston (1998/2006) define three types of preparatory information:

• Sensory information, which is information about how the operator is feeling

when under stress, including the perception of a number of intrusive physical

and emotional sensations, for example increased heart rate, sweating, shallow

breathing, muscular tension,

• Procedural information, which describes events that are likely to occur in the

stress environment and includes descriptions of the setting and types of stressors,

• Instrumental information, which describes what to do to counter the undesirable
consequences of stress and how to resolve the problems posed by the stressful

situation (Driskell and Johnston 1998/2006).

Subsequent to the provision of preparatory information, Driskell and Johnston

(1998/2006) suggest training specific skills to maintain attentional focus on task-

relevant stimuli in the face of external distraction due to stressors. Skill training

strategies are listed in Table 5.6. These skill training strategies are equivalent to the

component practice introduced in the first stage of the SPCRT for novices.

Following the training and skill acquisition for maintaining performance levels

in non-routine/abnormal situations, operators are supposed to apply and practise
the acquired skills in a simulated stress environment (Driskell and Johnston 1998/

2006). This allows operators to apply and adapt the acquired skills and to experi-

ence the type of performance problems in abnormal situations. Second,

pre-exposure to criteria like stressors reduces uncertainty and anxiety regarding

these events, as also explained in conjunction with the effects of providing prepa-

ratory information. Third, events that have been experienced during training are

less likely to distract operators when they are faced with an abnormal situation

(Driskell and Johnston 1998/2006). This kind of training in three phases, including

presentation of requisite preparatory knowledge, skill training and skill application

in the criterion environment, is called Stress Exposure Training (Driskell and

Johnston 1998/2006; Johnston and Cannon-Bowers 1996).

This training design incorporates propositions 13, 14 and 22, which state that

becoming an expert requires ongoing learning that counteracts automaticity

through the development of increasingly complex mental representations to attain

higher levels of control over performance.

Training teamwork skills

It was proposed (proposition 22) that before team members are trained in

developing teamwork skills, they must have reached some threshold level of

competence in their individual knowledge and skill.

This requirement is fulfilled by stage 1 of the process control readiness training,

which should have built up the threshold level of competence of the individual

operators. It was additionally proposed that
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• Teamwork is learned through the accumulation of instances of teamwork epi-

sodes (proposition 18),

• Most of the things one knows about teamwork are procedural and implicitly

stored, and with everyday experience and increasing job experience, explicit and

rule-based knowledge is extracted (proposition 19).

• Teamwork skills, focused on the behaviours necessary for effective team func-

tioning, are believed to be best learned in intact teams rather than individually

(proposition 20).

• Teamwork skills are acquired most effectively with a high level of action fidelity

(proposition 21).

Taking these propositions into account, training teamwork skills requires the

trainer to select and compile full-scope simulator exercises that support the acqui-

sition of teamwork episodes. This can be implemented by the development of

Table 5.6 Skill training strategies to maintain attentional focus (Driskell and Johnston 1998/

2006)

Skill training strategy Training objective

Cognitive control strategies Trains cognitive coping strategies to establish or maintain

control over distracting or dysfunctional thoughts and

emotions.

Trains operators to recognise task-irrelevant thoughts that

degrade performance and to replace them with task-focused

cognitions by redirecting attention to task-relevant aspects.

Physiological control strategies Trains operators to establish and maintain control over dys-

functional physiological reactions to stress in order to teach

them to bring their physiological processes under conscious

control.

Over-learning, e.g. in terms of

component practice

Deliberate overtraining of a performance beyond the level of

initial proficiency

Trains a set of habitual responses with high automaticity (see

Chaps. 3/4) that are less vulnerable to stress decrement.

Given the effect that stress reduces attentional capacity,

behaviours with a higher automaticity are more resistant to

degradation.

Mental practice Cognitive rehearsal of a task in the absence of overt physical

movement (Richardson 1967).

Trains by mentally rehearsing a task, offers the opportunity to

rehearse behaviors and to code them into easily remem-

bered words to aid recall.

Training time-sharing skills Trains operators to time-share skills due to an increased task

load and time pressure and the need to interleave multiple

tasks. Time-sharing is considered a task-specific skill that

must be practised in context.

Trains prioritisation skills in multiple-task environments.

Training team skills Trains operators to strengthen a team perspective because

under stress, team members are narrowing their attention

and are likely to adopt a more individualistic perspective on

task activity (see Chap. 3, Patrick et al. 2006a, b).
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simulator exercises that are specifically aimed at improving the similarity and

accuracy of team members’ mental models (Uitdewillingen et al. 2010). Further-

more, team feedback and debriefs, which take place after task performance epi-

sodes, can positively affect the development of rich and accurate mental models

(Ellis and Davidi 2005; Xinwen et al. 2006).

Here too, the teamwork instance experience should be supported by procedural

information such as checklists or team skills-related SOPs for collecting and

restructuring data, combining and sorting cues, sharing mental models, exchanging

hypotheses, resolving opposing interpretations, negotiating team consensus and

applying critical thinking (as introduced above). While stage 1 (process control

readiness training) included component practice for technical skill aspects of the

task, stage 2 (process control readiness training component practice for teamwork
skills) aims at the integration of taskwork and teamwork skills as concurrent task
demands and shares elements of a dual task that requires time-sharing and atten-
tion allocation. It was additionally proposed that the in-process integration (prop-

osition 15) of teamwork and taskwork skills is best learned according to the

learning mechanisms which are also effective for dual-task performance such as

variable priorities, emphasis change or training under task-switching requirements.

Furthermore, it was proposed (proposition 16) that equivalently to the learning

of taskwork skills, learning teamwork skills includes a cognitive component

(knowledge), such as a schema concerning teamwork characteristics, as well as a

behavioural component, in which specific concrete behaviours, for example scripts

and skills, need to be acquired and applied. In order to also support the development

of the cognitive component, the feedback and debriefing is aimed at the acquisition

of team knowledge (Wildman et al. 2012), i.e. task-related knowledge, team-related

team knowledge, process-related knowledge and goal-related team knowledge

(Wildman et al. 2012).

The concept of guided team self-corrections, during which the team is guided in

critically reflecting upon and discussing its own functioning, fosters the construc-

tion of accurate (Smith-Jentsch et al. 2008) and similar (Blickensderfer et al. 1997)

mental models (Uitdewillingen et al. 2010).

Guided team self-correction develops the team’s skill to diagnose teamwork

process losses and coordination decrements within the team and to reach effective

solutions on a continuous basis (Smith-Jentsch et al. 1998; Smith-Jentsch

et al. 2008). The guided team self-correction (Smith-Jentsch et al. 1998; Shuffler

et al. 2011) is applicable for process control room teams of operators.

Guided team self-correction makes use of a trainer or trainers who guide a team

in reflecting on their teamwork skills, for example after a simulator exercise. The

trainer guides the team to determine what specific topics they should discuss and

how they should discuss them. In this respect, the guided team self-correction first

of all needs to determine the teamwork skills which make up successful teamwork

in the control room. The guided team self-correction (GTSC) is centred on the

predefined teamwork skills that are central for successful collaborative problem-

solving in abnormal situations. These are, for example, the teamwork skills

described in Chap. 3 concerning (a) information exchange (utilising all available
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resources, passing on information, providing periodic updates), (b) communication

(phraseology, completeness of standard reports, brevity), (c) supporting behaviour

(monitoring and correcting errors), and (d) team initiative/leadership (providing

guidance or suggestions), but need to be specified more precisely for the respective

control room.

In designing the instance, the trainer has to embed two to three trigger events

into the team exercise, which are expected to strain communication and coordina-

tion among specific team members (Smitsch-Jentsch et al. 1998).

As the guide, the trainer is responsible for guiding the team through a process of

four steps (Smith-Jentsch et al. 1998) which is already adjusted here to the control

room team context:

1. Prebriefing: Before the instance, the operators are informed about the method of

the GTSC. Teamwork skills are pointed out to them, and where appropriate they

are again reminded of knowledge which should be involved in the upcoming

simulator session. This can once again be briefly elucidated to ensure a uniform

understanding of the terminology, and where appropriate, previous exercises are

also referred to as well as the lessons learned which were previously worked out

in this regard (Smith-Jentsch et al. 1998). It is pointed out to the operators that

the concern should be with attention to the teamwork process and not with the

outcome.

2. Observation of teamwork episode: During the teamwork episode in the simula-

tor, the trainer records positive and negative examples among the pre-briefed

teamwork skills. To this aim, he/she has developed an observation sheet in

advance, which lists the teamwork skills and has space in which to note positive

or negative behaviours of the operators. If several trainers are present, it is

appropriate to divide the teamwork skills to be observed among the observers.

3. Support the diagnosis and reflection of performance: Following the exercise, the

trainers sit together and discuss which examples of positive and negative courses

of action of teamwork skills they wish to select for the debriefing. Strengths and

goals for improvement are identified for each teamwork skill.

4. Debriefing: The trainers remind operators of the exercise objectives by again

presenting the relevant teamwork skills. Operators are than informed how the

debriefing will proceed and that they will be led through a self-critique of their

team skill application (Smith-Jentsch et al. 1998). The trainer then briefly

summarises the teamwork process into key event outcomes (Smith-Jentsch

et al. 1998). Subsequently, the trainer asks for positive examples of the relevant

teamwork skills (as defined in the pre-briefing) for collaborative problem-

solving, as well as for negative examples. The team is always asked to provide

a concrete example of their behaviour that fits a particular category

(e.g. communicate hypothesis, provide periodic updates) before the trainer pro-

vides his/hers (Smith-Jentsch et al. 1998). Subsequently, the team sets concrete

goals for the improvement of teamwork skills they want to work on in future

exercises (Smith-Jentsch et al. 1998). Here, the task of the trainer is above all to

ensure that all persons can get involved, independent of their hierarchical

position or tenure.
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The guided team self-correction principles can also be used for and transferred
to shift handovers and after specific events for after-action reviews. The guided

team self-correction method is a good example of how to implement the proposition

that pre-process and post-process coordination activities are valuable (proposition

16) and supportive for the creation, learning and activation of task-related, team-

related, process-related, and goal-related team knowledge. The instances which are

packaged within the training scenarios purposely depict “slices of organisational

life” which should be acquired as instances. As the simulator training sessions

should depict learning episodes that refer to routine and non-routine situations, the

debriefing techniques applied in the simulator training both in the first stage and the

second stage can, of course, also be implemented after each shift, and also after

particular incidents, in the sense of an After Event Review (Ellis 2012). Thus,

non-routine situations are generally suitable for debriefing, meaning that the skills

acquired in guided team self-correction can equally be used for learning opportu-

nities during shift work and transferred to other teams in order to build a shared

mental model of the situation as it evolved and developed and was (successfully)

solved. As described in the digression in Chap. 3, operators continually update and

refine their mental models during their shift work.

A second specific training concept applicable here to the collaborative problem-

solving required for non-routine/abnormal situations and the achievement of the

defined training goals is the team adaptation and coordination training (TACT).

This training aims at teaching teams to recognise changes in situational stress

levels, a set of adaptive coordination strategies and the most appropriate conditions

under which to use each adaptive strategy (Entin and Serfaty 1999; Shuffler

et al. 2011). In TACT, the five adaptive strategies of preplanning, use of idle

periods, favouring information transmission, anticipation of information needs

and dynamic redistribution of workload cited from the literature (Entin and Serfaty

1999; Serfaty et al. 1998) are transferred to the control room context:

• Preplanning, as in the description by Eccles and Tenenbaum (2004) and Fiore

et al. (2001), refers to the preparation phase of a shift, for example during shift

handover and in preparation for a non-routine/normal situation such as a sched-

uled repair task (see Chap. 4).

• Use of idle periods refers, for example, to talking through the “what-if’s” and

possible complications which might arise in a situation.

• Favouring information transmission over action/task coordination refers, for

example, to coordinating critical thinking and exchanging hypotheses in the

control room.

• Anticipation of information needs (implicit coordination), refers, for example, to

passing on the cues which one sees as well as the collection and restructuring of

data to the team members for whom one knows, or anticipates, that they are

important for them and to communicate future actions and intentions.

• Dynamic redistribution of workload among team members, for example by the

supervisor, refers to the orchestration of actions for example when executing an

SOP to avoid becoming over-focused, absorbed or distracted, for example when
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team members are fixated on a procedure without monitoring the plant (Patrick

et al. 2006a, b, Chap. 3).

These adaptation strategies should then, for example, be practised as component

practice in addition to and in combination with the instance-based teamwork

learning.

The responsibility of the trainer in stage 2

For skill retention and deliberate practice of expert performance, the trainer’s

important role lies in selecting instances that stretch the “shooting range of the

mind” (Bakken 2009) and by enhancing skills and set people thinking by provoking

impulses to counteract automaticity through the use of probes and questions. This

should foster the critical thinking skills and decision skill acquisition in order to

develop increasingly differentiated mental models and teamwork skills for control-

ling performance. Trainers will therefore try to maintain an attitude of intentionally

remaining in the associative phase. Additionally, besides the debriefing content in

stage 1, trainers in stage 2 also need the knowledge and skill to debrief the instances

with respect to task-related team knowledge, team-related knowledge, process-

related team knowledge and goal-related team knowledge (Wildman et al. 2012,

see Chap. 3).

As there are no general teamwork skills that fit all control room teams, training

designers should elaborate on those teamwork skills that are most relevant for

collaborative problem-solving in their own organisations, for example by means

of a teamwork context analysis based on a critical incident analysis with the focus

on team breakdowns. It is not helpful or constructive to adopt teamwork skills from

other contexts without undertaking a critical review and assessment, because

teamwork affordances vary greatly (Hagemann et al. 2012).

The effectiveness of stage 2 process readiness training can be assessed by the

evaluation possibilities described in Chap. 3 and in studies by Patrick et al. (2006a,

b), Sebok (2000) and Waller et al. (2004).

A summary of stage 2 of the SPCRT is listed in Table 5.7.

Table 5.7 Summary of stage 2 training design

Important training design issues for stage 2

1. Select instances which require collaborative problem-solving that stretch the shooting range of

the mind.

2. Provide decision skill training in order to allow decision strategies of experts to be experienced

rather than teaching these skills.

3. Provide critical thinking training to train constructive controversy within collaborative prob-

lem-solving.

4. Provide stress exposure training to enable operators to cope and maintain performance under

stress.

5. Provide guided team self-correction to support teams in reflecting on their teamwork skills.

6. Provide team adaptation and coordination training to train the control room team in

recognising and changing situational stress levels, in adapting coordination strategies, and

the most appropriate conditions under which to use these strategies.
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5.4 Final Remarks

The aim of this book was, and is, to demonstrate from a cognitive and

organisational ergonomics perspective how skill and knowledge acquisition for

controlling complex technical systems can be fostered in a targeted manner through

training. Referring back to the preface, the book aims to

• facilitate the understanding of the task and target job in the context of the

organisation (needs assessment) by describing complex technical systems (the

process industries), complex tasks and specifying conditions of transfer, mean-

ing conditions under which the later trained knowledge and skills need to be

applied in the working context (Chap. 2),

• derive the knowledge and skills required to fulfil the task in order to define

training objectives (Chap. 3),

• develop propositions for how to best acquire the knowledge and skills (defining

the learning environment, based on learning theories) and the conditions of

transfer by providing theoretical propositions for their acquisition based on

state-of-the-art research on knowledge and skill acquisition for complex

taskwork and teamwork tasks (Chap. 4),

• propose instructional techniques and programs on how to best support skill and

knowledge acquisition in High Reliability Organisations which can be trans-

ferred to routine, non-routine/normal and non-routine/abnormal situations

(Chap. 5).

In this respect, I have undertaken an organisational and task analysis, derived

training goals, worked out from the literature propositions about learning in these

kinds of environment, and building on this, developed a staged training concept.

While writing this book, it became very clear to me that almost every chapter could

have a whole book devoted to it. However, for the reader, getting to grips with

1,000 pages instead of 200 would be a laborious undertaking!

It might be noted that the book is very nuclear power and refinery-heavy and

only addresses other industries like steel or pharmacy in a few places. This is

primarily due to the fact that the areas of nuclear power and refineries are clearly

over-represented in the literature, and in other areas, such as speciality chemicals,

there are only oral accounts or anecdotal reports. In principle, the propositions and

the training design derived from them can also be adapted and transferred to other

industries.

The book should represent an introduction for all those who wish to concern

themselves with the training of complex skills and wish to use a generic framework,

for example when looking at control room tasks in general, but who also desire

suggestions for where one specifically and precisely has to look in order to develop

training for a particular organisation. Accordingly, the book is oriented towards

training designers in organisations as well as researchers who wish to concern

themselves with training research and in this respect are called upon to empirically

examine the derived propositions and evaluate the training design. It is oriented
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towards engineers who wish to concern themselves with the cognitive processes of

skill and knowledge acquisition, and towards human factors, industrial,

organisational and instructional psychologists who wish to become familiar with

process control tasks and High Reliability Industries.

I hope that this book contributes to building a bridge between research and

practice and to fostering a mutual understanding between engineering science and

psychology.

References

Bakken, B. E. (2008). On improving dynamic decision-making: Implications from multiple

process cognitive theory. Systems Research and Behavioral Science, 25, 493–501.
Baldwin, T. T., & Magjuka, R. J. (1997). Training as an organizational episode: Pretraining

influence on trainee motivation. In J. K. Ford, S. W. J. Kozlowski, K. Kraiger, E. Salas, &

M. S. Teachout (Eds.), Improving training effectiveness in work organizations (pp. 193–221).
Mahwah: Lawrence Erlbaum.

Baldwin, T. T., Ford, J. K., & Blume, B. D. (2009). Transfer of training 1988–2008. An updated

review and agenda for future research. International Review of Industrial and Organizational
Psychology, 24, 41–70.

Bjork, R. A., & Bjork, E. L. (1992). A new theory of disuse and an old theory of stimulus

fluctuation. In A. Healy, S. Kosslynm, & R. Shiffrin (Eds.), From learning processes to
cognitive processes: Essays in honor of William K. Estes (pp. 35–67). Hillsdale: Erlbaum.

Bjork, R. A., & Bjork, E. L. (2006). Optimizing treatment and instruction: Implications of the new

theory of disuse. In L. G. Nilsson & N. Ohta (Eds.), Memory and society. Psychological
perspectives (pp. 109–134). Hove: Psychology Press.

Blickensderfer, E., Cannon-Bowers, J. A., & Salas, E. (1997). Theoretical bases for team self

correction: Fostering shared mental models. In M. M. Beyerlein, D. A. Jackson, & S. T.

Beyerlein (Eds.), Advances in interdisciplinary studies of work teams (pp. 249–79). Green-

wich: JAI.

Bolstad, C. A., Cuevas, H. M., Costello, A. M., & Babbitt, B. (2008). Predicting cognitive

readiness of deploying military medical teams. In Proceedings of the human factors and
Ergonomics Society, 52nd annual meeting (pp. 970–974). Santa Monica: HFES.

Buckley, R., & Caple, J. (1990). The theory and practice of training (Rev. 5th ed., 2007). London:
Kogan Page.

Cannon-Bowers, J. A., & Bowers, C. (2010). Synthetic learning environments: On developing a

science of simulation, games and virtual worlds for training. In S. W. J. Kozlowski & E. Salas

(Eds.), Learning, training and development in organizations (pp. 229–262). New York:

Routledge.

Carlson, R. A., Khoo, B. H., & Elliott, R. G. (1990). Component practice and exposure to a

problem solving context. Human Factors, 32, 267–286.
Chappell, S. L. (1994). Using voluntary incident reports for human factors evaluations.

In N. Johnston, N. McDonald, & R. Fuller (Eds.), Aviation psychology in practice
(pp. 149–169). Surrey: Ashgate.

Cohen, M. S., & Thompson, B. B. (2001). Training teams to take initiative: Critical thinking in

novel situations. Advances in Human Performance and Cognitive Engineering, 1, 251–291.
Cohen, M. S., Freeman, J. T., & Wolf, S. (1996). Meta-recognition in time-stressed decision

making: Recognizing, critiquing, and correcting. Human Factors, 38, 206–219.

References 187



Cohen, M. S., Freeman, J. T., & Thompson, B. (1998/3rd print). critical thinking skills in tactical

decision making: A model and a training strategy. In J. A. Cannon-Bowers & E. Salas (Eds.),

Making decisions under stress. Implications for individual and team training (pp. 155–190).

Washington, DC: APA.

Cooke, N. J., & Fiore, S. M. (2010). Cognitive science-based principles for the design and delivery

of training. In S. W. J. Kozlowski & E. Sales (Eds.), Learning, training, and development in
organizations (pp. 169–201). New York: Routledge.

Crandall, B., Klein, G., & Hoffman, R. R. (2006). Working minds. A practitioner’s guide to
cognitive task analysis. Cambridge, MA: MIT Press.

Dennis, D. R., & Meredith, J. R. (2000). An analysis of process industry production and inventory

management systems. Journal of Operations Management, 18, 683–699.
Dosher, B. A. (2003). Working memory. In L. Nadel (Ed.), Encyclopedia of cognitive science

(pp. 569–577). London: Nature Publishing Group.

Driskell, J. E., & Johnston, J. H. (1998/2006 reprint). Stress exposure training. In J. A. Cannon-

Bowers & E. Salas (Eds.),Making decisions under stress. Implications for Individual and team
training (pp. 191–217). Washington, DC: APA.

Duncan, K. D., & Shepherd, A. (1975). A simulator and training technique for diagnosing plant

failures from control panels. Ergonomics, 18, 627–641.
Eccles, D. W., & Tenenbaum, G. (2004). Why an expert team is more than a team of experts: A

social-cognitive conceptualization of team coordination and communication in sport. Journal
of Sport & Exercise Psychology, 26, 542–560.

Elliot, L. T., Dalrymple, M. A., Schiflett, S. G., & Miller, J. (2004). Scaling scenarios: Develop-

ment and application to C4ISR sustained operations research. In S. G. Schiflett, L. R. Elliot,

E. Sales, & M. D. Coovert (Eds.), Scaled worlds: Development, validations and applications
(pp. 75–99). Aldershot: Ashgate.

Ellis, S. (2012). Learning from errors: The role of after event reviews. In J. Bauer & C. Harteis

(Eds.), Human fallibility. The ambiguity of errors for work and learning (pp. 215–232).

Dordrecht: Springer.

Ellis, S., & Davidi, I. (2005). After-event reviews: Drawing lessons from successful and failed

experience. Journal of Applied Psychology, 90, 857–71.
Entin, E. E., & Serfaty, D. (1999). Adaptive team coordination. Human Factors, 41, 312–325.
Ericsson, K. A. (2006). The influence of experience and deliberate practice on the development of

superior expert performance. In K. A. Ericsson, N. Charness, P. J. Feltovich, & R. R. Hoffman

(Eds.), The Cambridge handbook of expertise and expert performance (pp. 683–703). Cam-

bridge: Cambridge University Press.

Farr, M. J. (1987). The long-term retention of knowledge and skills. A cognitive and instructional
perspective. New York: Springer.

Flanagan, J. C. (1954). The critical incident technique. Psychological Bulletin, 51, 327.
Flin, R., O’Connor, P., & Crichton, M. (2008). Safety at the sharp end. A guide to non-technical

skills. Aldershot: Ashgate.
Fiore, S. M., Salas, E., & Cannon-Bowers, J. A. (2001). Group dynamics and shared mental model

development. In M. London (Ed.), How people evaluate others in organizations: Person
perception and interpersonal judgement in I/O Psychology (pp. 309–336). Mahwah: Erlbaum.

Fransoo, J. C., & Rutten, W. G. M. M. (1994). A typology of production control situations in

process industries. International Journal of Operations and Production Management, 18,
47–57.

Frey, D., & Jonas, E. (2002). Die Theorie der kognizierten Kontrolle. In D. Frey &M. Irle (Hrsg.),

Theorien der Sozialpsychologie. Band III, Motivations-, Selbst- und Informationsverarbei-

tungstheorien (pp. 13–50). Bern: Verlag Hans Huber.

Goldstein, I. L. (1993). Training in organisations. Needs assessment, development and evaluation.
Monterey: Brooks/Cole.

188 5 Training Design for Instance-Based Learning – The “Staged Process. . .



Goldstein, I. L., & Ford, J. K. (2002). Training in organisations. Needs assessment, development,
and evaluation (4th ed.). Wadsworth: Cengage Learning.

Gonzales, C., Lerch, J. F., & Lebiere, C. (2003). Instance-based learning in dynamic decision

making. Cognitive Science, 27, 591–635.
Gopher, D. (2007). Emphasis change as a training protocol for high-demand tasks. In A. Kramer,

D. Wiegmann, & A. Kirlik (Eds.), Attention: From theory to practice. Oxford: Oxford

University Press.

Greitzer, F. L., Podmore, R., Robinson, M., & Ey, P. (2009). Naturalistic decision making for
power system operators. Proceedings of the NDM9, the 9th international conference on

naturalistic decision making, London, UK. Also available online: http://www.bcs.org/upload/

pdf/ewic_ndm09_s1paper2.pdf

Hagemann, V. (2011). Trainingsentwicklung f€ur high responsibility teams. Lengerich: Pabst

Science Publishers.

Hagemann, V., Kluge, A., & Ritzmann, S. (2011). High responsibility teams – Eine systematische

analyse von Teamarbeitskontexten. Psychologie des Alltaghandelns, 4, 22–42.
Hagemann, V., Kluge, A., & Ritzmann, S. (2012). Flexibility under complexity: Work contexts,

task profiles and team processes of high responsibility teams. Employee Relations, 34,
322–338.

Hogg, D. N., Folleso, K., Strand-Volden, F., & Torralba, B. (1995). Development of a situation

awareness measure to evaluate advanced alarm systems in nuclear power plant control rooms.

Ergonomics, 38, 2394–413.
Hollnagel, E. (1998). Cognitive reliability and error analysis method CREAM. Oxford: Elsevier.

Hollnagel, E. (2007). Decision about “What” and decisions about “How”. In M. Cook, J. Noyes, &

Y. Masakowski (Eds.), Decision making in complex environments (pp. 3–13). Aldershot:

Ashgate.

Hollnagel, E., & Woods, D. D. (2005). Joint cognitive systems. Foundations of cognitive systems
engineering. Boca Raton: Taylor & Francis.

Johnson, D. W., & Johnson, R. T. (2003). Training for cooperative work. In M. A. West,

D. Tjosvold, & K. G. Smith (Eds.), International handbook of organizational teamwork and
cooperative working (pp. 167–184). Chichester: Wiley.

Johnston, J. H., & Cannon-Bowers, J. A. (1996). Training for stress exposure. In J. E. Driskell &

E. Salas (Eds.), Stress and human performance (pp. 223–256). Mahwah: Lawrence Erlbaum.

Keinan, G., & Friedland, N. (1996). Training effective performance under stress: Queries,

dilemmas, and possible solutions. In J. E. Driskell & E. Salas (Eds.), Stress and human
performance (pp. 257–278). Mahwah: Lawrence Erlbaum.

Klein, G. A., Calderwood, R., & MacGregor, D. (1989). Critical decision method for eliciting

knowledge. IEEE Transactions on Systems, Man, and Cybernetics, 19, 462–472.
Klein, G., McCloskey, M., Pliske, R., & Schmitt, J. (1997). Decision skills training. In Pro-

ceedings of the Human Factors and Ergonomics Society 41st annual meeting (pp. 182–185).

Santa Barbara: Sage.

Kluge, A., Badura, B., & Rietz, Ch. (2013a). Framing effects of production outcomes, the risk of

an accident, control beliefs and their effects on safety-related violations in a production

context. Journal of Risk Research. http://dx.doi.org/10.1080/13669877.2013.788059.
Kluge, A., & Burkolter, D. (2012, May 10). Training for cognitive readiness: Research issues and

experimental designs. Journal of Cognitive Engineering and Decision Making. doi:10.1177/
1555343412446483.

Kluge, A., & Burkolter, D. (2013). Training for cognitive readiness: Research issues and exper-

imental designs. Journal of Cognitive Engineering and Decision Making, 7, 96–118.
Kluge, A., Burkolter, D., & Frank, B. (2012, October). Being prepared for the infrequent: A

comparative study of two refresher training approaches and their effects on temporal and

adaptive transfer in a process control task. Proceedings of the human factors and Ergonomics
Society 56th annual conference (pp. 2437–2441). Boston.

References 189

http://www.bcs.org/upload/pdf/ewic_ndm09_s1paper2.pdf
http://www.bcs.org/upload/pdf/ewic_ndm09_s1paper2.pdf
http://dx.doi.org/10.1080/13669877.2013.788059
http://dx.doi.org/10.1177/1555343412446483
http://dx.doi.org/10.1177/1555343412446483


Kluge, A., Grauel, B., & Burkolter, D. (2013b). Job aids: How does the quality of a procedural aid

alone and combined with a decision aid affect motivation and performance in process control?

Applied Ergonomics, 44, 285–296.
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