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  Abstract   Issues related to the modi fi able areal unit problem are well-understood 
within geography. Though these issues are acknowledged in the spatial crime analy-
sis literature, there is little research that assesses their impact. In fact, much of the 
cited spatial crime analysis literature that investigates the impact of modi fi ed areal 
units suggests that there is no problem—there is, however, an alternative literature. 
In this paper, we employ a new area-based spatial point pattern test to investigate the 
impact of modi fi ed areal units on crime patterns. We are able to show that despite 
the appearance of similarity in a (spatial) regression context, smaller units of analy-
sis do show a high degree of variation within the larger units they are nested. Though 
this result in and of itself is not new, we also quantify how much spatial heterogene-
ity is present. This quanti fi cation is undertaken using multiple crime classi fi cations 
and in a cross-national comparison.  
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    1.1   Introduction 

 Over the past 180 years, the geography of crime literature has moved to ever  fi ner 
spatial scales of resolution. Beginning with the work of Quetelet  (  1831,   1842  )  and 
Guerry  (  1833  ) , this literature has moved from French Departments, to counties, 
towns, neighborhoods and now the street segment (Glyde  1856 ; Burgess  1916 ; 
Shaw and McKay  1931,   1942 ; Sherman et al.  1989 ; Weisburd et al.  2004,   2009  ) . 
The drive for analyses to be undertaken at these ever  fi ner spatial scales is the 
 discovery of signi fi cant heterogeneity within smaller spatial units of analysis: there 
are safe places within bad neighborhoods and dangerous places within good neigh-
borhoods (Sherman et al.  1989  ) . 

 An obvious question to emerge within this geography of crime literature because 
of this  fi nding is: what is the appropriate spatial scale of analysis? Indeed, those that 
advocate for smaller spatial units of analysis state that micro-places are now deemed 
appropriate whereas larger spatial units of analysis are not (   Andresen and Malleson 
 2011  ) . But how much does this issue really matter? Yes, there may be signi fi cant 
spatial heterogeneity, but does this impact the analysis?. 1  

 A small branch of literature has investigated this question. The results most fre-
quently cited show that the choice of the spatial unit of analysis is irrelevant (Land 
et al.  1990 ; Wooldredge  2002  ) . Because of this  fi nding, much of the literature that 
follows has used this as a justi fi cation for only analyzing one type of spatial unit 
(Schulenberg  2003 ; Bernasco and Block  2009 ; Matthews et al.  2010 ; Osgood and 
Anderson  2004  ) . But is this a reasonable assumption to be made in all contexts? We 
argue that it is not. 

 In this paper, we use calls for service and recorded crime data from police forces 
in two municipalities (one in Canada and another in England) and a similarity-based 
spatial point pattern test. We are able to show that despite similarities in the results 
of global analyses, the results are signi fi cantly different at alternative spatial scales 
of analysis. Because of the nature of this spatial point pattern test we are able to 
show how results change when the spatial unit of analysis is changed. Previous 
research has investigated this phenomenon, but we explicitly show the results using 
two different spatial units of analysis: census tracts and dissemination areas in 
Canada and middle layer super output areas and output areas in England. Speci fi cally, 
we are able to quantify the spatial heterogeneity within larger units of analysis for 
multiple crime classi fi cations and in a cross-national comparison: Vancouver, 
Canada and Leeds, England.  

   1   We de fi ne spatial heterogeneity being present when a large spatial unit of analysis has smaller 
spatial units of analysis within it that do not all exhibit the same properties.  
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    1.2   Scale and Spatial Crime Analysis 

 In geography, scale matters: changing the size or shape of the spatial unit under 
analysis may lead to unexpected and substantial changes in results (Blalock  1964 ; 
Clark and Avery  1976 ; Gehlke and Biehl  1934 ; Fotheringham and Wong  1991 ; 
Openshaw  1984a,   b  ) . This is referred to as the modi fi able areal unit problem (MAUP). 
Faced with the MAUP, there are three possible scenarios that may emerge when 
modifying the spatial units of analysis under study. First, there may be no impact. In 
other words, the results are identical (or differences are statistically insigni fi cant) at 
all spatial scales of analysis. This is clearly the ideal situation. Second, there may be 
a quantitative impact on the results, but the qualitative results are the same. In this 
situation, the estimated parameters for the variables in an analysis may change (with 
statistical signi fi cance, so bias is present) but those estimated parameters do not 
change signs (positive to negative, become statistically insigni fi cant, or negative to 
positive); as such, variables may be thought to have a stronger or weaker relationship 
with the dependent variable than is actually the case, but the qualitative interpreta-
tions are the same. Third, there may be a qualitative impact in the results. If this 
occurs, the results may lead the researcher to make substantively incorrect state-
ments: rejecting or accepting a theory when they should not, and/or making incorrect 
statements regarding a policy initiative in an evaluation. This is the worst-case sce-
nario and is the possibility outlined by Fotheringham and Wong  (  1991  ) . 

 Another, but related issue emerges when one makes inference based on an a anal-
ysis at one spatial scale and applies it to another spatial scale; when the inference is 
based on a larger spatial unit and applied to a smaller spatial unit it is referred to as 
the ecological fallacy (what it true of the whole is not necessarily true of its parts) and 
when the inference is based on a smaller spatial unit of analysis and applied to a 
larger spatial unit it is referred to as the atomistic fallacy (what is true of the parts is 
not necessarily true of the whole). Such problems in inference have been known for 
a long time and are most often in the context of assigning neighborhood characteris-
tics/relationships to individuals, the ecological fallacy (Robinson  1950  ) . Because of 
the ecological fallacy, change that occurs at a larger spatial scale may be driven by a 
small number of the smaller spatial scale units within the larger spatial scale unit. 
Consequently, there may be variations in the spatial patterns at different scales. 

 Of course, there may be limitations in the geography of crime when it comes to 
the choice of spatial scale that are beyond the control of the researcher. For example, 
when using census data, issues of con fi dentiality may arise that lead to missing data 
values and preclude the analysis at a particular geography—Andresen  (  2006  )  was 
unable to undertake an analysis at a smaller spatial scale because almost 25% of the 
census boundary units were missing data because of con fi dentiality issues. 2  

   2   There is also the issue of missing data because of underreporting of crime and/or systemic biases 
in reporting crime. This may or may not have spatial implications, but we are unaware of any 
research that addresses this issue.  
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Additionally, there may be a number of factors in a decision-making process for 
research that leads to the use of only one spatial scale. First, data availability may 
prevent the use of multiple scales of analysis; because of con fi dentiality concerns, a 
police department may only provide counts of crime based on one spatial unit. 
Second, there may be speci fi c spatial scales of interest for those performing the 
analysis; in such a research context, other spatial scales are simply not of interest or 
relevant. Third, the researchers may be interested in replicating (being consistent 
with) previous research that is only concerned with one spatial scale. Though not an 
exhaustive list, these examples do show that spatial scale is not necessarily being 
ignored by researchers. Barring situations such as this, we did expect to  fi nd the use 
of multiple scales of analysis in the geography of crime literature in order to inves-
tigate the role of the MAUP. However, we found that this is not the case. 

 For example, Wooldredge  (  2002  ) , comparing census tracts to administrative 
neighborhoods, found that the substantive results for different spatial units of analy-
sis are the same. This led Wooldredge  (  2002 , 681) to refer to the “(ir)relevance of 
aggregation bias” in the context of the MAUP, for the geography of crime. 3  Despite 
the increasing availability of crime data as points (addresses, street intersections, 
and x-y coordinates), aggregation will still be a concern as long as those using these 
data aggregate points in order to analyze crime relative to other data that are only 
available as area polygons, such as census data. More importantly for this issue, it 
is not that a small number of studies have found such a relationship, but that these 
studies, particularly Wooldredge  (  2002  ) , are used as justi fi cation for only using one 
spatial unit of analysis. The use of Wooldredge  (  2002  )  for this purpose was picked 
up almost immediately (Schulenberg  2003  ) , and continues in a variety of contexts 
(see, for example, Bernasco and Block  2009 ; Matthews et al.  2010 ; Osgood and 
Anderson  2004  ) . 

 Despite this rapid adoption of Wooldredge’s  (  2002  )  conclusion, there is another 
side to this literature. Ouimet  (  2000  )  showed that using census tracts versus neigh-
borhoods does impact the results; speci fi cally, the choice of spatial aggregation 
impacts the theory that is supported by the data. More recently, and similar to 
Ouimet  (  2000  ) , Hipp  (  2007  )  showed that explanatory variables exhibit different 
effects on crime and disorder based on the level of aggregation. Consequently, it is 
curious that Wooldredge  (  2002  )  is almost always cited to support the use of only 
one level of spatial aggregation. 

 We are in no way being critical of the work done by Wooldredge  (  2002  )  and oth-
ers. In fact, for the case of Vancouver using the crime data described below, we  fi nd 
that the choice of spatial unit of analysis matters little for the substantive results of 
a spatial regression. Rather, we are asking if we can simply dispense with multiple 
spatial units of analysis when studying the geography of crime? In other words, is 
there any spatial heterogeneity and does it matter? We are unable to  fi nd any research 
that quanti fi es the degree of spatial heterogeneity, so this is our task in this paper.  

   3   Wooldredge  (  2002  )  is not the  fi rst to make this type of claim (see Land et al.  1990 , for example), 
but is the most often cited research on this topic.  
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    1.3   Data and Methods 

 Data for Vancouver, Canada and Leeds, England are used in the analysis below. We 
use data from these two cities for three reasons. First, these are the police data avail-
able to us for analysis. Second, we know these cities and are, therefore, able to make 
interpretation using local knowledge. Third, and most signi fi cantly, the inclusion of 
data from two different countries aids in our ability to make generalizations rather 
than relying on one set of data that may produce spurious results. 

    1.3.1   Vancouver and Its Data 

 The Vancouver data used in the analysis below are for the years 1991 and 2001. The 
Vancouver Census Metropolitan Area (CMA) is the third largest metropolitan area 
in Canada, based on population (currently approximately two million people), and 
the largest metropolitan area in western Canada. In 2001, the City of Vancouver had 
a population of 546,000. In recent years, Vancouver has experienced substantial 
growth in its resident population: 431,000 in 1986, 472,000 in 1991, and 514,000 in 
1996. This high rate of growth is often attributed to the 1986 World Exposition on 
Transportation and Communication that led to Vancouver receiving worldwide 
attention and is expected to continue because of the most recent 2010 Winter 
Olympics held in the Vancouver CMA. With an area of approximately 115 km 2 , the 
City of Vancouver has 110 census tracts (CTs) and 990 dissemination areas (DAs), 
de fi ned by Statistics Canada. Census tracts are relatively small and stable geo-
graphic areas that tend to have a population ranging from 2500 to 8000—the aver-
age is 4,000 persons. Dissemination areas are smaller than census tracts, equivalent 
in size to a census block group in the U.S. census—approximately 400–700 per-
sons, composed of one or more blocks. 4  

 Though Vancouver has had a decreasing crime rate from 1991 to 2001, its crime 
rate remains substantially higher than the national average. In fact, the Vancouver 
CMA had the highest crime rates among the three largest metropolitan areas in 
Canada at 11,367 criminal code offences per 100,000 persons in 2001, more than 
doubling the rate found in Toronto (5381 per 100,000 persons) and almost doubling 
that in Montreal (6979 per 100, 000 persons). The same relative standing held for 
the 2001 violent crime rate in the Vancouver CMA (1058 per 100,000 persons) in 
comparison to the Toronto CMA (882 per 100 000 persons) and the Montreal CMA 
(886 per 100,000), but to a lesser degree. These differences in crime rates between 
these three cities have been decreasing in recent years (Kong  1997 ; Savoie  2002 ; 
Wallace  2003  ) . 

   4   Prior to the 2001 census, these census boundaries were called enumeration areas.  
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 All crime data used below come from the Vancouver Police Department’s Calls for 
Service Database (VPD-CFS Database) generated by its Computer Aided Dispatch 
system. The VPD-CFS Database is the set of requests for police service made directly 
to the VPD, through the 911 Emergency Service and allocated to the VPD, and calls 
for service made by the VPD members while on patrol. The VPD-CFS Database con-
tains information on both the location and the complaint code/description for each 
call. For each call, there are two codes: the initial complaint code and a complaint 
code  fi led by the of fi cer on the scene. The code provided by the of fi cer is always taken 
to be correct. Though the VPD-CFS Database is actually a proxy for actual crime data 
because not all calls for service represent actual crimes, the primary advantage of the 
VPD-CFS Database is this raw form—these data are not dependent on a criminal 
charge. It should be noted, however, that few calls for service are subsequently 
unfounded by the VPD. The crime classi fi cations of assault, burglary, robbery, sexual 
assault, theft, theft of vehicle, and theft from vehicle are all analyzed below. 

 The counts and percentages of these crime classi fi cations are presented in 
Table  1.1 . In Vancouver, there has been a notable decrease in the counts of crime, 
consistent with the international crime drop phenomenon (Tseloni et al.  2010 ; 
Farrell et al.  2011  ) . Despite this signi fi cant decrease in crime (31% drop), the distri-
bution of the different crime classi fi cations has remained rather constant; assault has 

   Table 1.1    Counts and percentages for crime types   

 Vancouver 

 1991  2001 

 Count  Percent  Count  Percent 

 Assault  16,556  20.1  7,643  13.4 
 Burglary  18,068  22.0  13,025  22.9 
 Robbery  1,421  1.7  1,251  2.2 
 Sexual Assault  672  0.8  440  0.8 
 Theft  16,862  20.5  11,255  19.8 
 Theft of Vehicle  5,957  7.2  6,273  11.0 
 Theft from Vehicle  22,728  27.6  16,991  29.9 
 Total  82,264  100.0  56,878  100.0 

 Leeds 

 2001  2004 

 Count  Percent  Count  Percent 

 Assault  5,830  9.3  15,323  23.4 
 Burglary  13,610  21.6  13,838  21.1 
 Robbery  2,289  3.6  1985  3.0 
 Sexual assault  493  0.8  807  1.2 
 Theft  22,043  34.9  27,458  41.9 
 Theft of Vehicle  9,098  14.4  7354  11.2 
 Theft from Vehicle  15,493  24.6  14,167  21.6 
 Total  63,026  100.0  65,609  100.0 

  Note: The substantial increase for assaults in Leeds is due to a 
change in recording practices  
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experienced a decrease, with corresponding increases in theft of vehicle and theft 
from vehicle. Leeds has experienced an increase in crime from 2001 to 2004, just 
under 4%. However, it should be noted that there was a change in recording prac-
tices in Leeds between these time periods. Also, the two data sets for Leeds are only 
3 years apart. As such, this increase in crime counts could simply be a result of year-
to-year  fl uctuations. Regardless, aside from the assault classi fi cations, the distribu-
tion of the different crime classi fi cations has remained relatively constant, aside 
from an increase in theft.   

    1.3.2   Leeds and Its Data 

 The Leeds data used in the analysis are for the years 2001 and 2004. Ideally the 
same time period would be used for both countries, but data constraints mean that 
the most reliable crime data in Leeds are only available for these years—reliability 
refers to the standardization of crime data, discussed below. Leeds is the third larg-
est city in the UK, after London and Birmingham, with a population estimated to be 
approximately 812 000 in 2011 (Of fi ce for National Statistics  2010  ) . Spatially, 
Leeds is the second largest city in the UK, covering an area of approximately 
550 km 2 . As a consequence of hosting two universities, Leeds has a very large stu-
dent population that has had a strong in fl uence on the development of the city in 
order to cater for a large number of student migrants. The student population is also 
highly concentrated into a relatively small area to the north of the universities that 
has a substantial effect on crime patterns. Spatially, the Leeds area can be  subdivided 
into 108 medium-level super output areas (MSOAs) and further into 2440 output 
areas (OAs). An output area is the smallest 2001 census geography available and 
contains a minimum of 40 households or 100 people, but the recommended size is 
approximately 125 households. MSOAs are a larger geography which contain 7,200 
people on average and have been designed to  fi t to the borders of OAs to allow for 
data aggregation. 

 In terms of crime, Leeds has generally followed the UK national trend and has 
seen consistent yearly reductions in most types of crime since 1997. Leeds has 
higher than average crime rates compared to the average for England and Wales, 
although this is not unexpected given its demographic and socioeconomic charac-
teristics. The most unusual observation is that rates of residential burglary are par-
ticularly high: almost double the national average (18.4 crimes per 1,000 people 
compared to 9.6) and it has not exhibited the decline that the other types of crime 
have shown. The explanation for this is largely tied in with the effects of the student 
population who generally suffer a disproportionate number of burglaries. 

 The crime data used in the analysis below consist of all crimes recorded by the 
police in the Leeds area. The data cover the time periods 1st t  April 2000–31st t  March 
2001 (hereby abbreviated to ‘2001’) and 1st t  April 2003–31st t  March 2004 (‘2004’). 
The data are coded by crime type and are stored with a location address that can be 
geocoded. There are numerous implications for using this type of data in research; 
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namely not all crime is reported to the police in the  fi rst place and, even if it is 
reported, the crime might not necessarily be  recorded  by the police. In fact, record-
ing practices varied substantially across police forces so to standardize them the 
National Crime Recording Standard was phased in through 2001–2004. The new 
standard followed a more “victim centred” approach so that a crime should be 
recorded even if there is no evidence that it has taken place. This led to an apparent 
increase in some types of crime, particularly violent crimes: assault and, to a lesser 
extent, sexual assault. The counts and percentages of these crime classi fi cations are 
presented in Table  1.1 .  

    1.3.3   Geocoding 

 Geocoding has the potential to introduce error into any analysis. Previous research 
has noted that geocoding algorithms are not only inaccurate at times, but are also at 
risk of not locating all street addresses or street intersections for (criminal) incidents 
(Ratcliffe  2001 ; Cayo and Talbot  2003 ; Zandbergen  2008  ) . Consequently, potential 
for spatial bias is present. Ratcliffe  (  2004  )  addresses this issue through the 
identi fi cation of a minimum acceptable hit/success rate of 85%. The geocoding pro-
cedure used for the current data generated 93 and 94% success rates for 1991 and 
2001 in Vancouver. In Leeds, the data were already geocoded by the police and 
although actual hit rates are not known the data were put through an extensive clean-
ing process and can be assumed to be suf fi ciently high. It should be noted that error 
may still be present: geocoding to the wrong address, being placed to a centroid, or 
a correct match may be aggregated to the incorrect spatial unit. With our success 
rates exceeding the minimum acceptable success rate generated by Ratcliffe  (  2004  )  
and the indication that improper address records are random, the analysis is under-
taken with little concern for spatial bias. 

 In addition to acceptable hit/success rates in geocoding, there are a number of 
potential problems that are country speci fi c. In Vancouver – where the ‘block’ 
street system means that building location can be estimated from its number on a 
street – long streets may be arbitrarily broken into segments that are not based on 
intersections; events are placed on the street segment using an interpolation pro-
cess that may place the event in the wrong place on the street segment; a geocoding 
match may be made on an areal unit and subsequently misplaced on the wrong 
street segment; and there is variation in street segment length that may skew the 
analysis. 

 In the UK, the street system is not regular so it is not possible to estimate a loca-
tion based on a building number. Instead, a lookup table is used to match an address 
directly to some spatial coordinates. The Leeds data were then matched directly to 
the coordinates of the building at which the crime occurred, or they were assigned 
manually in places where no building was available to link to. The data were cleaned 
considerably (both manually and using computer software) before use so we are 
con fi dent that geocoding issues will not in fl uence the analysis. 
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 Therefore the Vancouver data used in the current analysis are geocoded to the 
street network and the Leeds data are geocoded directly to points. Both data are 
then subsequently aggregated to their respective census boundary units using a 
spatial join function. 5  We use the same (most recent) street network or address 
lookup table in each city for geocoding different years of data; this avoids the prob-
lem of not being able to  fi nd new streets or buildings but has the potential of old 
roads being closed and old buildings being torn down. No such street closures 
occurred in Vancouver and, as mentioned above, if no building was present (from 
a possible tear-down) points were manually assigned to the spatial units of analy-
sis. Though shorter street segments may have a lower probability of having a crimi-
nal event,  ceteris paribus , the randomization process in the spatial point pattern 
test minimizes the potential for having less scope for change than longer street seg-
ments. Lastly, the interpolation issue of geocoding algorithms, whereby a point’s 
position on a street segment might be inaccurate, is not a concern here because no 
inference is made at a  fi ner scale than the dissemination area (Vancouver) or the 
output area (Leeds).  

    1.3.4   The Spatial Point Pattern Test 

 In order to investigate spatial heterogeneity within larger spatial units of analysis 
(census tracts in Vancouver and MSOAs in Leeds), a testing methodology that 
identi fi es changes in spatial crime patterns at multiple scales is necessary. The spa-
tial point pattern test developed by Andresen  (  2009  )  serves this purpose well because 
it can be used to independently identify changes in the spatial patterns of crime at 
different spatial scales and the output may then be used to quantify spatial heteroge-
neity. The change for each smaller spatial unit of analysis (DAs and OAs) can be 
assigned to its respective larger spatial unit of analysis (CTs and MSOAs) and then 
spatial heterogeneity (or homogeneity) can be assessed by counting the number 
(percentage) of smaller spatial units within their larger units of analysis that have 
the same classi fi cation of change. This spatial point pattern test has been applied to 
investigate pattern changes in international trade (Andresen  2010  )  and for testing 
the stability in crime patterns (Andresen and Malleson  2011  ) . 

 The Andresen  (  2009  )  spatial point pattern test is area-based 6  and is concerned 
with the similarity between two different spatial point patterns at the local level. 
This particular spatial point pattern test is not concerned with null hypotheses of 
random, uniform, or clustered distributions, but may be used to compare a particular 

   5   The street network in Vancouver recognizes to which side of the street a point is geocoded. If that 
particular street is a boundary for a spatial unit, the point is assigned to the census unit on the 
appropriate side of the street in the spatial join.  
   6   There are two general forms of spatial point pattern tests: area-based and distance based. See 
Andresen  (  2009  )  for a discussion of their respective bene fi ts and limitations.  
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point pattern with these distributions. An advantage of the test, as we demonstrate 
here, is that it can be calculated for different area boundaries using the same original 
point datasets. In order to simplify the process of calculating the test we developed 
a computer program that is freely available from the authors. The test is computed 
as follows:

    1.    Nominate a base dataset (1991 assaults, for example) and count, for each area, 
the number of points that fall within it.  

    2.    From the test dataset (1996 assaults, for example), randomly sample 85% of the 
points, with replacement. 7  As with the previous step, count the number of points 
within each area using the sample. This is effectively a bootstrap created by sam-
pling from the test dataset.  

    3.    Repeat (2) a number of times (in our analysis below we used 200 iterations).  
    4.    For each area in the test data set, calculate the percentage of crime that has 

occurred in the area. Use these percentages to generate a 95% nonparametric 
con fi dence interval by removing the top and bottom 2.5% of all counts (5 from 
the top and 5 from the bottom in this case). The minimum and maximum of the 
remaining percentages represent the con fi dence interval. It should be noted that 
the effect of the sampling procedure will be to reduce the number of observations 
in the test dataset but, by using  percentages  rather than the  absolute counts , com-
parisons between data sets can be made even if the total number of observations 
are different.  

    5.    Calculate the percentage of points within each area for the base dataset and com-
pare this to the con fi dence interval generated from the test dataset. If the base 
percentage falls within the con fi dence interval then the two datasets exhibit a 
similar proportion of points in the given area. Otherwise they are signi fi cantly 
different. 8      

 The purpose of this spatial point pattern test is to create variability in one dataset 
so that it can be compared statistically to another dataset. The 85% samples gene-
rated, each maintain the spatial pattern of the test dataset and allows for a “con fi dence 
interval” to be created for each spatial unit that may be compared to the base dataset. 
Therefore, statistically signi fi cant changes/differences are identi fi ed at the local 
level. 

   7   An 85% sample is based on the minimum acceptable hit rate to maintain spatial patterns, deter-
mined by Ratcliffe  (  2004  ) . Maintaining the spatial pattern of the complete data set is important so 
we used this as a benchmark for sampling. An 85% sample was for the purposes of generating as 
much variability as possible while maintaining the original spatial pattern. Also note that “replace-
ment” in this context refers to subsequent samples; any one point may only be sampled once per 
iteration in this procedure to mimic Ratcliffe  (  2004  ) .  
   8   The program written to perform the test uses double precision that has at least 14 decimal points 
when dealing with numbers less than unity. The smallest number that we have to deal with in the 
current analysis (regardless of scale) is 0.000034553. This is well within the limits of double 
precision.  
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 The output of the test consists of two parts. First, there is a global parameter that 
ranges from 0 (no similarity) to 1 (perfect similarity): the index of similarity,  S , is 
calculated as:

     

== å 1 ,

n

ii
s

S
n    

where  s  
 i 
  is equal to one if two crimes are similar in spatial unit  i  and zero otherwise, 

and  n  is the total number of spatial units. As such, the  S -Index represents the propor-
tion of spatial units that have a similar spatial pattern within both data sets. Second, 
the test generates mappable output to show where statistically signi fi cant change 
occurs; i.e. which census tracts, dissemination areas, middle layer super output 
areas ,and output areas have undergone a statistically signi fi cant change. Though 
this spatial point pattern test is not a local indicator of spatial association (LISA, see 
Anselin  1995  )  and there is much more to LISA than being able to produce maps of 
results, it is in the spirit of LISA because the output may be mapped. 9  

 A number of tests for similarity are performed. For each crime classi fi cation and 
each spatial unit of analysis, indices of similarity are calculated for 1991–2001 
(Vancouver) and 2001–2004 (Leeds). These indices are then used to quantify the 
degree of spatial heterogeneity present with the changes of the spatial point patterns 
at the different scales of analysis.   

    1.4   Results 

 Before we turn to the results for the examination of spatial heterogeneity, it is impor-
tant to examine the Indices of Similarity within each of the different spatial units of 
analysis for each crime classi fi cation. These results are presented in Table  1.2 . In the 
case of Vancouver, census tracts do not exhibit much similarity over time, with most 
values of  S  being less than 0.300; the results for the dissemination areas are most 
often more similar over time, close to twice that of census tracts in half of the crime 
classi fi cations. Noteworthy here is the high degree of similarity for sexual assault, 
especially within census tracts; sexual assault also has the same proportion of crimi-
nal events in both years. In the case of Leeds, the  S  indices are most often much 
greater magnitude than in Vancouver. However, this is expected as the time frame 
for the Leeds crime data is much shorter: 3 years instead of 10 years. And aside 
from the crime classi fi cations for robbery and sexual assault the  S  values for the 
output areas are similar to those for the middle layer super output areas.  

   9   It should be noted that the role of local spatial analysis has been growing in interest in recent years 
(Lloyd  2011  ) .  
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   Table 1.2    Indices of similarity   

 Vancouver, 1991–2001 

 Census tracts  Dissemination areas 

 Assault  0.300  0.335 
 Burglary  0.155  0.299 
 Robbery  0.327  0.662 
 Sexual assault  0.509  0.691 
 Theft  0.136  0.237 
 Theft of vehicle  0.300  0.332 
 Theft from vehicle  0.146  0.261 

 Leeds, 2001–2004 

 Middle layer 
super output areas  Output areas 

 Assault  0.769  0.639 
 Burglary  0.667  0.726 
 Robbery  0.667  0.283 
 Sexual assault  0.667  0.148 
 Theft  0.722  0.701 
 Theft of vehicle  0.898  0.677 
 Theft from vehicle  0.796  0.718 

 With regard to spatial heterogeneity, the results are remarkably similar across not 
only crime classi fi cations but also across municipalities. In the case of assault 
(Table  1.3 ), the number of larger areas with zero smaller areas in Vancouver and 
Leeds is always zero. This is the expected result. In fact, if (when) this occurs, it is 
highly problematic; such a situation is further discussed below. However, the num-
ber of larger areas with all smaller areas having the same classi fi cation is also zero 
in most cases—all cases in Leeds. When this does occur (2001 < 1991 and 
insigni fi cant change, in Vancouver), it occurs in very few cases. Overall, the average 
percentage of smaller areas with the same larger area classi fi cation is surprisingly 
low. The best case scenario, for both Vancouver and Leeds, is that a little more than 
half of the smaller areas have the same larger area classi fi cation. Though this may 
be viewed positively, it also means that a little less than half do not have the same 
classi fi cation. This is a substantial degree of spatial heterogeneity that must be con-
sidered when inference is being made at only one level of analysis. The results for 
burglary (Table  1.4 ) are similar to those for assault and require little further discus-
sion. The primary result to note here is that assault and burglary have similar results 
despite these two crime classi fi cations exhibiting different patterns over time in 
Table  1.1 : relatively speaking, assault is decreasing in Vancouver and increasing in 
Leeds, but burglary in both cities is constant. As such, the degree of spatial hetero-
geneity does not necessarily depend on other changes in a crime’s distribution.   

 The results for robbery (Table  1.5 ) and sexual assault (Table  1.6 ) have similar 
results for the average percentage of smaller areas with the same larger area 
classi fi cation, but some of the other results are worthy of note. In both Leeds and 
Vancouver, robbery and sexual assault have some larger areas with zero smaller 
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   Table 1.3    Spatial heterogeneity, assault   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs 
with  zero  DAs having the 
same classi fi cation 

 0  0  0 

 Number (percentage) of CTs 
with  all  DAs having the same
 classi fi cation 

 0  1 (2.2)  4 (12.1) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.35  0.61  0.43 

 Total number of CTs with this 
classi fi cation 

 31  46  33 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of 
MSOAs with  zero  OAs 
having the same classi fi cation 

 0  0  0 

 Number (percentage) of 
MSOAs with  all  OAs 
having the same classi fi cation 

 0  0  0 

 Average percentage of OAs 
with same MSOA classi fi cation 

 0.58  0.43  0.27 

 Total number of MSOAs 
with this classi fi cation 

 48  35  25 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas, total CTs = 110; total MSOAs = 108  

areas having the same classi fi cation: 2001 > 1991, for both cases in Vancouver, and 
insigni fi cant change for both cases in Leeds. Such a result is particularly problem-
atic because the nature of the spatial heterogeneity is such that the smaller spatial 
units of analysis have nothing in common with the larger spatial units of analysis. A 
problem emerges here speci fi cally in the context of policy. If policy is being imple-
mented based on global results and the larger area is used as a reference point for 
policy implementation, the policy may be applied in error. This will lead to a misal-
location of resources, at best, or aggravate the original situation that policy-makers 
are trying to correct, at worst.   

 Turning to the three classi fi cations of theft—theft (Table  1.7 ), theft of vehicle 
(Table  1.8 ), and theft from vehicle (Table  1.9 )—the results are more promising in 
terms of the magnitude of within larger spatial unit spatial heterogeneity. The aver-
age percentages of smaller areas with the same larger area classi fi cation are of the 
same magnitude as the other crime classi fi cations. Though theft from vehicle 
(Leeds) and theft of vehicle (Vancouver) do have a small number of larger areas 
with zero small areas with the same classi fi cation, Vancouver has promising results 
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for the number of larger areas with all corresponding small areas having the same 
classi fi cation. The magnitudes of the percentages are not that great, ranging from 
2.8 (theft of vehicle) to 18.8 (theft from vehicle) percent, but this is a de fi nite 
improvement over the results for the other crime classi fi cations.     

    1.5   Discussion 

 In this chapter we have investigated the phenomenon of spatial heterogeneity in the 
context of spatial point patterns changing over time. Though this is only one dimen-
sion of change that may be investigated, the results are strong enough to cause some 
concern over the lack of sensitivity analyses in the geography of crime literature—
the lack of using multiple spatial scales of analysis. The general result is that, on 
average, approximately one-half of smaller spatial units of analysis have the same 
classi fi cation as their larger counterparts. Though this may translate into an irrelevant 
effect when using a global statistical technique, as it does using the data in the current 

   Table 1.4    Spatial heterogeneity, burglary   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with 
 zero  DAs having the same 
classi fi cation 

 0  0  1 (5.9) 

 Number (percentage) of CTs with 
 all  DAs having the same 
classi fi cation 

 1 (2.4)  0  3 (17.6) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.50  0.57  0.45 

 Total number of CTs with this 
classi fi cation 

 41  52  17 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs 
with  zero  OAs having the same 
classi fi cation 

 0  0  0 

 Number (percentage) of MSOAs 
with  all  OAs having the same 
classi fi cation 

 0  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.66  0.49  0.14 

 Total number of MSOAs with this 
classi fi cation 

 55  37  16 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas; total CTs = 110; total MSOAs = 108  
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   Table 1.5    Spatial heterogeneity, robbery   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with 
 zero  DAs having the same 
classi fi cation 

 3 (11.1)  0  0 

 Number (percentage) of CTs with 
 all  DAs having the same 
classi fi cation 

 0  0  8 (22.2) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.21  0.36  0.74 

 Total number of CTs with this 
classi fi cation 

 27  47  36 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs 
with  zero  OAs having the same 
classi fi cation 

 0  0  2 (5.6) 

 Number (percentage) of MSOAs 
with  all  OAs having the same 
classi fi cation 

 1 (2.4)  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.61  0.39  0.35 

 Total number of MSOAs with this 
classi fi cation 

 42  30  36 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas; total CTs = 110; total MSOAs = 108  

analysis, the magnitude of the spatial heterogeneity cannot be ignored. Therefore, 
spatial heterogeneity in the presence of an irrelevant effect in a particular context 
does not mean there are no aggregation biases present, generally speaking. As such, 
we as researchers cannot simply assume that aggregation bias is not present and only 
perform analyses at one spatial scale because of a small number of research projects 
have not found evidence for aggregation bias; aggregation is present, it just does not 
manifest itself in particular contexts using particular techniques. 

 The case of sexual assault in Vancouver is of particular interest here. Figure  1.1  
shows the results from the spatial point pattern test. All four census tracts shown in 
Fig.  1.1  have statistically signi fi cant increases, 2001 > 1991. The two middle census 
tracts are likely representative of the presence of spatial heterogeneity: some DAs 
exhibit increasing trends, some DAs exhibit decreasing trends, and some DAs 
exhibit insigni fi cant change. In these cases, there are a small number of DAs (one in 
the case of the CT on top of the map) that are driving the results for the larger CTs. 
However, for the CTs on either side of Fig.  1.1 , there is clearly something else going 
on. In each case, there are no DAs that exhibit increasing trends; rather, most have 
statistically insigni fi cant change with a small number of decreasing trends. How can 
this be the case?  
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 As it turns out for the CTs on the sides of Fig.  1.1 , there are DAs with statistically 
insigni fi cant changes that have increasing trends. And these increasing trends are 
close to being statistically signi fi cant; if a 90% con fi dence interval had been chosen, 
for example, the results of those DAs would have been statistically signi fi cant and 
increasing. But the point of this discussion is not in regard to the choice of statistical 
signi fi cance. Rather, the point is that insigni fi cant changes at the level of a smaller 
spatial unit of analysis may become statistically signi fi cant with a larger spatial unit 
of analysis. In other words, there is an aggregation effect. 

 Comparing the results from Tables  1.3 ,  1.4 ,  1.5 ,  1.6 ,  1.7 ,  1.8 , and  1.9  to Table  1.1 , 
an interesting relationship emerges. The crime classi fi cations that had the most 
problematic results (robbery and sexual assault) had the lowest counts and percent-
ages for both Vancouver and Leeds, and the crime classi fi cations that had the most 
promising results (burglary, theft, and theft from vehicle) had the greatest counts 
and percentages for both Vancouver and Leeds—theft of vehicle also had promising 
results. Therefore, it would appear that if the event is more common, the results are 
less problematic. This does not mean that spatial heterogeneity is not an issue when 
there are more crimes, just that the issue does not appear to be as great. This result 

   Table 1.6    Spatial heterogeneity, sexual assault   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with 
 zero  DAs having the same 
classi fi cation 

 7 (43.8)  0  0 

 Number (percentage) of CTs with  
all  DAs having the same 
classi fi cation 

 0  0  8 (14.3) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.11  0.31  0.69 

 Total number of CTs with this 
classi fi cation 

 16  38  56 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs 
with  zero  OAs having the same 
classi fi cation 

 0  0  5 (13.9) 

 Number (percentage) of MSOAs 
with  all  OAs having the same 
classi fi cation 

 11 (37.9)  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.53  0.51  0.35 

 Total number of MSOAs with this 
classi fi cation 

 29  43  36 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas, total CTs = 110, total MSOAs = 108  
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   Table 1.7    Spatial heterogeneity, theft   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with 
 zero  DAs having the same 
classi fi cation 

 0  0  0 

 Number (percentage) of CTs with  
all  DAs having the same 
classi fi cation 

 2 (8.7)  5 (6.9)  2 (13.3) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.46  0.70  0.45 

 Total number of CTs with this 
classi fi cation 

 23  72  15 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs 
with  zero  OAs having the same 
classi fi cation 

 0  0  0 

 Number (percentage) of MSOAs 
with  all  OAs having the same 
classi fi cation 

 0  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.53  0.36  0.29 

 Total number of MSOAs with this 
classi fi cation 

 45  33  30 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas; total CTs = 110; total MSOAs = 108  

relates to the discussion above regarding the ecological fallacy. Variations in spatial 
patterns may be more evident when the count of points in the spatial pattern is less. 
Such a situation is understood intuitively: a spatial pattern with fewer points is more 
likely to have zero values in spatial units, leading to more spatial heterogeneity 
withing larger spatial units. This is con fi rmed in Table  1.2  for Vancouver that has 
the highest  S -Index values for the low-count crime classi fi cation of robbery and 
sexual assault. Therefore, the degree of concern for spatial heterogeneity should be 
inversely related to the number of points in the spatial pattern. Consequently, if an 
analysis (for the purposes of pure academic interests, policy, or a combination of 
both) is restricted to one spatial unit of analysis, results may have to be tempered 
depending on the number of points under analysis. 

 There are a number of obvious directions for future research. Though we have 
performed this analysis in two municipalities that are quite distant from one another, 
more replication is always preferable. We claim that too often research relies on a 
small number of other studies that claim aggregation bias is minimal or non-existent 
as justi fi cation for only performing analyses at one spatial scale. Consequently, we 
wish to be careful with our generalizations. The form of replication needs to be 
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varied as well. Not only should further investigations into spatial heterogeneity be 
in other urban areas, but suburban and rural areas as well. Because rural areas tend 
to have less crime than urban areas, the spatial heterogeneity may be more of a 
problem in rural areas than suburban and urban areas. Similarly, the crime mix 
likely varies across urban, suburban, and rural areas, so may the issue of spatial 
heterogeneity. The more context we have regarding spatial heterogeneity, the better 
choices we can make regarding spatial scale. 

 Though the current analysis is instructive, the format of quantifying spatial het-
erogeneity should be performed in different ways. For example, it would be most 
useful to investigate spatial heterogeneity in the context of standard spatial theories 
of crime. It may be the case that a small number of small area (DAs/OAs) are driv-
ing the results for their aggregate areas (CTs/MSOAs). Speci fi cally, once we have 
more information regarding the role of spatial scale and spatial heterogeneity we 
may be able to further develop/re fi ne/test spatial theories of crime. Not only may a 
small number of small areas be driving aggregate results, but the way we think 
about particular theoretical frameworks may change.      

   Table 1.8    Spatial heterogeneity, theft of vehicle   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with  zero  
DAs having the same classi fi cation 

 0  0  1 (3.0) 

 Number (percentage) of CTs with  
all  DAs having the same 
classi fi cation 

 1 (2.8)  2 (4.9)  3 (9.1) 

 Average percentage of DAs with same 
CT classi fi cation 

 0.42  0.59  0.42 

 Total number of CTs with this 
classi fi cation 

 36  41  33 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs 
with  zero  OAs having the same 
classi fi cation 

 0  0  0 

 Number (percentage) of MSOAs 
with  all  OAs having the same 
classi fi cation 

 0  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.71  0.52  0.11 

 Total number of MSOAs with this 
classi fi cation 

 56  41  11 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas, total CTs = 110, total MSOAs = 108  



   Table 1.9    Spatial heterogeneity, theft from vehicle   

 Vancouver 

 Census tracts  Census tracts  Census tracts 

 2001 > 1991  2001 < 1991  Insigni fi cant change 

 Number (percentage) of CTs with  zero  
DAs having the same classi fi cation 

 0  0  0 

 Number (percentage) of CTs with  all  
DAs having the same classi fi cation 

 1 (5.0)  3 (4.1)  3 (18.8) 

 Average percentage of DAs with 
same CT classi fi cation 

 0.46  0.67  0.43 

 Total number of CTs with 
this classi fi cation 

 20  74  16 

 Leeds 

 MSOAs  MSOAs  MSOAs 

 2004 > 2001  2004 < 2001  Insigni fi cant change 

 Number (percentage) of MSOAs with  zero  
OAs having the same classi fi cation 

 0  1 (2.6)  0 

 Number (percentage) of MSOAs with  all  
OAs having the same classi fi cation 

 0  0  0 

 Average percentage of OAs with 
same MSOA classi fi cation 

 0.68  0.53  0.24 

 Total number of MSOAs 
with this classi fi cation 

 48  38  22 

  Notes:  CTs  census tracts,  DAs  dissemination areas,  MSOAs  middle layer super output areas,  OAs  
output areas; total CTs = 110; total MSOAs = 108  

  Fig. 1.1          Sexual assault, census tract to dissemination area       
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