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Preface

When I finished my studies in philosophy of science in the early 1980s, focusing on
the outcomes of the scientific discourse on the philosophy of language and com-
munication between 1920 and 1980, some editions of Scientific American happened
to attract my attention. In a variety of articles on cellular and genetic processes by
different authors, some of them Nobel Laureates, I found an astonishing vocabulary:
genetic code, code without commas, misreading of the genetic code, coding, copying,
open reading frame, genetic storage medium DNA, genetic information, genetic
alphabet, genetic expression, messenger RNA, cell-to-cell communication, immune
response, transcription, translation, nucleic acid language, amino acid language,
recognition sequences, recognition sites, protein coding sequences, repeat sequences,
signal transduction, signalling pathways. All these terms combine a linguistic and
communication theoretical vocabulary with one that is biological.

In parallel, I read a book by Manfred Eigen and Ruthild Winkler about the
molecular syntax of the genetic code in which they proposed that the genetic
code should be taken seriously as a real language, and not as a metaphor (“At any
rate one can say that the prerequisite for both great evolutionary processes of nature —
the origin of all forms of life and the evolution of the mind — was the existence of a
language.”). This interested me, because they described in detail all the typical
features of languages/codes that are present in the language of nucleic acid. The
only deficit to the philosophy of science discourse about how to define a real
language was that the authors did not understand, or ignored, the concept that any
real language must encompass a third level of rules: not solely syntax and semantics,
but also pragmatics. If one level of rules is missing, one cannot take a language to
be a real language. Syntax defines how to combine the variety of signs (alphabet)
into larger content units such as words and sentences. Semantics defines how these
signs can designate real objects. Pragmatics defines how actual living agents use these
signs to coordinate and organize their lives in real-life situations, i.e. the context
within which the signs are used.

If someone is familiar with the process of the philosophy of science discussions
in the twentieth century, it is interesting how logical empirism (neo-positivism) and
later on critical rationalism tried to install the model of an exact scientific language,
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i.e. the mathematical theory of language, from 1920 to 1960, consistently with the
thoughts and theories of Wittgenstein (Tractatus Logico Philosophicus), Carnap,
Neurath, Tarski, Godel, Russel (Principia Mathematica) and Popper.

Manfred Eigen followed this school of thought in the early 1970s: although at
this time it had been proved that the fundamentals of this theoretical framework
were false, they agreed that the syntax of a real scientific language, i.e. the combi-
natorial rules, represents the material reality of physics and chemistry. Therefore the
meaning (semantics) of the signs of a language, and their combination in sequences
such as sentences, is the result of the sign order (“The relative arrangement of the
individual genes, the gene map, as well as the syntax and semantics of the molecular
language are (...) largely known today”). The information processing occurs like
this: a sender processes signals coherent to the material reality of the brain, i.e. the
signals represent the neuronal combination logic of the brain organ. He sends
the signals through an information channel to a receiver. The receiver senses these
signals and his brain organ decodes the signalling sequence and extracts meaning
using his inherent value programme, which is coherent with the neuronal molecular
structure of the brain organ (*...a universal regularity evidently originating in the
organization of the human brain”). Because mathematics depicts material reality in
the natural laws of physics and chemistry, the exact scientific language must be
formalizable. Exact science has to describe investigated objects with formalizable
procedures such as algorithms.

For several reasons this model of language was falsified (in line with Wittgenstein’s
“Philosophical investigations”, Austin’s “How to do things with words”, Searle’s
“Speech Acts”, Apel’s “transcendental pragmatics” and Habermas’ “universal
pragmatics”).

Certainly the most important was that the former proponents overlooked the
third level of rules inherent in every natural language, i.e. the relation of signs to the
real-life sign user. Pragmatics is the term used to designate this level, defining that
the context in which a sign-using agent is involved determines the meaning of the
sign sequence, and not the syntax. This makes sense in animated nature, which has
regard to energy costs, because real sign users need only a limited number of signs
(alphabet) and a limited number of rules (syntax, semantics, pragmatics) to generate
an unlimited number of correct sign sequences. In contrast to artificial languages
that may only follow formalizable procedures, natural languages have properties
that are not formalizable in principle.

The second consequence was that the sender-receiver narrative no longer met
reality. Natural languages do not emerge as system properties, but as a social
phenomenon. This means that, wherever consortia of related living agents are
present, there exists population-based signalling to coordinate interaction and repro-
duction. Language use occurs if individuals-in-population share signals and rules to
coordinate between themselves. Language is a social property, not a solus ipse
principle. Natural languages are not a 1:1 depiction of a universal grammar that is
inherent in our neuronal brain order, but serve to coordinate behaviour in order to be
able to adapt appropriately to changing situational circumstances. According to
Godel’s “incompleteness theorem”, language is therefore not a closed system, but is
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indefinitely open: competent natural language users are able to generate de novo
sequences that do not derive from previous sequences but are completely new.

Based on this knowledge, between 1987 and 1990 I developed a theory of
communicative nature. Living organisms communicate to coordinate and organize
behaviour and to reproduce, and the genetic code is a real language according to
syntactic, pragmatic and semantic rules.

The remaining unknown factor was the agents that use the genetic code, i.e. those
that: (i) generate nucleic acids into sequences with content; and (ii) combine these
nucleic acids correctly (according to Chargaff’s rules), integrating them into
pre-existing nucleic acid sequences without destroying the previous content that
codes for proteins. This means that such agents must be competent to identify the
semantics of such sequences and identify appropriate integration sites.

I tried to identify these agents between 1990 and 2005, but I must confess I did
not find them. I argued that somehow there must be an innovation code, or evolution
code, that functions in evolutionary relevant situations such as environmental
changes or stress situations, and which starts by changing the order of genetic content
in populations. But natural codes do not code themselves, just as no natural language
speaks itself. In any case, empirical data indicate that there must be consortia of living
agents that are competent to generate and use natural languages/codes according to
syntactic, semantic and pragmatic rules. So, what and where are these agents of the
genetic code?

In 2005 I read the book Viruses and the Evolution of Life. It described how
viruses colonize every cell of an organism in a persistent, non-lytic way. In most
cases, they are not widely functional (“defectives”) and serve as species-specific
(and most often tissue-specific) co-opted adaptations, i.e. regulatory elements that
are part of an integrated network of gene regulation. Within this virus-first perspec-
tive, viruses are the most abundant genetic sequences on this planet, and cellular
genomes, their natural habitat, are a limited resource for this abundance.

From this point, what are the essential agents of life became immediately clear
to me, i.e. living agents that are competent to edit the genetic code in a manner
coherent with the rules of molecular syntax (Chargaff’s rules), pragmatics (context)
and semantics (content). But the question arose, why have these agents been ignored
or underestimated for so long?

Sixty years ago viruses took the centre stage of biological research, when phages
were detected and viruses were first used as transporters and tools in industrial
realms to recombine genetic sequences for generating vaccines. Viruses have been
viewed as the simplest components of life and genetics. Experiments with viruses
led to a fundamental understanding of the molecular mechanisms of living organisms
and the foundation of molecular biology. What followed was the success story of
molecular biology, which investigated genetic properties in the light of physical and
chemical laws. The physicist Max Delbriick defined genetic variations as statistical
molecular random changes (mutations). Evolution was therefore the accumulation
of statistical errors, or damage and its selection. After this, viruses became simple
chemicals. In 1943, Luria and Delbriick performed their famous experiment to
prove the fact of random mutations. Although their experiment did provide evidence
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of this, it did not exclude the possibility of non-random variability, i.e. natural
genome editing. However, only the assumption of random mutations took centre
stage in theories of molecular evolution. Natural genome editing by competent
agents was not an object of investigation. This led to the exclusive scientific value
of mechanistic explanations for the origin of genetic variation and represents a
hallmark of mechanistic molecular biology.

From this point viruses became seen as dangerous disease-causing parasites
which had escaped from cellular life. As molecular genetic parasites, they have not
been considered to have any relevance in evolutionary or developmental processes.
In evolutionary biology, they take part as footnotes, at best.

For the next 60 years, genetic structures were investigated by statistical methods
and quantitative analyses; these were consistent with the theoretical approach of the
Turing and von Neumann cybernetic systems and its mechanical explanation for the
origin of information, and its inherent mathematical theory of language as a
quantifiable set of signs. Genetic “code” was seen as helpful linguistic metaphor but,
in light of the empiristic logic of science, it was also a structure for mathematical
exact computation. Its syntactic structure determines the meaning of the stored
information that leads to the coded proteins.

With Barbara McClintock’s proof of mobile genetic elements, molecular biology
and its central dogma of “DNA-RNA-Protein-anything else”” became more dynamic.
It became increasingly clear that cellular DNA is not a fixed structure, but is dynami-
cally constituted. In parallel, it also became increasingly clear that there are many
regulatory elements, vital for expression patterns and silencing of genes. The dis-
covery of epigenetic marking opened the perspective of the whole genome being
marked for transcription and translation, and that these markings can change
according to changing environmental conditions or stress-related experiences.

Today, we are at the edge of a main turning point in understanding biological
processes. The prevailing central dogma of molecular biology of the last 50 years is
no more than a subordinate clause, relevant only to a small fraction of reality. The
main role of DNA was relativized through the detection of the early RNA world and
its abundance of RNA agents and ribozymes that cooperated and competed in
consort. Today, we can consider the increasing knowledge of the important roles
played by RNA-agents in all regulatory processes of translation, transcription,
recombination, epigenetics and repair, as well as its regulation of all the develop-
mental processes of cellular life. The more complex the living organisms, the more
abundant are the involved non-coding RNAs. In some organisms, such as humans,
non-coding RNAs represents the most abundant part of the genome.

Now, the new renaissance of viruses is taking centre stage. Research data from the
last decade indicate the important roles of viruses, both in the evolution of all life
and as symbionts or co-evolutionary partners of host organisms. There is increasing
evidence that all cellular life is colonized by exogenous and/or endogenous viruses
in a non-lytic but persistent lifestyle. Viruses and viral parts form the most numerous
genetic matter on this planet.

A persistent lifestyle in cellular life-forms most often seems to derive from an
equilibrium status reached by at least two competing genetic settlers and the immune
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function of the host that keeps them in balance. Persistent settlement of host genomes
means that, if we postulate agent-driven genetic text editing, we then have to look at
their in vivo life strategies to understand their habits and the situational contexts that
determine the arrangements of their content. On this basis we can reconstruct nucleic
acid sequences that function as a code, not as a statistically random mixture of
nucleotides, but as informational content in a syntactic order that is coherent with
the whole sequence space generated by agents that are linguistically competent in
nucleic acid language, that is, the genetic code. As in every language, each character,
word, and sentence, together with starts, stops, commas, and spaces in-between, has
content and a text-formatting function and is generated by competent agents.

If we imagine that humans and one of the simplest animals, Caenorhabditis
elegans, share a nearly equal number of genes (ca. 20,000) it becomes obvious that
the elements creating the enormous diversity are not the protein coding genes but
their higher order regulatory network processed by the mobile genetic elements,
such as transposons, retroposons and the non-coding RNAs, such as microRNAs,
piwiRNAs, tRNAs and rRNAs. If we consider the important role of the highly
structured and ordered regulatory network of non-coding RNAs as not being ran-
domly derived, one of the most favourable models with explanatory power is the
virus-first hypothesis. This supposes that the evolution of the non-coding RNA
world in cellular genomes is the result of persistent viral life strategies. The whole
range of mobile genetic agents that are competent to edit the genetic code/nucleic
acid language not only edit, but also regulate the key cellular processes of replica-
tion, as well as transcription, translation, recombination, repair, and even inventions
via a wide variety of small RNA molecules. In this respect, DNA is not only an
information-storing archive but a habitat for linguistically-competent RNA agents,
most of them seemingly of viral or subviral descent.

To understand their competence in natural genome editing, we have to look not
only at their linguistic competence in editing and regulating correct nucleotide
sequences, but also at their communicative competence, that is, how they interact
with each other, how they compete within host organisms, how they symbiotically
interact with host organisms to ward off competing parasites, how they generate
de novo sequences and what life strategies they share. Exactly these features are
presented in this volume. Persistent infection lifestyles that do not harm hosts, and
symbiotic, cooperating viral swarms, may be more successful in evolutionary terms for
integrating advantageous phenotypes into host organisms than are “selfish” agents.

Increasing empirical data about the abundance of viruses and virus-derived parts
in the ecosphere of this planet, and their roles in the evolution and developmental
processes of cellular life forms at the level of the microscopic processes of replica-
tion, transcription, translation, alternative splicing, RNA-editing, epigenetics and
repair, raise a fundamental question concerning a crucial decision about how to
define and explain life, as follows.

Those that want to continue a reductionist view of life will rely on the mathe-
matical order of the universe, as determined by the fundamental mechanics of
thermodynamics and the resulting mechanisms based on the key elements of this
universe and its everlasting unchangeable natural laws. In this respect, evolutionary
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statistical mechanisms will remain a driving method in measurements, experimental
set-ups and the assembly of quantitative data. Other methods of mathematical
language theory will investigate features and processes of nucleotide sequence
assemblies, such as bioinformatics, which can evaluate sequence similarities to help
in the detection of sequence-determined functions of genes and genomes.

Those who want to leave reductionism and its mechanisms need not move back-
wards to vitalism or creationism. There is a third way that better fits the available
empirical data and that spans agent-based competencies to natural genome editing.

The agent-based perspective is evident in the observation that every coordination
process between cells, tissues, organs and organisms depends on signs that function
as signals between signalling agents. Signalling and communication does not occur
by signals alone, but by living agents that are competent to use signs. In all cases,
the participating agents share a competence to generate signs, to receive appropriate
messages and to interpret their content. In contrast to former opinions of informa-
tion theory, the sequence order, that is the syntax of the message, does not determine
the meaning of the signals, which is rather determined by the context, the situational
set up, or the in vivo situation. In this respect, one identical sequence order (syntactic
structure) can transport different and, in extreme cases, even contradictory messages.
If we look at a single recent example, the use of Auxin in plant communication, we
can identify six different purposes of messages that can be transported. This depends
on the varying contexts in which this signal molecule is generated, transported,
received and interpreted and—of most importance—can trigger varying behavioural
responses. I should note that for artificial machines, constructed by humans, this
is impossible in principle. Context-dependent interpretation is not possible for
algorithm-based programmes that determine machine functions. “The shooting of the
hunters”, which every language-competent child can play with various meanings, is
not unequivocal and cannot transport contradictory meanings for a computer.

The competent genetic editing, the natural genetic engineering perspective (or
natural genome editing), additionally integrates all the currently available know-
ledge on how genetic sequence orders have evolved, changed, varied (as being crucial
for evolutionary variation) and changed dynamically in all adaptational purposes:
for example, in the organisation of adaptive immunity. The crucial difference from
the reductionist and mechanistic perspective of the last century is that random muta-
tion (copying error or damage), when considered as the most prominent reason for
genetic variation, cannot incorporate all the available empirical data. This is the data
on viral integration into host genomes (e.g. phages, plasmids and DNA viruses in
prokaryotes, retroviruses in mammals, RNA viruses in plants, etc.) that remain
either as fully functional viruses, or as defectives that act in an exapted function,
such as non-coding RNAs for gene regulation and all the currently known “mobile
genetic elements”. It is an empirical fact that random mutations occur, but their
role for evolutionary novelty has been overestimated for more than half a century
because of the predominance of mechanistic molecular biology.

This book could help to decide which of the two alternatives are chosen. It is
important to note that the agent-based perspective does not contradict physical laws,
because all the agent-based competencies are consistent with physical laws. In contrast



Preface xi

to the reductionist approach, the agent-based approach can integrate newly available
data on signalling, cell-cell communication and natural genome editing that occurs
non-mechanically but communicatively. Cell-cell communication and agent-based
natural genome editing are both absent in inanimate nature. There is no syntax,
semantics and pragmatics when water freezes to form ice. Viruses play a vital role
in all cellular and genetic functions, and we can therefore define viruses as essential
agents of life.

Buermoos, Austria Giinther Witzany
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Revolutionary Struggle for Existence:
Introduction to Four Intriguing Puzzles
in Virus Research

Matti Jalasvuori

Abstract Cellular life is immersed into an ocean of viruses. Virosphere forms
the shadow of this cell-based tree of life: completely dependent on the tree for
existence, yet, the tree is equally unable to escape its ever evolving companion.
How important role has the shadow played in the evolution of life? Is it a mere
ethereal partner or a constitutive factor? In this chapter four puzzles in virus
research are taken under the scope in order to probe some of the intriguing ways
by which viruses can help us understand life on Earth. These puzzles consider
the origin of genetic information in viruses, viruses as symbiotic partners, the
structural diversity of viruses and the role of viruses in the origin of cellular life.
More than providing answers, this introduction exemplifies how viruses can be
approached from various angles and how each of the angles can open up new
ways to appreciate their potential contributions to life.

1 Introduction

Life on Earth is composed of multitude of cellular organisms, some of them being
as tiny as bacteria, others as complex as humans. Yet, this cellular way of living is
overwhelmed in both number and genetic diversity by non-cellular entities, each
of which is capable of enforcing cellular organisms to fulfill their selfish needs.
A word virus, a Latin term for poison, commonly refers to this strategy for survival.
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2 M. Jalasvuori

And for a poison they are often treated. This is of no surprise, given that the apparent
simplicity and inanimate nature of deadly viruses (van Regenmortel 2000; Moreira
and Loépez-Garcia 2009) may lead us to intuitively neglect or completely ignore
them in our approaches to understand the evolutionary spectacle that living things
have to offer. Yet, while being relatively simple in comparison to cells, there is
much that we do not know about viruses or their roles in evolutionary processes.
Viruses have been here for a long time (Forterre and Prangishvili 2009a), and studies
suggest that viruses appear to have played a part in events such as the origin of
cellular life (Koonin et al. 2006) and the evolution of mammals (Gifford 2012). But
what has their role been exactly? When does the inclusion of viruses into the frame
of analysis lead to evolutionary insights? Or even breakthroughs?

Unfortunately in many instances we are still after on a mere hunch. For this
reason, instead of providing you with a set of scientifically chewed and grounded
answers, I introduce you to a four selected puzzles in virus research in an attempt
to scope where the limits of some of our contemporary knowledge lies. The pre-
sented questions revolve around themes such as the origin of new genetic information,
the origin of new types of symbiotic relationships, and even the origin of life as we
know it. Naturally profound puzzles as these are horribly difficult ones to address
in a complete and comprehensive manner. Yet, in the spirit of this book, these
puzzles can help determining whether viruses could be considered truly as essential
agents of life.

1.1 Viruses and Virions: What Is the Difference?

First, however, a relatively commonly adopted misconception on what a biological
virus actually is must be resolved because it has been behind many of the misunder-
standings on viruses. The heart of the issue lies in the notion that a virus often refers
only to the protein-formed protective capsid, which encloses viral genomic informa-
tion in the extracellular environment (see discussion in Jacob and Wollman 1961;
Forterre and Prangishvili 2009b; Villarreal and Witzany 2010; Moreira and Lépez-
Garcia 2009; Jalasvuori 2012). This infectious particle is known as a virion and they
are generally regarded to be dead (in many depressingly unfruitful discussions).
Virions are entities that intrude and assume the control of cellular organisms in order
to produce more virions. But should this dead virion actually be considered equal to
a virus? And what then would a virus be, if not a virion? The seemingly trivial differ-
ence between a virus and a virion needs to be tackled as it allows us to appreciate
viruses as evolutionary players, or even as living organisms (Forterre and Prangishvili
2009b; Villarreal and Witzany 2010; Forterre 2011; Jalasvuori 2012). In any case and
regardless of our opinions on their living status, viruses are part of the evolving
biosphere and therefore a relevant factor in various evolutionary processes.
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Virion is the extracellular step in the life cycle of a virus. Virion is the traditional
picture that every book offers for depicting a virus. Virion is the transient stage by
which the viral genetic information gets from one host organism to another. This
virion, however, lacks the life of the virus since it is only the dormant and inactive
form of viral genetic information (Briissow 2009). For this reason viruses might
appear as toxic substances that have the capability to occasionally cause the demise
of cellular organisms but that are essentially just another environmental factor of
only minor interest from evolutionary point of view.

However, arguably, the actual virus is more than its dead shell in the environ-
ment. Virus is part of a living organism when it is inside a host cell. And the pheno-
type of this organism is partly expressed by the virus (Forterre and Prangishvili
2009a; Forterre 2010; Jalasvuori 2012). Many viruses maintain the potential for
producing inanimate virions during their endure within the cellular organism, but
virus itself should be considered to be its full reproductive cycle including both
external and internal parts (Villarreal and Witzany 2010; Jalasvuori 2012). Yet,
strictly speaking, only the within-cell reproductive cycle is required for the survival
of the viral genetic information (Krupovic and Bamford 2010; Jalasvuori 2012).
And this requirement lets us approach viruses as a genuine form of life that can
exploit foreign cell-vehicles for preserving and propagating their genetic informa-
tion (Forterre 2010, 2011).

In other words, virus should not be mistaken only for their non-essential extra-
cellular form given that viruses are equally dependent on cells with all other genetic
replicators — being those chromosomes, plasmids or anything else. Virus just is not
dependent on any particular cell due to their capability transfer themselves from one
cell to another via virions. And due to this extracellular form of existence, viruses
are not terminated even if their replication causes the demise of the current host
organism. However, jumping from this notion to the conclusion that viruses are
dead and thus irrelevant partners of evolutionary processes is unwarranted. Naturally,
our definitions of viruses include the infectious extracellular part, but for thorough
understanding of viral life it must be noted that any such definitions are in the end
artificial. Virus is one of the ways by which genetic information have adapted to
survive in this biosphere. From the viewpoint of cellular organisms, this way of
struggle for existence is much more complex than the presence of chemical sub-
stances in the environment would be. Viruses, unlike poisons, are capable of evolving
genetically and going extinct. Sometimes they can also form more or less permanent
mutually benefiting relationships with their hosts.

Now this perhaps more allowing perspective to viral life sets a more appropriate
stage to consider any virus related puzzles. Each of the presented questions approach
viruses from different angles and hopefully provide an intriguing introduction to the
diversity of ways by which viruses may help us understand the evolution of our
biosphere. However, I wish to note that I consciously retained from drowning the
reader in supporting evidence in order to keep the text fast pacing and relatively
easy to digest.
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2 Can Genes Emerge in Viruses?

Novel sequencing and sampling techniques have made it possible to determine the
overall genetic information in any particular sample. Moreover, sequences of
complete organisms have revealed the true genetic diversity of living entities.
These studies have lead to the revelation that many organisms harbor a variety of
genes that are unknown to science (Mocali and Benedetti 2010). In other words,
our biosphere is abundant with genetic information for which we cannot assign a
role, function or evolutionary origin (Cortez et al. 2009). Interestingly, a fair portion
of these novel genes are found from viral genomes (Yin and Fischer 2008;
Prangishvili et al. 2006) or belong to genome integrating genetic elements (Cortez
et al. 2009). How did these genes end up in viruses?

2.1 Are Viruses Only Hitchhiking on Genetic Information?

Viruses are completely dependent on cellular resources for reproduction. Viruses
use cellular amino acids to make viral proteins and some acquire lipids from cellular
membranes to assemble functional virions. All viruses embrace cellular nucleotides
to produce copies of viral genetic information. Given the profoundly parasitic nature
of viruses, it seems reasonable to assume that viruses are also completely dependent
on cellular genes for evolution. Indeed, many viral genes appear to have been
acquired from their hosts and thus viruses could be considered as genetic burglars,
hitchhikers on the highway of genetic information. Viruses are something that them-
selves are not evolving but which are evolved by cells (Moreira and Lépez-Garcia
2009). The actual de novo origin of genetic information would happen within stable
cellular beings such as bacteria.

However, many viral genes appear to have no cellular counterparts (Yin and
Fischer 2008; Forterre and Prangishvili 2009b). Why is this? Do we need to sequence
more bacterial genomes in order to find the common ancestor form a cellular chro-
mosome? Yet, as the number of sequenced bacterial chromosomes has increased,
the number of unknown genes in viruses has remained unchanged (Forterre and
Prangishvili 2009b). Sometimes when some rare types of virus genes are finally
discovered from host chromosomes, it turns out that the genes in the chromosomes
actually belong to genome integrated viruses (Jalasvuori et al. 2009, 2010).
Therefore the sequencing of bacterial chromosomes does not seem to provide an
easy way out of the puzzle. Perhaps the genetic novelty of viruses is of genuine
nature and there are no cellular homologies to be found. Or could it just be that the
rapid evolutionary rates of genes in viruses is simply making the homology with
cellular genes untraceable?

In principle, it is possible that majority of genes evolve in such a fast pace in
viruses that the sequence can no longer be recognized to be of cellular origin (Forterre
and Prangishvili 2009b). Indeed, general analyses of the divergences of amino acid
sequences propose that even the most conserved proteins in our biosphere have not
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discovered all potential ways to encode their function (Povolotskaya and Kondrashov
2010). Therefore there appears to be room in the sequence space into which the host-
derived genes can evolve to in viral genomes.

However, comparison of nucleotide or amino acid sequences is not the only
mean by which gene divergences can be studied. While the sequence on DNA or
amino acid level may evolve rapidly, the three dimensional structure of the gene
product, usually a protein, can remain relatively unchanged. Indeed, generally there
is no selection to preserve any certain amino acid sequence but only the (whatever)
function that is associated with the three dimensional conformation of the protein.
Save for amino acids mediating chemical reactions, the same structural conformation
can be acquired with a variety of different sequences.

Viruses seem to have genes that produce structurally and functionally conserved
proteins, which have no apparent cellular ancestors (Bamford et al. 2005; Koonin et al.
2006; Keller et al. 2009). These genes have been within (relatively) independently
evolving viral genomes perhaps for as long as billions of years and they can still be
shown to share a common ancestry. Did these genes emerge in virus genomes in the
first place? It seems possible, given that many of these conserved “hallmark” virus
genes (Koonin et al. 2006) encode for viruses specific tasks such as capsid proteins or
packaging enzymes that facilitate the transfer of viral genome into the capsid.

2.2 If Gene Emerges Within a Cell But Survives in Viral Genome,
Is It a Viral Gene?

Naturally, the emergence of a gene in a virus does not indicate that the gene
popped into existence within the protective capsid in an extracellular environment
(Forterre and Prangishvili 2009b; Forterre 2010; Jalasvuori 2012). Rather, it
would mean that a virus, while replicating in a cell, ended up having an altered
genetic sequence. This altered sequence opened the road for the emergence and
evolution of a new gene. In practice the gene would form through point mutations
and other genetic changes similarly with any other emerging genes (Forterre and
Prangishvili 2009b).

But if the new gene would emerge within a cell, is it not rather a cellular gene
than a viral one (Moreira and Lépez-Garcia 2009)? Doesn’t this indeed only enforce
the view of cellular origin of viral genetic information? No, it does not, if we allow
ourselves to consider viruses to be more than just their encapsulated extracellular
forms (Forterre 2010). If the gene formed through mutations in a viral genome and
the new gene was able to survive due to its benefits to the virus and not to the host,
then it would seem only reasonable to consider the gene to be of viral origin
(Jalasvuori 2012). Therefore, even if a cell serves the function of a vessel for the
development of a new gene, the gene would remain in the global gene pool because
of viruses. Eventually, when metagenomic studies, for example, are performed,
these novel genes could be discovered from capsid enclosed genomes of viruses
with no apparent counterparts in any cellular organisms.
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Even if the de novo origin of genes actually occurred in viruses, it would be only a
starting point from which to approach other interesting questions. What do these novel
genes do? There are countless unique genes in viruses, but are they also encoding
countless unique functions. Or is it possible that they only have unique sequences
while affecting very similar cellular processes? And what would that indicate?

Viruses of bacteria, also known as bacteriopahges, can have genes for very different
types of functions. Some phages encode transfer RNAs and other essential cellular
functions (Miller et al. 2003). Others can carry genetic information for mediating pho-
tosynthesis (Mann et al. 2003) or producing lethal toxins (O’Brien et al. 1984). Much
of the phage genes, however, affect genetic regulation, virion assembly and host-virus
interactions. Yet, other viruses (like Mimivirus) have genes that were earlier considered
to be only part of cellular chromosomes and thus blurred the line between what viruses
can and what they can not do (Raoult et al. 2004).

Nevertheless, in principle, it seems possible that the product of a viral gene can
influence any thinkable biological process. Some truly novel genetically encoded
functions allowing, for example, exploitation of completely new types of resources
or inhabit previously uninhabitable environments, may come into existence in the
genome of a virus. Perhaps viral innovations can open new niches for cellular
organisms to occupy: many of the novel genes in bacteria are taxonomically
restricted and ecologically important (Wilson et al. 2005).

3 Can Viruses Become Symbionts?

Viruses are generally seen as parasites of cellular organisms. Viruses enter the host
cell, utilize cellular resources for creating new viruses and then sacrifice (or damage)
their temporary slaves in order to escape the scene of crime. How could this violent
strategy ever turn into a mutually benefiting symbiosis?

In a mutualistic relationship the fitness of the two entities together is (often)
higher than the fitness of either of the components alone. In other words, both of the
symbionts would suffer from abandoning its partner. Therefore, if a virus was ever
to be appreciated as a mutually benefiting partner, it should be counterproductive
for the host cell to get rid of a virus that has integrated into genome of the host. This
seems to be a problematic approach, given that the avoidance of parasites is consid-
ered to be one of the key drivers of evolution and responsible (at least partly) for the
maintenance of such fundamental traits as sexual reproduction (Hamilton et al.
1990; King et al. 2011).

3.1 Endogenous Viruses: Fossils or Something More?

Nevertheless, viral genetic information is often found to be incorporated to cellular
genomes (Holmes 2011). For example, human chromosomes contain more viral
DNA than actual human genes. In fact, remnants of viruses are abundant in genomes
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of many different organisms, ranging from animals to bacteria (Casjens 2003;
Katzourakis and Gifford 2010; Jalasvuori et al. 2010). How did these viral elements
get into all these organisms? What types of evolutionary processes may be respon-
sible for these genomic fusions, and could they be of evolutionary importance?

Are the existing viral remnants in genomes mere evolutionarily insignificant
left-overs of previous virus infections (Jern and Coffin 2008)? Were they so
insignificant to the fitness of the hosting cell that there simply was no selection to
get rid of the element? Many of the endogenous viruses are relatively conserved
and have persisted over evolutionary times in various species, such as humans and
our primate cousins, suggesting that the relatively error-free host polymerases that
are used to replicate the endogenous viruses are able to preserve these sequences
as viral fossils over evolutionary times (Duffy et al. 2008). However, many of the
virus elements have also shown to accumulate inactivating mutations and thus they
are evolving only as non-encoding pseudogenes in animal genomes (Katzourakis
and Gifford 2010). Yet, other virus genes have remained functional, suggesting
that there has been a purifying selection to maintain the correct sequence.

3.2 What Benefits Can Viral Elements Provide to the Host?

Could it be possible that some of these viral elements in cellular chromosomes
resulted essentially from mutually benefiting although aggressive genetic fusions
(Ryan 2009)? Can the symbioses of viruses with cells be evolutionarily favorable
steps, not mere coincidences?

In order to be more precise, the question is not whether genetic fusions of the
genomes of viruses and cells can improve the reproductive rate of cells per se. There
are clear examples for this to be true. As a tragic example several viruses are known
to cause the uncontrolled multiplication of human cells, which results in the formation
of tumors. These virus-containing cells out-reproduce other human cells and thus
they end up having much more descendants than the virus-free cells. Within this
limited framework the virus-cell symbiotic can have the highest fitness. But by
extending our perspective we notice that this short-term benefit rapidly backfires
due to the demise of the hosting animal. The selfish behavior of some cells leads to
a tragedy of commons, where the gain of few is decreasing the fitness of both host
and the virus. Therefore, the real question is whether viruses and their hosts may
form symbiotic relationship that can increase the fitness of the whole organism
within a large-enough evolutionary frame. In other words, we can ask, for example,
if the virus-host symbiont could invade a population of virus-free hosts because of
the advantages that the virus provides to its hosts.

Some viruses that infect bacteria are known to form temporary mutually
benefiting symbiotic relationships with bacterial cells (Roossinck 2011). These
viruses enter the host cell and, instead of producing vast number of virions and
destroying the cell, they take up residence within the host. During this latent infection
temperate viruses replicate their genomes along with the cell but deter from making
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virions. Only in the distress of their hosts they ignite the production of virions and
they do it in order to escape the potentially doomed bacterium.

These temperate bacterial viruses may carry genes (e.g. for producing toxins)
that can significantly improve the performance and thus the reproduction of their
host bacteria. The combination of the bacterial virus and the bacterium can end up
being the evolutionary winner in a competition against bacteria that did not have the
latent viral infection. Therefore, among bacterial organisms such straightforward
mutualistic relationships may emerge on regular basis (Roossinck 2011). Moreover,
the short-term benefit provided by the phage does not backfire in the same sense as
the spreading tumors do within animal hosts. But then, bacteria and humans are
quite different in multiple respects. Are these symbioses limited only to single-
celled beings or can such relationships emerge among more complex organisms that
reproduce via specific germ cells? Indeed, despite of the all the movies, we do not
know of any viruses that carry bacteriophage-like toxin genes, which would grant
us some sort of superpowers. Therefore this bacterial approach may simply be
ill-suited to understand symbiotic relationships in animals.

However, there is another way by which temperate viruses of bacteria boost the
survival of their hosts. Whenever a bacterial virus resides within a bacterium,
it renders the cell immune to infections by similar viruses. And this quality of
viruses, the incapability of a single virus type to multiply infect an already-infected
cell (i.e. the resistance of superinfection), appears to be very common among all
viruses and therefore also applicable to other organisms (Berngruber et al. 2010).
Prevention of superinfection allows viruses to establish latent infections that are
especially important under conditions where chances for horizontal transfer of the
virus are limited.

Among bacterial populations that are subjected to temperate viruses, the most
rapid mean by which resistant host cells emerge are due to the latent infections
by temperate viruses themselves. The presence of the virus therefore selects the
bacterial population to become prevalent with integrated viruses. When there are
both susceptible hosts and infective virions in the same environment, the resis-
tant hosts have an apparent advantage (Roossinck 2011). Moreover, the genome
integrated viruses sometimes produce virions and thus maintain the selection for
the presence of the latent virus. The fact that viruses themselves contain genetic
means to make host cells immune to the virus may prove to be the evolutionary
superpower that can facilitate the formation of a symbiotic relationship also
between a virus and its animal host.

However, even if viral infections can make the host animal resistant to further
infections by similar types of viruses, it is not a heritable symbiosis. We are immune
to chickenpox after an infection, but our children still need to get infected them-
selves in order to become resistant (or, alternatively, be vaccinated against the virus).
Is it possible that the resistance would become inheritable so that the progeny of an
infected individual would not need to face the severe effects of an infection?

Complex multi-cellular animals develop from a fertilized cell. This single cell
divides and the divided cells specialize to different functions eventually producing
a complete organism. The genetic information in all animal cells remains essentially



Revolutionary Struggle for Existence: Introduction to Four Intriguing Puzzles... 9

the same throughout the life of the organism even if the phenotypes of cells can vary
tremendously. Therefore, if the virus was integrated already in the original germ
cell, it would become inherited to every cell of the multi-cellular organism, including
those that eventually become the germ cells of the next generation. In such a case
the virus could both protect the organism from the external versions of the virus and
be transmitted vertically to the next generation.

3.3 Taming the Enemy into an Ally

During a roaming virus epidemic, this integration of a virus to germ line cells could
provide an advantage to an individual (Jern and Coffin 2008). Indeed, in many cases
endogenous viruses appear to protect their hosts against exogenous viruses (Maori
et al. 2007; Katzourakis and Gifford 2010). However, such endogenous viruses
themselves seem to be able to reinfect the germ line cells (Belshaw et al. 2004).
Nevertheless, the endogenous virus may be able to make the host organism to be
able to ignore the ill-effects that the epidemic causes to other individuals. Naturally
inheritable resistance against chickenpox is not a significant advantage but resis-
tance against a more severe virus could be.

So, in principle and under certain conditions, germ line infection could prove
to be a favorable trait within a population (Maori et al. 2007). The new virus alleles
may even be able to invade the whole population, if the maintenance of the virus
remains to improve the fitness of the virus-containing individuals over their virus-
free counterparts (Katzourakis and Gifford 2010). Indeed, as with bacteriophages,
endogenous viruses of animals can remain partly active even after endogenization
(Coffin et al. 1997, Tarlinton et al. 2006) and thus the virus itself can maintain the
pressure to retain the virus allele within the population.

In such a case, is it possible to consider that the virus has established a mutually
benefiting relationship with its animal host. Maybe, given that it would be disad-
vantageous for the organism to get rid of the virus since it would make the organism
susceptible to infections. Of course, this symbiotic partnership would exist mainly
on the level of genetic information (Ryan 2009), but it would still emerge through
a fusion of two distinct genetically reproducing entities. In the end, very little is
still known about the endogenization process. Even if viruses could be considered
to form symbiotic relationships via whatever mechanisms, several interesting ques-
tions remain. How does this new integrated virus affect the subsequent evolution of
their hosts? Endogenous virus changes the genetic composition of the chromo-
somes and can, for example, regulate the expression of host genes (Jern and Coffin
2008). Some of the viruses are active elements and cannot be dismissed as irrele-
vant components of organisms. Indeed, some virus derived genes in mammals and
other animals appear to have remained active for over tens of millions of years
(Katzourakis et al. 2005; Katzourakis and Gifford 2010). But even then, it is
difficult to say for certain how significant role did these viruses play in the evolution
of their hosts. However, we are free to do little speculation.
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Endogenous viruses can integrate repeatedly into various places within and
among host chromosomes (Katzourakis et al. 2007). The number of elements and
the site of integration can have significant effects on the phenotype of the host
cell. The establishment of the viral genome into the host chromosome appears to
be followed by in-genome evolution (Tarlinton et al. 2006; Katzourakis et al.
2007). Does this evolution select for the viruses to be integrated in positions where
they induce the lowest possible cost on the host or, perhaps, even induce changes
that increase the host fitness?

Sexual reproduction effectively filters genetic information to produce beneficial
combinations. Could sexually reproducing individuals become favored over asexu-
ally reproducing phenotypes as the sexual recombination of genetic material allows
the integrated virus to more rapidly settle within fixed beneficial locations in chro-
mosomes? Or perhaps allow the hosts to tame the uncontrollably proliferating
endogenous viruses (Katzourakis et al. 2005)? Could the subsequent evolution after
virus endogenization induce notable changes in the phenotype of the organism as
the genome stabilizes to cope with the presence of the new element?

Some or even most of the endogenous viruses may be just insignificant remnants
of previous infections and as such they would not much affect the evolution of their
host species. But other symbiotic viruses probably made a real difference. As an
example of such, a virus derived gene, labeled as syncytin, appears to be crucially
important for the morphogenesis of placenta (Mi et al. 2000). Did pregnancy as
humans and other placental mammals experience it emerge as a result of viral
endogenization?

4 Why Are There Only Few Types of Bacteriophages?

Viruses are known to evolve rapidly and viral genomes often contain unique genes
for which no homologues can be determined. But are virions, the extracellular forms
of viruses, composed of similarly diverse structures? Is there a novel structural
design waiting whenever we pick up any of the 10731 or so virions (Suttle 2007)
from the environment?

The proteins on the virion dictate whether or not viruses are able to attach to a suit-
able host cell and therefore there should be constant selection driving the evolution of
these proteins (as well as their host counterparts) Weitz et al. 2005. This is indeed what
has been observed: the genes responsible for encoding virion proteins that mediate
host-cell attachment are the ones that evolve most rapidly (Saren et al. 2005; Paterson
et al. 2010). Even closely related viruses may have completely different genes for
producing the host-recognizing spikes on the virion (Jaakkola et al. 2012).

But virion is more than a mean to mediate host recognition. The capsid serves as
the protective shell for genetic information in the extracellular environment and
therefore viruses must also encode proteins (or other means) to produce this shell.
Are the genes and the architectural principles for forming capsids equally diverse
with host recognition genes?
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While virions are extremely abundant and the genetic information they enclose
can be very diverse, the capsids of a significant portion of virions in this biosphere
may be arranged into just few conserved and homologous lineages (Krupovic and
Bamford 2011). Given the astronomical number of virions on earth, this appears to
be worth of a closer look.

4.1 Astronomical Number of Bacteriophages
in a Handful of Lineages

Bacteria are the most abundant type of a cellular organism on earth and their viruses
are equally common. Bacteriophages almost exclusively form virions with a spherical
head on which a tail is attached to. The head beholds the genetic information of the
virus whereas the tail serves as a tool for attaching onto new host cells and, some-
times, as an injection needle during the infection process. This homologous group
of viruses is known as Caudovirales (Ackermann 1998). Other types of bacterial
viruses also exist, but they are not many (Ackermann 2001): there are icosahedral
viruses with inner — and outer membranes, amorphous viruses and helical viruses
(Oksanen et al. 2010). Altogether, we have discovered only less than ten truly
different types of virion-architectures from all currently known bacteriophages.

What is this architectural conservation trying to tell us? Why are there not a 100
different types of bacterial viruses, or 100 billion types? Even if there were 100 billion
unique types of viruses, each of them would still have over billion billion virions. And
such a large number of individuals could indeed retain a stable population over evolu-
tionary times. This, however, is not the case. You can calculate the virion architectures
of bacteriophages with your fingers. Viruses are generally considered to be of poly-
phyletic origin, indicating that there are multiple viral ancestor and not a single common
one. Still, the apparently limited number of architectural types suggests that new virus
types are not emerging on regular basis, since, if they were, we would be likely to find
new viruses all the time. This leads to a question: when did these existing structural
types emerge and why did they cease emerging?

We know that mankind may be facing a completely new and highly lethal epidemic
any given day. HIV, SARS, Ebola and other doomsday candidates emerged out of
the blue just to bring destruction to the world. Is it only bacterial viruses that are no
longer emerging whereas higher organisms, like humans, can still have completely
novel viruses? But are human viruses actually unique?

4.2 Deep Evolutionary Connections Between Viruses

In 1999 when the major structural proteins of bacterial virus PRD1 and human
Adenovirus were compared on structural level, it was noticed, surprisingly, that they
were highly similar (Benson et al. 1999). Despite of the sequence dissimilarity, both
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viruses used a unique but respectively common type of interlinked protein-barrels
(so-called double beta-barrels) for composing their protective capsids. The obvious
question emerged: are these two viruses that infect very distantly related hosts (bac-
teria and humans) actually related to each other? Or is this just another case of
convergent evolution where two entities independently evolved towards the same
direction (Moreira and Lépez-Garcia 2009)?

Closer analysis of both of these viruses and their other relatives revealed more
things in common (Krupovic and Bamford 2008). Vast majority of them had an inner
lipid membrane beneath the protein capsid, a generally rare trait among viruses.
Moreover, these viruses encode related ATPases (with certain specific motifs) which
have been shown to facilitate the transfer of the viral genome into empty capsids.
Later on similar viruses were found to infect thermophilic crenarchaea (Khayat et al.
2005) and reside in the genomes of thermophilic euryarchaea (Krupovic and Bamford
2008). In terms of genetic exchange, the Archaeal phylum of Crenarchaeota consists
of deep-branching organisms that appear to have been evolving relatively isolated
from all other life forms since the emergence of cellular life (Gribaldo and Brochier-
Armanet 2006). Together these characteristics suggested that convergence appears to
be an improbable cause to explain all the common features and thus it is reasonable
to assume the existence of a common ancestor in some distant past. But this leads
us to the same question as before: how distant are we actually talking about? 100
million years? A billion? Four billion?

Several analyses suggest that Bacteria and Eukaryote (a domain that includes us
humans along with baking yeast) had their last common ancestor about four billion
years ago. The same branching time applies to the divergence of Bacteria from
Archaea. In other words, these double beta-barrel viruses infected all the domains
of life and many deep branches within those domains. But are these viral lineages
as old as their cellular hosts? Or is it possible that these viruses emerged later on just
to spread to infect all domains of life? We know that viruses are very host specific
and usually the viral tree of life corresponds quite well with the evolutionary tree of
their hosts (McGeoch et al. 2005). However, there are exceptions and therefore this
line of reasoning does not provide a way out of the problem.

Interestingly, several other domain-spanning lineages have been discovered.
Herpes viruses have the same peculiar way to produce their capsids as do the extremely
abundant tailed viruses that infect bacteria and archaic. Certain RNA-viruses such as
bacterial cystoviruses and eukaryal reoviruses appear to be of common origin due to
unique genome and capsid organization. There are also other lineages.

It seems that many viruses can have representatives infecting all basic cell types,
but these representatives themselves have no recent common ancestors. Moreover,
viruses appear to harbor genes that does seem to have been derived from none of the
three domains of cellular life but which are very conserved and prevalent among
viruses (Koonin et al. 2006). One possible way to explain all these features is to
assume that the ancestor of these viruses may have emerged already before the sepa-
ration of Bacteria, Archaea and Eukaryote into their independent domains.

Recently it was discovered that the double beta-barrel viruses appear to have
evolved from a novel viral lineage, so-called single beta-barrel viruses, which
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themselves form an independent domain spanning lineage (Krupovic and Bamford
2008; Jalasvuori et al. 2009; Ilona Rissanen personal communication). It is possi-
ble that these two viral lineages diverged already before the emergence of contem-
porary cellular domains. This on the other hand means that by studying viral
lineages it might be possible to reach back to some past evolutionary events that
occurred before the last universal common ancestor of cells. That period in the
evolution of life is generally shrouded in unknown, given that the last common
ancestor of cells have been considered as the ultimate boundary beyond which we
cannot go by comparing differences between existing living organisms. But if we
are not solely dependent on cells in our analyses, then this boundary may be breach-
able. Study of viral lineages and their origins can give us unique clues about the
very first steps of life on Earth.

4.3 Structural Diversity of Hot Archaeal Viruses

Interestingly, while bacteriophages are either head-tail viruses or one of the few other
types, the virions infecting hyperthermophilic crenarchaeal hosts are structurally
very diverse (Prangishvili and Garrett 2004; Pina et al. 2011). There are lemon-
shaped viruses, tulip-shaped viruses, bottle-shaped viruses, there are sticks with
hooks and pleomorphic-viruses along with all sorts of globular, icosahedral and
filamentous morphologies. Why is there such a variation especially among archeal
viruses? Bacteria and archaea are so similar to each other that it was only recently
that we were even able to distinguish them from one another.

Hyperthermophilic creanarchaea are very deeply branching organisms in the tree
of life and their viruses are equally unique (Ortmann et al. 2006). They also inhabit
extremely hot environments. Are these clues relevant for understanding the diver-
sity of viral phenotypes? Indeed, when the viruses of less thermophilic archaeal
organisms have been studied, they were found to less diverse morphologically.
Could it be possible that there was wider diversity of viral phenotypes during the
early steps of the evolution of life? And has this diversity been somehow better
prevailing among hyperthermophilic crenarchaeal organisms whereas it was lost
among other prokaryotes (Jalasvuori and Bamford 2009)? The viruses of most
deep-branching hyperthermophile bacterial families (like Thermotoga or Aquifex)
have not been studied. It would be interesting to see if their viruses resemble only
the usual head-tail viruses or whether they are more like the ones infecting crenar-
chaea — or something totally different.

It is likely that all contemporary life forms on earth have evolved from thermo-
philic ancestors (Di Giulio 2003). There are at least two potential explanations for
this, both of which can be correct. First, life may have emerged within a hot habitat
such as hydrothermal vents on the ocean floor. Second, life may have faced multiple
near-extinction level catastrophes in which all the surviving organisms were thermo-
philes. Indeed, earth is known to have been under heavy bombardment of massive
comets and asteroids during the Hadean period (ending about 3.8 billion years ago).
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This bombardment must have elevated the temperature levels significantly, sweeping
all non-thermophilic organisms.

If we assume that life has (repeatedly) evolved to adapt to survive in cooler con-
ditions, it is then possible that only a portion of the original hot viruses have been
able to follow their hosts. The original virosphere with all of its structural diversity
may still be partially surviving among the most deeply branching and hot living
entities. This suggest that the study of these viruses may give us a glimpse on the
biosphere as it was very early in the history of life.

5 How Did Viruses Emerge?

As was noted in the previous section, majority or possibly even all of the virions in
our biosphere may be arranged into few handfuls of structural lineages. These lin-
eages span across different domains of life and possibly had their origins prior the
emergence of the first true reproducing cell. Unfortunately, there is a serious prob-
lem in this line of reasoning.

How is it possible that viruses, which are completely dependent on cells to be
able to reproduce, emerged before there were reproducing cells in our biosphere? In
the introduction it was noted that the extracellular stage of a virus, the virion, is
completely inactive unless it encounters a suitable host cell. The only way by which
viruses can be considered as living entities is when the inclusion of their within-cell
life cycle is taken into account. Therefore the idea of the pre-cellular origin of
viruses appears to directly contradict with the very nature of viruses and thus it
should falsify any reasoning that supports this virus-first scenario. Or should it?

5.1 Viruses Before Cells?

Cell theory states that biological life is composed of cells that reproduce by binary
(or multiple) fission. And since the origin of cell theory in the mid nineteenth century,
evolutionary biology as a discipline has focused mainly on what happens within and
between cells, multi-cellular organisms or populations of organisms. Follow the evolu-
tionary history of any given cell in our current biosphere and your voyage would
ultimately end up in the early Earth where the first reproducing cell formed.

However, if any biologist is asked how this first independently reproducing cell
came into existence, he or she would be likely to provide only clues to the potential
answer. This is because our ideas of the origin of cells are currently only more or
less vague hypotheses of potential scenarios. Therefore, as long as we do not know
how the first cell (or cells) emerged, the modern life style of viruses cannot be used
as a solid argument against the pre-cellular origin of viruses.

Even the most simple bacterium is far too complex for it to have popped out
spontaneously within the life-time of our universe. However, evolution can yield
increasingly complex systems in accessible timescales and therefore the first true
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cell must have been a product of evolution already. Indeed, it might be possible that
the contemporary types of cells and viruses are products of the same pre-cellular
evolutionary process and thus understanding the origin of viruses as a part of this
process may be critical for our understanding of the origin of cells themselves
(Koonin et al. 2006; Jalasvuori and Bamford 2008). But if there were no reproducing
cells, how did the system evolve?

The attempts to derive the actual nature of the last common ancestor of cells
have lead to a strong indication that the ancestor was not any particular cell, but
instead a last common community from which the modern domains of life eventually
emerged (Doolittle 2000; Theobald 2010). This community appears to have been
evolving mainly horizontally by swapping genetic information between proto-cells
rather than in “Darwinian” manner by passing genes vertically to proto-cell off-
spring (Woese 1998, 2000, 2002; Koonin and Martin 2005). This suggest that the
proto-cells themselves were not coherent genetic entities but instead more or less
random collections of independent genetic replicators. The system probably
evolved collectively, which might have maintained the common genetic code
(Vetsigian et al. 2006). Physically the proto-cells could have been, for example,
fixed inorganic formations that served as containers for enriching products of bio-
chemical cycles and other essential resources (Koonin and Martin 2005).

5.2 What Good Is a Virus to Primordial Life?

Regardless of the exact nature of the early evolutionary community, horizontal
movement appears to have been a genuine feature of this system. How does a virus
fit into this picture? Is it plausible that the viral strategy of survival may emerge
within a primordial system even before any independently reproducing cells?
Interestingly, all of the previous three questions and their possible answers may be
relevant to answer this last question.

If viruses or virus-like replicators are able to come up with new genes, as was
discussed in the first question, then viruses could have been one of the elements in
the primordial community that produced new innovations. These innovations could
have helped the virus-like replicators to, for example, harness resources or synthe-
size useful biomolecules that, in turn, improved the reproductive rate of the virus
themselves. Therefore, it is possible that some of the emerging genes were selected
due to their benefits on the survival of virus-like entities for very similar reasons as
the novel genes in viral genomes may be doing even today.

Viruses also provide a possible explanation for the horizontal evolution of early
life. This is because virions are essentially genetically encoded structures that mediate
cell-to-cell transfer of genetic information. The different structural lineages of
viruses, as discussed in the third question, may have emerged within this early com-
munity when selection favored any trait that allowed genetic information to get
from one proto-cell to another. If the primordial system consisted of fixed set of
proto-cells, then fitness of the replicator correlated to some extent with its capability
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to distribute itself to all potential proto-cells of the community. Isolated virus-free
proto-cells may have been prone to collapse under replication parasites (Bresch
et al. 1980; Szathmary and Demeter 1987). Maybe the system survived such parasite
epidemics by distributing the contents of healthy cells where virus-production did
not succumb to aggressive replication of parasites.

As the primordial system advanced, some of the first viruses may have established
more permanent residence in some of the proto-cells in a similar manner as was
speculated in the second question. Could these viruses have prevented the over-
exploitation of cellular resources by selfish parasites by providing genetic means to
prevent other viruses to super infect these proto-cells? Did these mutualistic relation-
ships between proto-cells and viruses clear the way for some of the proto-cells to
become more independent from the rest of the genetic community? And did these
increasingly independent cells eventually serve as ancestors of modern cellular
lineages? Or are we completely lost here and in reality it was something completely
different that produced our contemporary cells?

There are plenty of intriguing questions for virus research to tackle. Yet, even if
fundamental scientific puzzles like the ones introduced here are still buried into the
ocean of uncertainties, the same puzzles can help realize the potential that virus
research can have in helping to find the answers. In any case, only the study of
viruses can tell us whether or not they are truly essential agents of life.
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Abstract RNA viruses, such as human immunodeficiency virus, hepatitis C virus,
influenza virus, and poliovirus replicate with very high mutation rates and exhibit
very high genetic diversity. The extremely high genetic diversity of RNA virus
populations originates that they replicate as complex mutant spectra known as viral
quasispecies. The quasispecies dynamics of RNA viruses are closely related to
viral pathogenesis and disease, and antiviral treatment strategies. Over the past
several decades, the quasispecies concept has been expanded to provide an ade-
quate framework to explain complex behavior of RNA virus populations. Recently,
the quasispecies concept has been used to study other complex biological systems,
such as tumor cells, bacteria, and prions. Here, we focus on some questions regarding
viral and theoretical quasispecies concepts, as well as more practical aspects con-
nected to pathogenesis and resistance to antiviral treatments. A better knowledge
of virus diversification and evolution may be critical in preventing and treating the
spread of pathogenic viruses.
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1 Introduction

RNA viruses are important pathogens of humans, animals, and plants. This group of
viruses exhibits rapid evolution and high variability, which have important implications
for the control and spread of viral diseases. The high mutation rates of RNA viruses
allow them to escape host defenses and therapeutic interventions with antivirals or
vaccines. These highly mutable entities can also quickly adapt to new environments
and ecological changes, as evidenced by the emergence and reemergence of viral infec-
tions from animal reservoirs, including human immunodeficiency virus (HIV), SARS,
influenza, West Nile fever, Ebola, and dengue fever, among others.

RNA viruses form complex distributions of closely related but nonidentical
genomes that are subjected to a continuous process of genetic variation, competition,
and selection (Fig. 1). These so-called viral quasispecies have been described in vivo
through the analysis of molecular and biological clones isolated from viral populations,
and more recently using ultradeep sequencing techniques. The viral quasispecies
was first documented with bacteriophage QP, during replication in its Escherichia
coli host (Domingo et al. 1978); it was later confirmed for many RNA viruses,

Replication

horizontal lines represent single viral genomes
ol symbols on lines represent mutations

Fig. 1 Schematic representation of a viral quasispecies. Viral genomes are represented as horizon-
tal lines, and mutations as symbols in the lines. Upon infection with an RNA virus—even with a
single particle, as depicted here—viral replication leads to a mutant spectrum of related genomes,
termed quasispecies
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including animal viruses (Sobrino et al. 1983) and important human pathogens such
as influenza virus (Lopez-Galindez et al. 1985), HIV type 1 (—1) (Meyerhans et al.
1989), human hepatitis C virus (HCV) (Martell et al. 1992), and poliovirus (Vignuzzi
et al. 2006), as well as for plant viruses and viroids (Ambros et al. 1999). The term
quasispecies was first used by Eigen and Schuster to theoretically describe the type
of population structure proposed to have mediated the self-reproduction, self-
organization, and adaptability of primitive replicons during the early stages of the
development of life on Earth (Eigen 1971; Eigen and Schuster 1977). They described
the self-reproducing entity not as a single molecule but as a “swarm” or “cloud” of
variant reproductive molecules with a numerical distribution governed by an equa-
tion; Eigen and Schuster referred to this distribution as “quasispecies” (Eigen and
Schuster 1977).

Experimental work performed by virologists has shown that the classic genetic
concepts of wild-type and mutant may not be applicable to molecular viral elements;
in particular, the idea of individuality does not relate to single, replicative RNA
molecules, but instead must be applied in terms of a “swarm,” “cloud,” or quasispecies
(Fig. 1). Virologists currently use the term quasispecies to refer to distributions of
non-identical but related genomes that are subjected to a continuous process of genetic
variation, competition, and selection; in this concept, the “swarms” or “clouds” of
genomes, rather than individual genomes, function as units of selection (Lauring and
Andino 2010; Mas et al. 2010; Ojosnegros et al. 2011; Perales et al. 2010). This means
that the evolution of individual viral genomes is decisively influenced by the mutant
spectrum surrounding them and that, unavoidably, a group of individuals must be
selected. Experimental work has demonstrated that the evolvability of individual viral
genomes is constrained by the distribution of its mutational neighbors (Burch and
Chao 2000; de la Torre and Holland 1990). Due to their high mutation rates, rapid
generation time, and short genomes, RNA viruses are an excellent and simple tool for
using experimental virology to explore and challenge population genetics and system
biology concepts, including fitness variations (Chao 1990; Holland et al. 1991;
Martinez et al. 1991), Muller’s ratchet theory (Chao 1990), the Red Queen hypothesis
(Clarke et al. 1994), epistasis (Bonhoeffer et al. 2004; Sanjuan et al. 2004), etc.

In this chapter, we describe how viral quasispecies are generated and how
they impact viral evolution, pathogenesis, and treatment. We also show how the
quasispecies concept can be extended to other fast-evolving entities, such as cancer
cells, bacteria, or prions.

2 Generation of RNA Virus Diversity

Unlike eukaryotic DNA polymerases, RNA viruses lack proofreading activity; thus,
the error rate during replication has been estimated at 10~ to 10~ mutations per
nucleotide during each cycle (Table 1) (Domingo et al. 2006). If one assumes that
10° to 102 viral particles are present at any given time in an acutely infected organism,
these must be the product of at least 107 to 10® replication cycles. Given the length
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Table 1 Important parameters that influence variability and adaptability of RNA virus
populations

Average number of mutations per genome Generally averages 1-100 (more in some cases)
within the viral population of an infected mutations per genome
individual
Mutation rate Estimated at between 10~ to 10~° mutations per
nucleotide per cycle of replication
Genome length 3to32kb
Virus population size and fecundity Variable, but an acutely infected organism may
harbor 10°-10'? viral particles at any given
time
Mutations needed for a phenotypic change Many recorded adaptive changes depend on

one or a few mutations

of the RNA virus genome (approximately 10,000 nucleotides), it is likely that every
possible single point mutation (10*) and many double mutations will occur by the
time the population reaches the size of many natural virus populations. In contrast,
the total number of possible single mutations for a mammalian genome is about
10'°, well above the population size of mammalian species. In RNA viruses, although
specific combinations of multiple mutations may be rare, it is clear that the degree
of potential genetic change drives their diversification in response to selective pres-
sures of host immune responses or antiviral therapies (Table 1).

Theoretical work predicts the existence of a limiting value of error or mutation
rate—termed the “error threshold”—that must not be surpassed if the wild-type is
to be kept stable (Eigen 1971, 2002). It has been suggested that mutation rates for
RNA viruses are close to the error threshold, and can be forced into error catastrophe
by a moderate increase in mutation rate. Pioneer studies demonstrated that muta-
genesis by a variety of chemical mutagens conferred only 1.1 — to 2.8-fold increases
in mutation frequencies at defined single base sites in vesicular stomatitis virus and
poliovirus (Holland et al. 1990). These results suggested that a high mutation rate is
an adaptive trait of RNA viruses and that RNA virus genomes are unable to tolerate
many additional mutations without a loss of viability. Studies on HIV-1, lympho-
cytic choriomeningitis virus, and foot and mouth disease virus have led to similar
conclusions (Grande-Perez et al. 2002; Loeb et al. 1999; Sierra et al. 2000). This
concept of the error threshold opened a new paradigm for how to fight viruses, not
by inhibiting their replication but rather by favoring it with an increased rate of
mutation (Fig. 2). Several studies in cell culture and in vivo have supported lethal
mutagenesis as a viable antiviral strategy (Lauring and Andino 2010), and a clinical
trial was recently reported in which a mutagenic pyrimidine analog was adminis-
tered to HIV-1 infected patients (Mullins et al. 2011).

In addition to mutations made by viral polymerases, other mechanisms are
implicated in the generation of mutant clouds. RNA recombination and reassortment
both create genetic diversity in RNA viruses; these processes are mechanistically
different, but both require that two or more viruses infect the same host cell.
Recombination can occur in all RNA viruses, irrespective of whether their
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Fig. 2 Effect of elevated mutation rates on viral fitness and survival. A simplified view of qua-
sispecies dynamics and fitness change is shown. Unrestricted replication (blue arrowhead on the
right, with multiple passages indicated by several arrowheads) results in fitness gain, as depicted
by the triangle at the bottom. Fitness gain can occur with or without variation of the consensus
sequence. In contrast, replication in the presence of mutagen or repeated bottleneck transfers (red
arrowhead on the left) results in accumulation of mutations that modify the consensus sequences,
and decreased fitness. This figure is based on previously published data (Domingo et al. 2006)

genomes are composed of single or multiple segments. The process corresponds
to the formation of chimeric molecules from parental genomes of mixed origin.
A widely accepted model of RNA recombination is “copy choice” recombination
(Lai 1992a, b), in which the RNA polymerase in RNA viruses (and reverse tran-
scriptase in retroviruses) switches from one RNA molecule to another during syn-
thesis, while remaining bound to the nascent nucleic acid chain, generating an
RNA molecule with mixed ancestry. Reassortment is restricted to viruses that
possess segmented genomes, and involves packaging of segments with different
ancestry into a single virion. An important example of reassortment occurs in the
influenza A virus; reassortment of different gene segments encoding influenza
envelope or surface proteins, hemagglutinin (HA) and neuraminidase (NA), is
associated with evasion of host immunity and sometimes with the occurrence of
epidemics (Lindstrom et al. 2004).

RNA recombination and reassortment occur at highly variable frequencies in
RNA viruses. The frequency of recombination varies in positive single-stranded
RNA viruses, occurring at high levels in some groups, but far less frequently in
other families such as the Flaviviridae, most notably HCV (Morel et al. 2011), in
which only occasional instances have been reported. Recombination seems to
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consistently occur less frequently in negative single-stranded RNA viruses,
although some of them can still undergo reassortment (e.g., influenza A virus).
Recombination occurs frequently in some retroviruses, most notably HIV.

HIV recombines at exceedingly high rates (Jung et al. 2002), approximately one
order of magnitude more frequently than in simple gamma retroviruses, such as
murine leukemia virus and spleen necrosis virus. The HIV-1 recombination rate
has been precisely calculated to be 1.38x 10 per site and generation (Shriner
et al. 2004); therefore, the recombination rate for HIV-1 is approximately five-fold
greater than the point substitution rate of 3.4x 10> mutations per bp per cycle
(Mansky and Temin 1995). Given the dynamics of HIV-1 turnover in vivo and a
recombination rate of approximately three crossovers per cycle, some genome
lineages from a 15-year-old infection may have experienced as many crossovers as
base mutations in the genome. It has been proposed that recombination coupled
with mutation profoundly influences HIV evolution, giving it a non-clonal and
transient nature in vivo (Meyerhans et al. 2003). One example of the adaptive
potential of HIV-1 recombination is the fact that multidrug-resistant HIV-1 variants
can exist in cells as defective quasispecies, and can be rescued by superinfection
with other defective HIV-1 variants (Quan et al. 2009). This phenomenon is most
likely attributable to recombination during second rounds of infection, and suggests
that defective HIV-1 variants may constitute part of the HIV-1 reservoir (Li et al.
1991). Lower recombination rates have been estimated for HCV, with a recombinant
frequency normalized to a crossover range of one nucleotide of around 4 x 10-® per
site per generation (Reiter et al. 2011). However, due to the rapid virus turnover
and the large number of HCV-infected liver cells in vivo, it is expected that recom-
bination will be of biological importance when strong selection pressures are
operative (Morel et al. 2011).

Host cell ssDNA cytidine deaminases (APOBEC3) are another source of HIV
diversity. These cytidine deaminases can extinguish HIV-1 infectivity by incorpo-
rating into the virus particles; the subsequent cytosine deaminase activity attacks the
nascent viral cDNA during reverse transcription, causing lethal mutagenesis. It has
been recently demonstrated that APOBEC3G can also induce sublethal mutagenesis,
which maintains virus infectivity and contributes to HIV-1 variation (Sadler et al.
2010). Mutation by host cell APOBEC3 deaminases is not restricted to retroviruses.
Hepadnaviruses, such as hepatitis B virus (HBV), are also vulnerable to mutation by
APOBEC3 (Suspene et al. 2005). Although the mutant spectrum resulting from
APOBECS3 editing is highly deleterious, a small fraction of lightly APOBEC3G-
edited genomes can impact HBV replication in vivo, and possibly contribute to
immune escape (Vartanian et al. 2010). APOBECS3 can also reduce viral infectivity
and increase the mutation frequency of negative-strand RNA viruses, such as measles
(MV), mumps, and respiratory syncytial virus (Fehrholz et al. 2011).

The restriction factor cellular adenosine deaminase acting on RNA (ADAR1)
catalyzes the conversion of adenosine (A) to inosine (I) on double-stranded RNA
substrates (Samuel 2001), thereby introducing A-to-G mutations; this action inhibits
replication of MV, as well as Newcastle disease virus, Sendai virus, and influenza
virus (Ward et al. 2011). It is tempting to speculate that ADARI functions as a host



Quasispecies Dynamics of RNA Viruses 27

restriction factor of RNA viruses, analogous to the role of APOBECS3. It is possible
that the extensive hypermutations of the matrix (M) gene of MV seen in vivo are the
result of the known dispensability of the M protein for viral replication (Young and
Rall 2009), with the M gene sequences representing viral decoy targets for hyper-
mutation. However, hypermutations are also observed to a lesser extent in the fusion
(F) and hemagglutinin (H) genes. One serious complication of MV infection is
persistent central nervous system infection, known as subacute sclerosing panen-
cephalitis (SSPE), that occurs at a frequency of 4—-11 per 100,000 cases of MV
infection. SSPE is a progressive, fatal neurodegenerative disease with the character-
istic feature of MV replication in neurons (Griffin 2007). Interestingly, biased
hypermutations play a direct role in the pathogenesis of SSPE by facilitating
significantly prolonged MV persistence within the CNS, as opposed to mere accu-
mulation. Significant A-to-G substitutions have also been seen in the viral M gene
sequences of influenza A virus recovered from wild-type animals (Tenoever et al.
2007). This alternative source for generating mutant clouds has the potential to play
arole in viral evolution, pathogenesis, immune escape, and drug resistance.

3 Quasispecies, Viral Disease, and Pathogenesis

Whether RNA virus genomic diversity affects viral pathogenesis is one of the most
intriguing topics within the field of RNA virus evolution. Characterization of virulence
determinants of pathogenic agents is of utmost relevance for designing disease-
control strategies. Typically, virulence determination has been attributed to nucleotide
changes in specific genomic regions. For instance, in the type 3 vaccine strain, P3/
Sabin, a uridine residue at nucleotide 472 in the 5’ noncoding region, and a pheny-
lalanine at amino acid 91 of capsid protein VP3 have been identified as contributing
to reduced poliovirus neurovirulence (Minor et al. 1989). All three Sabin vaccine
strains contain strong attenuation determinants. However, more recent work has
shown that other factors, such as quasispecies diversity, can determine the pathogenic
potential of a viral population; in these cases, pathogenicity will be determined
by the “quasispecies” and not by the “individual”. Poliovirus carrying a high-fidelity
polymerase replicates at wild-type levels but generates less genomic diversity
(Pfeiffer and Kirkegaard 2003, 2005; Vignuzzi et al. 2006), which leads to a loss of
neurotropism and an attenuated pathogenic phenotype. Importantly, expanding the
quasispecies diversity of the high-fidelity virus population by chemical mutagenesis
prior to infection restored neurotropism and pathogenesis (Vignuzzi et al. 2006).
These results indicate that complementation between quasispecies members provides
viral populations with a greater capacity to evolve and adapt to new environments
and challenges during infection—indicating selection at the population (quasispe-
cies) level rather than on individual mutants. Consequently, viral pathogenesis
would be modulated by the proportion of attenuated and virulent genomes, and their
interactions. This conclusion challenges the evolutionary biology dogma in which
individuals are the ultimate target of selection.
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Similar results have been obtained with chikungunya virus (CHIKV), a mosquito-
borne virus that has caused outbreaks in humans since the eighteenth century and
that, since 2004, has appeared in Africa, Indian Ocean islands, Southeast Asia, Italy,
and France (Powers and Logue 2007). Serial passage of CHIKV in ribavirin or
fluorouracil resulted in the selection of a mutagen-resistant variant with a single
amino acid change (C483Y) in the RNA polymerase gene that increases replication
fidelity. This unique arbovirus fidelity variant increases replication fidelity and gen-
erates populations with reduced genetic diversity. In mosquitoes, high-fidelity
CHIKYV produces lower infection and dissemination titers than wild-type. In new-
born mice, high-fidelity CHIKYV produces truncated viremias and lower organ titers.
These results indicate again that increased replication fidelity and reduced genetic
diversity negatively impact arbovirus fitness in invertebrate and vertebrate hosts
(Coffey et al. 2011). Mutant high-fidelity RNA viruses, coupled with other attenuating
mutations, could be useful for developing genetically stable live virus vaccines
(Vignuzzi et al. 2008).

Viral genetic diversity is important for the survival of the viral population as a
whole in the presence of selective pressures favoring mutations that yield beneficial
phenotypes. These mutants are expected to survive and act as founders for the next
generation. However, high mutation rates are also observed in RNA viruses that
infect bacteria and thus do not face an adaptive immune response, suggesting that
the high mutation rate of RNA viruses cannot completely be ascribed to a specific
life history (Belshaw et al. 2008). Similarly, it has been provocatively proposed that
HIV-1 variation (a paradigm of viral diversity) is essentially the result of “its life-
style rather than a perverse predilection for error” (Wain-Hobson 1996). Although
the HIV-1 mutation rate is an order of magnitude lower than that of influenza
A virus, the extent of variation encountered during the 5- to 10-year course of a
single individual HIV-1 infection is greater than the 1-year global genetic drift of
influenza A (Korber et al. 2001). This enormous genetic diversification of HIV-1 has
inevitably led to a search for links between HIV-1 variation and pathogenesis. It has
been suggested that following infection, de novo generation of variants is necessary
for the onset of AIDS (Nowak et al. 1991; Nowak and McMichael 1995). Genetic
diversity in the HIV-1 envelope from typical patients and infected children has been
correlated with disease stages (Ganeshan et al. 1997; Shankarappa et al. 1999).
HIV-1 can use two chemokine receptors, CCR5 and CXCR4, as coreceptors for
viral entry, and uses the CCRS5 coreceptor in approximately 90% of primary infec-
tions. However, a substantial proportion of individuals develop viruses that use the
CXCR4 co-receptor, which is associated with an accelerated T CD4+ cell decline
and a more rapid progression to AIDS (Koot et al. 1993). Cytotoxic T lymphocytes
(CTLs) that kill infected target cells play an important role in the control of HIV-1
during the acute and chronic phases of an HIV-1 infection (Ogg et al. 1998). The
most documented CTL-escape mechanism is acquisition of amino acid substitu-
tions within the CTL epitope and/or its flanking regions. These changes reduce the
ability of viral peptide to bind to HLA class I molecules, and lead to impaired T-cell
receptor recognition, and defective epitope generation (Ogg et al. 1998). A small
number of people demonstrate sustained ability to control HIV-1 replication without
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therapy. Such individuals, referred to as HIV controllers, typically maintain stable
CD4+ cell counts, do not develop clinical disease, and are less likely to transmit
HIV to others (Deeks and Walker 2007). Genome-wide association analysis in a
multiethnic cohort of HIV-1 controllers and progressors has demonstrated that the
nature of the HLA-viral peptide interaction is the major factor modulating durable
control of HIV infection (Pereyra et al. 2010). Viral fitness cost precludes the emer-
gence of variants within the CTL epitopes recognized by controllers’ HLAs, indi-
cating that variation allows evasion of immune surveillance and therefore contributes
to pathogenesis (Phillips et al. 1991).

4 Quasispecies and Virus Treatment

One of the most important practical consequences of the viral quasispecies concept
is its impact on antiviral therapies. Diversification of RNA virus populations clearly
drives antiviral therapy response. An important example of the high adaptability of
RNA viruses is the high frequency of mutant viruses with one or a few amino acid
substitutions that confer reduced sensitivity to antiviral inhibitors. This general
phenomenon has been documented for many viruses over the past several decades,
and has made it very difficult to treat several viral diseases (Briones et al. 2006).
The best example of adaptive selection is the HIV-1 virus mutants that are resistant
to antiretroviral inhibitors. All currently available classes of antiretroviral therapy
(reverse transcriptase, fusion, co-receptor antagonists, and integrase inhibitors)
exert selective pressure for target gene mutations that confer high-level drug resis-
tance (Johnson et al. 2011). The capacity of novel compounds to exert selective
pressure for a mutation is now used as evidence of anti-HIV-1 activity. Experimental
studies of HIV-1 populations have demonstrated the existence of many resistant
mutants in HIV-1 populations before they have been exposed to the inhibitors
(Najera et al. 1995). These resistant mutants may exist at very low frequencies in
the naive viral population, but then selectively multiply in the presence of the
inhibitor. The relative fitness values of wild-type and resistant mutants in the
absence and presence of the inhibitor determine the kinetics and degree of domi-
nance of resistant mutants (Coffin 1995).

Like HIV, other RNA viruses can also evade antiviral treatments, including
influenza virus, HCV, and HBV. HBV is a DNA virus, but its DNA replicates through
a genomic RNA intermediate and utilizes a virally encoded reverse transcriptase.
Consequently, a significant amount of diversity, similar to that seen in RNA viruses,
occurs in the sequences of HBV isolates. Until recently, monotherapies or sequential
treatments with nucleoside analogues were widely used to treat chronic HBV infec-
tion. Not surprisingly, this approach has resulted in the generation of multidrug-
resistant viruses (Locarnini and Warner 2007). Current treatment of chronic HCV
infection is based on the combination of pegylated interferon-a and ribavirin; this
regimen eradicates the virus in up to 80% of patients infected with genotypes 2 or 3,
but in only 40-50% of patients infected with HCV genotype 1 (Pawlotsky 2011).
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Studies of recently developed direct-acting antiviral molecules against HCV have
shown that administration of these drugs alone may lead to the selection of resistant
viruses, raising concerns that resistance may undermine therapy based on direct-
acting antivirals (Pawlotsky 2011). Two HCV NS3 protease inhibitors, telaprevir and
boceprevir, have already been approved for HCV infection treatment, and several
other drugs that are directed against different HCV proteins are in phase II and III of
clinical development. As expected, resistant mutants to telaprevir and boceprevir
preexist in HCV populations before they have been exposed to the inhibitors (Bartels
et al. 2008; Cubero et al. 2008; Franco et al. 2011). Mathematical modeling suggests
that at least three direct-acting antiviral molecules should be used (Rong et al. 2010),
but the final number will depend on their modes of action and the likelihood that
HCV variants bearing substitutions in different regions of the genome conferring
resistance to the different classes of drugs are present in the same strain (Pawlotsky
2011). HCV shares many properties with HIV; both are highly variable viruses with
quasispecies distribution, large viral populations, and very rapid turnover in the indi-
vidual patient. Fortunately, unlike HIV, the HCV replicative cycle is exclusively
cytoplasmic, with no host genome integration or episomal persistence in infected
cells; therefore, HCV infection is intrinsically curable, but the development of antiviral
resistance in chronic viral infections like HIV, HCV, or HBV can thwart the success
of future treatments. For instance, the development of resistances to first generation
HCV NS3 protease inhibitors, boceprevir and telaprevir, may compromise the treat-
ment success of the next generation of NS3 inhibitors, now in clinical development.
Moreover, resistant viruses can be transmitted, compromising the efficacy of new
antivirals at the population level. Viral quasispecies are endowed with memory of
their past intra-host evolutionary history, maintained in the form of minority variants
(Briones et al. 2006; Briones and Domingo 2008). These variants can reemerge and
become a major quasispecies variant if the quasispecies is subjected to selective pres-
sures. This is particularly relevant in antiviral treatment because minority memory
drug-resistant variants can quickly expand under drug selection pressure. One exam-
ple of the key role of minority HIV-1 variants is the fact that women who receive
intrapartum nevirapine monotherapy are less likely to exhibit virologic suppression
after 6 months of postpartum treatment with a nevirapine-containing regimen
(Jourdain et al. 2004). RNA viruses can escape from antiviral activity through muta-
tions in the target viral gene itself, causing decreased affinity to the inhibitor and
leading to resistance. These changes also affect the phenotype of the targeted protein,
and consequently decrease the replication capacity of the virus. Continuous replica-
tion of these viruses may result in the acquisition of compensatory changes, which
can fixate the drug-resistant variant in the viral population and increase viral fitness
(Martinez-Picado et al. 1999; Nijhuis et al. 1999). Therefore, since the frequency of
a variant in a quasispecies depends on the relative fitness of that particular variant,
memory genomes that are maintained after drug discontinuation will be present at a
higher frequency than in the original population.

There are two licensed classes of anti-influenza drugs: M2 ion channel blockers
(amino-adamantines: amantadine and rimantadine) and NA inhibitors (oseltamivir
and zanamivir); however, the 2009 HIN1 pandemic viruses, including the earliest
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isolate, are already amino-adamantine-resistant (Dawood et al. 2009). In contrast,
most of the currently circulating pandemic viruses are susceptible to NA inhibitors
(Itoh et al. 2009); therefore, pandemic influenza patients are treated with NA inhibi-
tors in many countries. Studies with seasonal HIN1, H3N2, and highly pathogenic
avian H5N1 viruses revealed that single amino acid substitutions at several posi-
tions in or around the NA active site confer resistance to viruses against NA
inhibitors. One study detected the NA H274Y substitution in sporadic cases of osel-
tamivir-treated and — untreated patients infected with 2009 HIN1 pandemic viruses
(Leung et al. 2009). Importantly, viruses with the NA H274Y substitution were
comparable to their oseltamivir-sensitive counterparts in their pathogenicity and
transmissibility in animal models (Kiso et al. 2010). Again, it seems unrealistic that
antiviral monotherapy could stop an RNA virus.

Mounting evidence shows that single-stranded DNA viruses (all with genomes
smaller than ~13 kb) evolve at rates approaching those observed in their RNA
counterparts (Duffy et al. 2008), suggesting that combination therapy may also be
considered for the treatment of some DNA viruses. Single-stranded viral DNA
replication mechanisms are generally less prone to proofreading, and isolated
single-stranded DNA seems to be resistant to mismatch repair. The first precise
estimates for the rate of single-stranded DNA virus evolution came from a study
on canine parvovirus (CPV-2), in which a substitution rate of approximately 10
substitution/site per year was estimated (Lopez-Bueno et al. 2006; Shackelton
et al. 2005). This value is within the range observed in RNA viruses (Domingo
et al. 2000).

In recent years, several cellular factors have been identified in some viruses (e.g.,
HIV, HCV, and HBV) that are closely involved with the virus replication cycle, and
that can be targeted to prevent virus spread. The genetic barrier for viral escape may
be much higher when cellular factors are targeted; virus adaptation to alternative
cellular co-factors is expected to be more complicated or even impossible when no
alternative cellular functions are available. Targeting cellular functions is obviously
not without danger. The use of host gene targets requires careful selection; knock-
down of cellular factors essential for virus replication may also be detrimental to the
cell and the host. The recent availability of CCRS antagonists has raised concern
that genetic, biological, or chemical CCRS5 knockout—although beneficial against
some pathogens (e.g., HIV-1)—could be deleterious for host processes involved in
pathogen response (Telenti 2009). Targeting cellular factors requires extensive tox-
icity studies, but in the case of CCRS, we know that the protein does not fulfill an
essential function in human physiology (Liu et al. 1996). Unfortunately, targeting
cellular viral cofactors does not preclude the emergence of drug-resistant viruses.
Viral resistance to CCRS antagonists (maraviroc) has been extensively observed
(Llibre et al. 2010). HIV-1 can selectively express variants of the envelope protein
that either exhibit higher CD4 receptor affinity (Agrawal-Gamse et al. 2009) or rec-
ognize the inhibitor-bound CCRS5 complex (Westby et al. 2007). Such drug pressure
can also raise the possibility of viral escape by triggering a switch to CXCR4 as an
alternative receptor; such CXCR4-using HIV-1 variants may be more pathogenic
(Nedellec et al. 2011). Likewise, cyclophylin inhibitors—promising potent HCV
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inhibitors that are now in late clinical trials, and that target a host protein (cyclophylin
peptidyl-prolyl cis-trans isomerase activity)—can drive the selection of HCV resis-
tant viruses with amino acid substitutions in the viral proteins NS2 and NS5
(Pawlotsky 2011).

The emergence of resistant virus variants poses a serious medical problem.
Consequently, different strategies have been developed to counteract viral escape.
Over a decade of experience with HIV antiretroviral therapy has taught us that it is
unrealistic to try to target RNA viruses with only one antiviral agent because the
virus will rapidly develop resistance. Large population sizes, high replication rates,
and high error rates of RNA viruses provide the basis for mutation, and rapid growth
of escape variants that are likely present before therapy begins. To counteract this
situation, antiviral therapies now involve co-administration of multiple antivirals
targeting different viral proteins or targeting only one viral protein but through
different mechanisms of action. This strategy can reduce the emergence of single-
resistant viruses, as exemplified with the multiple anti-HIV drug combination
approach, known as highly active antiretroviral therapy (HAART) (Ho 1995). The
clinical success of HAART warrants the use of a similar strategy to counteract viral
escape during treatment of other RNA virus infections.

5 Quasispecies Theory and Non-viral Biological Systems

Cancer cells display uncontrolled growth, invasion of adjacent tissues, and some-
times metastasis. To achieve these properties, cells alter their genetic information
through DNA point mutations, chromosomal rearrangements, and/or epigenetic
changes. Mutations in cellular DNA are more frequent in tumor cells, and micro-
satellite and chromosomal instability have also been associated with cancer.
Furthermore, cancer cells may show a mutator phenotype that increases the prob-
ability of achieving the most advantageous mutation combination for tumor growth
(Bielas et al. 2006; Loeb 2001). Deamination cell machinery, like APOBEC, has
been recently associated with this mutator phenotype (Vartanian et al. 2008); it has
been hypothesized that recurrent low-level mutation by APOBEC3A could catalyze
the transition from a healthy genome to a cancer genome (Suspene et al. 2011).
Mutations in about 300 genes have been related to cancer (Futreal et al. 2004), which
are located predominantly in protein kinase domains and in domains of proteins
involved in DNA binding and transcriptional regulation (Futreal et al. 2004). Other
mutations have been described in cancer cells (Futreal et al. 2004; Greenman et al.
2007), although a majority could be acting as accompanying mutations. Through
the use of high-throughput sequencing technologies (ultra-deep sequencing), it has
been discovered that every tumor harbors high-frequency mutations—usually muta-
tions resulting in the gain of function of an oncogene or the loss of a tumor sup-
pressor—accompanied by a complex combination of low-frequency mutations
(Chin et al. 2011). Mutations are thought to drive the global cancer phenotype, and
their characteristics resemble those of viral quasispecies, with the presence of a
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dominant clone accompanied by a “cloud” of minor forms. There is tremendous
complexity and heterogeneity in the pattern of mutations in tumors of different
origins.

In 1976, it was proposed that cancer was a complex evolutionary system that
showed high heterogeneity and clonal evolution (Nowell 1976). This seminal
description of cancer as an evolutionary process predicted clonal expansions, indi-
vidual variations in response to interventions, and therapeutic resistance. Cancer is
in fact a complex biological system that evolves through mutations and epigenetic
changes, following Darwinian principles of competition and selection. This selection
operates in the entire body, at the level of cellular clones that can survive and evade
control signals. Some cancer studies have been based in an evolutionary and eco-
logical context (Maley and Forrest 2000; Merlo et al. 2006). Clonal diversity in
cancer cells is a factor for predicting progression in an esophageal adenocarcinoma
cancer model (Maley et al. 2006). Theoretical studies have correlated cancer with
genetic instability (Gonzalez-Garcia et al. 2002; Maley and Forrest 2000), with qua-
sispecies models of minimal replicators (Brumer et al. 2006; Sole et al. 2003;
Tannenbaum et al. 2006), and even with incursions into error catastrophe (Sole and
Deisboeck 2004). These studies reveal the high genetic heterogeneity of tumor cells
as the source of adaptation used by cancer to fight against the immune system,
become resistant to different treatments, invade adjacent tissues, and sometimes
metastasize and invade other organs. Using mathematical models, it has been
proposed that tumors, in contrast to viral quasispecies, benefit from a highly stable
component: cancer stem cells (Sole et al. 2008). Sole et al. (2008) argued that tumors
manifest two components; the more variable component exploits phenotypes that
allow the tumor to grow and survive, while cancer stem cells exist as a lesser but
more robust component and act as a reservoir of stability. This strategy would work
as life insurance for a tumor, allowing cancer cell progeny to mutate beyond the
limits established for normal cell types.

The highly variable replication rate of cancer cells carries straightforward clinical
implications. The mutant “cloud” generated during cancer cell replication allows
the tumor to face diverse challenges, including the immune system and treatment.

Cancer must be treated with therapies that can overcome mutator or suppressor
genotypes, but even the most potent anticancer drugs may fail when administered
individually (Luo et al. 2009). Highly active anticancer treatments or orthogonal
therapy (the equivalent of HAART used in HIV-1 therapy) may be more adequate
cancer therapy. Also in a homology to the treatment of HIV-1, sequential adminis-
tration of anticancer compounds can lead to treatment failure. Concurrent adminis-
tration of these therapies can increase the threshold of emergence for mutations
conferring treatment resistance, i.e., such treatment can increase the number of
mutations required to reduce drug activity (Luo et al. 2009). Orthogonal cancer
therapies act synergistically when they attack a cancer in at least two different ways,
such that a suppressor mutation against the first therapy cannot suppress the second
therapy and vice versa. Because cancer is a compilation of very different diseases,
orthogonal therapy will vary depending on tumor genotype and possibly patient
genotype; it is also necessary to pay close attention to the treatment effects because
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cancer therapies, with their DNA-damaging nature, could increase the mutation
rate. As an additional parallelism with RNA viruses, lethal mutagenesis has been
proposed as a novel therapeutic approach for the treatment of solid tumors (Fox and
Loeb 2010) (Fig. 2).

It is now recognized that bacteria very frequently do not exist as solitary cells,
but instead as colonial organisms that exploit elaborate systems of intercellular
communication to facilitate their adaptation to changing environmental conditions.
The social behavior of bacteria resembles the heterogeneity described for RNA
virus populations. Social behaviors related to antibiotic production, virulence,
motility, or biofilm formation have been extensively described (Rumbaugh et al.
2009). A good example of bacteria social behavior is the biofilm, which can be
simply defined as communities of microorganisms living on surfaces and encased
within an extracellular polymeric slime matrix (Costerton et al. 1978). A more
complex definition would incorporate terms such as structural heterogeneity, genetic
diversity, and complex community interactions (Stoodley et al. 2002). These organic
super-structures have important clinical implications as infectious agents (Costerton
et al. 1987, 1999), as well as in terms of antibiotic resistance. The form of antibiotic
resistance exhibited by biofilms seems to differ from the innate resistance conferred
to individual bacterial cells by plasmids, transposons, and mutations (Costerton
et al. 1999). It has been proposed that biofilm communities, rather than individuals,
are the target of evolutionary selection (Caldwell and Costerton 1996), and that
biofilm antibiotic resistance is due to an altered chemical microenvironment or a
subpopulation of microorganisms within the biofilm that forms a unique and highly
protected, phenotypic state, with cell differentiation similar to that seen in spore
formation (Stewart and Costerton 2001). Multiple resistance mechanisms can act
together; thus, to be clinically effective, anti-biofilm therapies may have to simulta-
neously target more than one mechanism, similar to orthogonal cancer therapies or
multiple antiretroviral drug approaches.

Prions are non-genetic macromolecular systems that can also display heteroge-
neity regarding features that are important to their biological function. Prions are
the infectious agents responsible for a variety of neurodegenerative disorders,
including scrapie in sheep, bovine spongiform encephalopathy in cattle, and new
variant Creutzfeldt-Jacob disease and kuru in humans. The principal, if not only,
component of the prion is PrP%, a B-sheet—rich conformer of the prion protein PrP.
PrPS° propagates by eliciting conversion of PrP¢ (the physiological form of PrP)
into a likeness of itself. The seeding hypothesis posits that PrP€ is in equilibrium
with PrP¢ or a PrP%° precursor, with the equilibrium largely in favor of PrP¢; PrP%¢
is only stabilized when it forms an aggregate (or seed) containing a critical num-
ber of monomers, after which, monomer addition ensues rapidly (Jarrett and
Lansbury 1993). Prions exist as distinct strains that can be characterized by their
incubation time and the neuropathology they elicit in a particular host (Bruce
et al. 1992). Many different strains can be propagated indefinitely in hosts that are
homozygous for the PrP gene; the protein-only hypothesis assumes that each
strain is associated with a different conformer of PrPS (Bessen and Marsh 1992;
Peretz et al. 2001; Telling et al. 1996). The recent discovery of fungal prions that
are not associated with disease suggests that prions may constitute a new and
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widespread regulatory mechanism maintained through evolution (Jarosz et al.
2010; Tuite and Serio 2010; Tyedmers et al. 2008). Similar to viral quasispecies,
prions cloned by end-point dilution in cell culture can gradually become hetero-
geneous by accumulating protein-folding mutants (Li et al. 2010). Importantly,
selective pressures have been shown to result in the emergence of variants, includ-
ing drug-resistant mutants (Ghaemmaghami et al. 2009; Li et al. 2010; Mahal
et al. 2010), indicating that not only nucleic acid-based systems can show high
population heterogeneity and experience selective events. A protein is defined by
a primary structure, but can be folded in different ways, each one associated with
a different phenotype that can be selected and further propagated. Prion popula-
tions show high population size and conformation heterogeneity; recent results sug-
gest that such heterogeneity may underlie selection and propagation capacity,
which is typical Darwinian behavior. It is still largely unknown whether a popula-
tion of this type evolves as a sum of its components or only as molecular individu-
alities (Straub and Thirumalai 2011). Protein conformation is the final result of
multiple amino acid-amino acid interactions, which are themselves subjected to
molecular fluctuations such as ionization and ionic interaction, or hydrophobic
contacts dependent on torsion angles of bonds that are also subjected to thermal
fluctuations. Thus, it is not unexpected that a collection of related but non-identical
conformations exist in populations of proteins, or that environmental factors may
favor some conformations over others. The environment may also dictate the pres-
ence of minority conformations at different frequencies. Transitions among related
conformation states in prions became apparent because they have the capacity to
produce disease. These observations open new prospects for research on the
molecular mechanisms of protein aggregation, and whether a specific conforma-
tion variant can nucleate the conversion of additional representatives to form
mutant aggregates (Bernacki and Murphy 2009).

6 Concluding Remarks

The quasispecies concept has provided a framework to understand RNA virus
populations and to develop therapeutic strategies that successfully combat deadly
virus pandemics (e.g., HIV-AIDS, HCV). The theoretical and experimental
development of the quasispecies concept has challenged our view of Darwinian
evolution. Dynamic distributions of genomes appear to be subject to genetic
variation, competition, and selection, and may be able to serve as therapeutic
targets rather than targeting individuals. The challenge remains to determine how
the study of quasispecies will improve the development of new antiviral, antibac-
terial, anticancer, or antiprion strategies.
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The Origin of Virions and Virocells:
The Escape Hypothesis Revisited

Patrick Forterre and Mart Krupovic

Abstract Three types of hypotheses have been proposed to explain the origin of
viruses: the “virus first” hypothesis in which viruses originated before cells, the
“regression hypothesis”, in which cells or proto-cells evolved into virions by regressive
evolution and the “escape hypothesis”, in which fragments of cellular genomes
(either from prokaryotes or eukaryotes) became infectious. We will try to show how
accumulating data in structural biology combined to new virus definitions allow
rejecting the first two hypotheses, favouring a new version of the escape hypothesis.
The first viruses probably originated in a world of cells already harbouring ribo-
somes (ribocells), but well before the Last Universal Common Ancestor of modern
cells (LUCA). Several viral lineages originated independently by transformation
of ribocells into virocells (cells producing virions). Viral genomes originated from
ancestral chromosomes of ribocells and virions from micro-compartments, nucleo-
protein complexes or membrane vesicles present in ancient ribocells. Notably, this
updated version of the escape hypothesis suggests a working program to tackle the
question of virus origin.

1 Introduction

The origin of viruses has been a challenging recurrent question that remained for a
long time highly speculative and controversial for the lack of hard data and
difficulties to define viruses themselves (Luria and Darnell 1967; Bandea 1983;
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Forterre 1992, 2006; Hendrix et al. 2000; Koonin et al. 2006; Jalasvuori and Bamford
2008; Koonin 2009; Forterre and Prangishvili 2009a; Fliigel 2010 and references
therein). This question is even more pressing now that metagenomic analyses have
shown that viral genomes represent the major source of genetic information in the
biosphere (Suttle 2005; Rohwer and Thurber 2009; Kristensen et al. 2010). The
origin of this information is therefore one of the most outstanding questions in biol-
ogy. For some biologists this information has first originated in cellular genomes
and was later on recruited by viruses (the virus pick-pocket paradigm) (Moreira and
Lépez-Garcia 2009). For others, most of this information directly originated in viral
genomes either before the origin of cells (Koonin et al. 2006; Koonin 2009), or during
the intracellular stage of the virus life cycle (Forterre 2005, 2006; Ogata and Claverie
2007). One of us (PF) has recently proposed the concept of virocell (briefly described
below) to emphasize the intracellular viral origin of most information stored in viral
genomes (Forterre 2010, 2012). In our opinion, this proposal, together with definition
of viruses as capsid encoding organisms (Raoult and Forterre 2008) clarifies the
concept of a virus and should have implications for the question of their origin.
Structural analyses of viral particles (for a recent exhaustive review, see Abrescia
et al. 2012) and better knowledge of molecular details of virus life cycles indeed
provide new clues on when and how some ribocells (cells producing ribosomes)
became virocells (cells producing virions). We will briefly come back below to the
history of concepts related to the nature of viruses before exploring how to tackle
the challenging question of the origin of virions and virocells.

2 A Brief History of the Virus Concept

Historically, viruses were first considered to be minute microbes (ultrafiltrable
viruses) (for a brief but comprehensive review, see Bos 1999). In the classical
paradigm derived from the Scala Nature of Aristotle and confusing evolution with
“progression” (evolution always occurring from simple forms to more complex
ones) viruses were first viewed as possible intermediate forms between mineral and
true cellular life (the virus first hypothesis), much like prokaryotes are still often
viewed as primitive forms en route to eukaryotes.

When scientists realized that the contagium vivum fluidum described by Beijerinck
that passed through Chamberlin filters were in fact nucleoprotein complexes, viruses
were downgraded to “living at the threshold of life” or “borrowing life” Bos 1999).
It became obvious that viruses, assimilated to virions (viral particles), were in fine
cellular products (like other macromolecular complexes). The origin of viruses
therefore had to be looked for in the cell itself. However, this raised a major conun-
drum, virions were so different from any kind of cell (even the most reduced parasitic
cells) that the regression hypothesis (the idea that parasitism triggered the reductive
evolution from cells to viruses) was discarded as senseless by most biologists
(for an exception, see Bandea 1983). So, if viruses were neither first (coming
before cells) nor second (viruses derived from cells), where did they come from?
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There was no possible answer based on hard facts in the last century, so the question
was usually let aside by most virologists.

For years, viruses have been assimilated to their virions, i.e. a viral genome pack-
aged into a protein (or lipoprotein) coat. However, curiously, the question of the
origin of virions has been completely neglected and the origin of viruses (rarely
considered worth of investigation) has been most often assimilated to the origin of
viral genomes (for an exception, see Bandea 1983). This genome centric view
emerged in the middle of the last century, when DNA became at the centre stage of
biology. As a consequence, molecular biologists and some virologists alike started
to focus on the viral genetic material, either RNA or DNA to understand viral origin.
The nature of their nucleic acid indeed became the cornerstone of their taxonomy in
the popular Baltimore classification (Baltimore 1971). The discovery of “proviruses”
and “prophages” (pro meaning before) by pioneer molecular biologists suggested to
many biologists that viruses originated from portion of cellular genomes, either
prokaryotes or eukaryotes, that became independent and infectious (the escape
hypothesis) (Luria and Darnell 1967). This was the predominant view among virol-
ogists, with great advocates such as the Nobel Prize winner Howard Temin who
proposed the “protovirus” hypothesis, stating that: “ribodeoxyviruses evolved from
normal cellular components” (Temin 1971).

The escape hypothesis was elaborated shortly (in the 1960s) after the division of
the living world between eukaryotes and prokaryotes became firmly established by
cellular biologists and endorsed with enthusiasm by early molecular biologists (Sapp
2005). As a consequence, the viral world was divided in two apparently independent
realms, the world of bacteriophages, whose genomes were supposed to have escaped
from prokaryotic cells, and the world of “viruses” whose genomes were supposed to
have escaped from eukaryotic cells. In that paradigm, bacteriophages and viruses
were not evolutionarily related to each other, but to their respective hosts.

Until now, this view is still the dominant paradigm in most textbooks and in the
minds of most biologists. In this paradigm, viruses are defined firstly by their genomes,
the acquisition of a capsid being a secondary (unexplained) event. This hypothesis has
practical consequences that are still enforced today. It probably explains, for example,
why infectious RNA related to either single-stranded or double-stranded RNA viruses
but encoding no capsid protein (Narnarviruse, Endornaviridae, Hypoviridae) are
still recognized as bona fide “viruses” by the ICTV. Alternatively, only a few authors
proposed in the last century that viruses originated by extreme regression of ancient
parasitic cells, the viral genomes being a relic of the cellular genomes and the capsid
arelic of their cellular structure (Bandea 1983).

3 New Concepts and Definitions of Viruses

The debate about the nature of viruses has been reopened after the discovery of
mimivirus by Didier Raoult’s team and the sequencing of its genome in collabora-
tion with Jean-Michel Claverie’s team (La Scola et al. 2003; Raoult et al. 2004).
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Impressed by the size of the mimivirus cell factory, Claverie strongly criticized the
confusion between viruses and virions and suggested to consider viral factories as
the real organismal form of the virus (Claverie 2006). To generalize this idea to the
whole biosphere, one of us has suggested recently introducing a new term, virocell,
for the infected cell producing virions (Forterre 2010, 2012). Indeed, archaeal and
bacterial viruses do not produce intracellular viral factories, but transform the
infected cell itself into a viral factory (Lwoff 1967) or more precisely (corrected by
Claverie) into a virion factory. As correctly pointed out by Moreira and Lopez-
Garcia (2009), “viruses are evolved by cell”’. However, whereas these authors seem
to assimilate cells in this sentence with modern cells, the virocell concept more
explicitly states that viruses evolve within a cell (the virocell) under control of the
viral genome, using both components produced by the dead ribocell and new com-
ponents encoded by the viral genome (Forterre 2010, 2012). Viruses can also live in
symbiosis with their “hosts”, the infected ribocells producing virions being still able
to divide (carrier state). In that case, one can speak of a ribovirocell (Forterre 2012).
Combining all these notions, one can conclude that viruses are living organisms
whose life cycle went through different stages (virions, virocell and/or ribovirocell
or else lysogenic state, a ribocell harbouring a cryptic virus).

It has also been proposed to define viruses primarily as organisms encoding
capsids (Raoult and Forterre 2008). Indeed, although the living forms of viruses
are virocells, viruses can be only distinguished from plasmids and other genetic
elements capable of autonomous replication if they are defined by their capsids
(Krupovic and Bamford 2010). In other words, a viral genome should encode at
least one protein whose function is to promote the dissemination of this genome by
producing a virion (thereafter called the major capsid protein, MCP, for both icosa-
hedral and helical virions). Note that according to this conclusion, Narnaviridae
and other RNA “viruses” that do not encode for a MCP are not bona fide viruses
but RNA plasmids, otherwise, to be coherent, archaeal and bacterial plasmids
evolutionarily related to DNA viruses should be called DNA “viruses”, that would
be a really confusing statement.

4 When Did Viruses First Originate?

When and how virocells (cell producing infectious virions) emerged in the history
of life? Firstly, since all virocells originate from the transmutation of a ribocells
(promoted by infection) and since MCP are hallmark of viruses, true viruses (see
below the case of putative “proto-viruses’) could not have appeared before ribocells
(thus before ribosomes). We can therefore refute “virus first”” hypotheses in which
viruses originated before cells (Koonin et al. 2006; Koonin 2009) or derived from
proto-cells that evolved into virions (Forterre 1992; Fliigel 2010).

It has been suggested to distinguish two ages in the RNA world, the first and the
second, to separate the stage of life before and after the invention of the ribosome,
respectively (Forterre 2005). Using this nomenclature, the more ancient ancestors of
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modern viruses most likely originated in the late second age of the RNA world, i.e.
after the emergence of proteins sufficiently complex to form infectious virions that
could be produced by virocells and could infect ribocells. It is reasonable to assume
that the first viruses were very simple (see below), with a very limited functional
capacity. Satellite viruses with ssSRNA genomes, such as the Satellite tobacco necro-
sis virus (STNV), represent a good example of such minimalistic viruses and might,
in principle, resemble the first viruses that came to be. STNV-like viruses encode a
single protein, which forms the virion. Since they do not possess a replicase of their
own, for genome replication they obligatorily depend on a helper virus. One might
envision that in the RNA-based cells this function could have been provided by the
host —much as current day small DNA viruses rely on the DNA replication machinery
of their hosts. Notably, the cellular RNA polymerase II still performs replication of
the circular RNA genome of hepatitis delta virus in the nucleus. According to this
scenario, the origin of the first viruses boils down to the origin of the capsid proteins,
which acquired the ability to package their own genes; subsequent acquisition of
additional functions (e.g., for genome replication) would lead to complexification
and increased “autonomy” of such viruses.

Of course, considering that competition between living organisms should have
taken place from the very beginning of life, viruses, as we know them, might have
been preceded in the first age of the RNA world by “proto-viruses” made of RNA
packaged into lipid vesicles (Jalasvuori and Bamford 2008). In the absence of true
protein, these lipids vesicles should have contained fusogenic peptides to be able to
transfer their genetic material to recipient cells (see for example Wadhwani et al. 2012
for peptides promoting lipid vesicles fusion). We will not discuss this point here
because such primordial biological entities were not “viruses” as we defined them
now and their possible relationship with modern viruses will always remain elusive.

It is likely that the ribovirocells originated before true virocells, i.e. virions
emerged first as vehicles to transfer RNA replicons from one cell to the other with-
out killing recipient cells. Competition between different RNA replicons favoured
those able to produce as many infectious virions as possible, but also triggered vari-
ous responses from the recipient ribocells. In that evolutionary Darwinian process,
some replicons finally killed the recipient ribocells whereas others managed to
maintain stable symbiotic relationships with their hosts. The killing of the ribocell,
or more precisely its transformation into a virocell could have been a byproduct of
the exhaustive utilization of the ribocell’s resources and/or an active process in
which early viruses recruited toxins or other weapons previously used in competi-
tion between ribocells.

Importantly, we can be quite certain now that ribovirocells, and later on virocells,
originated before the emergence of the last common ancestor of modern ribocells
(Archaea, Bacteria, Eukarya) commonly named LUCA (the Last Universal Common
Ancestors, http://www-archbac.u-psud.fr/Meetings/LesTreilles/LesTreilles_e.html)
because we know viruses infecting members of the three domains of life that share
(beyond domains) homologous MCPs coupled to homologous genome packaging
ATPases and similar virion architectures (for reviews and critical discussion of
different hypotheses that could explain these observations, see Bamford 2003;
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Bamford et al. 2005; Abrescia et al. 2012 and references therein). Whereas the
traditional escape hypothesis predicted that “prokaryotic viruses” (bacteriophages)
and eukaryotic viruses are evolutionarily unrelated, the structural virologists have
shown that this is not the case, revealing unexpected connection between them, for
instance between Caudavirales and Herpesviridae (Baker et al. 2005). This strongly
suggests that virions produced by these viruses are ancient biological structures
that originated before LUCA. To reconcile the existence of dramatic differences in
viruses infecting the three domains of life, in terms of virion morphologies and
genomic content, with the existence of homologous MCPs in many of them, one
should imagine that three distinct portions of the ancestral virosphere were selected at
the onset of the formation of the three cellular domains (Prangishvili et al. 2006).

Several major modern viral lineages (defined by their MCPs) thus clearly descend
from viruses that already infected LUCA and related cells or successfully infected
some of their descendants. The transition between ribocells and virocells has there-
fore already occurred at the time of LUCA, and the myriads of organisms (LUCA
and its contemporaries) that coexisted with LUCA at that time were most likely
infected by a plethora of viruses (Forterre and Krupovic 2012). This explains the
existence of very ancient viral hallmark proteins (sensu Koonin et al. 2006) whose
existence predated LUCA and which have no cellular counterpart in the present
cellular world. Many of these viral hallmark proteins have been in fact lost forever,
those that were encoded by viruses that failed to infect LUCA and its descendants,
since the latter have wiped out from the biosphere all the other lineages of ribocells
that coexisted with LUCA (the LUCA bottleneck) (Forterre and Krupovic 2012).

Part of the genetic information unique to viral genomes has therefore a very
ancient origin. However, a lot of new information (new genes, new functions)
continued to emerge during the evolution of modern viral lineages (after LUCA)
during the replication/recombination of billion of billions of billion of...viral
genomes within virocell lineages. This is the reason why, as stated in the beginning
of this chapter “viral genomes represent the major source of genetic information in
the biosphere”. During more recent evolution, it is probable that new viral lineages
(not new in term of virion but in term of combination of virion and replicons)
emerged via the recombination of genes encoding structural virion proteins with
viral or plasmidic genes encoding various types of replicons. This would explain
for instance the origin of DNA viruses producing virions made of MCP normally
typical of RNA viruses (Krupovic et al. 2009; Diemer and Stedman 2012). In the
rest of this chapter, we will concentrate on the origin of the first (major) viral lineages,
those which originated before LUCA, i.e. the origin of the first viruses.

5 How Many Times Have Viruses Originated?

Virions exhibit a striking diversity of morphologies, structure and organization, sug-
gesting that mechanism for formation and production of virions emerged several
times independently. Structural analyses of MCPs have confirmed this prediction,
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since the MCPs whose structures have been solved can be already divided into several
families of proteins that are not homologous, i.e. that exhibit neither sequence nor
structural similarities (Bamford et al. 2005; Krupovic and Bamford 2011; Abrescia
et al. 2012). Viruses are therefore polyphyletic, implying a plural origin of viruses.
How many times virocells producing virions have originated? We cannot answer
this question with confidence, and probably never will be; firstly, because we do not
yet have the complete catalogue of virion structures in the modern virosphere,
secondly, because we will never know how many ancient viral lineages have com-
pletely disappeared from the surface of our planet (especially during the LUCA
bottleneck). However, it is possible to have at least some ideas about this question,
thanks to the rapid development of structural studies on viral particles during the
last decade.

In a recent review, Stuart, Bamford and colleagues have emphasized four major
ancient lineages of viruses with icosahedral capsids that probably predated LUCA,
one for ssSRNA viruses (Picorna-like), one for dSRNA viruses (BTV-like) and two
for double-stranded DNA viruses (PRD1-like and HK97-like) (Abrescia et al. 2012).
In addition, they mentioned several families of viruses whose MCP structures have
not been solved or are difficult to classify. This is the case for viruses producing
enveloped virions and pleomorphic virions resembling cellular membrane vesicles
(MVs). It is already clear that these additional MCPs are not related to those of the
four major lineages described above and should correspond to additional major viral
lineage (thus independent inventions of virions).

Focusing on the 28 families of dSDNA viruses that are presently recognized by
the ICTV (URL: http://www.ictvonline.org), Krupovic and Bamford found that 20
families of dsDNA viruses can be grouped into 5 major independent lineages, based
on MCP structures, whereas 8 viral families remained unresolved (Krupovic and
Bamford 2011). In addition to the PRD1-like and HK97-like, mentioned above, two
viral families of icosahedral DNA viruses have MCP containing the jelly roll fold
also present in the MCPs of icosahedral RNA viruses (Picorna-like lineage), whereas
two families of archaeal dsDNA viruses, Rudiviridae and Lipothrixviridae, can be
grouped into a single order, Ligamenavirales, considering structural similarities of
their MCPs (Goulet et al. 2009; Prangishvili and Krupovic 2012). Finally, the MCP
of the lemon-shaped Acidianus two-tailed virus (Amullaviridae) displays a unique
four helix-bundle fold not found in any other known viruses (Krupovic and Bamford
2011; Goulet et al. 2010). In summary, one can define now six major lineages of
viruses based on the structure of their MCPs, two corresponding to viruses infecting
members of the three domains, two corresponding to viruses common to domains
Bacteria and Eukaryotes, and two specific to Archaea.

These observations raise several questions. Firstly, although the emergence of
virions has not been a unique event, but a relatively rare one, providing order to
the viral universe (Krupovic and Bamford 2010; Abrescia et al. 2012), why is it
possible to reduce the incredible number of different viruses observed in nature to a
rather limited number of lineages? Three lineages, those characterized by MCPs
with the double jelly roll, HK97-like and BT V-like fold apparently originated, and
possibly already diversified, before LUCA. It is also very likely that modern RNA
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viruses predated LUCA (although in the traditional prokaryote/eukaryote paradigm,
bacterial RNA viruses are often considered to be the ancestors of eukaryotic RNA
viruses, see Koonin et al. 2006). What about the others? Did they originate within a
particular domain or does their present restricted distribution reflect a sampling
bias? It would be very important indeed to know if viruses only originated before
LUCA or if new major viral lineages could have also appeared later on. In the first
case, one could imagine that the invention of virions (as a vehicle to transport replicons)
was easier in the framework of ancient cells than with modern cells.

6 The Origin of Viral Replicons

Although MCPs and structural components of virions can be considered as the hall-
mark of viruses (virus self sensu Bamford 2003), viruses are also characterized by
unique replicons (made of either RNA or DNA, single or double-stranded, linear or
circular, monopartite or segmented) carrying mostly unique viral information,
together with a limited amount of information (usually from O to 10%) derived from
their cellular hosts. Beside genes encoding structural proteins, these replicons usu-
ally encode at least one replication protein (i.e. an RNA-dependent RNA replicase
in RNA viruses, or a replication initiation protein in small DNA viruses), often
more, sometimes a complete replication apparatus in the case of viruses with large
DNA genomes.

Notably, the replication proteins encoded by both RNA and DNA viruses are very
different from their cellular functional analogues. Some of them are homologues to
their cellular counterpart, but very divergent (for the cases of DNA polymerases and
DNA topoisomerases, see Filée et al. 2002; Forterre and Gadelle 2009), others are
not even homologues to their cellular counterpart (viral hallmark proteins, sensu
Koonin) such as T7 RNA polymerases, Rep protein for the initiation of rolling circle
replication or superfamily III helicases (Forterre 2005; Koonin et al. 2006). Some
of these viral specific proteins are encoded by viruses with different MCPs and
infecting cells from different domains of life, suggesting that they originated before
LUCA. For instance, DNA polymerases that use a protein as primer (forming a
subfamily of the B type DNA polymerases) are encoded by eukaryotic (e.g.
Adenoviridae), bacterial (podoviruses of the subfamily Picovirinae, e.g., phi29) and
archaeal (Ampullarviridae) viruses. These polymerases are very divergent from
one domain to the other, indicating that their universal distribution cannot be
explained by lateral gene transfers (LGT). The fact that both MCPs and viral specific
replication proteins might have predated LUCA is probably significant, confirming
that formation of the first bona fide viruses indeed occurred in the second age of
the RNA world.

The first viral replicons (RNA-based) might have been derived from the genomes
of ancestral RNA-cells, and/or later on from ancestral DNA cells. Alternatively, the
first “viral” replicons could have emerged in the context of capsid-less parasitic
replicons, e.g., infectious ancestral RNA plasmids-like molecules. It is likely that
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modules for virion formation and genome replication have first emerged and evolved
independently from each other. Only once both modules have achieved certain
degree of sophistication their association would provide a mutual selective advantage.
Otherwise, an inefficient capsid gene would be a burden to the replicon as much as
inefficient replicase would be a useless cargo for packaging into the virion.

The second age of the RNA world was a time when RNA cells were infected by
RNA viruses and derived elements such as RNA satellites, virusoids and viroids.
We would speculate that the modern world of RNA viruses only represents a minute
fraction in terms of diversity of the ancient viral RNA world. Whereas all RNA-
based cells disappeared after the RNA to DNA genome transition, a few lineages of
RNA viruses survived the LUCA bottleneck. Their present simplicity and efficiency
suggest that modern RNA viruses might be the descendants of the most abundant
and efficient RNA viruses that already existed during these ancient times. However,
Archaea and most Bacteria seem to have been able to become free of all of them,
with few exceptions. In contrast, eukaryotes are still under the fire of many diverse
groups of RNA viruses or viruses with life cycles mixing RNA and DNA. This can
be viewed as an argument in favour of a direct evolutionary link between the molecular
biology of LUCA and those of modern eukaryotes (Jeffares et al. 1998; Forterre and
Krupovic 2012).

In the framework of the scenario proposed here, two hypotheses can be proposed
for the origin of viral specific DNA replication proteins associated with these viral
DNA replicons: either these proteins are the relics of ancient DNA replication
machineries of very ancient DNA-based ribocell lineages that have been eliminated
by the descendants of LUCA (Forterre 1992) or they originated directly in ancient
DNA virus lineages after the transition from RNA to DNA viruses (Forterre 2002).
The second scenario is in agreement with the idea that DNA first emerged in the
viral world (Forterre 2002). In that hypothesis, the enzymes involved in the RNA to
DNA transition (ribonucleotide reductases, thymidylate synthases, reverse tran-
scriptases and RNA-dependent DNA polymerases) first originated (or were
recruited) in viral genomes and DNA first appeared in a virocell (or ribovirocell).
This produced a selective advantage for DNA viruses by protecting their genomes
from cellular mechanisms targeting viral RNA genomes (Forterre 2002) and by
producing virions with a more stable genetic material, a clear advantage during
periods of harsh storage. A major argument in favour of the viral origin of DNA and
DNA replication mechanisms is that genome structure and replication machineries
are much more diverse in the viral world than in the cellular world, suggesting an
“out of virus” scenario for DNA and associated mechanisms, with cellular replica-
tion proteins being just a subset of the primordial diversity that emerged in the
ancient virosphere.

Another possibility is that both hypotheses contain some truth, i.e. several fami-
lies of viral specific DNA replication proteins directly originated in ancient virocells,
whereas others derived more recently from extinct lineages of DNA-based ribocells.
For instance, it has been suggested that “Megavirales” (formerly Nucleocytoplasmic
Large DNA Viruses, NCLDV, see Colson et al. 2012) originated by regression from
an extinct fourth domain of cellular life or a proto-eukaryotic cell, because their
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DNA replication proteins are related to, but very divergent from their eukaryotic
counterparts (Colson et al. 2012; Legendre et al. 2012). However, there is a major
problem with this hypothesis: how these ancient cells found a giant capsid to package
their genomes? The only solution would be to claim that their capsids (containing the
double-jelly roll fold) derived from the envelope of their cellular parents, and that all
modern viruses with this type of capsid (and virion organization) originated (well
before LUCA) from “Megavirales”. This seems unlikely and can be considered as a
remnant of the paradigm confusing viruses and virions, since in that hypothesis, the
ancestral cell of the putative fourth domain, or proto-eukaryotic cell, became a virion
and not a virocell producing virions. It appears more likely that the giant virions of
the “Megavirales” are derived in fine from a much smaller virion produced (very long
time ago) by the common ancestor of all modern viruses with PRD1-like MCPs.

7 How Virions and Nucleic Acid Packaging
Mechanisms Originated?

Several modern viruses, especially those with ssSRNA and ssDNA genomes, pro-
duce rather simple virions; some are helical nucleoprotein structures formed by the
polymerization of one protein along the nucleic acid (e.g., Virgaviridae), in others
nucleic acids are packaged into simple icosahedral capsids made of a single protein
(e.g., Nanoviridae, Circoviridae), yet others are formed from simple membrane vesicles
containing the viral genome (e.g., “Pleolipoviridae”) (Fig. 1). These simple structures
probably reflect the type of virions that emerged first, even if some of the actual
virions that we see today with these simple architectures might have also evolved
secondarily by reduction from more complex ones. In these cases, it is very clear
that these virions could not have originated from any kind of cells but were first
produced by ancestral ribocells.

Clues about the formation of these simple virions can be found in some analo-
gies between these virions and cellular structures. Eukaryotic chromosomes, for
instance—also presently quite complex—can be viewed as analogues of helical
nucleocapsids. Indeed, viral proteins involved in the formation of nucleoprotein
complexes somewhat remind eukaryotic or archaeal histones (Goulet et al. 2009).
The nucleocapsid proteins of RNA viruses might thus have originated from the
RNA-binding proteins that were involved in the architecture of RNA chromosomes
or mRNA in ancient ribocells. Icosahedral capsids are superficially reminiscent of
icosahedral micro-compartments observed in some bacteria, such as carboxysomes
that are responsible for concentration of enzymes and performing metabolic
reactions (Yeates et al. 2008). It is possible that modern carboxysomes evolved
from viral capsids recruited by bacteria. (It should be noted, however, that the fold
of the major carboxisome-forming protein has no structural relatives in the contem-
porary viral world). On the other hand, it is also possible that the first icosahedral
micro-compartments originated in RNA-based cells and were recruited by RNA
replicons to form the first icosahedral viral particles.
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RNA-based cell

Fig. 1 The ancient escape hypothesis. This drawing illustrates the origin of different viral lineages
in an ancestral RNA-based cell. This ancestral ribovirocell contains ribosomes that produce archi-
tectural proteins sufficiently elaborated to organize RNA chromosomes (pink rods), to stabilize
membrane vesicles (pink circles) and to produce micro-compartments (green icosaedres). These
structures were recruited by RNA chromosomes (either single or double stranded) to form virions.
In some cases (virocells) virion production involves cell lysis, whereas in others (ribovirocells) the
cell continue to divide, despite production of virions. Different mechanisms probably originated in
different lineages of ribocells but are combined here for simplicity

Particularly intriguing is the overall similarity between membrane vesicles
(MVs) and enveloped viruses. Various types of MVs are produced by cells belonging
to the three domains of life (Kulp and Kuehn 2010; Gyorgy et al. 2011; Soler et al.
2008; Ellen et al. 2009). In bacteria MVs were most extensively studied in
Proteobacteria where they are formed by budding from the outer membrane (Kulp
and Kuehn 2010). In contrast, the archaeal and eukaryotic MVs are produced by
budding of the cytoplasmic or intracellular membranes (Gyorgy et al. 2011; Gaudin
etal. 2012). These observations suggest that production of MVs is an ancient process
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that probably predated LUCA. Modern archaeal M Vs can fuse with recipient cells
and transfer nucleic acids from cells to cells (Gaudin et al. 2012), presenting a vivid
parallel to the entry process of enveloped viruses. The ubiquity of MVs suggests
that similar structures were already produced at the time of LUCA and possibly
already by RNA-based cells in the second age of the RNA world. It is thus tempting
to suggest that modern virions resembling M Vs originated from ancient MVs that
acquired the ability to specifically incorporate and transport RNA replicons.

Interestingly, a possible evolutionary relationship between certain eukaryotic
MVs (exosomes) and Retroviridae has already been proposed, based on similarities
in their structure and mechanisms of biogenesis (for review, see Meckes and Raab-
Traub 2011 and references therein). In Archaea and Bacteria, some DNA viruses
(“Pleolipoviridae” and Plasmaviridae, respectively) also produce virions resembling
MVs. The virions of “Pleolipoviridae” contain two major structural proteins embed-
ded into a vesicle consisting of lipids, which are nonselectively acquired from the
host cell membrane (Pietila et al. 2012).

Virion formation involves not only assembly of the capsid itself, but also specific
incorporation of the viral genome into this capsid. The relatively simple virion
design of sSRNA and ssDNA viruses is accompanied by genome packaging mecha-
nisms that demand much less molecular sophistication than those utilized by more
complex viruses with dsDNA genomes. ssSRNA and ssDNA genomes are typically
packed through a cooperative condensation of the capsid protein and the genome
(Speir and Johnson 2012). (A few exceptions to this general rule are known, how-
ever. For example, Microviridae package their ssDNA genomes into preformed
empty procapsids concomitantly with genome replication; Cherwa and Fane 2011).
Such condensation of nucleic acids, without the need for additional energy sources,
was probably also dominating in the ancient virosphere. A similar co-assembly
might also be operating in certain dsDNA viruses with small genomes (e.g.,
Papillomaviridae), but appears to be inefficient for larger dsDNA genomes, possibly
due to considerably longer persistence length (a measure of stiffness) of the dSDNA
when compared to that of single-stranded nucleic acids (50 versus 15-20 A; Speir
and Johnson 2012). Therefore, dsDNA viruses, especially those with larger genomes
and icosahedral capsids, have acquired/evolved several different dedicated machin-
eries (Burroughs et al. 2007) to pump their genomes into the capsids at the expense
of NTP hydrolysis. The presence homologous genome packaging enzymes in
viruses from all three domains of life suggests that this active mechanism of genome
translocation has already existed in the viral world before LUCA.

8 The Origin and Evolution of DNA Viruses

Notably, DNA viruses exhibit, in general, more complex virions than RNA viruses.
Although some DNA viruses (both with ss and dsDNA genomes) produce simple
virions (icosaedral or filamentous capsids, or vesicle-like pleomorphic virions), the
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most elaborated ones, such as those of “Megavirales” or Caudavirales (head and
tailed viruses), are typical of the viral double-stranded DNA world. There is some
correlation in DNA viruses between genome size and virion complexity, exemplified
by the extreme case of “Megavirales”, such as mimivirus, with a genome of 1.2 Mb.
This giant virus produces virions containing more than 100 proteins (Renesto et al.
2006), including four paralogous MCPs of the double-jelly roll type.

Complex virions made of several MCPs, several lipid envelopes, or else con-
structed from several independently assembled structures, such as head-and tailed
virions, probably emerged from simpler ones through evolutionary processes that
promote complexity, either during the arms race between ribocells and virocells
(Forterre and Prangishvili 2009a, b) and/or by constructive neutral evolution (Luke$
et al. 2011). A possible example of virion evolution from simple to complex has
been proposed for filamentous archaeal dSDNA viruses of the order “Ligamenvirales”
(Goulet et al. 2009). This order encompasses two families, Rudiviridae and
Lipotrixviridae (Prangishvili and Krupovic 2012). Although virions of Rudiviridae
and Lipotrixviridae appeared at first sight quite different (non-enveloped straight
rigid rods and enveloped flexible filaments, respectively) they share homologous
MCPs and a set of conserved genes that testify for a unique viral lineage (Goulet
etal. 2009). The Rudiviridae contain only one type of this MCP that forms a nucleo-
protein filament, whereas Lipotrixviridae contain two paralogues with distinct lipo-
philic properties, thereby allowing one of the MCPs to anchor the nucleoprotein to
an outer lipid envelope. This suggests that the unique MCP of an ancestral rudivirus
has been duplicated, and evolved so as to facilitate interactions with a hydrophobic
envelope, producing the more complex virion of the Lipothrixviridae (Goulet et al.
2009). However, one should note that reductive evolution should have also occurred
in the viral word; so that, once in place, complex virions might have secondarily
evolved into simpler ones. Generally speaking, the impression of a general trend
towards complexity would be the result of a random walk through complexity space
with a lower limit (in that case simpler capsids) but no higher limits, except those
dictated by the size of the host ribocell (for analogy, see the drunkard’s walk in
Stephen Jay Gould Full House book, Gould 1996).

In the viral origin of DNA (Forterre 2002), the first DNA viruses directly origi-
nated from the chemical modification of the genome of an RNA virus. Once the
enzymes involved in the RNA to DNA transition were present in the biosphere, this
might have happened several times independently for different RNA viruses. Later
on, when DNA plasmids were established in RNA and DNA ribocells, more DNA
viruses could have originated from the capture of MCP genes (from RNA or DNA
viruses) by DNA plasmids. The existence of modern DNA viruses producing virions
made of MCP normally typical of RNA viruses (Krupovic et al. 2009; Diemer and
Stedman 2012) indicates that such scenarios are reasonable and that recombination
between RNA and DNA viruses might have occurred even after LUCA. Similarly,
the fact that some “Pleolipoviridae” are dsDNA viruses, whereas others are ssDNA
viruses (Pietild et al. 2012; Roine et al. 2010) indicate that the transition between
ssDNA and dsDNA was an easy one and even occurred rather recently in the history
of viruses.
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9 What About Alternative Hypotheses?

Several authors disagree with the scenario proposed here, because they don’t believe
in the existence of bona fide cells with RNA genomes and still view the RNA world
as a world of free macromolecular complexes thriving in a mineral or prebiotic set-
ting (Martin and Koonin, 2005; Koonin et al. 2006; Jalasvuori and Bamford 2008;
Koonin 2009; Fliigel 2010). These authors propose new versions of the virus first
theory, suggesting a very late origin for bona fide cells. According to these scenar-
ios, viruses, still assimilated to virions, originated first as carriers of RNA genomes
between different niches occupied by different loose assemblages of macromolecu-
lar complexes (Koonin et al. 2006) or derived from proto-cells that were transformed
into virions after the appearance of modern cells (Jalasvuori and Bamford 2008;
Fliigel 2010).

It is sometimes being argued that RNA cannot be replicated faithfully and carry
enough information for all functions needed for a minimal cell (Martin and Koonin,
2005; Takeuchi et al. 2011). This is a critical question. In fact, there are many argu-
ments in favour of the existence of very ancient proto-cells and RNA based cells
(for reviews see for instance Chen et al. 2004; Poole and Logan 2005; Forterre
and Gribaldo 2007; Mansy and Szostak 2009; Schrum et al. 2010; Forterre and
Krupovic 2012 and references therein). We have no space here to discuss this ques-
tion. It appears to us impossible that macromolecular structures as complex as the
ribosome or else enzymes as sophisticated as ribonucleotide reductase (prerequisite
for the RNA to DNA transition) emerged in an acellular world (Forterre 2005).
In our opinion, biological complexity could have only originated through variation
and selection of individually stable entities containing an integrated network of
metabolically active macromolecular complexes and delimited by a lipid membrane
(cells or “proto-cells” for the most primitive ones). Importantly, this debate will be
possibly settled experimentally one day by synthetic biologists if they manage,
through genetic manipulation, to synthesize in vitro an efficient RNA-based cell.

10 Conclusion: A New Version of the Escape Hypothesis
and a Working Program

The idea that viruses originated by transformation of a ribocell into a ribovirocell
producing virions capable of infecting other ribocells, and later on into virocells
killing their host ribocells, is reminiscent of the escape hypothesis for the origin of
viruses, since in fine, the first viral genes (those packaged in the virion) were
obtained from a ribocell. However, whereas in the classical version of the escape
hypothesis, these ribocells are confused with modern cells (prokaryotes or eukaryotes),
it seems now clear (at least for us and a bunch of other scientists) that these ribocells
were ancestral RNA-based cells that antedated LUCA. Furthermore, whereas in the
classical version of the escape hypothesis, the focus was on the viral genome, with
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the origin of virions being let aside, the “modern escape hypothesis” focuses on the
virion (the hallmark of a virus) and directly wonders about the origin of these unique
molecular machines.

It seems thus timely now to think seriously about the origin of viruses, because
we have a better idea of what viruses are and what is the timeline of their emergence.
The origin of viruses should not be confused with the origin of viral genomes per
se, the latter being in fact the history of replicons. To understand the origin of
viruses, one should focus on the origins of virions, or more precisely, on the origin
of the mechanisms of virion production by virocells (how they are formed, excreted
from the cell, and how they can enter into new cells to put their genomic informa-
tion into a cellular context).

Importantly, this means that we can design a research program to study the origin
of viruses. Indeed, it is clear that the more we will learn about the structure of virions,
the mechanisms of genome packaging and the mechanisms of entry and exit of
modern virions, the better we will be able to conceive, by analogy, how these mech-
anisms might have appeared in the second age of the RNA world, i.e. how virocells
emerged from ribocells.

The study of RNA viruses appears especially important in understanding the
very first steps of viral origin (even if modern RNA viruses are not necessarily
ancient). However, the study of all viruses will be essential to reconstitute the history
of the evolution of virions from simple to (sometimes) very elaborate ones. A major
part of this research program should be therefore devoted to the discovery and the
detailed characterization of new viruses (beyond metagenomics). Indeed, we should
not forget that we only know a minute fraction of the viral world (the most abundant
viruses, human pathogens, model organisms or organisms of commercial interest).
It is possible that some decisive clues about the origin of the ribocell/virocell transi-
tions are still present today but hidden before our eyes in the immense world of
unknown viruses. Considering the importance of viruses in the history of life as well
as in the modern biosphere (Ryan 2009; Forterre and Prangishvili 2009b; Briissow
2009; Rohwer and Youle 2011; Villarreal and Witzany 2010), exploration of the viral
world should clearly be a priority in scientific research for the twenty-first century.
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Scratching the Surface of Biology’s
Dark Matter

Merry Youle, Matthew Haynes, and Forest Rohwer

Abstract Viruses are regarded as peripheral oddities in most ecological and evolu-
tionary theory, as well as in the supporting field and laboratory work. This is a major
mistake. After all, there are more of them, they reproduce more quickly, they evolve
more rapidly, and they are part of every biome. Viruses, the most diverse biological
entities on the planet, are also the least characterized in terms of their genetic, taxo-
nomic, and functional diversity. They are the dark matter of the biological universe.
In this chapter, we begin by counting viruses, then we estimate their diversity. With
their vast numbers, great diversity, and rapid rates of mutation and recombination,
viruses are exploring sequence space at a phenomenal rate. They exchange genes
among themselves and with their hosts; they move genes globally from biome to
biome. Everything viral is in rapid evolutionary and ecological movement, and this
movement reverberates throughout the biosphere.

1 Introduction

Any fundamental organizing principle of biology, be it ecological or evolutionary,
must be able to explain viruses. There are more of them and they are more diverse
than any other biological group. In the following review, we begin by estimating
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the number of viruses on the planet and their production rates. Then we explore
their diversity and the evidence demonstrating that viruses move DNA between
environments, while simultaneously exchanging genes among themselves. In even
markedly diverse biomes, the same pool of genes are being shuffled around by
viruses. Of particular interest, viruses carry specialization genes specific to each
environment, acquired from their hosts and with which they manipulate the infected
system in biologically interesting ways. From these observations, we conclude that
viral evolutionary and ecological dynamics are very rapid and generate an infinite
variety of ever-changing forms.

Despite their nonergodic behavior, higher-level patterns of viral biology persist.
Even with all the reshuffling, the basic genomic scaffolds that distinguish a viral
family persist through time and space. For instance, a marine cyanophage is evolu-
tionarily similar to the coliphage T3 found in the human oropharynx (Sullivan et al.
2005; Willner et al. 2011a), the only significant difference being the acquisition by
the cyanophage of genes for keeping host photosynthesis going during infection.
We hypothesize that much of the observed viral diversity is due to the relatively
faster search of sequence space within the virosphere and the continual coming and
going of short-lived variants spawned by the rapid arms race with their hosts (i.e.,
Red Queen/Lotka-Volterra). This connection between the ecology of phage predation
and the maintenance of evolutionary diversity of both predator and host has been
formalized in a constant diversity model (Rodriguez-Brito et al. 2010; Rodriguez-
Valera et al. 2009).

2  Counting Viruses

2.1 How Many Viruses?

Free viral-like particles (VLPs) are the most common nucleic acid-containing
particles in the biosphere. These particles are most probably virions produced as
millions of tons of Archaea and Bacteria (a.k.a. the microbes, the prokaryotes,
etc.) are blown up each second. For the rest of this chapter, we are going to assume
that these VLPs are viruses and call them that. However, it is possible that many
are something else, gene transfer agents (GTAs), for instance (Biers et al. 2008;
Lang and Beatty 2007). Typically, there are 10 VLPs for each microbial cell
observed using direct microscopy methods. Given that the global microbial com-
munity contains an estimated 4-6x 10% cells (Whitman et al. 1998), a conservative
estimate of global viral abundance is 10%'.

It is not only that there is an astronomical number of viruses, but their evolutionary
tempo is prestissimo. Environmental viruses, mostly phages, are relatively unstable
and degrade rapidly; half-lives range from hours to weeks. To maintain a steady
population of 10*! VLPs, at least 10> viruses must launch a successful host infection
each second, assuming that each infection yields 25 progeny. The ecological conse-
quences of this microbial mortality alters the global carbon, phosphate, sulfur, and
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nitrogen cycles. The evolutionary opportunities are many. At least 2.5x 10% viral
genomes are replicating every second; replication errors produce at least one muta-
tionin every 1,000 viral genomes. This means that the viruses are exploring sequence
space at the rate of 2.5x10? mutations each second. With numbers like this,
extremely improbable events are relatively common. It is in the virosphere that
evolution is most rapid.

2.2 The Culturing Perspective

Most viral isolates are very selective in their host range. Those that infect microbes
often infect only one microbial species or even just one particular strain. Those that
infect multicellular organisms typically display tissue tropism, often targeting
primarily one particular tissue type. Nevertheless it is relatively easy to identify
multiple viruses capable of infecting most culturable microbes or tissue types. These
observations suggest that there are probably ten or more different viral ‘species’ for
each cellular lineage. For a first approximation, let’s consider only the viruses that
infect the microbial majority. No one really knows, but probably there are on the
order of six million free-living microbial species on the planet. In addition, each of
the approximately four million multicellular species likely possesses at least one
unique microbial symbiont—a very conservative estimate since the number is prob-
ably closer to 100. This brings the global total for microbial species to at least ten
million. Assuming that ten different viruses infect each microbial species leads to a
conservative estimate of 100 million viral ‘species’ (Rohwer 2003).

This initial estimate does not include the many millions of eukaryotic viruses,
viruses that we know must be extremely diverse given tissue tropisms in addition to
host specificity. So far, metagenomic studies of the viruses associated with multicel-
lular organisms have found between tens and hundreds of unique eukaryotic viruses
accompanying each plant or animal species examined. There are literally thousands
of different viruses known to infect humans, the best studied model system in this
case. Notably, most eukaryote diversity resides within the unicellular species, many
of which are yet to be identified. Probably each of these species has multiple types
of viral associates. We know this to be true for a number of phytoplankton groups in
the ocean (Wilson et al. 2009). Unquestionably, we have barely begun to explore the
diversity of the viruses associated with specific eukaryote hosts (Table 1).

2.3 Molecular Surveillance

How diverse are the viruses in the soil, in lakes and oceans, in our gut? Until recently,
environmental viral diversity was difficult to assess experimentally. Standard methods
required culturing viral hosts, either microbes or eukaryote cell lines, and then
performing plaque assays. Although this approach could discover at least one, and
often several, viruses that infect any culturable microbial host, these findings were
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Table 1 Predicted diversity of cellular and viral species

Predicted viral

Taxonomic group Known species Predicted species® species® Source
Bacteria 10,000 >107 >108 Rohwer (2003) and
Sogin et al. (2006)
Archaea 10,000 >107 >108 TUCN (2011)
Eukarya 1.74x 10° 1.5%107 108 TUCN (2011)
Animalia 1.37x 10° 1.2x 107 108 TUCN (2011)
Vertebrates 65,000 100,000 10° IUCN (2011)
Invertebrates  1.3x10° 1.2x107 108 Chapman (2009)
Arthropoda  1.1x10° 1.1x 107 108 TUCN (2011)
Insecta 950,000 9% 10° 108 May (1988)
Plantae 250,000 500,000 10° Chapman (2009)
Fungi 75,000 1.5x10° 107 Hawksworth (2001)
Protista 50,000 100,000 10° IUCN (2011)

*A significant fraction of archaeal and bacterial species are yet to be discovered; the eukaryotic
species count will remain dominated by members of class Insecta

°All cellular organisms were assumed to be subject to infection by an average of 10 unique viral
genotypes

woefully incomplete. The vast majority of microbial hosts are still not easily grown
in culture. Even when a host can be cultured, the conditions may not support propa-
gation of all the viruses that feed on it.

The viruses themselves present another hurdle: they lack a universal gene
(Rohwer and Edwards 2002) such as the ribosomal RNA genes so useful for studies
of microbial diversity. Some genes, however, are conserved within particular taxo-
nomic groups, as evidenced in the sequenced genomes of viral isolates. Their
sequences are similar enough at the nucleotide level that PCR primers can be
designed and used to recover them from environmental samples. Such ‘signature’
genes have been used to explore the diversity within known viral groups in environ-
mental samples as well as among cultured isolates.

The rapid pace of viral evolution restricts each signature gene to a group of
relatively closely-related, i.e., recently diverged, viruses. Despite this limitation,
signature genes have revealed unexpected diversity within ‘known’ viral groups.
The capsid portal protein, g20, is conserved among a group of myophages that
infects cyanobacteria, including the abundant Synechococcus spp. found in marine
and freshwater environments. A global survey found g20 sequences in aquatic
environments from the Arctic to the Southern Ocean, at temperatures ranging
from below 0 to 26.8°C, in freshwater as well as the oceans (Short and Suttle
2005). All cultured members of this group cluster close together in phylogenetic
trees built from the sequences of their g20 genes. In contrast, of 54 environmental
sequences, 32 were not closely related to the known cultured phages. Findings
such as these demonstrate that the cultured isolates represent but a small fraction
of the total diversity in even ‘known’ groups.

Exploration of the full diversity of viruses in an environment and the discovery
of novel viral groups became possible early this century with the development of
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culture-independent, metagenomic methods. For this approach, the whole viral
community is purified from an environmental sample, typically by a combination of
filtration and cesium chloride density gradient centrifugation. The viral DNA is
extracted and shotgun sequenced to generate a library of sequenced DNA frag-
ments—a viral metagenome, or virome. Although the majority of the sequenced
reads often cannot be assigned to any known virus based on their similarity to known
sequences, these sequenced reads can nevertheless tell us much about the diversity
of the viruses in the sampled community.

Community diversity encompasses both richness (the number of different types)
and evenness (the relative abundance of those types). When analyzing virome reads,
one assumes that the occurrence of multiple reads with the same or overlapping
sequences means that the same genotype has been resampled. The more abundant a
particular virus is within the community, the more likely it will be resampled. The
relative abundances of the viruses in the community are then modeled based on this
metagenomic data using a modified version of the Lander-Waterman algorithm
(Breitbart et al. 2002). For other analyses, the reads in a virome are assembled in
silico. The number of contigs formed containing one, two, three, or more overlap-
ping reads reflects the structure of the community, both the richness and evenness
(Angly et al. 2005). On this basis one can predict the total number of viral genotypes
present and their relative abundances (Table 2).

When this type of analysis was applied to viromes sampled from various
biomes, it showed that different environments possess distinct viral community
structures. Human feces, for example, contain ~1,000 viral genotypes, whereas viral
communities in seawater are more diverse with ~5,000 genotypes (Breitbart et al.
2002, 2003). In both of these environments, the dominant genotype accounted for
at least 1% of the total population. In contrast, sampled near-shore marine sedi-
ment was exceedingly diverse, hosting between 10,000 and one million viral gen-
otypes, with the most abundant one being less than 0.01% of the community
(Breitbart et al. 2004a).

3 Global Viral Diversity

3.1 Is the Whole Less Than the Sum of Its Parts?

A number of studies have tallied the richness of the viral communities in many different
environments. To estimate the total number of viral genotypes on Earth, simply adding
up the estimates by environment predicts that global diversity exceeds 100 million viral
genotypes. However, if the same viral types are sometimes found in different environ-
ments, then global diversity would be less than their sum—that is, high local diversity
but relatively constrained diversity on the global scale.

In support of the first scenario (i.e., unique viruses for each environment), metage-
nomic studies show that some microbial groups and their viral predators are associated
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Table 2 Viral richness in diverse biomes

Biome Viral genotypes Source
Marine
Nearshore 3,318 Two locations (Breitbart et al. 2002)
7,114
Coastal, RNA viruses few PHACCS failed due to few
abundant genotypes (Culley
et al. 2000)
Arctic 532 Angly et al. (2006)
BBC 129,000 Angly et al. (2006)
GOM 15,400 Angly et al. (2006)
SAR 5,140 Angly et al. (2006)
Estuarine
Chesapeake Bay 5,760 Bench et al. (2007)
Freshwater
Antarctic lake 5,130-9,730 Lépez-Bueno et al. (2009)
Lake, North America 253-787 Lépez-Bueno et al. (2009)
Soil and sediment
Soil, desert 1x10° Fierer et al. (2007)
Soil, prairie 4x10* Fierer et al. (2007)
Soil, rainforest >10°0 Fierer et al. (2007)
Marine sediment 10107 Breitbart et al. (2004a)
Metazoan-associated
Fecal, human adult 1,200 From contig spectrum (Breitbart
162 et al. 2003), by Chaol (Breitbart
et al. 2003)
Fecal, human 35-346 Reyes et al. (2010)
Fecal, human infant (1 week) 8 Breitbart et al. (2008)
Fecal, equine 233 Cann et al. (2005)
Human airway 175 Willner et al. (2009a)
Human late-stage cystic 3-10% Willner et al. (2011b)
fibrosis lung
Extreme environments
Hot springs 1,310-1,440 At 95% identity (Schoenfeld et al.
2008)
283-548 At 50% identity (Schoenfeld et al.
2008)

with particular environments. For example, comparisons of four oceanic regions found
that phages infecting Prochlorococcus spp. dominated the community in the Sargasso
Sea, while @SIO1 that infects the coastally-abundant Roseobacter clade was more
abundant in other regions (Angly et al. 2006). Similarly in four different aquatic envi-
ronments, spanning freshwater to hypersaline, specific viruses were associated with
each salinity. Also, unique environments like stromatolites and hot springs have viruses
not found in others. These and other studies suggest that each environment harbors
unique viruses.
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3.2 Viral Migrations and Peripatetic Genes

There is also support for the alternative scenario, i.e., that viruses are moving
between environments. Global movement of viruses or virally-encoded genes is
indicated by three main observations: (1) ‘Hunts’ for a specific virus and/or virally-
encoded gene find that some are relatively common all over the world; (2) Modeling
of viromic data suggests that while local diversity is extraordinarily high, global
diversity is relatively constrained; (3) Experiments suggest that viruses relocated to
a different environment can find suitable hosts.

3.2.1 Evidence #1: Different Environments, Same Genes

Some identical viral sequences are extremely widespread in the environment.
Evidence comes from studies of T7-like Podophages, a phage group that is both
common and diverse (Breitbart et al. 2004b). Its members encode a DNA poly-
merase that is sufficiently conserved to serve as their signature gene. These studies
were conceived to characterize the diversity of T7-like podophages. To that end,
samples were collected from diverse environments around the world, including
marine, freshwater, sediment, terrestrial, hypersaline lakes, hot springs, and meta-
zoan-associated. When the T7-like DNA polymerase genes in these samples were
amplified by PCR and the PCR products sequenced, far greater diversity was seen
than was previously known from cultured T7-like isolates (as also was the case for
the g20 gene discussed in Sect. 2.3). Specifically, 28 polymerase sequences that
were present in most environments formed a distinct clade that was only distantly
related to the cultured isolates. These PUP sequences (Polymerases from Uncultured
Podophage) greatly expanded the known diversity of this group. But there was a
striking and unexpected result: some identical sequences were found in different
samples. This meant that either the same sequence had moved from region to region,
or that somehow the processed samples were contaminated.

To rule out contamination, a second set of PCR primers was designed to
specifically amplify two of the PUP sequences that were named HECTOR and
PARIS. Using these primers, essentially identical copies of both sequences were
recovered from diverse environments including the major biomes, extreme environ-
ments, and metazoan-associated samples. On average, these two DNA polymerase
sequences were present in one out of every 10° phage particles examined. Assuming
the samples are somewhat representative of their respective biomes, there are 10?
copies of these phage sequences on the planet. This is equivalent to ~6 metric tons
of each sequence. Even if the estimates are off by a factor of 10, it is apparent that
these sequences are extremely common.

The HECTOR sequences found in the different environments were usually exactly
identical and never differed by more than 3 bp over the 533 bp amplified region.
Knowing this tells us something significant about their recent evolutionary history. In
the oceans, the average burst size for a lytic phage infection is ~25 progeny phages and
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the average half-life for these phages is ~48 h. Therefore, the phages released from
one lysed host have approximately 10 days (i.e., five half-lives) to find and produc-
tively infect their next host. To survive in any environment where the phage produc-
tion and decay rates are similar to these in the ocean, a phage needs to complete ~36
generations per year. The mutation rate for dsSDNA phage genomes is 107 to 1078
changes per bp per generation. On this basis, we would expect 5.3 x 10 changes per
generation in the 533 bp HECTOR fragment. Turning that around, on average
approximately 1.9 x 10* generations would have passed for every observed bp change.
Given 36 generations per year, each bp change represents approximately 524 years.
The most divergent HECTOR sequences characterized in this study (three changed
bps) have been separated for only ~1,600 years, suggesting that this phage sequence
has moved between environments within very recent evolutionary time.

Further, these results are evidence that hosts for both the HECTOR-encoding
phages and the PARIS-encoding phages must be present in all of these same envi-
ronments. Given typical decay rates and burst sizes for phages in natural environ-
ments and the detection limit of our PCR (approximately ten copies), the phages
encoding these sequences must have been produced recently, i.e., within the past
month, in each environment from which they were recovered.

Parallel work by Curtis Suttle’s group also found that some identical sequences
are extremely widespread in the environment (Short and Suttle 2005). They, too,
were using a signature gene to study viral diversity in varied environments, in their
case the cyanophage portal protein gene g20. Their global environmental hunt for
220 sequences not only found previously unknown diversity (Sect. 2.3), but also
unexpected identity. Sequences that were >99% identical at the nucleotide level
were recovered from environments that differed substantially in temperature, salinity,
and location. Identical sequences were recovered from the Gulf of Mexico, an Arctic
cyanobacterial mat, Lake Constance, and the Southern Ocean. Does this mean that
similar hosts and cyanophages are found in marine and freshwater environments
and from pole to pole? Possibly. Or perhaps the g20 gene has been exchanged
between phages that infect different host groups. Some copies might have been
transferred to the genomes of non-cyanophages, thus explaining their recovery from
Arctic locations that lack sufficient cyanobacteria to support survival of lytic cyano-
phages. Alternatively, it could be that our assessment of cyanophage host specificity,
based on cultured isolates, is incorrect, and their actual host range could be wide.

Clearly, the widespread occurrence of nearly identical sequences across the
planet requires an explanation.

3.2.2 Evidence #2: Comparing Viromes

Modeling of metagenomic data from individual viromes provided estimates of the
number of viral genotypes present in various environments and their relative abun-
dances (Sect. 2.3). This approach showed that local viral diversity is extraordinarily
high. Another modeling method was subsequently developed to compare the viral
communities in different environments (Angly et al. 2005). In this case, the reads
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from two environments are assembled together in silico. When those from one
region co-assemble into contigs together with those from another (i.e., form “cross-
contigs”), it suggests that the same sequences are present in both. Modeling of the
observed cross-contigs can yield the proportion of genotypes shared by the two viral
communities as well as compare their relative abundances. It is not necessary to be
able to assign the reads to specific viruses.

This approach was used when comparing four oceanic regions: the Gulf of
Mexico, the Sargasso Sea, coastal waters of British Columbia, and the Arctic Ocean
(Angly et al. 2006). Although only 4-13% of the viral reads could be assigned to
known viruses, these demonstrated that some known phages were shared between
regions. While 84 phages were specific to one region, 102 were found in several
regions, and 45 were present in all four, thus suggesting that some of the known
minority were quite cosmopolitan. When comparing the virome from any region
against that from another, modeling indicated that the vast majority of the viruses
present were shared between the two communities but the relative ranks of the most
abundant third were reshuffled. Also, the genetic difference between viromes corre-
lated with the geographical distance between the two communities. Nevertheless,
even communities halfway around the globe from each other would still show a rela-
tively large overlap. Overall, several patterns emerged. Many viruses are widespread
but the communities show regional differences, thus indicating some constraints on
viral movement. For viral genotypes that are shared between regions, their relative
abundances can be reshuffled—supporting the idea that everything is everywhere,
but the environment selects (Baas Becking 1934; De Wit and Bouvier 2006).

3.2.3 Evidence #3: Switching Biomes

Can phages jump from one biome to another? Bacterial communities differ markedly
between biomes, many species being restricted to specific environmental conditions.
Based on studies of cultured isolates, phages also appear to be specialized, able to
infect only a single bacterial species or sometimes only a single strain. On this basis,
we would expect a phage to survive only in the specific environment where its host
is present. Yet there is evidence that phages, or at least phage-encoded genes, can
travel between environments.

In order for phages to jump between biomes, both communities must provide
sufficient hosts, e.g., a minimum host density of ~10* ml™' in aquatic systems
(Wiggins and Alexander 1985). Is this possible, given that the most abundant micro-
bial species differ between environments (Willner et al. 2009a, b)? This possibility
was tested directly. Viral communities were collected from marine sediment, lake
water, and soil, then the viruses were mixed with microbes from marine environments.
The viruses from all three biomes were able to propagate on microbes from a fourth
biome (Sano et al. 2004). This demonstrated that at least some phages from one
biome can find sufficient hosts in an entirely different one. Likely the diverse phage
present collectively have a broader host range than that expected from lab studies of
cultured isolates.
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3.3 Reprise

So, is global viral diversity less than the sum of its parts? Specifically, is the number
of viral genotypes on Earth less than the sum of the number of genotypes in each of
the major biomes? Taken together, current evidence says yes. Although viral diversity
in specific biomes is indeed extremely high, many of these phage genotypes are not
limited to a single environment or a single region. Many of the same phages are indeed
everywhere. As they move about globally, from biome to biome, they move DNA
between environments. Simultaneously, virally-encoded genes are moving from virus
to virus (Casas et al. 2006). Viruses are vital evolutionary agents on a global scale.

4 The Unexplored Viral Universe

How many genes do 103! viruses encode? Most viruses are phages. The average
genome size observed for marine phages is 50 kbp (Steward et al. 2000), large
enough to contain about 50 protein coding genes (open reading frames, or ORFs).
Based on this, we estimate that at any point in time there are some 5x 10°> ORFs
encoded in viral genomes. For comparison, the human genome contains 30-38,000
ORFs and each of us contains ~4x 10% cells (excluding our microbial and viral
associates). Do the math and you find that humans contribute a total of ~10%® ORFS
to the biosphere, far less than the viruses. The Bacteria are the winners here, even
though outnumbered by their phages, because their genomes are significantly larger,
averaging a few thousand genes. Thus 10* Bacteria contribute ~3 x 10°* ORFs.

Although there are more bacterial ORFs, we have already identified most of
them. Typically more than 85% of the ORFs in sequenced bacterial genomes are
similar to known genes. In contrast, most ORFs in cultured phages are novel. The
same pattern applies to environmental metagenomes. In microbial metagenomes
from numerous environments, more than 85% of the sequences are known. In contrast,
in viromes from the same environments the majority of the sequences are unrelated
to any known sequences, i.e., they do not match any genomic or environmental
sequences in GenBank (Benson et al. 2011) using tBLASTx with a 0.001 E value
cutoff (Table 3).

Furthermore, there are several reasons to believe that most of the remaining
‘microbial” unknowns are actually viral in origin. About 10% of the DNA in the
‘microbial’ fractions from environmental samples is expected to be derived from
viruses that co-purify with the microbes. (Conversely, standard purification steps
that are used to collect the viral fraction yield viral samples that are essentially free
of contaminating microbial DNAs.) Also, a substantial part of the ‘dispensable’
DNA in microbial genomes (those sequences that are present in two or more, but not
all, strains within a species) (Medini et al. 2005) is actually proviruses. These
proviruses account for a significant portion of the differences between microbial
strains (Briissow and Hendrix 2002; Canchaya et al. 2003, 2004). Lastly, microbial
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Table 3 Viral dark matter in viromes from diverse biomes

Biome % Unknown Source
Marine
Off-shore & near-shore (Arctic, Sargasso, 87-96 Angly et al. (2006)
British Columbia, Gulf of Mexico)
Near-shore (San Diego, CA, USA) 70 Breitbart et al. (2002)
Chesapeake Bay 61 Bench et al. (2007)
Tampa Bay lysogens 934 McDaniel et al. (2008)
Northern Line Islands 76-97 Dinsdale et al. (2008b)
Other Aquatic
Hypersaline lake, Salton Sea 98.5 Dinsdale et al. (2008a)
Aquaculture pond 97-98 Dinsdale et al. (2008a)
Solar saltern system 80-99 Dinsdale et al. (2008a)
Reclaimed water 44-70 Rosario et al. (2009)
Soil and sediment
Soil: rice paddy 64-67 Kim et al. (2008)
Soil: desert, prairie, rainforest >50 Fierer et al. (2007)
Sediment: marine (San Diego, CA, USA) 75 Breitbart et al. (2004a)
Methane seep (Skan Bay) 98.7 Dinsdale et al. (2008a)
Metazoan-associated
Coral-associated (Porites compressa) 87-93 Dinsdale et al. (2008a)
Coral-associated (healthy & bleached) 41-56 Marhaver et al. (2008)
Mosquito-associated 48-80 Ngetal. (2011b)
Whitefly-associated <21 Ngetal. (2011a)
Fecal, human 81 Reyes et al. (2010)
Fecal, human infant (1 week) 66 Breitbart et al. (2008)
Fecal, equine 68 Cann et al. (2005)
Lung, human, late stage CF 36-88 Willner et al. (2011a, b)
Other
Microbialite 97.7-99.3 Desnues et al. (2008)
Hydrothermal vent 51-56 Williamson et al. (2008)
Hot spring 41-63 Schoenfeld et al. (2008)

genomes contain many ORFans—ORFs of unknown function that are found in only
that one particular genome and that have no known homologs. These ORFans likely
originated in the phage genomic pool (Daubin and Ochman 2004).

The higher percentage of ‘unknowns’ in viromes can not be dismissed as an
artifact of DNA amplification, short sequence reads, or other methodological distor-
tions. Although the percent unknown does decrease with increasing read length, for
any sequencing technology used there are always many more ‘unknowns’ in the
virome. It is common to be able to assemble very large contigs from virome reads
(>10 kb) that have no significant hits to any sequences in GenBank. Even though the
number of sequences in GenBank continues to increase, the percentage of
‘unknowns’ remains essentially unchanged. Vast regions of the viral universe are
yet to be discovered.
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One wonders what all those viral genes are encoding. Does their lack of sequence
similarity to known ORFs mean these are novel genes carrying out new biological
functions not previously seen in any organism? Perhaps, but not necessarily. Viral
genomes evolve so rapidly that sequence similarity between viruses is undetectable,
even at the amino acid level, except within closely related groups. Many of these
unknown ORFs might be in fact highly diverged homologs of known genes carrying
out known functions. For some, this indeed appears to be the case. New evidence for
this comes from comparative studies of the three-dimensional structure or ‘fold’ of
the proteins they encode. Even when the amino acid sequences have diverged
beyond recognition, the fold may still be conserved. Structural studies of viral-
encoded proteins enable us to see farther into their evolutionary past and can there-
fore reveal evolutionary relationships between more distantly-related viral groups.
This is of particular interest to those puzzling over the origin of viruses and their
possible roles in the early evolution of life. On the other hand, some of the many
unknown viral genes will undoubtedly be new genes encoding novel functions.
These genes are of particular interest.

5 The Explored Terrain

5.1 Genes for Structure and Replication

Some genes are essential for every virus to complete its life cycle and produce progeny
virions in any host. These include the genes required to replicate the viral genome
and package it within the capsid—DNA and/or RNA polymerases, primases, endo/
exonucleases, helicases, terminases, and portal proteins. The most conserved viral
genes are in this group. When working with either viromes or cultured viral genomes,
these conserved genes are the easiest ones to identify by sequence similarities to
known genes. This makes them useful as ‘signature genes’—poor substitutes for the
bacterial 16 S rRNA gene but the best we have. They can be used to build phyloge-
netic trees for groups of closely related viruses and to detect those viruses in diverse
environments. One such signature gene is the DNA polymerase of T7-like
podophages. Identifiable T7-like DNA polymerase sequences have been found in
every major biome investigated (see Sect. 3.2.1) and provide a window on the global
diversity of this phage group.

The structural proteins required for virion morphogenesis, including the capsid,
tail, and tail fiber proteins, account for approximately one-third of the ORFs in viral
genomes. They are of considerable taxonomic interest because traditional viral
classification is based on virion morphology (International Committee on the
Taxonomy of Viruses; http://www.ictvdb.org/). However, even viruses with shared
morphologies often lack recognizable sequence similarities among their capsid and
tail structural genes. These proteins can diverge more freely due to their lack of
highly-conserved enzymatic sites and the ease with which similar structural motifs
can be constructed from highly dissimilar amino acid sequences. Overall these genes
are among the most difficult to identify based on sequence similarities. In order to
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determine which ORFs in newly-sequenced phage genomes are encoding the capsid
proteins, we routinely rely on matching the amino acid sequences obtained from
virion proteome analysis to the predicted ORFS. Even when the capsid genes have
been thus identified, it is still usually not possible to detect any sequence similarity
to other known capsid proteins. Nevertheless, their characteristic protein folds may
be conserved, thus revealing their evolutionary relationships.

Among the least conserved viral genes are those that encode the phage tail fiber
proteins. These proteins are on the front line in phage-host encounters. They must
recognize a host, carry out adsorption to and attachment to specific receptors, and
deliver the genome into the host cytoplasm—all in spite of rapidly evolving host
defenses. Under the strong selective force of phage predation, host cell surface com-
ponents and other host defenses evolve rapidly, which in turn drives the rapid evolu-
tion of the phage proteins to keep pace. This perpetual evolutionary arms race is
described as Red Queen dynamics, the Red Queen (in Alice in Wonderland) having
observed: It takes all the running you can do, to keep in the same place. This ongo-
ing co-evolution is well documented (Van Valen 1974; Lenski and Levin 1985;
Doulatov et al. 2004; Miller et al. 2008; Rodriguez-Brito et al. 2010).

5.2 Specialization Genes

Another group of genes carried in viral genomes are not viral genes per se, but are
recognizable homologs of cellular genes. In many ways, these are the most interesting
class of virally-encoded proteins, and currently the least explored. These proteins
modify the metabolism of the host cell in some manner that directly or indirectly
benefits the virus. Often their function has become an intimately integrated and
essential part of the viral infection strategy, and expression of these genes is pre-
cisely regulated by the virus. Well known examples include the genes for photosystem
components carried by marine cyanophages that help to maintain cellular energy
production during infection (Mann et al. 2003; Lindell et al. 2005; Sharon et al.
2007), genes for the Type III secretion proteins carried by Salmonella typhimurium
phage (Ehrbar and Hardt 2005), and genes encoding enzymes needed to provide
sufficient nucleotides for phage DNA synthesis (Mathews 1994; Miller et al. 2003).

How did these host genes end up in viral genomes? Environmental viruses,
mostly phages, ‘sample’ their host’s genetic material and incorporate extra pieces of
DNA into their genome. These are retained as morons if they provide a fitness
benefit for the phage (Hendrix et al. 2000). Such morons encoding cellular meta-
bolic functions are often highly abundant in viromes and their encoded capabilities
frequently mirror those of their microbial hosts (Dinsdale et al. 2008a). These genes
can move in both directions, ultimately returning to a microbial host after a sojourn
within the rapidly-evolving phage gene pool. Because specific genes are enriched in
different environments, viromes from different environments possess distinctive
metabolic profiles. This abundant and diverse pool of metabolic capabilities likely
influences a wide range of biogeochemical processes on a global scale.
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We offer here some examples that demonstrate the importance of acquired
metabolic genes for viral success. Three of the four involve viral manipulation of
eukaryotic hosts, a subject of some personal interest for us as vertebrates.

5.2.1 Coping with Phosphate Starvation

Phosphate is essential for microbial growth and for phage replication, but in many
environments its concentration is limiting. Bacteria have evolved mechanisms for
coping with phosphate starvation. E. coli, for example, has a sophisticated two-
component regulatory system that senses the ambient inorganic phosphate concen-
tration. A concentration of less than ~4 uM triggers the coordinated transcription of
a group of at least 31 genes, members of the Pho regulon. Among them are genes
for phosphate uptake and metabolism, as well as genes involved in other metabolic
pathways (Hsieh and Wanner 2010). Some Pho regulon genes have been found in
phage genomes.

A search of the 602 sequenced phage genomes available in 2011 identified five
genes of the Pho regulon that had been acquired by at least one phage. The oceans
are a particularly phosphate-poor environment. Marine microbes, and thus also their
phages, are often starved for phosphate (Baek and Lee 2006). Thus it is not surprising
that phosphate-related host metabolic genes are especially useful for marine phages.
Nearly 40% of the sequenced marine phage genomes contain at least one gene from
the Pho regulon, compared to only 4% of those from other environments. These
genes likely aid viral genome replication by increasing intracellular phosphate con-
centration. PhoH must be especially useful. We don’t know the function of this
putative ATPase (Weynberg et al. 2009), but it has been acquired by more phages
than any other Pho regulon gene. It has been found in cyanophages, a roseophage,
and a vibriophage, as well as a marine phycodnavirus (ItV-1) that infects the unicel-
lular green alga Ostreococcus tauri (Weynberg et al. 2009). Metagenomic ocean
surveys sampling numerous depths and locations have identified diverse phoH genes
in the viral communities (Goldsmith et al. 2011).

5.2.2 Evading Immune Defenses

The innate immune response is a fact of life for the viruses that infect metazoans.
As part of that defense, infected cells secrete a small signaling protein, a chemokine
(chemotactic cytokine). Chemokines induce leucocytes to migrate to the site of
infection where they target the virus-infected cells. This communication network is
complex. More than 40 different chemokines are secreted by a variety of cell types,
each one binding to receptors on the surface of particular cells, thereby triggering an
intracellular signaling cascade that, in turn, affects multiple pathways.

This intercellular communication network is vulnerable to hacking by viruses, and
poxviruses have exploited this susceptibility. The large genome of vaccinia, the model
poxvirus, encodes ~250 proteins, many of which benefit the virus by manipulating host
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cell metabolism or interfering with the immune system. Two of vaccinia’s strategies for
disrupting chemokine signaling make use of genes originally acquired from their host.
First, the virus expresses homologs of host chemokines that bind and trigger host cell
receptors, creating mischief (Alcami and Lira 2010). Second, it expresses homologs of
host receptors (Chee et al. 1990). Some of these homologs bind chemokines but acti-
vate pathways that serve the virus, some are decoys that bind chemokines but do not
signal, while some others jam the system by signaling continually

5.2.3 Transport to Your Next Host

The alphabaculoviruses are a large family of insect viruses that efficiently convert
a single lepidopteran larva (i.e., caterpillar) into more than 10° progeny viruses.
A well-studied example is Lymantria dispar multinucleocapsid nuclear polyhedrosis
virus (LAMNPV) that infects the gypsy moth, an introduced pest species ravaging
the forests of North America. Late in the infection cycle, multiple virions are packaged
together, within the nucleus of the host cell, into large granules composed of a
paracrystalline protein matrix. The granules, termed occlusion bodies (OBs), are
stable and can persist in the environment for months or years until inadvertently
ingested by the next host, there to repeat the infection cycle once again. These
baculoviruses have acquired specialization genes from their hosts that make the
infection more efficient and aid in dispersal of the progeny viruses.

Among the genes thus acquired are homologs of chitinase (Daimon et al. 2006)
and a cathepsin protease (Rohrmann 2008) that together liquefy the host carcass,
facilitating release of the OBs into the environment. The timing for expression and
activation of both enzymes is precisely regulated by the virus for optimal conversion
of larval biomass into OBs (Hodgson et al. 2011).

Many baculoviruses, including Autographa californica NPV (AcNPV), also
encode another enzyme acquired from a host: ecdysteroid UDP-glucosyl transferase
(EGT). Normal larval development in insects is precisely regulated, instar by instar,
by the level of the molting hormone (20-hydroxy ecdysone) in the hemolymph. This
hormone also induces behavioral changes, such as cessation of feeding during each
molt. The caterpillar uses EGT to inactivate the molting hormone at appropriate
stages (Park et al. 1993), thus ensuring correct developmental timing. Baculoviruses
express egt starting early in infection (O’Reilly et al. 1992). This suppresses molting,
thus keeps the larva feeding and producing more biomass more quickly, biomass
that can then be converted into more progeny OBs. The normal pattern of feeding
behavior is also disrupted. In some species, the manipulated larvae remain in the
tree tops, feeding, until death, while in others they wander over a wider area than
normal shortly before dying. Either way, these virus-induced behaviors facilitate
horizontal transmission to the next larval host as they allow the OBs, when released,
to rain down on and contaminate foliage over a wider area.

Apoptosis is another effective metazoan tactic for defending against viral infection,
in this case by stopping the virus before it gains a toehold. When host cells respond
quickly to infection by triggering apoptosis, viral replication is interrupted before any
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progeny virions have been produced. This is the first line of defense in lepidopteran
caterpillars that have ingested infectious baculovirus particles. However, the baculovi-
ruses have countered this defense so effectively that demonstrating the apoptotic
response requires working with mutant viruses that lack their anti-apoptotic gene(s).
P35, the first of such genes identified in baculoviruses, irreversibly blocks the apoptosis
caspase cascade. No cellular homologs have been found, suggesting either viral origin
or divergence of a host gene beyond recognition (Clem 2001).

Baculoviruses also adeptly use apoptosis genes acquired from hosts when it serves
their purposes (Hughes 2002). A cunning example is provided by HycuMNPV
(Hyphantria cunea multiple nucleopolyhedrovirus), a baculovirus that infects a moth
known as the fall webworm. It encodes two IAP proteins, members of a large protein
family widespread among the eukaryotes, from yeast to humans. The name, IAP,
reflects the first function identified for these proteins: inhibitor of apoptosis. This virus
expresses IAP3 soon after infection to inhibit apoptosis and establish the infection in
the larval host. Late in infection these viruses express IAP1 that induces apoptosis, thus
liberating the intracellular OBs into the hemolymph (Ikeda et al. 2011).

5.2.4 Helping Your Host Win

Another viral strategy is to encode specialization genes that give your host a
competitive advantage. Even better is when such a gene also makes you essen-
tial. One example is provided by the fungal viruses that infect the yeast
Saccharomyces cerevisiae. Most yeast strains carry members of two dsRNA
‘virus’ families (L-A and L-BC) none of which have an apparent fitness advan-
tage or cost. These viruses do not kill their hosts to release their progeny. They
move unobtrusively to new hosts during mating or hyphal fusion (cytoplasmic
inheritance). However, another family of dsRNA elements, similarly transmitted,
has had a dramatic effect on the evolutionary success of their hosts. These are the
M viruses, satellite elements that depend on a helper L-A virus for their replica-
tion and packaging. When present, they turn their hosts into killers. Their small
genomes (1.8 kb) encode a protein toxin and immunity to that same toxin, and
nothing else. The toxin precursor is post-translationally processed to yield the
mature toxin, then secreted using the yeast secretory pathway.

Toxin producing yeasts are immune to their own toxin, but they kill any nearby
yeasts that don’t carry the same M virus. There are at least three different killer types,
each producing a different toxin protein with a different specificity. Both the M, and
M, toxins bind to glucans in the cell wall of the target yeast, then disrupt the function
of the underlying cell membrane. The M, toxin uses a different receptor (the man-
noprotein on the surface of the cell wall) and kills by disrupting DNA synthesis. No
cellular homologs have been found for any of the toxins, and even toxins M, and M,
with similar mechanisms of action show no amino acid sequence similarity.

At first glance, the killer strategy appears to ensure survival for the viruses and to
give their yeast hosts an advantage over strains without a killer. However, hosting a
killer comes with an evolutionary price. Most eukaryotes have an RNA interference



Scratching the Surface of Biology’s Dark Matter 77

system (RNAI). Its patchy distribution among the fungi had been puzzling. Yeast
lineages with RNA1 benefit because RNAI silences transposons and defends against
other invading mobile elements. Nevertheless, RNAi has been independently lost
from nine fungal lineages, including some yeast. This raises the question: how were
these lineages able to compete against those equipped with RNAi? The answer may
lie with the killer viruses. Since RNAi efficiently degrades cytoplasmic dsRNA
such as the L-A and M genomes, a yeast strain can have either RNAi or killer, but
not both. Losing RNAIi capability opens the door to possible acquisition of killer
systems, and at least four of the nine lineages that lack RNAi do carry killer viruses.
This suggests that the advantages of the killer phenotype outweigh the disadvan-
tages of losing RNAi. However, the benefit is short-lived. All of the extant fungi
without RNAI lost that system relatively recently, suggesting that fungi without
RNAI can’t compete in the evolutionary long term.

6 Conclusion

The viral universe is vast, diverse, rapidly evolving, and mostly unexplored. The
genomic mutation and recombination of 10°! viruses provides an endless source of
genetic novelty. We could sequence a new virus every day forever, and still we
would be finding more diversity. Can we hope to ever shed much light on the viral
dark matter?

Perhaps. Viral diversity is somewhat constrained. The number of currently suc-
cessful viral strategies is limited. Furthermore, some of the same genes serve many
different viruses. These genes, part of a global pool, are accessed by viruses in
diverse biomes and shuffled around from biome to biome. Global viral diversity
also includes more specialized genes restricted to particular environments where
they increase viral fitness. Much of the rapid, low-level evolutionary flux observed
in the viruses is driven by the ongoing arms race between virus and host. While the
variants that arise come and go, higher level patterns persist. Functional communities
of both virus and host survive, resting on a more stable genetic base.

The viruses warrant our earnest investigation; without them our understanding of
evolution of cellular forms is incomplete. Because viruses are picky eaters and can
effectively “kill-the-winner,” their selective predation maintains host diversity.
Because their genes are sometimes incorporated into host genomes, they have pro-
vided their hosts with new functional possibilities. Without them, we humans would
not be what we are today—e.g., witness the role of human endogenous retroviruses
in the formation and functioning of placental tissue (Muir et al. 2004).

Our understanding of ecology is incomplete without the viruses. Viral predation
affects the flow of energy through every ecosystem and drives global biogeochem-
ical cycles. Microbial community metabolisms are encoded by viral, as well as
microbial, genes. Every cellular species is being manipulated, killed, or otherwise
affected by at least one virus. Based on the findings derived from even the narrow
scope of investigations to date, it is certain that viruses yet to be discovered will be
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found to profoundly impact ecosystems and manipulate hosts in ways currently
unimagined.

Much dark matter remains to be explored. We have the tools now to inquire.
Choose your ecosystem, either host-associated or environmental. Then ask what the
viruses there are doing. The possibilities for discovery are endless.

References

Alcami A, Lira SA (2010) Modulation of chemokine activity by viruses. Curr Opin Immunol
22(4):482-487

Angly F, Rodriguez-Brito B, Bangor D, McNairnie P, Breitbart M, Salamon P, Felts B, Nulton J,
Mahaffy J, Rohwer F (2005) PHACCS, an online tool for estimating the structure and diversity
of uncultured viral communities using metagenomic information. BMC Bioinform 6(1):41

Angly FE, Felts B, Breitbart M, Salamon P, Edwards RA, Carlson C, Chan AM, Haynes M, Kelley
S, Liu H (2006) The marine viromes of four oceanic regions. PLoS Biol 4(11):e368

Baas Becking, LGM (1934) Geobiologie of inleiding tot de milieukunde. W.P. Van Stockum &
Zoon (The Hague, the Netherlands)

Baek JH, Lee SY (2006) Novel gene members in the Pho regulon of Escherichia coli. FEMS
Microbiol Lett 264(1):104-109

Bench SR, Hanson TE, Williamson KE, Ghosh D, Radosovich M, Wang K, Wommack KE (2007)
Metagenomic characterization of Chesapeake Bay virioplankton. Appl Environ Microbiol
73(23):7629

Benson DA, Karsch-Mizrachi I, Lipman DJ, Ostell J, Sayers EW (2011) GenBank. Nucleic Acids
Res 39:D32-D37

Biers EJ, Wang K, Pennington C, Belas R, Chen F, Moran MA (2008) Occurrence and expression
of gene transfer agent (GTA) genes in marine bacterioplankton. Appl Environ Microbiol
74(10):2933-2939

Breitbart M, Salamon P, Andresen B, Mahafty JM, Segall AM, Mead D, Azam F, Rohwer F (2002)
Genomic analysis of uncultured marine viral communities. Proc Natl Acad Sci USA
99(22):14250-14255

Breitbart M, Hewson I, Felts B, Mahaffy JM, Nulton J, Salamon P, Rohwer F (2003) Metagenomic
analyses of an uncultured viral community from human feces. J Bacteriol 185(20):6220

Breitbart M, Felts B, Kelley S, Mahaffy JM, Nulton J, Salamon P, Rohwer F (2004a) Diversity and
population structure of a near—shore marine—sediment viral community. Proc R Soc Lond B
Biol Sci 271(1539):565

Breitbart M, Miyake JH, Rohwer F (2004b) Global distribution of nearly identical phage encoded
DNA sequences. FEMS Microbiol Lett 236(2):249-256

Breitbart M, Haynes M, Kelley S, Angly F, Edwards RA, Felts B, Mahaffy JM, Mueller J, Nulton J,
Rayhawk S (2008) Viral diversity and dynamics in an infant gut. Res Microbiol 159(5):367-373

Briissow H, Hendrix RW (2002) Phage genomics: small is beautiful. Cell 108(1):13-16

Canchaya C, Fournous G, Chibani-Chennoufi S, Dillmann ML, Briissow H (2003) Phage as agents
of lateral gene transfer. Curr Opin Microbiol 6(4):417-424

Canchaya C, Fournous G, Briissow H (2004) The impact of prophages on bacterial chromosomes.
Mol Microbiol 53(1):9-18

Cann AJ, Elizabeth Fandrich S, Heaphy S (2005) Analysis of the virus population present in equine
faeces indicates the presence of hundreds of uncharacterized virus genomes. Virus Genes
30(2):151-156

Casas V, Miyake J, Balsley H, Roark J, Telles S, Leeds S, Zurita I, Breitbart M, Bartlett D,
Azam F (2006) Widespread occurrence of phage-encoded exotoxin genes in terrestrial and
aquatic environments in southern California. FEMS Microbiol Lett 261:141-149



Scratching the Surface of Biology’s Dark Matter 79

Chapman AD (2009) Numbers of living species in Australia and the world. Australian Government,
Department of the Environment, Water, Heritage and the Arts, Canberra

Chee M, Satchwell S, Preddie E, Weston K, Barrell B (1990) Human cytomegalovirus encodes
three G protein-coupled receptor homologues. Nature 344(6268):774—7

Clem R (2001) Baculoviruses and apoptosis: the good, the bad, and the ugly. Cell Death Ditffer
8(2):137

Culley AI, Lang AS, Suttle CA (2006) Metagenomic analysis of coastal RNA virus communities.
Science 312(5781):1795

Daimon T, Katsuma S, Kang WK, Shimada T (2006) Comparative studies of Bombyx mori nucle-
opolyhedrovirus chitinase and its host ortholog, BmChi-h. Biochem Biophys Res Commun
345(2):825-833

Daubin V, Ochman H (2004) Bacterial genomes as new gene homes: the genealogy of ORFans in
E. coli. Genome Res 14(6):1036

De Wit R, Bouvier T (2006) ‘Everything is everywhere, but, the environment selects’; what did
baas becking and beijerinck really say? Environ Microbiol 8(4):755-758

Desnues C, Rodriguez-Brito B, Rayhawk S, Kelley S, Tran T, Haynes M, Liu H, Furlan M, Wegley
L, Chau B (2008) Biodiversity and biogeography of phages in modern stromatolites and throm-
bolites. Nature 452(7185):340-343

Dinsdale EA, Edwards RA, Hall D, Angly F, Breitbart M, Brulc JM, Furlan M, Desnues C, Haynes
M, Li L (2008a) Functional metagenomic profiling of nine biomes. Nature 452(7187):629—632

Dinsdale EA, Pantos O, Smriga S, Edwards RA, Angly F, Wegley L, Hatay M, Hall D, Brown
E, Haynes M, Krause L, Sala E, Sandin SA, Thurber RV, Willis BL, Azam F, Knowlton
N, Rohwer F (2008b) Microbial ecology of four coral atolls in the Northern Line Islands. PLoS
One 3(2):e1584

Doulatov S, Hodes A, Dai L, Mandhana N, Liu M, Deora R, Simons RW, Zimmerly S, Miller JF
(2004) Tropism switching in bordetella bacteriophage defines a family of diversity-generating
retroelements. Nature 431:476-481

Ehrbar K, Hardt WD (2005) Bacteriophage-encoded type III effectors in Salmonella enterica
subspecies 1 serovar Typhimurium. Infect Genet Evol 5(1):1-9

Fierer N, Breitbart M, Nulton J, Salamon P, Lozupone C, Jones R, Robeson M, Edwards RA,
Felts B, Rayhawk S (2007) Metagenomic and small-subunit rRNA analyses reveal the genetic
diversity of bacteria, archaea, fungi, and viruses in soil. Appl Environ Microbiol 73(21):
7059-7066

Goldsmith DB, Crosti G, Dwivedi B, McDaniel LD, Varsani A, Suttle CA, Weinbauer MG, Sandaa
RA, Breitbart M (2011) Development of phoH as a novel signature gene for assessing marine
phage diversity. Appl Environ Microbiol 77(21):7730-7739

Hawksworth DL (2001) The magnitude of fungal diversity: the 1.5 million species estimate revisited.
Mycol Res 105(12):1422-1432

Hendrix RW, Lawrence JG, Hatfull GF, Casjens S (2000) The origins and ongoing evolution of
viruses. Trends Microbiol 8(11):504-508

Hodgson JJ, Arif BM, Krell PJ (2011) Interaction of Autographa californica multiple nucleopoly-
hedrovirus cathepsin protease progenitor (proV-CATH) with insect Baculovirus Chitinase as a
mechanism for proV-CATH cellular retention. J Virol 85(8):3918

Hsieh YJ, Wanner BL (2010) Global regulation by the seven-component Pi signaling system. Curr
Opin Microbiol 13(2):198-203

Hughes AL (2002) Evolution of inhibitors of apoptosis in baculoviruses and their insect hosts.
Infect Genet Evol 2(1):3-10

Ikeda M, Yamada H, Ito H, Kobayashi M (2011) Baculovirus IAP1 induces caspase-dependent
apoptosis in insect cells. J Gen Virol 92(11):2654-2663

Kim KH, Chang HW, Nam YD, Roh SW, Kim MS, Sung Y, Jeon CO, Oh HM, Bae JW (2008)
Amplification of uncultured single-stranded DNA viruses from rice paddy soil. Appl Environ
Microbiol 74(19):5975-5985

Lang AS, Beatty JT (2007) Importance of widespread gene transfer agent genes in [alpha]-
proteobacteria. Trends Microbiol 15(2):54-62



80 M. Youle et al.

Lenski RE, Levin BR (1985) Constraints on the coevolution of bacteria and virulent phage:
a model, some experiments, and predictions for natural communities. American Naturalist
125(4):585-602

Lindell D, Jaffe JD, Johnson ZI, Church GM, Chisholm SW (2005) Photosynthesis genes in marine
viruses yield proteins during host infection. Nature 438(7064):86—89

Lopez-Bueno A, Tamames J, Veldzquez D, Moya A, Quesada A, Alcami A (2009) High diversity
of the viral community from an Antarctic lake. Science 326(5954):858

Mann NH, Cook A, Millard A, Bailey S, Clokie M (2003) Bacterial photosynthesis genes in a
virus. Nature 424:741

Marhaver KL, Edwards RA, Rohwer F (2008) Viral communities associated with healthy and
bleaching corals. Environ Microbiol 10(9):2277-2286

Mathews C (1994) An overview of the T4 developmental program. In: Karam J (ed) Molecular
biology of bacteriophage T4. American Society for Microbiology, Washington, DC, pp 1-8

May RM (1988) How many species are there on earth? Science 241(4872):1441

McDaniel L, Breitbart M, Mobberley J, Long A, Haynes M, Rohwer F, Paul JH (2008) Metagenomic
analysis of lysogeny in Tampa Bay: implications for prophage gene expression. PLoS One
3(9):e3263

Medini D, Donati C, Tettelin H, Masignani V, Rappuoli R (2005) The microbial pan-genome. Curr
Opin Genet Dev 15(6):589-594

Miller ES, Kutter E, Mosig G, Arisaka F, Kunisawa T, Ruger W (2003) Bacteriophage T4 genome.
Microbiol Mol Biol Rev 67(1):86

Miller JL et al (2008) Selective ligand recognition by a diversity-generating retroelement variable
protein. PLoS Biology 6:e131

Muir A, Lever A, Moffett A (2004) Expression and functions of human endogenous retroviruses in
the placenta: an update. Placenta 25:S16-S25

Ng TFF, Dufty S, Polston JE, Bixby E, Vallad GE, Breitbart M (2011a) Exploring the diversity of
plant DNA viruses and their satellites using vector-enabled metagenomics on whiteflies. PLoS
One 6(4):¢19050

Ng TFF, Willner DL, Lim YW, Schmieder R, Chau B, Nilsson C, Anthony S, RuanY, Rohwer F,
Breitbart M (2011b) Broad surveys of DNA viral diversity obtained through viral metagenom-
ics of mosquitoes. PLoS One 6(6):¢20579

O’Reilly DR, Brown MR, Miller LK (1992) Alteration of ecdysteroid metabolism due to baculo-
virus infection of the fall armyworm Spodoptera frugiperda: host ecdysteroids are conjugated
with galactose. Insect Biochem Mol Biol 22(4):313-320

Park EJ, Burand JP, Yin CM (1993) The effect of baculovirus infection on ecdysteroid titer in
gypsy moth larvae (Lymantria dispar). J Insect Physiol 39(9):791-796

Reyes A, Haynes M, Hanson N, Angly FE, Heath AC, Rohwer F, Gordon JI (2010) Viruses in the
faecal microbiota of monozygotic twins and their mothers. Nature 466(7304):334-338

Rodriguez-Brito B, Li L, Wegley L, Furlan M, Angly F, Breitbart M, Buchanan J, Desnues C,
Dinsdale E, Edwards R (2010) Viral and microbial community dynamics in four aquatic envi-
ronments. ISME J 4(6):739

Rodriguez-Valera F, Martin-Cuadrado AB, Beltran Rodriguez-Brito LP, Thingstad TF, Forest
Rohwer AM (2009) Explaining microbial population genomics through phage predation. Nat
Rev Microbiol 7(11):828-836

Rohrmann G (2008) The baculovirus replication cycle: effects on cells and insects. In: Baculovirus
molecular biology, 2nd edn (Internet). National Center for Biotechnology, Bethesda, MD, USA

Rohwer F (2003) Global phage diversity. Cell 113(2):141-141

Rohwer F, Edwards R (2002) The phage proteomic tree: a genome-based taxonomy for phage.
J Bacteriol 184(16):4529-4535

Rosario K, Nilsson C, Lim YW, Ruan Y, Breitbart M (2009) Metagenomic analysis of viruses in
reclaimed water. Environ Microbiol 11(11):2806-2820

Sano E, Carlson S, Wegley L, Rohwer F (2004) Movement of viruses between biomes. Appl
Environ Microbiol 70(10):5842



Scratching the Surface of Biology’s Dark Matter 81

Schoenfeld T, Patterson M, Richardson PM, Wommack KE, Young M, Mead D (2008) Assembly
of viral metagenomes from yellowstone hot springs. Appl Environ Microbiol 74(13):4164
Sharon I, Tzahor S, Williamson S, Shmoish M, Man-Aharonovich D, Rusch DB, Yooseph S,
Zeidner G, Golden SS, Mackey SR (2007) Viral photosynthetic reaction center genes and tran-
scripts in the marine environment. ISME J 1(6):492-501

Short CM, Suttle CA (2005) Nearly identical bacteriophage structural gene sequences are widely
distributed in both marine and freshwater environments. Appl Environ Microbiol 71(1):480

Sogin ML, Morrison HG, Huber JA, Welch DM, Huse SM, Neal PR, Arrieta JM, Herndl GJ (2006)
Microbial diversity in the deep sea and the underexplored “rare biosphere”. Proc Natl Acad Sci
103(32):12115-12120

Steward GF, Montiel JL, Azam F (2000) Genome size distributions indicate variability and similarities
among marine viral assemblages from diverse environments. Limnol Oceanogr 45(8):1697-1706

Sullivan MB, Coleman ML, Weigele P, Rohwer F, Chisholm SW (2005) Three prochlorococcus
cyanophage genomes: signature features and ecological interpretations. PLoS Biol 3(5):e144

The IUCN Red List of Threatened Species (2011) The International Union for Conservation of
Nature. http://www.iucnredlist.org. Cited 21 Mar 2012

Van Valen L (1974) Molecular evolution as predicted by natural selection. J Mol Evol 3:89-101

Weynberg KD, Allen MJ, Ashelford K, Scanlan DJ, Wilson WH (2009) From small hosts come big
viruses: the complete genome of a second Ostreococcus tauri virus, OtV 1. Environ Microbiol
11(11):2821-2839

Whitman WB, Coleman DC, Wiebe WJ (1998) Prokaryotes: the unseen majority. Proc Natl Acad
Sci USA 95:6578-6583

Wiggins BA, Alexander M (1985) Minimum bacterial density for bacteriophage replication: impli-
cations for significance of bacteriophages in natural ecosystems. Appl Environ Microbiol
49(1):19-23

Williamson SJ, Cary SC, Williamson KE, Helton RR, Bench SR, Winget D, Wommack KE (2008)
Lysogenic virus-host interactions predominate at deep-sea diffuse-flow hydrothermal vents.
ISME J 2(11):1112-1121

Willner D, Furlan M, Haynes M, Schmieder R, Angly FE, Silva J, Tammadoni S, Nosrat B, Conrad
D, Rohwer F (2009a) Metagenomic analysis of respiratory tract DNA viral communities in
cystic fibrosis and non-cystic fibrosis individuals. PLoS One 4(10):e7370

Willner D, Thurber RV, Rohwer F (2009b) Metagenomic signatures of 86 microbial and viral
metagenomes. Environ Microbiol 11(7):1752-1766

Willner D, Furlan M, Schmieder R, Grasis JA, Pride DT, Relman DA, Angly FE, McDole T,
Mariella RP, Rohwer F (2011a) Metagenomic detection of phage-encoded platelet-binding fac-
tors in the human oral cavity. Proc Natl Acad Sci USA 108(Supplement 1):4547

Willner D, Haynes M, Furlan M, Hanson N, Kirby B, Lim Y, Rainey P, Schmieder R, Youle M,
Conrad D (2011b) Case studies of the spatial heterogeneity of DNA viruses in the cystic fibrosis
lung. Am J Respir Cell Mol Biol 46(2):127-131

Wilson W, Etten JL, Allen M (2009) The Phycodnaviridae: the story of how tiny giants rule the
world. Curr Top Microbiol Immunol 328:1-42


http://www.iucnredlist.org

Virus Universe: Can It Be Constructed
from a Limited Number of Viral
Architectures

Hanna M. Oksanen, Maija K. Pietila, Ana Sencilo,
Nina S. Atanasova, Elina Roine, and Dennis H. Bamford

Abstract In this review, we discuss why there may be only limited ways to construct
a virion and present the morphotypes currently described for prokaryotic viruses.
Here, we also provide examples of how evolutionary connections between viruses
with no sequence similarity have been found by analyzing the architectural principles
of the virions. Furthermore, we take deeper focus on one new virus morphotype, the
pleomorphic viruses infecting archaea.

1 Introduction

Prokaryotes (bacteria and archaea) are the most abundant cellular organisms on our
planet Earth. However, numerous studies have revealed that in fact prokaryotic
viruses dominate them (Bergh et al. 1989; Srinivasiah et al. 2008; Suttle 2007).
Consequently, prokaryotic viruses are a huge depository of nucleic acid encoded
information with a population size over 10*' outnumbering their hosts by at least an
order of magnitude (Suttle 2007). The virus population is also extremely dynamic.
It has been estimated that in order to maintain the high population sizes that we
encounter in nature prokaryotic virus, infections may occur at a rate of about 10?
per second (Hendrix 2002; Suttle 2007). Large numbers of virus genomes also
reside integrated in the genomes or replicate as plasmids in the host organisms
(Canchaya et al. 2003; Desiere et al. 2002). This means that viruses play a key role
in the evolution of their hosts and control their host population structure (Wommack
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and Colwell 2000). In addition, viruses influence globally ocean carbon cycling
(Danovaro et al. 2008, 2011; Rohwer and Thurber 2009).

1.1 WhatIs a Virus?

Viruses are obligatory parasites without inherent metabolism and unable to reproduce
without their host and its cellular machinery. Although viruses are considered to be
functional only inside their host organism, an exception has been found. Archaeal
virus Acidianus two-tailed virus (ATV) develops its tails outside the host cells without
other exogenous energy sources (Hiring et al. 2005). The simplest viruses can be very
small such as Porcine circovirus 1 (PCV1) with a diameter ~20 nm (Allan and Ellis
2000). PCV1 has a 1.7-kilobase genome with only a minimalistic number of genes
required for its life cycle: one gene for replication initiation and the other for the struc-
tural protein forming the virus capsid (Fig. 1). On the other hand viruses can be very
complex and larger than the smallest cells e.g. Mimivirus with a fiber-covered capsid
of ~0.75 um in a diameter. The 1.2-megabase Mimivirus genome harbours a massive
encoding capacity for more than 900 proteins (Claverie et al. 2006; Raoult et al. 2004;
Suzan-Monti et al. 2006) approaching the number of genes needed for cellular life.

What distinguishes viruses from other self-replicating genetic entities such as
plasmids and transposons? Examples for ultimately simplistic systems are PCV1
(see above) and plasmid pAL236-5 of Helicobacter pylori (Fig. 1). pAL236-5 has
only one gene utilized for replication initiation, but only when the genetic entity
possesses a capsid encoding gene it is capable of forming a virion, the hallmark of
viruses. Virion is defined as an infectious virus particle. The virion contains a
genome enclosed in a compartment (capsid) capable of initiating a new infection
cycle in a susceptible host. The capsid provides a protective coat for the viral nucleic
acid during the passage from one cell to another. Similar genome replication proteins
can be found frequently in different genetic elements, but the structural principles of
a virion have a propensity to remain conserved within a single virus group sharing
a common ancestor (Krupovic and Bamford 2007, 2008b).

1.2 Hypothesis

As discussed above there is almost an unlimited global reservoir of viruses.
Viruses have been thought to have emerged early in the history of life before the
separation of the three currently known domains of life (bacteria, archaea and
eukaryotes). Horizontal gene transfer has had and still has an enormous impact on
the evolution of viruses resulting in genomes that are mosaics and contain genes
with distinct evolutionary histories (Hatfull and Hendrix 2011; Krupovic et al.
2011). As a consequence the viral sequence space is extraordinarily diverse and
complex. Although the number of viruses is immense, the protein fold space is
limited and in general the strict structural constraints limit the number of ways to
fold a functional protein chain (Table 1). In the case of viral major capsid proteins
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PCV1 pAL236-5
1,759 bp Bim 1,216 bp

VIRION

Fig. 1 Difference between a virus and other genetic elements. Comparison of two genetic
elements, Porcine circovirus 1 (PCV1; GenBank acc. no. AY660574) on the left, and
Helicobacter pylori plasmid pAL236-5 (GenBank acc. no. HM125989) on the right. Genes
for the rolling-circle replication initiation proteins (blue arrows) and the capsid protein (a red
arrow) are shown. Note that PCV1 and pAL236-5 share one gene function, but only PCV1 can
be considered as a virus, capable of forming a virion (Reproduced from Krupovic et al. 2010,
with permission. Copyright (2010) American Society for Microbiology)

Table 1 From the astronomical number of viruses and sequence diversity
to unique viral coat protein folds

Magnitude
Virus particles on Earth Over 10!
Possible protein sequences 20" (for 200 residues 20**)
Known protein sequences >5,000,000
Known protein structures >50,000
Possible protein folds ~5,000
Known unique protein folds ~1,200?
Unique viral coat protein folds ~50

*http://scop.mrc-lmb.cam.ac.uk/scop/count.html#scop-1.75
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(MCPs) the number of possibilities is further reduced, since only a small portion
of the protein folds has the potential to form a functional virus capsid.

Our underlying hypothesis is that we can probe deeper evolutionary relationships
for viruses by comparing virus structures than what can be reached by analyzing
viral genome sequence databases. Consequently, the entire virosphere could be
organized in to a modest number of virus groups with a common virion architectural
principle due to the limited protein fold space.

2 Prokaryotic Virus Morphotypes

It has been suggested that viruses were the first self-replicating entities on Earth, and
that the Last Universal Common Ancestor (LUCA) was already infected by a variety
of viruses with different morphotypes (Bamford 2003; Forterre 2006; Forterre and
Prangishvili 2009; Jalasvuori and Bamford 2008). Today, it is known that viruses
come in a variety of shapes and sizes (King et al. 2012). The virions are composed of
a genome and a capsid surrounding it. In some cases, they may also contain lipids as
a structural component. The number of prokaryotic viruses examined by electron
microscopy is over 5,500 (Ackermann 2007). The majority of those belong to the
order Caudovirales of head-tailed dsDNA viruses (King et al. 2011). Considerable
progress has been made in the last years in isolating viruses especially infecting
halophilic and hyperthermophilic archaea (Atanasova et al. 2012; Pina et al. 2011),
and as a result the number of studied prokaryotic viruses has expanded.

Currently prokaryotic viruses can be classified in to five major classes based on the
virion morphology: head-tailed, icosahedrally symmetric, helical, spindle-shaped
and pleomorphic (Table 2). The rest of the prokaryotic viruses fall into morphotypes
with unusual capsid architectures (bottle shaped, sphere shaped with a helical nucle-
oprotein core, droplet shaped and bacilliform) only represented by singletons. Most
of the prokaryotic virus morphotypes might contain lipids as a part of the virion
structure (Table 2). The nucleic acid of prokaryotic viruses can be either in a form
of RNA or DNA, single-stranded or double-stranded, linear, circular or segmented
(Table 2). Archaeal viruses with an RNA genome have not been described so far.

3 Structure-Based Viral Lineages

Structural comparison of the MCPs of bacterial virus PRD1 and human adenovirus
revealed an unexpected link between viruses infecting hosts from two different
domains of life (Benson et al. 1999). Now, the accumulation of atomic resolution
structures of major virion proteins and even entire virions have allowed detailed
structural comparisons to be made. This has led to the identification of viral struc-
tural lineages grouping together viruses with a common architecture and an MCP
fold (Abrescia et al. 2011, 2012; Bamford 2003; Bamford et al. 2002, 2005a; Benson
et al. 2004; Krupovic and Bamford 2011). These viruses sharing common architecture
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a PRD1-like <[Hosts] b  HK97-like<JHosts| ¢ $X174-like <[Hos®

A
B
E

d Hosts| f AFV1-like <|Hosts

Fig. 2 Virus structural lineages and the MCP structures of representative viruses. (a) PRD1 (PDB
code 1hx6) (b) HK97 (PDB code 1ohg) (¢) X174 (PDB code 2bpa) (d) ¢6 dimeric P1 (Cryo-EM
based structure) (Reproduced from Huiskonen et al. 2006, with permission. Copyright (2006)
Elsevier Ltd.) (e) MS2 (PDB code 2bul) (f) AFV1 (PDB code 3fbl). Protein X-ray structures pro-
duced using Chimera (Pettersen et al. 2004) are not drawn in scale. Virus host domains (A, Archaea;
B, Bacteria; E, Eucarya) for each virus lineage are indicated

also infect either eukaryotic or prokaryotic hosts. This implies that the origins of
different virus architectures are very ancient predating the separation of the three
domains of cellular life.

3.1 PRDI-Like Viruses

The group of PRD1-like viruses is well-established and includes a number of icosa-
hedral tailless dsDNA viruses having an MCP with the upright canonical double
B-barrel fold (Fig. 2a). It seems that this type of complex virus architecture is adjust-
able for viruses with variable genome lengths and capsid sizes. Common to all
PRDI-like viruses is their icosahedral capsid composed of capsomers with hexa-
meric or pseudohexameric bases. In all cases with the exception of adenovirus the
capsid encloses an internal membrane. PRD1 MCP is a trimer of a protein with two
vertical B-barrels of identical folds (Benson et al. 1999). This group of viruses
includes, in addition to PRD1 and adenovirus (Athappilly et al. 1994; Rux et al.
2003), viruses such as marine bacteriophage PM2 (Abrescia et al. 2005, 2008),
Paramecium Bursaria chlorella virus 1 (PBCV-1) (Nandhagopal et al. 2002), and
archaeal hyperthermophilic virus Sulfolobus icosahedral turreted virus (STIV) (Rice
et al. 2004) for which high resolution MCP structures have been determined.
Interestingly, also the pleomorphic vaccinia virus has the same MCP fold, but it is
only a transient structure during the virus morphogenesis (Bahar et al. 2011).
Variation between the different viral MCPs has been seen in the pattern and length
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of the loops connecting the -strands. These elaborate loops at the top of the B-barrels
are not present in PM2 MCP, which is a minimal double B-barrel protein (Abrescia
et al. 2005, 2008). Homology modelling of the viral MCPs has revealed that the
lineage can be expanded to include several other viruses such as the algal virus PpV01
(Yan et al. 2005), Chilo iridescent virus (CIV) (Yan et al. 2009), phage Bam35
(Laurinmiki et al. 2005), Mimivirus and African swine fewer virus (Benson et al.
2004) as well as archaeal proviruses such as TKV4 and MVV (Krupovic and
Bamford 2008a, b).

Recent findings suggest that PRD1-like viruses can be divided into two subgroups.
One is well-established and includes the viruses mentioned above having a single
coat protein. The other subgroup includes viruses with two MCPs instead of one.
The crystal structure of the complex of the two MCPs for Thermus phage P23-77 will
soon be available (Rissanen et al. 2012). Based on the virion architecture and sequence
similarity candidates for this subgroup are P23-77 (Jaatinen et al. 2008; Jalasvuori
et al. 2009) and @IN93 (Matsushita and Yanase 2009), haloarchaeal viruses SH1
(Bamford et al. 2005b; J4ilinoja et al. 2008; Kiveli et al. 2006; Porter et al. 2005) and
Haloarcula hispanica icosahedral virus 2 (HHIV-2) (Jaakkola et al. 2012), as well as
Salisaeta icosahedral phage 1 (SSIP-1) (Aalto et al. 2012). Also Haloarcula plasmid
pHH205 (Ye et al. 2003) and several proviruses (Jaakkola et al. 2012; Jalasvuori et al.
2009, 2010) might belong to this subgroup. All PRDI1-like viruses also share a
homologous putative packaging ATPase harbouring the canonical Walker A and B
motifs and the P9/A32-specific motif found only in the packaging proteins of tailless
membrane-containing icosahedral viruses (Gorbalenya and Koonin 1989; Stromsten
et al. 2005; Walker et al. 1982). For PRD1, it has been demonstrated that the ATPase
operating at a unique vertex is needed for viral DNA translocation into a preformed
procapsid (Gowen et al. 2003; Stromsten et al. 2003, 2005; Ziedaite et al. 2009).

3.2 HK97-Like Viruses

Structural analysis of bacterial head-tailed viruses representing all three tail types
(myo-, sipho- and podoviruses) has demonstrated that they are a uniform group
sharing structurally related MCPs (Bamford 2003; Fokine et al. 2005). Originally
the MCP topology was determined for bacteriophage HK97 (Wikoff et al. 2000)
(Fig. 2b) and later for several other phages such as T4 (Fokine et al. 2005), ¢$29
(Morais et al. 2005), P22 (Jiang et al. 2003) and €15 (Jiang et al. 2008). Also eukary-
otic herpesviruses possess the canonical HK97 fold (Baker et al. 2005). Both her-
pesviruses and head-tailed phages follow similar virion assembly pathways through
procapsid assembly, genome packaging and maturation of the virion. The packaging
ATPases driving the translocation of the viral genome into the empty procapsid are
also homologous further supporting the proposal that the viruses are evolutionarily
related and share a common ancestor (Bamford 2003; Jiang et al. 2008; Rao and
Feiss 2008). Homology modelling of the MCPs suggests that also archaeal head-
tailed viruses might have the same MCP fold (Krupovic et al. 2010). This suggests
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that the HK97 fold may not be restricted to eukaryotic and bacterial viruses but
might be also common among archaeal head-tailed viruses.

3.3 ©X174-Like Viruses

The only prokaryotic virus with a Picorna-like structure is phage ¢X174. The
tailless icosahedral capsid of X174 is composed of proteins displaying an eight-
stranded antiparallel B-barrel fold (Dokland et al. 1997) (Fig. 2¢). The axis of the
B-barrels in the single B-barrel MCPs is usually tangential to the surface of the
capsid shell, while the double B-barrel MCPs have the upright standing B-barrels
(Abrescia et al. 2004; Dokland et al. 1997). This single B-barrel fold is widely
found in eukaryotic viruses such as picornaviruses infecting animals and plants
(Abrescia et al. 2011).

3.4 ¢6-Like Viruses

All of the prokaryotic dsSRNA viruses have a double-layer protein capsid of which
the inner layer is called the polymerase complex enclosing the viral genome
(Mertens 2004; Poranen and Bamford 2012). The polymerase complex is icosahe-
drally symmetric composed of 60 copies of asymmetric dimers (120 monomers),
which do not strictly obey the quasi-equivalence theory of Caspar and Klug (Caspar
and Klug 1962; Grimes et al. 1998). This kind of capsid architecture is unique for
dsRNA viruses. The prokaryotic representatives are phage @6 and other cystovi-
ruses (Mindich et al. 1999; Qiao et al. 2010) (Table 2, Fig. 2d). No high resolution
structure for (6 capsid protein is available, but virion architectural similarities with
the eukaryotic dsRNA viruses imply that they share a common origin (Bamford
2003; Huiskonen et al. 2006; Mertens 2004; Poranen and Bamford 2012).

3.5 MS2-Like, Helical, Spindle-Shaped and Pleomorphic Viruses

It seems that the virions that we currently know are constructed based on a reason-
ably limited number of architectural principles (Table 2). However, a number of
prokaryotic virus morphotypes does not fall within any of the well-established viral
lineages. One group is the small icosahedral ssRNA viruses including the bacterial
representative MS2 with an MCP fold divergent from other MCPs of the identified
viral lineages (MS2-like viruses) (Grahn et al. 2001) (Fig. 2e, Table 2).

Helical prokaryotic viruses include bacterial M13-like viruses and archaeal
Acidianus filamentous virus 1 (AFV1) — like viruses (Table 2). The archaeal
MCEP structures of AFV1 (Fig. 2f) (Goulet et al. 2009) and Sulfolobus islandicus
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rod-shaped virus (SIRV) (Szymczyna et al. 2009) and the structure of the MCP
candidate of Acidianus two-tailed virus (ATV) (Goulet et al. 2010) show strong
structural similarity. This suggests that the archaeal helical viruses together with
the spindle-shaped ATV might form a separate structure-based virus lineage
characterized by the MCP with a helix-bundle fold (Abrescia et al. 2012; Goulet
et al. 2009). Although there is no high-resolution structural information about
the spindle-shaped viruses with short appendages (SSV-1-like viruses, Table 2)
(Schleper et al. 1992) or pleomorphic viruses (HRPV-1-like viruses, Table 2)
(Pietild et al. 2012), it is probable that they are structurally different from other
viruses and form structural lineages of their own. Current knowledge of the pleomor-
phic virus architecture is discussed below.

4 Testing the Hypothesis

During the short history of archaeal virus research, the characterization of unique
virus morphotypes found infecting only archaea has expanded (Pina et al. 2011;
Prangishvili et al. 2006). At the same time, viruses such as STIV, exhibiting mor-
phology similar to bacterial and eukaryotic viruses, have been described, revealing
structural unity between groups of viruses infecting hosts from the all three domains
of life (Benson et al. 2004; Krupovic and Bamford 2008b; Rice et al. 2004). Most
of the known archaeal viruses infect crenarchaeal hyperthermophiles or euryar-
chaeal extreme halophiles (Pina et al. 2011; Roine and Oksanen 2011). Different
aquatic samples derived from such extreme environments have been studied by
electron microscopy and seem to include large amounts of spindle-shaped and pleo-
morphic particles presumed to be viruses (Dyall-Smith et al. 2003; Guixa-Boixareu
et al. 1996; Oren et al. 1997; Sime-Ngando et al. 2011).

To test our hypothesis (see above) we performed a global sampling of nine spa-
tially distant hypersaline environments in order to isolate prokaryotic hosts and their
viruses (Fig. 3) (Atanasova et al. 2012; Kukkaro and Bamford 2009; Pietild et al.
2009; Roine et al. 2010). We studied both aquatic samples and salt crystals using a
culture-dependent approach aiming to expand the number of described archaeal
viruses and to discover novel virus morphologies.

4.1 Hpypersaline Environment

In hypersaline environments, the salt concentration exceeds the salinity of sea
water and can extend up to saturation (Seckbach 2005). Aquatic hypersaline envi-
ronments include natural salt lakes (fresh water origin) and artificial salt ponds
(sea water origin) used for the production of salt (DasSarma and DasSarma 2012;
Litchfield and Gillevet 2002; Oren 2002). In addition, salt crystals themselves as
well as anything containing a high salt concentration, such as fish sauce, can be
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Fig. 3 Hypersaline sampling locations marked with specific colours. Mediterranean and Israel are
shown in insets. Original isolation sites of the culture collection strains are marked with black.
(Reproduced from Atanasova et al. 2012, with permission. Copyright (2012) Society for Applied
Microbiology and Blackwell Publishing Ltd)

considered as a hypersaline environment. Archaeal extremophiles dominate
hypersaline environments although halophilic and even halotolerant bacteria as
well as some types of algae often belong to the microbiota of this ecological niche
(Antén et al. 2002; Oren 2002, 2008). In these extreme conditions viruses seem to
be the main predators (Pedrds-Alié et al. 2000) .

4.2 Searching for New Viruses

During our survey of hypersaline environments, the number of described haloar-
chaeal viruses was doubled by the isolation of 45 archaeal and four bacterial viruses
(Atanasova et al. 2012; Kukkaro and Bamford 2009; Pietili et al. 2009; Roine et al.
2010). The study also highlighted the uniform nature of hypersaline environments
around the world by presenting a large number of virus-host interactions occurring
between spatially distant environments (Atanasova et al. 2012). The majority of
these viruses represented icosahedral head-tailed morphotypes (Fig. 4). The tailless
membrane-containing icosahedral viruses HHIV-2 (Jaakkola et al. 2012) and SSIP-1
(Aalto et al. 2012) represent the wide-spread PRD1-like virion architecture but they
were rare morphotypes in our virus set (Fig. 4). It seems that the obtained virus
morphotypes are not as diverse as thought, since in our recent global search close to
50 unique viruses were acquired but only one novel archaeal virus morphotype was
discovered (Atanasova et al. 2012; Pietild et al. 2009; Roine et al. 2010). These new
viruses are archaeal pleomorphic lipid-containing viruses exhibiting simple and
conserved virion architecture as discussed below.
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] Head-tailed 82 %
[[] Pleomorphic 13 %

[] Icosahedral 5 %

Fig. 4 Described virus morphotypes in hypersaline environments as reported by Atanasova et al.
(2012). Schematic illustrations of (a) a head-tailed virus, (b) a pleomorphic virus and (¢) an icosa-
hedral virus. (d) The percentage of different morphotypes

5 Pleomorphic Viruses

So far, seven pleomorphic enveloped viruses, designated also as pleolipoviruses,
have been isolated infecting halophilic archaea belonging to the genera Halorubrum,
Halogeometricum, and Haloarcula (Table 3). These viruses have been isolated from
geographically distant locations in Europe, Asia, and Australia (Atanasova et al.
2012; Bath et al. 2006; Pietil4d et al. 2009, 2012; Roine et al. 2010). In addition to
viral isolates, several pleomorphic virus-like proviruses have been identified in a
range of haloarchaeal genomes suggesting that this virus type is wide-spread in the
nature (Dyall-Smith et al. 2011; Pietild et al. 2009; Roine et al. 2010; Roine and
Oksanen 2011; Sencilo et al. 2012). The archaeal pleomorphic viruses represent
novel, minimalistic virion design having a flexible membrane envelope which sur-
rounds the viral genome. In addition to the structural information, the genomic data
on pleomorphic viruses shows that they are related (Bath et al. 2006; Pietili et al.
2009, 2010, 2012; Sencilo et al. 2012). During their life cycle, progeny virions are
released from infected cells in a continuous fashion retarding somewhat host growth
(Pietild et al. 2009, 2012; Roine et al. 2010). Consequently, these viruses most likely
apply a budding-type mechanism for exit.

5.1 Related Viruses with Different Genome Types

While the virion architectural principles might reveal common ancestry of distantly
related viruses, genome analysis can provide a more detailed view, allowing the
comparison of the viruses sharing significant identity at the nucleotide or amino
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acid sequence level. In general, the genomic nucleotide sequences of haloarchaeal
pleomorphic viruses share only limited identity (Pietild et al. 2009; Roine et al.
2010; Sencilo et al. 2012). However, a number of the viral proteins can be desig-
nated as putative homologues based on their amino acid sequence similarity, pre-
dicted secondary structure and function as well as the genomic context of the coding
gene (Fig. 5). All described haloarchaeal pleomorphic viruses (Table 3) share a con-
served cluster of consecutive homologous open reading frames encoding the spike
protein, two putative proteins with transmembrane domains and a putative ATPase
(Fig. 5) (Pietild et al. 2009; Roine et al. 2010; Sencilo et al. 2012). In addition, all of
the viruses, except one (His2), share another major structural protein, which is
encoded just upstream of the gene coding for the spike protein (Fig. 5).

Despite the shared homologues and overall genomic synteny haloarchaeal
pleomorphic viruses have at least four different genome types and utilize at least
two different strategies for their genome replication (Table 3, Fig. 5) (Bath et al.
2006; Pietild et al. 2009; Roine et al. 2010; Sencilo et al. 2012)! The linear dsDNA
genome of His2 encodes a homologue of type B polymerase suggesting that His2
employs a protein-primed replication strategy using its genomic terminal proteins
as primers (Bath et al. 2006; Porter and Dyall-Smith 2008). All other haloarchaeal
pleomorphic viruses have circular genomes. HRPV-1, HHPV-1, HRPV-2 and
HRPV-6 share a putative gene coding for replication initiation protein (Rep) of roll-
ing-circle replication. Surprisingly, while HRPV-1, HRPV-2 and HRPV-6 viruses
have ssDNA genomes, HHPV-1 harbors a dsDNA genome. HRPV-3 and HGPV-1
viruses have yet another distinct genome type: their dsDNA genomes have short
single-stranded regions which in HRPV-3 are with a specific DNA motif (Sencilo
etal. 2012). HRPV-3 and HGPV-1 do not encode proteins recognizably involved in
replication, thus their replication strategy remains unknown. Based on these examples
it is apparent that in haloarchaeal pleomorphic virus genomes the module responsible
for replication is not coupled to the module encoding viral structural proteins as has
also been seen in the case of e.g. phage PM2 and head-tailed phages (Krupovic and
Bamford 2007, 2008b).

5.2 Pleomorphic Virus Architecture

The pleomorphic virion architecture has been addressed using controlled virion dis-
sociation, i.e. a biochemical approach which reveals interactions between different
virion components (Fig. 6a—d). The type virus of archaeal pleomorphic viruses is
HRPV-1 for which the structural organization has been thoroughly described by
Pietild et al. (2010, 2012). Only two major structural protein species have been
found in all of these viruses and they are both membrane associated. The larger one
forms spike structures on the virion surface and the smaller one is located on the
internal surface facing the genome (Fig. 6a). The genome resides inside the vesicle
without any associated nucleoprotein. Only His2 and HGPV-1 are exceptions with
two spike and two internal membrane protein species, respectively (Pietild et al. 2012).
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Fig. 6 Virion architecture of archaeal pleomorphic viruses. (a—d) Schematic presentation of
HRPV-1 virion structure. (a) Intact virions. (b) Virions treated at high salinity with proteinase
K digesting the membrane protruding domain of the spikes. (¢) Spikeless particles further dissociated
at low salinity leading to the release of the genome and partial release of the spike membrane
domains. (d) Virions treated at low salinity with proteinase K resulting in the genome release and
digestion of the membrane protruding domain of the spikes and the internal membrane protein
except its two membrane-associated domains (not indicated). (e) Electron cryo-tomographic slice
of HRPV-1 virions. The arrows indicate the spike structures on the virion surface. Scale bar,
50 nm. (f) Random distribution of the spikes on the virion surface ((e) and (f) are reproduced from
Pietild et al. 2012, with permission. Copyright (2012) American Society for Microbiology)

Some pleomorphic viruses have modified spike proteins, with additions of a lipid —
or glycomoiety (Pietild et al. 2010, 2012). The structure of the HRPV-1 spike protein
(VP4) major N-linked glycan modification has been determined using mass spectrom-
etry and NMR and shown to be a pentasaccharide comprising glucose, glucuronic
acid, mannose, sulphated hexuronic acid and a terminal 5-N-formyl-legionaminic
acid residue (Kandiba et al. 2012). It was also shown that the infection of HRPV-1
was partially inhibited using N-acetyl neuraminic acid, a closely related glycan
structure (Kandiba et al. 2012) suggesting that the characterized glycan structure is
taking part in the host cell recognition during infection.

Cryo-electron microscopy showed that pleomorphic viruses are roughly spherical
with decorating spikes on the virion surface (Fig. 6e) (Pietild et al. 2012). The size
of virions increases with the increasing genome size (from HRPV-1 ~40 nm to His2
70 nm). Subtomographic reconstructions of HRPV-1 showed that the internal mem-
brane protein is mostly embedded in the membrane (Pietild et al. 2012). Thus, it
seems that pleomorphic viruses have no clear matrix underneath the membrane
comparable with viruses such as influenza or retroviruses (Bukrinskaya 2007;
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Nayak et al. 2009). The tomographic studies of HRPV-1 also indicated that the
spikes are randomly located on the virion surface (Fig. 6f). Most likely this random
spike distribution and the viral membrane are responsible for the asymmetric nature
of these viruses.

Pleomorphic viruses contain the same major phospholipid species as their host
cells (Pietild et al. 2010, 2012; Roine et al. 2010). Furthermore, comparison of
HRPV-1 and HHPV-1 phospholipid composition to those of their host cells revealed
that the ratio of different lipids is almost the same (Pietild et al. 2010; Roine et al.
2010). Thus, pleomorphic viruses acquire their lipids unselectively from the host
cell membrane. This is in contrast to tailless icosahedral, lipid-containing prokaryotic
viruses with selective lipid acquisition (Bamford et al. 2005b; Braunstein and
Franklin 1971; Brewer and Goto 1983; Laurinavicius et al. 2004a, b; Maaty et al.
2006). This selectivity or lack of it most likely reflects virion assembly mechanisms
used by these different types of viruses.

It may be possible to extend pleomorphic viruses to a structure-based viral
lineage (HRPV-1-like viruses, Table 2). It has been proposed that a lipid-containing
ssDNA phage, L172, infecting bacterium Acholeplasma laidlawii (Dybvig et al.
1985), is structurally related to the pleomorphic archaeal viruses (Pietild et al.
2009). L172 has only two major protein species and also the lipids are acquired
rather unselectively (Al-Shammari and Smith 1981; Dybvig et al. 1985).
Unfortunately, no genome sequence data is available for this virus. However, there
is a number of similarities between the pleomorphic viruses infecting archaea and
bacteria supporting the lineage proposal. This lineage would be the first one to
include virions composed of membrane vesicle only.

6 Conclusion

Viruses are the most numerous obligatory predators on our planet and the speed of
their reproduction is fast. This is especially true for the prokaryotic viruses, which
represent the majority of all viruses. Thus, a fast rate of genetic change in the form
of single nucleotide substitutions as well as homologous and non-homologous recom-
bination can be expected. This is seen in the diversity of the genomic sequences found
both in environmental sequencing studies and in the genomes of new virus isolates
(Desnues et al. 2008; Hatfull and Hendrix 2011; Sencilo et al. 2012). In this review
as well as previously, we present data which suggests that viruses infecting diffe-
rent hosts from different domains of life may share not only common virion archi-
tecture but also a common fold for the major structural protein of the virion. It has
been known for a long that proteins with low amino acid sequence identity can still
fold into similar three dimensional structures (Flores et al. 1993; Orengo and
Thornton 2005). In cases where the origins of two proteins cannot be traced to a
common ancestor, convergent evolution cannot be ruled out. For many viral major
capsid proteins, however, there seems to be a viral ancestor and in such cases also the
protein function has been conserved.
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To date we have been able to define at least two viral lineages that contain members
infecting either eukaryotic, archaeal or prokaryotic hosts (Fig. 2, Table 2). In addition,
we have several other potential lineages containing more than one member (Table 2).
The viral universe is still largely unexplored and therefore we need more examples of
viruses. Since the manifestation of a virus is an infectious viral particle, the virion, the
organization of viruses into viral lineages requires their structural and functional char-
acterization. It appears that among all protein structures only a low number of unique
protein folds can be found (Orengo and Thornton 2005) (Table 1), and the number of
those that can assemble into a functional viral capsid must be only a fraction of these.
Current findings suggest that discoveries of novel viral architectures are rare (Atanasova
et al. 2012) supporting our hypothesis.
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Abstract The study of DNA virus persistence and RNA virus evolution has defined
the concepts of addiction modules and quasispecies which can respectively explain
the persistence of virus information and the cooperative evolution of viral populations
(including defective virus). Together, these concepts can be applied to a wide array
of phenomena that emerge from stable virus colonization of host. Since viruses are
naturally competent in host code but also extend that code, they are natural agents
for code editing. They are also natural agents to create new host identity (self),
although this typically involves cooperative populations of agents. In this chapter
I outline how the combined concepts of addiction modules and quasispecies can be
applied to understand a wide array of phenomena, involving cooperation, network
formation, symbiosis, immunity and group identity, all of which are also examined
from a virus first perspective. I trace how essentially all systems of host identity and
immunity can be examined from this way and show viral involvement. I also examine
the emergence of human social identity from this perspective which provides many
new insights for the origin of social cooperation.
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1 Overall Objective

The concept of an addiction module might seem better suited to books on the topic
of drug abuse. How can this concept be of relevance to the topic of this volume; the
role viruses and other genetic parasites in host evolution? Yet, this prevailing view
is precisely why this chapter is needed. Practitioners of science have a strong
tendency to focus on specifics within limited domains of knowledge (e.g., areas of
expertise). It is form such specific observations, after all, that we attempt to generalize
rules or theories. The addiction module was originally developed for a specific P1
phage — E. coli relationship (described below). But it can be stated in a more gener-
alized form to apply to a large array of virus and host relationships, well beyond this
original use. Such a more generalized concept can be even applied to a situations
not limited to genetic based information, including population based relationship
such as network and group membership. However, the relationship of an addiction
module to the dynamic genetic composition of virus and host has seldom been con-
sidered. Thus it is the purpose of this chapter to introduce the concept of the addic-
tion module in a broad virus-host context of genetics. Indeed, essentially all the
topics presented in this book can be evaluated from this perspective. Addiction
modules provide a mechanism for populations of transmissible viruses and host to
attain ‘population based’ identity or a conditional identity. But such a concept is not
a consensus in the field as many have long felt that individual based features of
selection (i.e. fittest type) are adequate to explain all population based behaviors.
But virus (the ultimate selfish entity) have recently taught us much about how coop-
erative, consortial based selection can operates via quasispecies (Domingo et al.
2012). Such bound societies of virus depend on cooperation involving even lethal
and defective members. It is the consequences of such population based host colo-
nization that identifies a diffused form of virus-host symbiosis resulting in altered
virus-host identity via the creation of new regulatory networks. This state defines a
central importance of group identity and group based solutions in the origin and
evolution of life. Such population based behavior and colonization inherently
promotes network formation. But the objectives of this chapter is not to provide a
fully convincing defense of this thesis. There are too many open questions for that.
Rather it is too plant a seed of thought for others to explore. Thus I present below
some strategic examples of how the concept of an addiction module can apply to
diverse situations. An outstanding problem in explaining the origin of complex sys-
tems is how networks are created and how network membership operates. Both
quasispecis theory and addiction modules may have much to tell us about this.
Viruses seem ancient and able to define self (Bamford 2003). That viruses might be
crucial for the evolution of life is not a unique or new idea, although still far from a
consensus. Others have suggested ancient and ongoing roles for virus in the evolu-
tion of host, see (Hendrix 2002; Koonin 2006; Koonin et al. 2006; Forterre and
Prangishvili 2009b; Brussow 2009; Burns et al. 2009; Sinkovics 2009). Thus there
does appear to be an emerging consensus regarding the fundamental role for virus.
Yet in spite of this realization, the creation of new networks or complex conditional
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identities is not inherent to these proposals. As selfish genetic agents that consume
host, why should viruses promote such complexity? With the emergence of the
Eukaryote, there appears to have been a big enhancement in regulatory complexity
(Lercher and Pal 2008). Thus a central problem is to explain the role of viral agents
in the emergence of these more complex networks. I submit that both quasispecies
theory and addiction modules will provide fruitful pathways to explore this issue.

2 A Short History of Why Viruses Were Precluded
from the Tree of Life: The Selfish Junk Hypothesis

Our earliest virus observations indeed suggested that viruses could affect the host
survival in a population dependent way. A particular bacterial population that was
lysogenized, for example, was recognized early on as having acquired distinct sur-
vival phenotype especially regarding similar viruses. Following Twort’s discovery
of bacterial viruses (Twort 1915), in the 1920s, lysogeny was subsequently discovered
when it was noted that some bacterial strains were resistant to phage infections and
that these strains could also produce phage and lyse non-resistant strains when co
cultured with them, a situation that later became known as lysogenic (d’Herelle
1921, 1926), for references see (Lwoff 1953). Early on, d’Herelle and Bordet con-
sidered this to be a symbiotic relationship as serial clones continued to make phage
in the presence of antiserum. However, this view was considered as heresy to several
generations of microbiologist. Both Bordet and Bail experimentally established that
individual cells (e.g. E. coli strain 88) were lysogenic (Bordet 1925; Bail 1925). In
the 1940s the situation of virus-virus interaction was further clarified when it was
observed that phage interference and exclusion between related strains was apparent
(Delbruck 1945). A. Lwoff later showed that lysogeny was due to what came to be
known as prophage, the presence of virus genetic material not present in non-resistant
cells, see (Lwoff 1953).

Early on, several relevant concepts were considered. For example, Twort noted
the ability of bacterial cells to produce self destroying material for non-carrier
strains (Twort 1915), thus foreshadowing the toxin/antitoxin nature of lysogeny.
Others also considered the possible role of viruses in the emergence and evolution
of life, (Haldane 1947; Luria 1950; Moriyama 1955). But these speculations did not
take root and with the emergence of molecular biology and its subsequent but clear
support for Darwinian evolution, such speculation was essentially forgotten.

Instead, what took root was the concept of selfish DNA in which parasitic repeated
genetic elements, often virus derived, have no phenotype but are maintained simply
because of their self selecting capacity for replication (Doolittle and Sapienza 1980;
Orgel and Crick 1980). The current concept of selfish DNA hardly needs an introduc-
tion these days. Yet more recently (described below), repeated and virus derived
parasitic elements are being increasingly recognized as central participants in host
defense systems and other basic processes.
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Historically, population based behaviors, such as aggression or altruism, have
been explained by the application various kin selection ideas or cost benefit analysis.
As noted by Nowak, “When fitness of an individual depends on relative abundance
of phenotype in the population, we are in the realm of game theory” (Nowak et al.
2010). But populations that host transmissible virus (including cryptic agents) can
clearly transmit and affect the survival of other competing or equivalent populations
that don’t host the same virus (Villarreal 2005). Lysogeny is essentially this situa-
tion. And this relationship does not involve kin selection or game theory. The viruses
(and other genetic parasites) that persist in populations can thus have big conse-
quences to survival. Most all practicing biologist have had to deal with such conse-
quences (for example lactobacillus in the dairy industry (Brussow 2001)). Indeed,
essentially any practitioner of biology that grows large homogeneous populations of
most forms of life, must address the threats posed by viruses to these populations
that will often originate from competing (but viable) populations. As viruses are the
numerically prevailing biological entity in most habitats, fitness in a virus-free habitat
is not real fitness. Any such measurement has removed a fundamental and ever
present context for the survival of life. Thus, for example, when we evaluate an
E. coli without cryptic viruses (or exo viruses), or a mouse deleted of viral derived
elements we may obtain clear results that indicate the cryptic viruses are not needed,
but this will be a misleading ‘virus-free’ assessment. A specific example, cryptic
prophage DNA is about 20% total genome of E. coli. E. coli K12 BW25113 has
about nine cryptic phage (a total of 166 kbp) (Wang et al. 2010a). When deleted, the
cells grow normally, but become sensitive to various stressors such as antibiotic,
osmotic, oxidative, acid stress. As the lost cryptic prophage also include four toxin/
antitoxin (T/A) phage sets, we could expect big effects regarding how these E. coli
respond to other virus infection. But this is not typically evaluated. Instead, we have
a gene-centric tunnel view of genetics that insists on simplifying fitness assessments
and also insists on only using habitats free of virus. This is where we go wrong.
Viral agents provide an essential context for all life. And as the consortia of cryptic
phage establish, they also function in cooperative mixtures. Indeed, terms such as
mosaics, exchanges and mixtures seems to be central themes for viruses. They appear
to operate by much more gang-like or collective principles then the ultimate indi-
vidual selfish agents as they have become known as. We need to understand virus as
a consortia or network, if we are to correctly evaluate how these agents affect life.

The emergence of metagenomics has helped to correct our historic tunnel vision
and places virus in the correct context. The unbiased genetic data coming from various
habitats makes a compelling case. Our world is much more viral and diverse then
we once thought. And viruses along with their regulators seem able to do practically
everything needed for life, from promoting photosynthesis (Lindell et al. 2004;
Hambly and Suttle 2005), providing core genes for translation (Abergel et al. 2007),
encoding cytochrome p450 (Lamb et al. 2009), transferring entire metabolic pathways
(Monier et al. 2009), to providing most protein folds (Abroi and Gough 2011), con-
trolling placenta specific genes (Lynch et al. 2011), controlling most aspects of
innate and adaptive immunity networks (Hengel et al. 2005; Miller-Kittrell and
Sparer 2009) or controlling expression of primate P53 (Wang et al. 2007b). Indeed,
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in a meta-analysis of metagenomic data of over ten million protein encoding
sequences, it is the products of virus (such as transposases or capsids) that are the
most prevalent genes in nature (Aziz et al. 2010). The implications of the massive
omnipresence can no longer be ignored.

But what then is the consequence of such viral dominance to the host? I suggest
the development of an appropriate conceptual framework on this issue have been
stifled. The overarching problem that prevents a proper conceptual development is
the essentially unquestioned (and preclusive) perspective that individual based
fitness can account for all virus-host outcomes. In the context of virus, this means
that an individual host surviving virus attack represents the core adaptive event in
virus-host evolution. Thus theories that invoke ping-pong mechanisms, biological
warfare, adaptation counter adaptation, one upsmanship, détente, etc. are all basi-
cally similar serial views of what happens to individual host following infections.
A single viral agent infects a single host, killing most of them (plague sweep), followed
by selection of a small set of survivors that have adapted via immune selection against
the agent (controlling or taming it). This is classical selection and counter selection
involving the master fittest type. In this view, the massive omnipresence of virus is
not an especially troubling issue. But missing from this line of thought is why
viruses become part of the host (promote virus-host symbiosis) and why viruses are
especially able to alter host regulation in a distributed (network based) manner. Our
focus on the survival of the individual fittest type (master type) fails to explain a
strong tendency for virus-host symbiosis. It also fails to explain the emergence of
complex novel regulatory networks. For this we need to understand both the basis
cooperative interactions and the basis of what promotes the persistence of virus
information. We need to better understand theories involving quasispecies (QS) and
addiction modules.

The modern concepts for QS involves consortia or cooperative based populations
and emerged after 20 years of experimental observations (see Domingo et al. 2012).
Considerations of QS theory, however, are uniformly absent from models that
depend on the master fittest type of individual to explain selection. QS theory is also
absent from the great majority of studies regarding selection for networks and how
they have emerged, even including those that involve endogenization by retrovi-
ruses. It is hoped that this chapter will encourage an exploration of QS in host evolu-
tion, especially those involving viral symbiogentic events or those involving network
development. One current example would be the ongoing retrovirus endoginization
(genome colonization) of Koalas in Australia (Tarlinton et al. 2008). These animals
are being colonized by populations of KoRV retrovirus which initially induces neo-
plasia. The endoginization is occurring rapidly and is more benign then initially
anticipated. It will almost certainly result in immune and other regulatory
modifications to the Koala genome but similarly result in populations that have less
pathogenic relationship to KoRV infection. It already appears this is a QS mediated
event that is generating rapid, complex and regional adaptation. This endogenization
should now be studied from a QS and population based perspective. It does not
appear that this is serial process of individual adaptation following an intense plague
sweep. Survivors are numerous and may be the product of virus that has defective
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in their populations. One other thing also seems clear, endogenization will result in
a host population that will have the persistence of new virus derived and distributed
genetic information. Most of this will resemble ‘junk’ DNA to many, but will almost
certainly constitute a new network that will have a big consequence to host survival,
at least with respect to KoRV induced disease. What then are the forces that promote
or compel this persistence? For this we need an additional concept of an addiction
module which will require the paired features of positive (protective) and negative
(lethal disease) outcome. But the acquisition of this new addiction module will also
distinguish these Koala populations from those not similarly colonized. Consider
the isolated KoRV free Koala population now at Kangaroo island. Clearly if the
mainland population and the island population come together, there will be a negative
outcome for only the Kangaroo island population. This is the genetic force that
creates new group identity.

Given the above discussion we can also consider the concept of a regulatory
network and how to create one. A network cannot easily emerge from point changes
to an individual organism. It requires a coherent (cooperating) new distributed
instruction set to be added to existing instructions. Viruses are precisely competent
at doing this. We can clearly now see how a QS based virus population would promote
new network formation. And the results form comparative genomic analysis can
now be looked at from this perspective. Indeed, as noted below, strong evidence
supports this idea. In addition, metagenomic analysis can identify large populations
of phage which can act as cooperating and ‘defective’ agents to colonize host and
provide new addiction modules with the capacity to resist competitors, survive
stress and create new group identity. Thus bacterial-viral coevolution and cooperation
should be the norm (Velicer 2005; Sachs and Bull 2005).

3 Transmissible RNA and DNA as Agents, Not Elements

Parasitic sequences are components of the genomes of all living organisms. Although
many of these appear related to or derived from infectious viral agents, the large
majority of them are not able to function as autonomous virus or don’t appear to
have been directly derived from virus. They have often been described with the term
‘element’. This is taken to mean recognizable sequence elements from DNA or
RNA based transposable agents (both viral and nonviral). When characterized this
way, it is typically thought that such elements as inert and non-functional hence
have little or no phenotype. They are simply the byproducts of selfish DNA. It has
been argued by Witzany, however, that the use of the term ‘elements’ promotes
confusion and obscures the functional and often purposeful role of these agents.
Although we have used this term several times above, it needs to now be clarified
before continuing our discussion. Agents, unlike elements, show a competency and
consequences of their activity. As argued by Witzany (2006, 2011a, b), agents act
on DNA not in a random fashion, but with competency of code reading and editing.
They interrupt, delete, insert and alter meaning of DNA in context dependent way.
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Thus the term riboagents should be applied to the various transposon that are
transcribed and able to affect DNA meaning by various mechanisms. And as will be
discussed below, these riboagents can fully transform the meaning of code. However,
as will now be described, RNA agents tend to act as consortia, complex sets that
operate as networks. And it is agents acting in consortia that provide a context for
the meaning of code, such as epigenetic control, not simply the syntax of code as
has often been assumed. However, conceptualizing the action of riboagent networks
is not something we are particularly good at. Although insight and imagination may
be different, our best thinking is usually expressed with written language, as a
sequential or serial string of thought and meaning. A system or network, however,
is inherently nonsequential and does not lend itself to such sequential characterization
or analysis. It operates more like a coherent, cooperating population or gang, not a
collection of individuals. This is not an inherent part of our thinking. We tend to
examine all issues of evolution as serial adaptations of an individual fittest type. In
addition, networks require counteracting agents to set control but whenever these
features are encountered, we assume some type of ping-pong ancestral mechanism
was responsible, not that inherent conflict was always needed (as in addiction).
Below, I now examine role of a cooperative population in RNA virus fitness and
adaptation. I also consider the participation of addiction modules in population
based identity (a main theme of this chapter). With the overlaying of these two
concepts, we also can now understand how population based identities emerge and
are maintained. And we will see that small RNAs often act with purpose as agents
of identity.

4 Virus as a Source of Context, Variation,
and Group Identity

In some cases, the relationship of viruses to transposable ‘elements’ is clear.
In bacteria, for example, these virus related ‘elements’ are often called cryptic
(defective) prophage. Such agents clearly have some consequence to infection by
these same viruses (such as providing immunity). But a virus relationship to other
TEs may not be obvious and their role in regulating virus may not be clear. In this
situation we often think of such elements a the junk of the genome. However, it is
clear that virus are the most active agent in these genomic junk piles. Thus, viruses
as communicable infections seem to be the instigators or initiators that mediate
genetic movement and new host colonization. But it will always be crucial that the
admix of virus-host and parasitic ‘elements’ will provide the context for the out-
come of an attempted colonization. Thus, the ‘viral context’ of defective elements
in the genome will be crucial in determining if they are essential of junk. If these
defectives are indeed agents that affect/oppose similar or linked agents, and if
the habitat usually harbors these agents, there will be a very strong selective
pressure for the maintenance of such ‘defectives’. Thus, as will be elaborated
below, we must consider the internal agents (elements) together with the external



114 L.P. Villarreal

viruses to understand how the network functions and is maintained. Thus, such a
network extends to and is dependent on participants outside of the host genome.
The context matters greatly, including external virus context. Consider, for example,
an E. coli living in a human gut. Such a bacterial symbiont will always be confronted
by a large array of dsDNA bacterial viruses. Host population density should be
relevant to the virus relationship (Dennehy et al. 2007). This E. coli will have no
option but to maintain networks that promote co-existence with this large viral
community. In contrast, consider a domesticated or agricultural plant living in a
human created habitat, such as a farm. In this case the plant will also need to deal
with an entirely distinct viral habitat, but here, one involving a diverse set of + RNA
viruses. Clearly, genetic (parasitic) elements in such plant genomes must be
coherent with their own peculiar viruses. Neither the elements within the E. coli nor
a plant host genome nor their respective external viruses will be similar. We therefore
cannot consider that function of ‘elements’ outside of their particular context. And
we must include the virus context in this evaluation. We can now see a problem
from computation based predictions of any such elements: they are not context
based. For example, let us imagine the consequence of an Alu element introduced
into an E. coli genome versus one introduced into a human intron region. This
could make a big difference in gene control. But outside of that it would seem
inconsequential. But what if that gene is for APOBEC or an MHC locus, the
context of such an Alu element will now have big consequence with respect to
prevailing viruses and host survival. In this context, they are not simply elements,
but agents, parts of networks that are coherent with both host and prevailing virus
interactions. It is such coherence that we will now see as essential for the existence
addiction systems that define host — virus population identity (discussed below).
Computational methods do not inform us of such things. Without this context, the
possible participation of such agents in addiction systems for colonized popula-
tions will not be apparent. Yet this is how it is always done. Elements are simply
categorized and devoid of meaning. However, let us consider the maverick elements
in the context of virophage and mimivirus (Pritham et al. 2007). This element
is recognized to have a viral integrase/reverse transcriptase, which clearly of a
distinct class from that of the large dsDNA virus, Mimivirus and was considered
a non-viral DNA transposons. Thus there would seem to be no relationship
between maverick elements and mimivirus. However, mimi-like viruses prevail
in many water habitats. Subsequently, it was observed that mimivirus can also
support a second virophage (Mavirus) and this virus has clear gene and functional
similarity to Maverick elements (Fischer and Suttle 2011). As this virophage
clearly affects the infectious outcome of mimiviurus, the presence of a Maverick
element would also affect the virus-host relationship. Thus, when these elements
and individual viruses are considered alone, we cannot infer their meaning or
functional consequence to host survival. Outside of the viral component, the repeat
element alone is ‘meaningless’. Thus when we observe dramatically different TEs
populations among closely species, we will also need to understand the virosphere
for these colonized species.
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5 Addiction Defined and Generalized as an Identity Network:
Cooperation of Self Harm and Self Protection

We can now focus on the forces that compel viruses along with their ‘defective’
versions of information to persist in host populations and why this can affect popu-
lation based identity and survival. Viruses can persist via the action of addiction
modules. As mentioned, this was first seen with P1 phage which would induced
post-segregation killing if the host lost the virus (Lehnherr et al. 1993; Engelberg-
Kulka and Glaser 1999; Hazan et al. 2001). Basically, the virus will stabilize its
persistence by expressing a stable toxic gene, but prevent destruction by also
expressing a less stable anti-toxic gene. Any environmental alteration in this
dynamic (either by loss of viral DNA or infection with other agents) will often
affect the protective component of the addiction module resulting in destruction of
the host. Thus the host is addicted and must maintain the virus. In the case of P1 or
the many other prokaryotic viruses that express toxin/antitoxin modules, even from
defective versions of the virus, the concept of an addiction module seems to apply.
However, many if not most other viruses do not seem to encode T/A gene pairs yet
still persists in their host, so how can addiction generally apply to these situations?
I have argued that essentially all host specific persistent infections with any type of
virus, either within the genome or an extra genomic state, are able to act as addiction
modules and affect host survival and promote competition with noninfected host
populations (Villarreal 2007, 2008, 2009a, b, ¢, 2011a). This is because these viruses
all have a lytic (destructive) potential that is held in check by the virus-host network
that promotes stable host persistence. Thus the virus itself provides the toxin func-
tion of a T/A set and will harm populations of host that lack the corresponding
control of lytic replication. This situation is basically what has long been seen with
lysogeny. A colony of lysogenized bacteria harboring a stable porphage (or defective
agent) is resistant to this or similar lytic phage, one that will likely be prevalent in
the habitat (see Fig. I for a schematic of this situation). Thus the toxin is the preva-
lent lytic virus itself that is in the habitat and the antitoxin is the immune function
from the prophage or its functional defective. If this colony were to lose its resident
prophage or its defective, it becomes immediately susceptible to lysis by various
exogenous viruses. This constitutes the generalized version of a virus mediated
addiction module. Thus a strong selective force preserves the virus-host addiction
network. But it has also created a virus-host network that identifies and responds to
similar host populations that are not stably colonized. Thus we see the important use
of potentially self destructing systems; they now define a new self, those harboring the
virus and toxically respond to non-self. This also identifies an underlying process
that is prone to ever increasing addition of exogeneous ‘identity’ systems that must
be able to superimpose new parasitic information onto existing networks. But net-
works are by definition diffuse or distributed. How can a virus exert control over any
distributed network? This would seem to be a very difficult problem for a specific
individual virus (or agent), especially if it is compelled act as an individual in individual
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Fig. 1 Schematic of virus affects on population based host survival. The five diffuse red circles
represent a host population free of the infectious virus in question. When exposed, many members
will succumb to the toxic (acute), affects of virus infection (crossed lines). Some, however, may be
stably colonized (shown with dark red center). This host population has acquired a new virus
derived instruction set that also provided immunity to the same (and often other) viruses (shown by
broken lines between cells). If this population retains some capacity to produce infectious virus, or
if the virus remains prevalent, when it encounters another naive population (blue circles), the
uncolonized population will crash due to virus toxicity. The virus colonized population will be
favored (Reproduced from reference (Villarreal 2012), with copyright permission from Landes
Bioscience and Springer Science + Business Media. This permission includes both print and elec-
tronic versions)

host, requiring a long chain of selection and counter selection events to eventually
build a coherent system of control (network). However, if we do not assume that
survival if an individual fittest type is the underlying process that promotes network
construction, a much simpler solution to network creation becomes evident. That
process involves cooperation of a population of viral agents. We will now examine
current quasispecies theory to understand how and why virus populations often
attain fitness in cooperating mixtures.

6 Modern Quasispecies Theory: Viral Fitness via
Cooperative Populations

The emerging view that an RNA world existed before the emergence of LUCA and
the DNA based forms of cellular life has become firmly set. LUCA appears to have
existed in a state where there was a very high rate of horizontal genetic exchange, a
situation that clearly resembles viruses in their propensity to transmit genetic code.
Curiously, in spite of this much increased attention to the likely circumstance of an
RNA (riboagent) world, there is a gaping lack in theory concerning the dynamics of
fitness of RNA to maintain information integrity. Such books and most articles
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about the RNA world seldom mention quasispecies theory. The development of
quasispecies (QS) theory ‘in the 1970’s’ by Manfred Eigen, was aimed at under-
standing the parameters relevant to the use of an error based RNA replication
process for life to emerge. The history and current status of quasispecies theory has
recently been exhaustively reviewed by Domingo and colleagues (Domingo et al.
2012). One of the main ideas that emerged from quasispecie research during the last
20 years, is that QS function as cooperating consortia. That the ability to make
errors and generate populations is an inherent feature in order for the population to
attain fitness. This does not mean that all the interactions within a QS population are
positive or even supporting each other (such as complementation, which clearly
exists). Instead, there exist a complex set of interactions (including lethal interfer-
ence) that must function together to become members of the QS consortia. This
defines a fundamental but genetically diffuse process involved in the fitness of basic
biological entities; RNA viruses. And distinct QS populations do indeed compete
with and exclude each other, they clearly have internal coherence and identity that
are expressed as relative fitness. But the observation that QS function as QS and
consortia does not sit comfortably with traditional views from evolutionary biology.
Indeed, there has been a real resistance to these results as outlined in the Domingo
review. It is thus ironic that the original premise for developing QS theory was the
central importance of the master fittest type in selection. This was a very ‘catholic’
foundation from the perspective of evolutionary biology. But it was the results of
experimentation, not theory, that led us to another view. Following initial studies by
Holland and colleagues (Novella et al. 1995), decades of experimental measure-
ments established that a QS consortia has it own peculiar fitness. Thus, even when
the what was considered as the master fittest type (the consensus sequence) is iso-
lated and propagated as a clone, it uniformly fails to compete with the QS consortia,
especially if it is unable to generate diversity, for example see (Vignuzzi et al. 2006).
The QS phenotype thus has its own phenotype and has been observed to involve
directly opposing elements working together. If such QS based fitness and evolution
is prevalent in biology, then we must question the almost dogmatic application of
the fittest type individual as a way to explain all evolutionary outcomes. The master
fittest type which has been applied to virus populations is really a consensus that
may not even actually exist within a QS collective. The mantra of master fittest type
must now be confronted. Currently, if we see evidence for cooperation in biological
systems, a whole series of arithmetic rationalizations are applied to make this conform
to individual type selection yet explain these group behaviors. These rationalizations
are based either on kin selection, cost benefit or game theory and expressed as mathe-
matics. And they have been proposed to account for the numerous situations in
which altruistic or cooperative behaviors result. This approach is so well entrenched
that there appears to often be an emotional approach to defending such methods,
regardless of experimental results. Indeed, some evolutionist, such as Holmes, often
strongly rejected current QS theory as simply the result of ignorance or a misunder-
standing of the application of Fisher population genetics (Holmes 2010a, b). It is
curious that such theories are now used to reject strong and consistent experimental
results. I have usually assumed that experiments correct theory, not the inverse.
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It is not a theoretical proposal that that viral populations have behaviors. It is an
experimental result (Ojosnegros et al. 2011). However, population genetics has no
role for the various crucial interactions that are observed in a QS collective. Modern
QS theory is an experimental theory but its opposition has been reduced to a defense
of convictions, no longer critically evaluated by experiments.

But scientist are humans, after all, and susceptible to some degree to emotionally
charged language. For example, the emotionally negatively concept of ‘junk DNA’
has been repeated so often it colors and limits the thinking of most scientist. This
prevents us from thinking of ‘defective’ elements (transposons) as really being
‘effective’ agents (riboagents) in the genome which are part of collective network of
group identity.

The central role of cooperating populations will have fundamental consequence
to the ideas being proposed here. Cooperating populations are needed to solve a
whole series of complex problems in evolution and are central to explain most complex
phenotypes. For example, as argued by Witzany the origin of and editing of lan-
guage and its ‘meaning’ within code requires the participation of population of
agents, competent in that code (Witzany 2000, 2006, 2009, 2011a, b). Individual
“fittest types’ process cannot accomplish such a pragmatic outcome. And the context
(pragmatic) nature of the genetic code inherently requires the participation of ‘pop-
ulations’ of competent editors. Virus populations provide this editorial competence
and context. And virus populations are inherently able to superimpose and coordi-
nated viral regulatory regimes that create new regulatory networks onto the host.
Due to the transmissive and horizontal nature of viral information, such a process
inherently affects and selects host populations. The affect is to create mechanisms
that define these populations via these counteracting elements.

It is worth considering the term cooperation. In the study of symbiosis, the term
cooperation means a partnership involving a sentient component (voluntary, not
involuntary partnership). Popular use of this term often includes both voluntary and
involuntary partnership. However, with viruses, we see problems with such distinc-
tions. With a virus, we might consider only ‘self’ interactions voluntary. But this
does not appear to be a useful designation. One clonal viral agent, for example, can
quickly generate a population that forms cooperative subsets (such as defectives and
infectious genomes). But this involves both positive and negative interactions nor is
this situation too different from the cooperation between a satellite viruses (defectives)
and helper (infectious) virus. In both cases there is clearly a from of cooperation
even if distinct lineages are involved. We must therefore use the term cooperation
to include non-sentient and non-friendly and even non-self interactions. As will
be presented below, we can see s continuum of interacting agents able to from
networks that are crucial for the collective function of the network. Indeed, it has
been our tunnel vision regarding fitness of individual elements that has limited
how we think about networks. This needs to change. Symbiosis can be considered
as the ultimate outcome of cooperation. It requires two living agents with different
histories to become one permanent entity. Permanent viral persistence in its host is
clearly this. However, if that persistence also involved quasispecies or mixed
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cooperation of viral populations, we should evaluate if such persistence resulted
from the superimposition of virus derived addiction strategies and identities. This
will now be examined below. However, such virus based superimposition (espe-
cially viruses that can infect distinct host) could provide a major force for symbiosis
between free living organisms. Viruses are competent in the genetic language of
host. Viruses able to infect distinct host are common and could also superimpose
regulatory regime of two previously distinct organisms. If that virus also used addic-
tion strategies to persist in this mixed host, it would also provide a strong selection
that promotes the coherent fusion of these previously distinct organisms. We are
now ready to consider the combined and cooperative interaction of QS based virus
populations, cooperative mixtures and virus derived addiction strategies that prom
that stability, cooperation and new group identity. The concept of addiction strategies
will provide the core theme for this exploration.

7 The Role of External/Internal ‘Agents’ in Addiction
and Network Identity

As mentioned, the idea that viruses might be much more involved in the early evolu-
tion of cellular life has become more prevalent recently, see (Forterre 2005, 2010,
2011a, b; Forterre and Prangishvili 2009a,b). This has led to the viro-cell (virus-host)
idea put forward by Forterre. But this concept proposes an evolutionary symbiosis
thought to result from typical Darwinian individual cell selection. It does not pro-
pose any strategy other then the usual natural selection of individual fittest type for
the persistence of the virus genetic information or for the complex regulatory role a
viruses might play in emerging networks within the host. No addiction modules or
consortia of virus were required. I have argued that viral persistence can promote
symbiogenic events(Villarreal 2006, 2007, 2009a, b, c; Villarreal and Witzany
2010). Below I outline how consortia of viral agents can produces distinct, com-
plex and network like virus-host identities which are maintained by addiction strate-
gies. These strategies are highly lineage specific (and lineage identifying), but they
can also include the participation of both exogenous and persisting viral agents.
Accumulating and recent results form comparative and metagenomic studies show
a dominating and widespread presence of virus information, both within host
genomes and exogenous to them. Thus I suggest, if we observe virus-host symbiosis
or mutualism (as seen with plant RNA viruses, (Roossinck 2005, 2011)), we should
also examine if either QS or addiction strategies are involved. And if we see the
participation of virus defectives, we should also consider if they are possible mem-
bers of a network of internal and external virus derived regulation. Both exogenous
and endogenous viruses must now be considered as realistic and common units of
biological selection. And together, such viruses will be competent in host code yet
able to extend that code for virus objectives. Thus, they are the natural editors of
code (Witzany 2006, 2011a, b).
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8 Broad Aspects of Virus-Host Identity

Distinct virus-host relationship are seen at all levels of biological organization,
from the domains of life to species and even races (Villarreal 2005). In eukary-
otes, we especially see the activity of retroviruses and retroposons as abundant
agents within all their genomes. Retroviruses seem ideally suited as Eukaryotic
genome editors. Able to copy any mRNA, create a linked set of virus based
promoters and insert these into the genome in particular patterns, they are
uniquely suited for the horizontal movement (and coordination) of more com-
plex biological information. And as they also clearly operate via QS (consortial)
principles, they are also extremely well suited to promote the creation of new
diffuse regulatory networks. Along these lines, site selection for the integration
of retroviruses is not random, and is clearly biased towards towards regulatory
elements (Delelis et al. 2008; Desfarges and Ciuffi 2010), even if some distinc-
tions exist between different retroviruses (such as MLV versus lentiviruses,
Mitchell et al. 2004). Retroviruses thus appear to have a distinct editorial style
(centering on promoter, intron control and poly-A site selection). This situation
has been statistically best seen with retroviral vectors (Cattoglio et al. 2010.).
Indeed, comparing the human to chimpanzee genome we see that humans have
about 134 potential retroviral derived promoters, enhancers, splice sites, polyA
sites, and nuclear export signals that appear to have been added by endogenous
retroviruses (Buzdin et al. 2006; Buzdin 2007). Interestingly, these regulatory
agents can also function as antisense RNA when situated in introns, their most
common integration site (Gogvadze et al. 2009). In this capacity we see the ability
of viruses to utilize context for their code. Here the ‘meaning’ of virus expressed
information will be fully context dependent to either promote or to inhibit a
particular retroviral code. Thus virus information and anti information are both
available for regulatory applications. If we observe retroviral intron invasion,
we should not simply assume that this is an ‘allowed’ site for virus integration,
but ask if this provides a regulatory colonization that can now take control of the
particular (or coordinated) set of transcription units. We should consider this
situation from a virus-first, addiction and QS perspective. Although the focus on
much of my discussion of Eukaryotes uses a retroviral perspective, I wish to
emphasize that this is clearly not the whole story. The virus-host concept needs
to include all possible participants, such as all other species specific viruses.
The real world has lots of such virus, and also has lots of them that persist in a
species specific way. Rodents (but not primates), for example, show cospecia-
tion with their arenaviruses (Emonet et al. 2009). Such additional virus-host
interactions are likely to be part of the virus-host identity system. Indeed, we
also see various examples of virus-virus interactions that are also species
specific, such HPV and HIV (Strickler et al. 2008). These too have a strong
potential to affect virus-host evolution.
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9 Rodents as the Vertebrate Examplar: Virus Interactions

Since the house mouse (mus musculus) is the most studied animal species, we
can look to it for guidance regarding the role of endovirus and exovirus in the
evolution of its genome and systems of identity. There is a rich literature on this
topic which cannot be well covered here (especially regarding endogenous retro-
viruses). But even without considering other viruses and only addressing retrovi-
ruses, it is clear rodents show strong in vivo interactions of exogenous and
endogenous viruses (such as ecotropic and polytropic viruses) that dramatically
affect outcome of the virus-host interaction(Evans et al. 2006). For example,
endovirus can sometimes be mobilized by exovirus showing clear positive inter-
actions (Evans et al. 2009). Negative interactions are also clear such as the vari-
ous classes of polytropic MLV that are mutually exclusive (Evans et al. 2003). In
addition to interference, psudotype formation virus mixtures also contribute to
leukemogenesis (Lavignon and Evans 1996). Thus positive, negative and mixed
interactions are all easily observed. Other types of interactions are also evident,
such as the recombination between retroviruses that tends to be specific (Evans
and Cloyd 1985). In addition, RT from one agent can likely transpose others
agents, such as L1 element, so the interactions are not limited to retroviral retro-
posons (Evans and Palmiter 1991). Clearly lots of crucial interactions that show
combined activity are apparent in mouse retroviruses. These observations are
consistent with the concept that mice are a system of mixed exogenous and
endogenous retrovial agents that behave similar to a quasispecies. It is also likely
that such a virus-host system includes the interactions with other distinct mouse
specific viruses (such as the small DNA tumor virus; polyoma), as this tumor
production is strongly influenced by retroviruses (Atencio et al. 1995). The
mouse-virus system or network likely also includes participation of resident
transposable elements (TEs). TE’s are also distributed in a mouse lineages
specific, but unlike ERVs, some rodent lineages have lost major TE’s, such as
LINE-1 (Casavant et al. 2000). Yet in these rodents, the MysTR ERV is recent
and highly active genome addition (up to 10,000 copies) (Cantrell et al. 2005).
Indeed, it appears that rodent (rat) ERVs account for much of the recent and
strain specific genomic variation (Wang et al. 2010b). And these ERV acquisi-
tions seem associated with the explosive LINE-1 expansion in some lineages
(Dobigny et al. 2004), especially as seen on the X chromosome (Waters et al.
2007; Salcedo et al. 2007; Akagi et al. 2008), which distinguishes M. castaneus
from M. domesticus (Geraldes et al. 2008). Since it seems that closely related
rodent species (i.e. rats) have distinct but active ERVs that were likely acquired
from cross species transmissions (Wang et al. 2010b rodents may provide the
best model for understanding how the virus-host network operates during specia-
tion events. We will now consider the role of the autonomous mouse retroviruses
in field studies of reproductive competition and collapse.
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10 The Lake Cassitas Mouse Model

The interaction of endogenous and exogenous retroviruses need to be examined in a
natural setting. In mice, there is a particular interest regarding endogeneous MLV as a
major virus-host participant, which can emerge as a replication competent virus via
recombination with exogeneous retroviruses (Evans et al. 2009). Thus the classic field
studies started in the late 1970s By Gardner and colleagues at Lake Casitas California
are especially relevant (Gardner et al. 1979, 1980, 1991). They evaluated the emergence
of an MLV able to cause lymphoma and paralysis following the natural breeding of Mus
domesticus (East European) and mus castaneus (East Asian) involving the endogeneous
defective retroviral locus; Akrv-1. The disease was seen in the F1 hybrid and was later
shown to be mediated by endogenous and exogenous retroviral interactions (including
recombination). The defective Akrv-1 locus (specifically the Fv-4 locus) in this case was
able to interfere with MLV disease but when lost due to breeding, allowed MLV disease
to emerge in the F1 offspring. These MLV sequences are only carried by mouse species
closely related to lab strains (Kozak and O’Neill 1987). This example can be used to
argue for the existence of a form of virus-host identity (virus addiction module) that will
harm the host if the protective (defective Fv-4) locus is lost, by not preventing emer-
gence of disease causing but related MLV. As the two strains differ in defective ERVs,
their identities and virus-host interactions also differ. And as a transmissible virus is
involved, they two populations of mice will have distinct group identities. With this
example, we can propose similar, but cross species retroviral transmission are also
involved in species identity, such as between mice and rats (Wang et al. 2010b). All
rodent species have their own peculiar versions of ERVs. But these (RnERV-K8e) are
seen in distributed populations, not individual loci. Many of these (such as IAP related
sequences) are also associated with reproductive tissues. If, as I have proposed, ERV s
are functioning as components of an active genomic identity network (via viral QS and
addiction modules), these agents will be distinct for all species.

Some clarification might be helpful at this time. For a virus mediated addiction mod-
ule to exist does not require that the defective ERV and the disease causing virus (such as
MLV) be directly related. It requires only that the two agents act coherently to control
production of disease. Thus an addiction module can involve other participants, such as
satellite viruses or other transposable elements (discussed below). It has been often noted
that rodents in particular are prone to produce autonomous MLV from endogenous
sequences. But this does not seem to occur with primates. Primates do not spontaneously
produce MLV from ERVs. What this suggests is that production of disease causing virus
from endogenous agents is not the usual situation for primate network membership, as it
is in rodents. Other agents must be involved in primate genomic identity.

11 The Placenta, Genome Identity and ERVs

Some years ago, I proposed that retroviruses should be natural participants in the
evolution of the placenta and the emergence of live birth in mammals (Villarreal
1997). The main argument was that live birth poses a complex dilemma for the
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existence of adaptive immunity (present in all vertebrates) that requires a complex
solution which viruses could potentially provide. Harris also made a similar pro-
posal (Harris 1998). In addition, various biological strategies of the mammalian
embryo resemble strategies that would be used by parasites (embryo as parasitic to
the mother). Thus a parasitic life style would seem well suited for providing solu-
tions to this situation. That retroviruses might be naturally competent to solve this
dilemma was due to their inherent need to modify and regulate host immunity, regu-
late host differentiation and promote virus reproduction. In addition, since then, as
argued by Witzany, viruses are the natural editors of code (especially regulatory
code) so they are agents able to superimpose new network compliance onto the host
genome (Witzany 2006). In the intervening years, the ERV role in providing the
function of important genes of the placenta, especially with respect to Syncytin, has
become well established (Mi et al. 2000; Dupressoir et al. 2005). These genes has
been experimentally established to be required for placental (trophoblast) function,
for references see (Dupressoir et al. 2009). Indeed it appears they provide two dis-
tinct host functions that are working together (fusion and immune suppression) as
seen in two versions of the syncytin genes (Mangeney et al. 2007). But the best
experimental system for evaluating the symbiogenic role of ERVs in mammalian
reproductive function is with sheep and Jaagsiekte sheep retrovirus (Varela et al.
2009). Here, both endogeneous (enJSRV) and exogeneous (JSRV) versions of the
virus are known. And it has been experimentally established the enJSRV is abso-
lutely requires for placental development (Dunlap et al. 2006a, b). Indeed, that
JSRVs are involved in both essential host function and host disease has led to pro-
posals in which evolutionary antagonism between protective endogeneous virus and
disease causing exogeneous virus leads to coevolution or symbiosis in which virus
and host are linked (Arnaud et al. 2007). I would call this a virus addiction module
and I would further suggest the virus-host combination provides a group (reproductive)
identity which can further explains why all sheep strains have their own peculiar
virus composition.

The involvement such viruses in placental function also leads to deeper questions
regarding possible viral role in the origin of the placenta itself. A big problem under-
standing the origin of the placenta is explaining complex gene coordination. Although
the placenta has lots of new functions, it expresses relatively few new genes (similar
to problems in brain evolution presented below). Yet we know there is a basic link to
ERVs in placentas, such as diverse ERVs are well expressed in the placenta and often
repressed by methylation (Ono et al. 2006; Shen et al. 2006; Reiss et al. 2007),
including primate placenta (Andersson et al. 2005). The IAPs (intercisternal A-type
particles) mentioned above are mouse specific defective ERVs that are very highly
expressed in the early mouse trophectoderm and placental. Patterns of IAP hypom-
ethylation are also associated with hybrid failure (dysgenesis), involving affects such
as placental dysplasia (Schutt et al. 2003). What then might be a basic link between
ERVs and the origin of the placenta? One possibility is that massive and complex
ERYV colonization was involved with providing the major diffuse regulatory adapta-
tions needed for the virus mediated emergence of a new identity system. It is clear
that some important placental genes are ERV LTR regulated, such as pleiotropin
(Ball et al. 2009) and NOS3 (Huh et al. 2008). And although bioinformatic analysis
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generally fails to see new LTR acquisition as associated with new promoter usage,
this does not appear to apply to the placenta where ERVs have been particularly
active as promoters (Cohen et al. 2009). It is estimated that the emergence of the
placenta involved over 1,500 genes which needed to be coordinated. Much of this
coordination appears to be mediated by MER20 agent colonization, a eutherian wide
retrovirus LTR (Lynch et al. 2011). There is also a global repression of many genes
involved in early mammalian embryo development. Here MERVL and cryptic LTR
related agents colonized the genome to alter epigenetic silencing of cell fate genes
(Macfarlan et al. 2011). This can clearly be looked at from the perspective of super-
imposition of a cooperative viral mediated identity. A positive and negative acting
virus consortia has colonized and enslaved the regulatory network while ensuring
persistence of virus information. Since all placental mammals have their own pecu-
liar versions of ERVs associated with high level expression in reproductive tissue,
virus and host identity for the early embryo are always linked. But such ERVs are
lineage (and even breed) specific as would be expected if they are part of an identity
systems. That humans conserve and express the HERV-W syncytin 1, whereas old
world monkeys do not, is consistent with ERV involvement in the origin of the hom-
inid lineage (Caceres and Thomas 2006).

Therefore, I suggest that the placenta emerged following a complicated colo-
nization by cooperating ERVs which acted both via diffuse QS principles and
addiction modules. This superimposed a new regulatory regime onto the host
reproductive tissue, resulting in altered self identity systems that allows persis-
tence of virus information and provides a new virus-embryo identity. This also
endowed the embryo and placenta with the capacity to parasitize its mother
internally and regulate the adaptive immune response (protecting the embryo
identity from the mother). In this scenario, the placenta would also have had to
mediate behavioral changes needed for extended maternal bonding to offspring
(such as via oxytocin (Kiss and Mikkelsen 2005)). But that issue won’t be fur-
ther considered here.

12 Drosophila, Genome Identity and Retrovirus

The term hybrid dysgenesis was mentioned above in the context of mouse repro-
duction and IAPs. This is also a term familiar to many that study Drosophila and
its ‘transposons’. Here too, mating failures are often associated with active retro-
posons and DNA transposons and their resulting unsilenced state and this can be
regulated via Piwi proteins or interacting piRNAs, see (Klenov et al. 2007; Siomi
etal. 2011). These are thought of as genome defense systems, principally against
LTR retroposons. Interestingly, piRNAs are particularly active in reproductive
tissue (ovaries) and seem to specifically use the flemenco piRNA cluster to
silence retrotransposons (Malone et al. 2009). Horizontal gene transfer is clearly
prevalent in drosophila (Loreto et al. 2008). For some time the gypsy retrotrans-
poson was not recognized as a possible retrovirus. But expanded sequence analysis
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indicated that the usually defective env gene is indeed well conserved in some
species, allowing full virus expression (Misseri et al. 2004; Llorens et al. 2008),
and includes nucleocapsid-like genes (Gabus et al. 2006). Since the flamenco
locus was thought to mainly control the mobilization of the gypsy and ZAM
retroviruses (Mevel-Ninio et al. 2007), this situation is much more similar to the
Lake Cassitas ERV story mentioned above then was initially appreciated
(Prudhomme et al. 2005). In addition, like mus musculus, there is also evidence
of recent colonization of two gypsy-like virus populations in Drosophila erecta
from D. melanogaster (Kotnova et al. 2007). I suggest, just like the mouse story,
that mating destroys those populations that lack proper virus identity (via a per-
sisting retroposon or ERV). This allows reactivation of a self destructing ERV
(gypsy) resulting a group specific mating failure. We can propose that in these
drosophila, the gypsy element must both be maintained and controlled (via
flamanco) to constitute an addiction module that will distinguish self and non-
self. Note that in the case of Drosophila, the protective component of the antiviral
response involves transcription of small interfering RNAs. These RNAs are then
mediators of genomic identity, an issue which will be further considered below.
Such an RNA mediated genome identity also resembles the prokaryotic CRISPR
system which uses phage derived small RNA to silence colonizing virus (Karginov
and Hannon 2010).

13 The Prokaryotes Examplar; Cryptic Phage, T/As
and Immunity

The broad horizontal mobility of DNA in prokaryotes is now a well established
observation. Comparative genomics of prokaryotes also indicates that the prepon-
derance of this mobility is mediated by DNA viruses (Canchaya et al. 2003a, b;
Brussow et al. 2004). Furthermore, it has become apparent that the prophages resi-
dent in this acquired host DNA behave as swarms of related phage, such as that
seen with lambda related phages which show web-like (network) phylogenies
(Brussow and Desiere 2001; Brussow et al. 2004). Such DNA often constitutes the
majority of strain specific DNA and is thus highly associated with host identity.
Furthermore, phage encoded toxins are frequently a component of this mobile
DNA (Brussow et al. 2004). Thus it is becoming clear the endogenous DNA viruses
of prokaryotes usually occur in sets, although they are often cryptic. This link of
bacterial viruses and their host is most evident in bacterial pathogens, the majority
of which contain mixtures of prophage, but whose cellular identity is often ascer-
tained by phage typing. Since these cryptic prophage will clearly affect host sus-
ceptibility to at least related viruses, they are clearly components of a virus-host
identity. Given all these features, it can be asserted that prokaryotic identity is
strongly mediated by their phage. There are many specific examples that can support
this point of which I will present a few.
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14 Mixed Cyrptic Phage Adaptability Is the Norm

In one example, the typhoid serotype bacteria harbors seven distinct prophage
(Thomson et al. 2004). Similarly, the phenotype of human salmonella strains also
appear mediated by prophage agents (Zou et al. 2010.), which are frequently seen
as mixtures (Chatterjee et al. 2008). In addition, even the well established sero-
types of salmonella will show variation due to changes in these phages (Boyd et al.
2003). This is the usual situation for most bacteria. There is also evidence that
these resident prophage can affect population based competition. For example, in
mixed cultures of E. coli and Salmonella enterica (serotype Typhirurium), the lytic
phage specific to and produced by E. coli can exterminate that species (Harcombe
and Bull 2005). Salmonella and E. coli are rather similar species that differ by gene
domains that were horizontally acquired via action of P4-like phages and various
transposons (Bishop et al. 2005). Also, although salmonella can use conjugation to
mobilize DNA, even this can also involve phage and other agents working together
(Boltner et al. 2002). Indeed one of the toxin converting phages of salmonells is
closely related to the temperate phage of E. coli 0157:H7 (Kropinski et al. 2007),
which also uses defective prophage-prophage interactions to mobilize horizontal
DNA transfers (Asadulghani et al. 2009). Salmonella like most bacteria use restric-
tion modification system to control horizontal DNA transfer. But the restriction
modification system itself also moves horizontally between bacteria via the action
of P4-like phages (Naderer et al. 2002). Thus immunity and this cryptic phage
move together into new host. This pattern of phage mediate host adaptation is espe-
cially clear in the emergence of toxigenic E. coli O157:H7 from its O55:H7 precur-
sor, which involved the participation of 19 distinct phage agents (Zhou et al.
2010).

The existence of T/A gene sets in ‘clonal’ bacteria had presented a problem since
programmed cell death in cells that live individual (clonal) life styles seems illogical.
Curiously, T/A gene sets don’t to help survival of E. coli under many stress condi-
tions (Tsilibaris et al. 2007). However, the remove of cryptic prophage along with
their encoded T/A gene sets did affect sub-lethal stress survival but also resulted in
a clear decrease in biofilm formation (Wang et al. 2010a). Others has also observed
that T/As seem important for biofilm formation (Kolodkin-Gal et al. 2009), which
would seem highly related to group identity. Although untested, it seems highly
likely that these cryptic prophage would also have big consequences for host sur-
vival in a virus infested habitat. But this does indicate an inherent link between resi-
dent viral agents and stress responses. One clear conclusion from these various and
detailed reports is that mixtures of viral agents often work together to produce a
more adapted virus-host system. Cooperation not warfare seems to be the relevant
phrase here. Virus gangs are in the host ‘protection business’ even against other
viruses. Such a view contrast sharply with the much more prevalent idea that the
virus-host relationship is that of warfare. The viral role in prokaryotic evolution has
often been characterized this way (Forterre and Prangishvili 2009a, b; Heidelberg et al.
2009), resulting in an ongoing arms race (Koonin 2011). From such a perspective,
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host immunity results from those few host surviving viral attack. I have, however,
asserted the converse situation (Villarreal 2009a, b, ¢, 2011a, b). Viruses themselves
(usually in groups) provide the most effective and often complex systems to prevent
virus infection. Thus they provide the basis of most antiviral systems to the host.
Immunity and identity are essentially synonymous systems (Villarreal 2012).

Given the above discussion, we can also consider other antiviral systems in
prokaryotes to evaluate a possible viral origin (Villarreal 201 1a, b). In recent years,
the CRISPRs system has received much attention as an RNA based expression
system that inhibits virus in prokaryotes. But here too it is now clear that this anti-
viral system acquired recognition sequences from past phage infections (Barrangou
et al. 2007; Tyson and Banfield 2008; Vale and Little 2010). The system has small
genomic fragments derived from viruses, plasmids and transposons. The CRISPR/
cas system is able to make crRNA’s which interfere with self and provide virus
resistance. This can affect conjugation and transduction and is found in 90% of
archaea genomes and 40% of bacterial genomes (which have at least one CRISPR
loci) (Marraffini and Sontheimer 2010). Interestingly, long established bacterial lab
strains appear to lose this loci accounting for its delayed discovery. The correspond-
ing Cas genes are mostly endonucleases of various nucleic acid types; DNA, ssSRNA,
U-rich, dsRNA (Makarova et al. 2011). Some of these bind to stem of stem-loop
RNA to direct cleavage (Haurwitz et al. 2010). Cas genes are diverse (in 45 families).
A large transcript is initially produced and processed into small RNA. Curiously,
CRISPR can restrict horizontal DNA transmission by inhibiting prophage acquisi-
tion (Nozawa et al. 2011). But given the discussion above regarding the central role of
prophage in bacterial adaptation, CRISPR might not always promote host adapta-
tion. Indeed, CRISPR and prophage may provide an incompatible situation (mutu-
ally exclusive) between them. Strains with multiple CRISPERs loci have few or no
prophages whereas strains with multiple prophage have few CASPR loci (Nozawa
et al. 2011).

15 Eukaryotes: A Community of Ancestors Including Virus

There exist many significant differences between prokaryotes and Eukaryotes. From
the perspective of virus-host interactions, such differences are also major. More
specifically, prokaryotes have a much more intimate (integrating) interaction with
large dsDNA viruses (discussed above) whereas Eukaryotes have very much more
active retroposons and retroviruses. Also, in Eukaryotes virus entry is normally
distinct (involving membrane mediated process such as endocytosis). Prokaryotes
harbor much less non-coding DNA then do Eukaryotes (much of this being derived
from virus-like genetic ‘parasites’). RNA editing and processing and introns are all
much more prevalent in Eukaryotes. Besides the nucleus, other differences include
distinct membranes, organelles (mitochondria and chloroplasts), much more internal
membrane function with distinct membrane lipids (cholesterol). Interestingly, these
distinctions are all major issues for the biology of Eukaryotic viruses. So Eukaryotes



128 L.P. Villarreal

also seem to represent a viral big-bang transition event. It now is rather well accepted
that the origin of the Eukaryote involved symbiosis between various prokaryotic
organisms to generate plastids (Margulis 1971a, b). The origin of the nucleus,
though, has been more difficult to explain. In recent years the concept of symbiosis
has been expanded to include the possibility that viruses might have been crucially
involved in the origin of Eukaryotes (e.g. DNA replication system, the nucleus).
These ideas (the new fusion hypothesis) were reviewed by Forterre and appeared to
him to remain incomplete (Forterre 2011a, b). Still, our Tree of Life based concept
(via common descent) for the origin of a Eukaryote has been shaken if not toppled
(Margulis 2006). And it also seems important to think of mechanisms that promote
complex cooperation not just competition (Sagan and Margulis 1986). Current
attempts to explain the origin of the nucleus propose various precursor archaea and
bacterial cells that lost their cell wall, acquired distinct membrane lipids and internal
membrane working, underwent wholesale intron invasion, acquired distinct chro-
matin, replication and cell cycle control systems along with very extensive RNA
processing while at the same time enslaving the bacterial predecessor to the mito-
chondria and chloroplast. These are exceedingly complex and diffuse changes. Most
of these processes are very hard to find or non-existent in prokaryotes leaving us
with few likely direct ancestors. In general, Eukaryotees have a much more complex
(heterogeneous) systems of identity then do prokaryotes and no longer use the main
prokaryotic systems (restriction/modification, CRISPRs). Does this difference also
suggest some fundamental role for virus in the origin of Eukaryotes?

The origin of complexity has always posed a challenge for evolutionary biology.
Complexity that emerges from an accumulation of point changes often appear inad-
equate especially to explain any network-based complex phenotype. In my judg-
ment, most all ideas on this topic presume individual type selection to the point that
they fail to explore alternatives based on communities. Cooperative, community or
population based solutions are almost never considered but must be. However, as
with the acquisition of immunity, I suggest we think of mixtures of cooperating
virus populations as the natural agents for superimposing regulatory control over a
community of cells. This provides a better concept to explain the origin of networks,
complexity and the Eukaryotes. I had previously proposed that filamentous red
algae (which harbor transmissive or infectious-like nuclei) represent the best starting
point (i.e., oldest geological record) of the first Eukaryote that led to metazoans
(Villarreal 2005, 20094, b, ¢). The presence of both and O, producing plastid (chlo-
roplast) and an O, consuming (respiring) plastid (mitochondria), both of which
evolved from distinct bacterial ancestors, can also suggest a more complex symbiosis.
Indeed, here too viruses seem more involved then initially realized since plastid
RNA polymerase, DNA polymerase and DNA primase all seem to have derived
fromT3/T7 like bacteriophage (Filee and Forterre 2005). In bacterial biofilms, pho-
tosynthetic O, producing cyanobacteria and O, respiring proteobacteria are often
seen living together in stratified biofilm communities (Glud et al. 1992; Grbic et al.
2010). Algae and fungi are also common participants in these biofilm communities,
so clearly there is a Eukaryotic component to this form of symbiosis. I suggest, we
consider the production and consumption of O, as highly toxic and anti toxic-partners
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of a community. A community based way to imagine the origin of Eukaryotes would
involve enslavement of a similar stratified cellular community by a large, complex
‘exovirus’ able to surround its host with a membrane and deploying cooperating
retroposons (introns) as a diffuse way to gain regulatory control over the community.
The resulting ‘exocolonization” would be enforced by various virus addiction strategies
(especially based on RNA) that can compel the cooperation of the distinct partici-
pants. The plastids were then permeabilized to provide the constituents of what
evolved into the cytoplasm. Virus mixtures (large DNA and retro) would need to
work together for this to work (much like the retroviral role in the evolution of her-
pesvirus as has been proposed (Brunovskis and Kung 1995)). Virus mixtures would
be especially competent editors of the multiple and distinct host codes involved.

We now know that very large DNA viruses of protist are especially prevalent, for
review see (Van Etten 2011). And these viruses can encode functions, such as for
translation and membrane synthesis, that seem much more host like then previously
thought (Raoult et al. 2004; Claverie et al. 2006, 2009; Claverie and Abergel 2010).
They conserve inteins (Ogata et al. 2005), encode mitochondrial transport proteins
(Monne et al. 2007), and can express entire metabolic pathways (Fischer et al.
2010). And they can also be parasitized by other viruses thus could promote mixed
virus infections (La Scola et al. 2008). Some brown algae versions also integrate
into host DNA efficiently, persist in host and are associated with sexual reproduction
(Delaroque and Boland 2008; Meints et al. 2008). Indeed, these brown algae versions
may be the only known Eukaryote that supports efficient DNA ‘provirus’ formation
as a normal life strategy (like most prokaryotes). Thus these large viruses appear to
have many of the characteristics that could have allowed them to enslave a community
of mixed host. Such a community-based thinking presents a very different picture of
how Eukaryotes might have emerged. It inherently involves complicated but diffuse
(QS-like) identity systems, such as introns and RNA mediated RNA processing. But
it would also suggest why we will not be able to find the direct (LUCA) precursor
to the eukaryotic cell with its membrane bounded nucleus. Such a precursor would
not have had to exist.

16 RNA Editing (Identity) Through the Lens of Addiction

One of the striking distinctions of Eukaryotes is the large amount of RNA editing
that must occur. RNA is transcribed in the nucleus and undergoes extensive processing.
RNA editing is a widespread post transcriptional process that alters nucleotide code
use (meaning), for review see (Nishikura 2006). This involves various modifications
to RNA that affect their function; 5’ capping, splicing, polyadenylation, transport,
termination and translation. Interestingly, essentially all of these functions can also
be found encoded by viral versions of these genes. Yet, essentially none of these
functions are found in Prokaryotes. All of these modifications can also be thought
of as identity systems that will prevent expression of RNA’s that lack the conditional
identity as required. Small RNAs and silencing are crucial regulators in RNA editing.
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If, as I suggest, the RNA processing/editing is an RNA based identity system,
it should also seem composed of various lawyers of identity in which most of these
layered systems have accumulated from multiple overlays of parasitic agents (espe-
cially retroid agents). Along these lines, the main purpose of RNA editing would be
to provide a preclusive system of RNA identity. Such an identity system, has the
basic features inherent to addiction modules; interaction of positive (protective) and
negative (endolytic) aspects to set identity. In the case of RNA editing, those coun-
teracting features can be generally thought of as the interaction of RNA editing and
RNA interference. Thus the nucleus of Eukaryotes allows the emergence of a mul-
tilayered regulatory process that will conditionally alter RNA meaning from DNA
content by separating transcription from translation. This is basically epigenetic
regulation. Previously, RNA modifications such as RNA interference has been
thought of as a eukaryotic molecular immune system, mostly directed against
endogenous and exogenous transposons (Bagasra and Prilliman 2004). In this role,
various small RNA participate as guardians of the genome (Malone and Hannon
2009). But this genome defense concept does not fully explain the function of small
RNA in controlling cell differentiation. Such involvement suggest instead that RNA
interference has been exapted for epigenetic cellular gene control (Huda et al.
2010b). Also, epigenetic histone modifications are associated with TEs that initiate
transcription and LTR derived promoters are especially seen in cell type specific
expression (Huda et al. 2010a). As the origin of these ‘regulatory elements’ is
derived from colonizing retroid agents (and virus) we can instead consider them to
be providing protective and destructive features of an identity system. Hence their
frequent involvement in both responding to exogenous retroid agents (immune) and
to set host cell type identity (self) would be expected. No ping-pong (or warfare)
mechanism need be invoked as these two features would have been acquired together
as a cooperating QS based phenomena. Thus a role for small RNA in virus-host
identity can better explain these otherwise contradictory roles. In addition, as it
initially required a QS based process to colonize the host, why and how RNA editing
it mostly retroid associated, and became involved in altering transcription networks
(not just specific promoters) can also be better explained. No accumulating point
changes with intervening survival of the fittest individual type need occur. Survival
become population based requiring a successful new regulatory coherence to be
superimposed onto the host. From this view, it also makes sense why small regulatory
RNA exist in lots of individual classes with no resemblance to each other. This QS
colonization process promotes the accumulation of a layered but diffuse identity
system, capable of inactivating prior retroid based identities (repression, element
extension), but still linked to new retroid (LTR) agent acquisition. This promotes an
organism with multilayered (conditional) identity needed for complex program-
ming of new but coherent cell fates.

Lets examines the features of RNAI to see if the virus-host identity hypothesis
can explain these various features. RNAi encompasses a broad set of pathways
involving 20-30 nt RNA length as guides for recognition of targets (often LTR
derived targets). These RNAs will affect the target RNA regulation and activity.
These are mostly made via pathways that involve dsSRNA (a main feature of RNA
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virus infection). The response can involve Argonaute protein and RISC complex.
Since the cleavage of RNA can result, this feature clearly resembles a virus-like
functions. Indeed mutations in these cleavage genes can also mobilized certain class
II transposons (cut and paste) in C. elegans. The diversity of the RNAi system
suggest an ongoing competitive process is at work. Significant changes in RNA
editing are often seen in a lineage, tissue and use specific way. Such specificity is
consistent with a colonization based process of acquisition of new cellular identity.
For example, the extensive RNA editing in the mitochondrial RNA is peculiar to
trypanosomes and operates via uridine insertion and deletion (Stuart et al. 2005).
This occurs via complex (cooperating) set of DNA genomes, involving 50 identical
maxicircles and up to10,000 minicircles (that make the guide RNAs). Such com-
plexity and cooperation seems daunting to explain by classical mechanisms. In
addition, this editing is in contrast to that seen in plants where mitochondrial and
chloroplasts RNA editing converts C to U and involves no mini or maxi circular
DNA. An interesting and common RNA editing example to consider in humans is
that of ADAR (adenosine deaminase) which changes A to I on dsSRNA (Nishikura
2006; Tizasa and Nishikura 2009). Following conversion, I is translated as G, which
alters the meaning of code. We can think such editing changes as a way to disrupt
the coding potential of competing RNA colonizers. That the most frequent target of
ADAR action are found in Alu repeats which (like LTRs) have frequently colonized
the introns of coding genes, would fit this proposal. This Alu colonization, itself,
however, can also be thought of as a way for one parasitic agents to preclude the
coding capacity of competing agents that splice RNA. Such a process would allow
the displacement of an RNA based identity and provide a new layer of identity. Such
events are highly species specific. Thus it is particularly interesting that ADAR
editing is especially involved in distributed regulation of human specific neuron
expression and it is thought RNA editing could be important for complex human
behavior (Jepson and Reenan 2008).

17 Interferon and Adaptive Immunity as Addiction.
Immune System as a Viral Habitat

With the emergence of vertebrates, we see a new general state of viral host interaction.
Specifically the emergence of both the innate system of interferon alpha and gamma
as well as the coregulated adaptive immune system created a new vertebrate lineage
with distinct virus-host relationships (Villarreal 201 1a, b) The emergence this new
and complex immune response was also correlated with a wave of major germ line
colonization by new families of ERVs at base of jawed vertebrate (Poulter and
Butler 1998; Volff et al. 2000). And, coincidently, the MHC locus of the adaptive
immune system, the most dynamic locus in the genome, is evolving via the action
of endogeneous retroviruses, for references see (Villarreal 2009a, b, ¢). Thus viruses
were clearly involved in the origin of the adaptive immune response (Villarreal
2011a, b). The emergence of adaptive immunity is also correlated with a major shift
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in the innate immune system that is mostly based on the interferon system. This
immune system is distinct from the ancestral RNAi mediated process we have dis-
cussed above. Yet it still responds most often to the presence of dSRNA. Along with
this emergence we see a vast increase in genes associated with apoptosis, self killing
(Aravind et al. 2001). Indeed, the adaptive immune response itself involves the apop-
totic self killing of lymphocytes and they ‘learn’ self and non-self. Yet, curiously,
with the emergence of various cells of the immune system we see many viruses
(especially retroviruses) that now infects and often persists in these very immune
cells, leading further to virus-host persistent states involving numerous other viruses.
Adaptive immunity can thus be considered a huge new system (network) of identity,
acquired by horizontal (viral) mechanisms. It also behaves like a extremely complex
TA module involving systems of apoptosis that will kill self unless properly edu-
cated, defined as self and protected from this killing. Underlying this capacity for self
killing is the type I interferon system, so crucial to the innate control of virus that
most vertebrate viruses encode genes that specifically regulate it. The interferon
system not only regulates adaptive immunity but also may other aspect of cell
biology, such as signal transduction. The interferon response seems especially aimed
at retroviruses via the action of APOBEC and other innate responses (Harris and
Liddament 2004; Chiu and Greene 2008). Yet here too, APOBEC evolution seem
mediated by retroviruses (Sanville et al. 2010). Thus immunity to viruses and counter
immunity to those same types of virus are often evolving together. I suggest that these
are the typical signs of an addiction states acquired by exogenous agent colonization.
With the emergence of eutherian mammals, we are additionally confronted by the
immunological dilemma of hosting a fetus that is antigenically distinct from the
mother (via paternal antigens) (Villarreal 1997). Much of this adaptation would
involve the placenta. Below, we see that the evolution of placental species is indeed
also associated with much retroviral alteration of placental regulatory networks.

18 False Start/Bum Rap — Oncogenes from Host

The scenario being presented above is that populations of viral agents are respon-
sible for providing many new innovations regarding self identity networks to their
host. This view seems well supported by comparative genomics. But this perspec-
tive appears in sharp contrast to well established views that viruses are the ultimate
selfish agents and that viral functions are mostly acquired from their host. The best
case for viruses as gene ‘thieves’ and against viruses as providers of new function
came from the acutely transforming retroviruses of rodents and fowl. They pro-
vided compelling evidence that viruses acquire these transforming genes from host
genomes. Indeed, almost every characterized transforming gene of animal retrovi-
ruses can be derived from a host proto-oncogene, just as originally described with src
(Stehelin et al. 1976). And, it was these src studies that led the way for discovering
much of the gene pathways involved in numerous cellular oncogenes via transfor-
mation and gene capture by these retroviruses. Thus, this is a particularly strong
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example of viruses ‘stealing’ host genes and appeared to be compelling evidence
that viruses are transducers of host genes. But here too, the bigger picture is quite
different from this view. As mentioned often above, ERVs are numerous in all
vertebrate lineages and also lineage specific. Curiously, however, in the larger con-
text of virus host evolution, the acutely transforming retroviruses are strangely but
completely absent as ERVs. Essentially all these ERVs appear to derive from simple,
non-transforming retroviruses (MLV-like, MMT V-like). Indeed, the usual situation
observed in field studies is much more like the Lake Cassitas MLV-story presented
above. Although natural population do indeed also get tumors from retroviruses
(see Koalas below), the vast majority of these are due to simple retroviruses that
transform by integration and gene disruption, not by acquisition, transduction or
activation of cellular protooncogenes.

Thus, although ERVs and LTR elements are abundantly present in all mammalian
and avian genomes (on the scale of tens of thousands of copies/genome), they have
not transduced any of these cellular oncogenes as present in the acutely transforming
retroviruses. Why then haven’t acutely transforming retrovirused transduced host
oncogenes? They don’t seem to steal much. Rather they ‘give’ genes but even much
more then that, they provide large scale and distributed regulatory instructions for
new tissue types (see placenta section above). Since the acutely transforming retro-
viruses are all defective (requiring mixed infection with a helper virus for growth),
this may limit to some degree their independent ability to colonize host genomes.
But such a dramatic difference between transduction of genes into viruses verses
into host seems to require a more compelling explanation. We have mentioned
numerous converse examples in which retroviral derived sequences (both regulatory
and gene coding) have been transduced into and contributed to host evolution, espe-
cially in the area of reproductive biology and complex gene regulation. The particu-
larly interesting example the syncytin gene expressed in trophoblasts of different
mammalian lineages comes to mind. Yet the view that viruses are ‘pickpockets’,
stealing and moving host genes, remains popular (Moreira and Lopez-Garcia 2009).
It seems that strong beliefs regarding the fundamentally bad nature of viruses is
broadly held and not easily displaced. Yet the evidence is compelling that overall,
viruses have gotten a bad rap. To a large degree they are givers and editors of
genomic content, not takers.

19 Koala’s and Ongoing ERV Colonization

There is another popular belief that ERV formation (retrovirus endogenization) is
mostly an ancient and historical process that cannot be observed in real time as it
takes millions of years to occur. This view is also incorrect. Koalas are currently
being colonized by a simple retrovirus that closely resembles a mouse endogenous
retrovirus. And the process is much more dynamic and rapid then would have previ-
ously been thought. In the last several decades, a transmissible retroviral lymphoma
was introduces and has swept through both wild and caged populations of Koalas in
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mainland Australia (Tarlinton et al. 2006, 2008). But this process involves mixed,
QS populations of virus that result in rapid but complex and regional adaptations.
Here we see massive ERV colonization that creates population (and region) specific
integration patterns. This is not the serial process of individual adaptation and virus
counter adaptation that are so popular (i.e. a ping-pong or warfare scenarios). Also,
this does not involve intense plague sweeps by the virus of the host. Survivors are
numerous but are the products of complex mixtures virus and defective virus popu-
lations. A new, complex network that controls both the virus and the host seems to
be emerging and this control will necessarily regulate immune cell development to
prevent lethal lymphomas. This will also necessarily result in a new virus-host self
identity (via a viral T/A addiction module). We know that retroviral integration typi-
cally favors regulatory DNA (Desfarges and Ciuffi 2010; Mitchell et al. 2004).
Although not yet evaluated, we can expect that Koalas will similarly involve the
acquisition of a new LTR based regulatory network, as well as defective copies able
to control pathogenesis. However, this colonization will also result in a new popula-
tion in which the host is able to persist in concert with the new retrovirus. This situ-
ation will promote the existence of a new virus based addiction module that will
threaten any Koala population that is not similarly colonized. Thus the isolated and
virus-free Koala population in Kangaroo island, for example, will be at a large dis-
advantage if it must someday compete with the endogenized mainland Koalas as the
virus favors the mainland population survival. Such an outcome should not be a rare
event. Along these lines, we might consider the recent domestication of sheep from
a similar ERV and addiction perspective (Chessa et al. 2009). Thus the Koala endo-
genization story is correcting our views regarding an ongoing but clear example of
genome colonization. With the added concept of virus addiction modules, we clearly
see how both how new regulatory identity networks and population based identity
could emerge.

20 Great Apes: Comparative Genomics, ERVs
and Social Addiction

I can now briefly consider the evolution of the primates, especially the African
great apes and hominids while still maintaining a virus first perspective in which
I consider the possible role of addiction modules in establishing group based iden-
tities. The objective is to understand the origin of our extended social behavior
and our large social brain. Human social behavior requires a level of cooperation
well beyond what is seen in most other species. Indeed, the problem of explaining
such cooperation by Darwinian selection has long troubled various thinkers of
evolutionary biology (Sagan and Margulis 1986; Wilson and Kniffin 1999).
Wilson went so far as to suggest we need to rethink evolutionary mechanism to
account for such cooperation (Wilson and Wilson 2007). And in human evolution,
the emergence of language in particular and a brain adapted to learn it has always
presented some problems.
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The evolution of primate brains appears to occur in a stepwise manner involving
doubling of brain sizes from African monkeys to chimps (or human ancestors) to humans
(Striedter 2005). Along with these brain doublings we especially see expansion of the
neocortex and regions associated with visual CNS functions in humans. Associated with
brain enlargement we also see losses of receptors and nerve issues associated with social
olfaction (lost vomeronasal organ, VNO, and pheromone receptors). This will be of
special interest since as presented below, these pheromones have been maintained in
essentially all vertebrates for social uses (mate, sex, offspring). There has clearly been
an unusually large amount of genetic activity by ERVs in the primate genomes. Indeed,
45% of the human genome is composed of repeated sequences that have originated via
retrotransposition followed by genetic drift (Weber 2006). Most of these sequences are
‘nonautonomous’, which require ‘help’ from autonomous retroid agents, mostly found
in processed introns. Together, retroviruses and retroposons in primates constitute 90%
of the repeat sequences (Zwolinska 2006). And these agents are often associated with
promoters (Cohen et al. 2009; Dunn et al. 2005). If we compare primates to rodents,
primates show large scale sequential waves of expansion (retrotransposition) of Alu
(and SINE related) elements, for review see (Berger and Strub 2011). Since these
sequence require participation of reverse transcriptase (RT) producing agents, we should
consider this Alu and SINE activity to be components of a more extended colonization
by ERV agents. Also, as these Alu ‘agents’ are thought to express low level Alu related
RNAs, often within introns, which are able to affect gene regulation and protein func-
tion, thus they are not inert and should indeed be considered agents able to affect gene
control. Alu’s appear able to affect RNA editing of sequences they colonize, which
especially seems to have occurred in human CNS genes. Also, they are often induced by
stress and often seem to be the targets of miRNA. I suggest they originate (expanded)
from external retroposon (HERV) invasion events, as part of an altered regulatory net-
work (involving LINE induced RT). I also now suggest that they are part of an acquired
RNA based identity network that involved QS and addiction modules. Thus experimen-
tal evaluation should now examine this possibility. Along these lines, the differences in
the sex chromosomes (especially the Y chromosome) between humans and chimpan-
zees are especially evident as chimp chromosomes can be distinguished cytologically as
C-bands, composed mostly of repeated (HERV) elements (Hirai et al. 2005). This also
corresponds to distinct patterns of full length ERV colonization in humans and chimpan-
zees (Barbulescu et al. 2001; Romano et al. 2007). Thus such differences in ‘junk DNA’
are much more apparent between humans and chimpanzees then are changes in genes.
Along these lines, in primates a rapid evolution of X-linked microRNA is also observed
(Zhang et al. 2007). It appears that Alu elements themselves are often the targets of
microRNA in humans (Smalheiser and Torvik 2006) (Kawahara et al. 2008). As
microRNAs often target the recognition of regulatory functions (Bartel 2009), this
makes them ideal coordinators of networks.

In spite of these clear retroid changes, brain mRINA transcription patterns between
human and chimp are remarkably similar, even when compared to other organs
(Khaitovich et al. 2005). Thus we are hard pressed to explain the large behavioral
differences between these species if we focus on genes. We must therefore try to
understand how network regulatory changes have occurred.



136 L.P. Villarreal

Primates show other surprising regulatory changes. Particularly surprising are
the changes to p53 regulation. P53 is considered a central regulator of cell cycle and
a core guardian of the genome which will induce apoptosis when triggered. Thus it
is most surprising that this core regulator was colonized by primate specific ERVs
in a way that altered regulatory control of the pS3 network (Wang et al. 2007b). The
new ERV thus became a central regulator of this set of regulated genes. Such an
important point of regulation should surely not be susceptible to genetic displace-
ment, especially as it constitutes a core network. Yet it was. Nor is this an isolated
situation. As mentioned, the placenta also shows major changes in network regula-
tion via the action of ERVs, in this case the network rewiring (colonization) was
mediated via MER20 (Lynch et al. 2011). Similarly, MERVL LTRs mediated the
regulatory network of LSDI, a lysine histone demethylase associated with epige-
netic gene repression in early embryos (Macfarlan et al. 2011). But the placenta is
also a major site of oxytocin production and this is of special interest due to its
involvement in maternal bonding to offspring and pair bonding (Gimpl and
Fahrenholz 2001). In rodents, this bonding also involves the VMO and pheromones,
which is well conserved in most animals (Dulka 1993). Thus we can see a potential
process by which the regulatory network of social bonding might have been also
modified by the action of ERVs and linked agents. This can define the underlying
mechanism able to promote big changes in social bonding. In humans, these bonds
became learned, which also needed corresponding brain based network adaptations.
Thus ERV colonization of both the placenta and brain would provide a mechanism
able to superimpose a new regulatory coherence onto the network for social bond-
ing. Thus human brain specific ERV expression might be of relevance to this hypoth-
esis (Perron et al. 2005). Indeed, primate versus human brain evolution appears to
differ mostly by regulatory, not gene ORF changes (Wang et al. 2007a).

In humans it seems clear ERVs were involved in various regulatory networks
as a substantial fraction of human regulatory sequences are from transposable ele-
ments (Jordan et al. 2003). Human LTR retrotransposons seem especially involved
in cell type specific gene expression. Intracellular transposition and dispersal of
defective retroviruses in the human genome requires cooperation in trans with gag.
(Tchenio and Heidmann 1991). And TEs are particularly regulated by histone meth-
ylation (Huda et al. 2010a). Thus it is interesting that other have hypothesized that
counteracting endogenous RNA’s (ceRNS) constitute a regulatory network able to
affect the regulation of all other RNAs (Salmena et al. 2011). HERV (E&W) expres-
sion especially in reproductive, early embryonic tissues and brain is differential
(often stress induced) could promote ERV involvement in human evolution
(Prudhomme et al. 2005; Hu 2007).

But why should viruses have promoted dramatic changes in human behavioral
capacity? Does virus mediated addiction, group identity and QS theory offer any
insights to this? Although CNS mediated addiction centers are associated with
human social bonding (see below), virus association with these social bonds is not
apparent. However, the extended social bonding and the extended care of young
does have clear implication for the virus-host dynamic. For example, group behaviors,
such as the hunting and eating of monkeys by chimps and humans would likely have
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transformed their virus-host relationship by ongoing exposure to persisting primate
viruses. Indeed, such behavior was likely relevant to the emergence of HIV in
humans. Clearly some human viruses can manipulate brain functions and behavior.
For example, Herpes simplex virus encephalitis is the most common fatal (non-
epidemic) encephalitis in humans and is associated with delusions and auditory
hallucinations (Guaiana and Markova 2006). Both HSV-1 and CMV may also asso-
ciate with schizophrenia (Torrey et al. 2006; Rybakowski 2000; Prasad et al. 2007).
And it appears that maternal virus infection can have strong and lasting behavioral
changes (schizophrenia) (Patterson 2002). But these all seem to be destructive virus-
host relationships not capable of promoting host complexity. More interesting, how-
ever, it the association of certain viruses with human specific social behaviors (such
as sex, cohabitation etc.). For example, the epidemiology of HCV, HIV, and HPV
also define human social groups (Romano et al. 2010). Thus virus mediated (group)
selective pressures could affect behavior and visa versa.

It has been proposed that the neuronal network of the large brain of mammals was
mediated by SINE activity (Sasaki et al. 2008). Along these lines, SINR-R is derived
from HERV-K and is homonid specific (Kim and Takenaka 2001). And 25 of these
SINE-R’s are found on X-chomosome but are different in the great apes (Kim et al.
2000). Curiously, the SINE-R.C2 is found expressed in schizophrenic brains (Kim
et al. 1999). This SINE is also associated with the serotonin receptor (Mombereau
etal. 2010). It is also interesting that RNA editing malfunctions (A to I) are especially
associated with CNS disease (Wulff et al. 2011; Kawahara et al. 2008). Along these
lines ADARI, a basic dsRNA editor, also functions to suppress interferon signaling
and block premature apoptosis (lizasa and Nishikura 2009). Thus, there are clearly
many virus-like associations with our social big brains.
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Viral Integration and Consequences
on Host Gene Expression

Sébastien Desfarges and Angela Ciuffi

Abstract Upon cell infection, some viruses integrate their genome into the host
chromosome, either as part of their life cycle (such as retroviruses), or incidentally.
While possibly promoting long-term persistence of the virus into the cell, viral
genome integration may also lead to drastic consequences for the host cell, including
gene disruption, insertional mutagenesis and cell death, as well as contributing to
species evolution. This review summarizes the current knowledge on viruses inte-
grating their genome into the host genome and the consequences for the host cell.

1 Introduction

Upon host infection, viruses hijack multiple cellular functions in order to promote
their replication and favor viral particle progeny. To ensure this, some viruses evolved
the ability to integrate their genome into the host chromosomes, yielding to various
consequences for the host cell, including gene disruption, oncogenesis or premature
cell death, and may ultimately contribute to species evolution through inheritable
genome inclusions. Although viral genome integration into the host genome is an
obligatory step for viruses such as retroviruses, it may also occur incidentally for
some other viruses (Table 1). This review will summarize the current knowledge on
viruses integrating into the host genome and the consequences for the host cell.
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2 RNA Viruses

By definition, RNA viruses are not able to integrate their genome into the host
chromosome, as their genetic information resides in RNA molecules and not DNA.
The only exception to this are retroviruses, which are characterized by the reverse
transcription of their viral RNA genome into a linear double-stranded DNA molecule
(viral DNA intermediate), and thus the substrate for subsequent viral genome
integration into the host genome. For retroviruses, integration is a mandatory step
for productive infection. Apart from retroviruses, the genome of other RNA viruses has
been recently identified in the host genome. However, in these cases, integration seems
to have occurred incidentally, as demonstrated for lymphocytic choriomeningitis
virus (LCMV), an arenavirus. This section will cover the integration process of retro-
viruses including endogenous retroviruses and the incidental integration of LCMV.

2.1 Retroviruses

The life cycle of retroviruses, including the prototypic and well studied human
immunodeficiency virus type 1 (HIV-1), can be divided in several crucial steps
(Fig. la): viral entry through host cell-specific receptors dictating viral tropism,
core penetration, uncoating, reverse transcription of the viral RNA genome, nuclear
translocation and integration of the viral cDNA genome into the host chromosomes,
transcription of the integrated provirus®, translation, virion assembly, budding and
release (Friedrich et al. 2011).

Viral genome integration into the host genome is a hallmark of retroviruses, as it is
amandatory step in the retroviral life cycle and a prerequisite for productive infection.
Upon integration, the retrovirus will persist in the infected cell for its entire lifespan,
and will affect host gene expression depending on the integration site. Furthermore,
if retroviral infection and integration occurs in the germline, the provirus will be
transmitted to the progeny, and will thus contribute shaping the genome of future
generations. This is the case of the so called “endogenized” retroviruses or endo-
genous retroviruses (ERV).

2.1.1 Integration Mechanism

After completion of reverse transcription, the linear double-stranded cDNA flanked
by the long terminal repeats (LTR) is part of a nucleoprotein complex called prein-
tegration complex (PIC). The PIC contains multiple viral and cellular proteins —
including in the case of HIV-1: viral integrase (IN), matrix (MA), Vpr, and cellular
barrier-to-autointegration factor (BAF), high-mobility group chromosomal protein
Al (HMGAL), integrase interactor 1 (Inil), lens epithelium-derived growth factor

Provirus: integrated genome sequence of a virus.
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Fig. 1 Integration is a mandatory step of productive retroviral infection. (a) Overview of the HIV-1
life cyle. (See text for details). (b) Viral integration mechanism is divided in three essential steps:
(1) 3' processing, (2) strand transfer, and (3) gap filling. IN: integrase (yellow oval). LTR: long
terminal repeats. Filled red and green circles indicate 5’ phosphate and 3’OH ends respectively.
Arrows indicate the actions performed by the host DNA repair machinery. Black arrows: cleavage
of 5" protruding viral ends. Grey arrows: gap filling of single-strand DNA. (See text for details)

(LEDGF/p75) — that may contribute to nuclear translocation, integration of the viral
genome, and subsequent immediate transcription, and which composition may vary
along the way to the host genome (Belshan et al. 2009; Farnet and Haseltine 1991;
Fassati and Goff 2001; Lin and Engelman 2003; Miller et al. 1997; Raghavendra
et al. 2010). To cross the nuclear membrane and reach the nucleus, retroviruses have
evolved different strategies. Simple retroviruses (alpharetroviruses, betaretroviruses,
gammaretroviruses and epsilonretroviruses) are able to reach the nucleus only upon
nuclear membrane disruption occurring at the time of mitosis, providing a coherent
explanation on why these retroviruses infect dividing cells but are unable to infect
non-dividing cells (Lewis and Emerman 1994; Roe et al. 1993). In contrast, spuma-
viruses and lentiviruses have the capacity to infect both dividing and non-dividing
cells, entering the nucleus through an active, yet poorly elucidated, mechanism
(Suzuki and Craigie 2007). The current model for HIV-1 proposes that a PIC contain-
ing minimally the viral integrase and the viral cDNA crosses the nuclear membrane
through the nuclear pore complex (NPC), a superstructure mediating the transport of
macromolecules between the cytoplasm and the nucleus, via specific interactions
with NPC proteins, including importin a3, importin 7, NUP153*, RANBP2* and

"NUP153: nucleoporin 153
“RANBP2: RAN binding protein 2
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Transportin-SR2/TNPO3 (Ao et al. 2010; Christ et al. 2008; Levin et al. 2010; Ocwieja
et al. 2011; Woodward et al. 2009).

Retroviral genome integration occurs in three steps, the first two being catalyzed
by the retroviral integrase (IN) protein (Fig. 1b, the example of HIV-1) (Li et al. 2011).
IN is bound to the LTR and requires approximately the 32 terminal nucleotides
(Bera et al. 2009). First, when the PIC is still in the cytoplasm (Miller et al.
1997), IN hydrolyzes a dinucleotide at each 3’ end, a process called 3’ processing.
Second, IN catalyzes the strand transfer reaction, consisting in simultaneously
breaking the host DNA asymmetrically and joining it to the recessed viral DNA
3'-OH ends. The IN-mediated asymmetric DNA breaks in the host genome are
determined by the retroviral protein structure and vary between 4 and 6 nucleotides
(5 in the case of HIV-1). Finally, to stabilize the proviral insertion, the host DNA
repair machinery — involving the DNA-dependent kinase (DNA-PK) comprising a
DNA-PK catalytic subunit and a DNA binding Ku80/Ku70 complex, and the ligase
IV/XRRC4 complex of the non-homologous end joining pathway (NHEJ) — cleaves
the viral protruding 5’ nucleotides and fills in the 4-6 bp gap, resulting in the duplica-
tion of the gap nucleotide sequence surrounding the provirus.

The retroviral IN enzyme belongs to the family of polynucleotidyl transferases.
It contains between 280 and 450 amino acids depending on the retrovirus (for
example, HIV-1 IN: 288 amino acids), that are divided in three protein domains
(Li et al. 2011). The N-terminal domain (residues 1-50 in HIV-1 IN), containing an
HHCC zinc-binding motif, is involved mostly in viral DNA binding, and IN multi-
merization. The C-terminal domain (residues 212-288 in HIV-1 IN) is also involved
in DNA binding and IN multimerization. And most importantly, the catalytic core
domain (residues 50-212 in HIV-1 IN), carrying a typical signature with the D,D(35)
E acidic triad in the active site, is essential for metal (Mg2+) binding and IN enzy-
matic activity, and is involved in viral DNA binding as well as host cellular target
DNA binding. The catalytic core domain has also been shown to contribute to IN
multimerization.

In vitro, purified recombinant IN alone is able to perform 3’ processing and strand
transfer. Initial experiments showed that IN was able to catalyze half site integration
(one LTR end integrated in the acceptor DNA) using 21-mer oligonucleotides mimick-
ing the U3 or U5 ends of the LTR. However, the use of longer DNA substrates mixed
with IN allowed to reconstitute concerted full-site integration (integration of both
LTR ends) (Sinha and Grandgenett 2005; Sinha et al. 2002), thereby mimicking the
in vivo situation more faithfully and suggesting that other genomic regions in addi-
tion to LTR extremities contribute to integration efficiency (Li and Craigie 2005).
Although IN is sufficient to perform the first two steps of integration in vitro, mul-
tiple PIC components, including LEDGF/p75, were shown to improve the efficiency
of this process, both in vitro and in vivo (Van Maele et al. 2006).

The current and commonly accepted model, supported by crystallography,
implies that IN activity is linked to its oligomeric state: IN dimers bound to LTR
termini catalyze the 3' processing whereas concerted integration requires IN tetram-
ers (Cherepanov et al. 2011; Delelis et al. 2007; Diamond and Bushman 2005; Faure
et al. 2005; Guiot et al. 2006; Hare et al. 2010; Jaskolski et al. 2009).
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Fig. 2 Retroviral integration site distribution. (a) Host chromosomal preferences in integration site
selection diverge among retroviral genera. (+, blue arrows) Gammaretroviruses (MLV) favors
integration in promoters and in CpG islands, close to transcription start sites (TSS). (®, red arrows)
Lentiviruses (HIV-1) integrate preferentially into active transcription units. (%, green arrows)
Betaretroviruses (MMTYV) integrate randomly. (b) Schematic overview of the tethering model for
HIV-1 (left) and MLV (right) (See text for details)

2.1.2 Integration Site Selection

As mentioned in the previous section, purified IN alone is able to catalyze the first
two steps of integration in vitro at any phosphodiester bond of the DNA target, sug-
gesting that IN does not have any DNA sequence preference at the level of the DNA
recipient molecule.

However, a pioneering study by Schroder et al. took advantage of the published
human genome sequence and showed that in vivo, the sites of HIV-1 integration
were not random but rather favored specific chromosomal features, such as tran-
scription units (Schroder et al. 2002). Since then and thanks to the development of
high-throughput sequencing technologies and the availability of the genomic
sequence of multiple species, a more complete picture of retroviral integration
preferences emerged (Fig. 2a) (Bushman et al. 2005; Ciuffi and Bushman 2006;
Lewinski et al. 2005; Lewinski and Bushman 2005; Delelis et al. 2010; Desfarges
and Ciuffi 2010).

All retroviruses do not display the same integration site preferences. Indeed gam-
maretroviruses, spumaretroviruses and endogenous retroviruses favor promoters and
transcription start sites of active genes, characterized by high CpG islands and DNasel
hypersensitive sites (Mitchell et al. 2004; Wu et al. 2003; Trobridge et al. 2006; Brady
et al. 2009; Kim et al. 2008, 2011). Integration of alpharetroviruses and deltaret-
rovirues is also, although weakly, favored in transcription units and CpG islands



156 S. Desfarges and A. Ciuffi

(Derse et al. 2007; Mitchell et al. 2004). In contrast, lentiviruses prefer integrating
in active genes, along the transcription unit, in both introns and exons, and are often
associated with epigenetic marks characterizing active transcription, including H3Ac,
H4Ac, H3K4me3, H3K36me3, while disfavoring epigenetic marks associated with
repressed transcription such as H3K9me3, H3K27me3, H3K79me3, H4K20me3
and DNA methylation (Brady et al. 2011; Derse et al. 2007; Mitchell et al. 2004;
Roth et al. 2011; Schroder et al. 2002; Wang et al. 2007, 2009). Finally, the MMTV
betaretrovirus is the only one considered to integrate randomly, with no statistically
significant preference for chromosomal features (Faschinger et al. 2008), nevertheless
some common integration sites near cellular oncogenes belonging to Wnt and Fgf
families have been reported (Callahan and Smith 2000, 2008).

Although no DNA consensus sequence was identified in vitro, a weak DNA
consensus appears in vivo at the host insertion site as well as surrounding the inte-
gration site. Furthermore, in the case of HIV-1, a specific nucleosomal DNA archi-
tecture, i.e. the outward-facing major groove of the target DNA (possibly consistent
with the weak consensus DNA sequence), is favored for integration, presumably
due to IN protein structure constraints (Wang et al. 2007).

To date, many hypotheses have been imagined to explain this retroviral-specific
integration site selection, including the role of cell cycle, chromatin accessibility and
tethering proteins. Although all these models may contribute to integration site selec-
tion, only evidence for the tethering model has been identified so far (Fig. 2b). This
model suggests that integration site selection is dictated by a protein, directly or
indirectly complexed with the retroviral-specific IN, and acting as a tethering protein
between the PIC and the host chromatin, thereby promoting integration at a nearby
DNA site (Bushman et al. 2005; Ciuffi and Bushman 2006; Desfarges and Ciuffi
2010). Therefore, any PIC component could potentially act as a tethering protein.

Three major lines of evidence argue in favor of this tethering model. The first one
takes advantage of chimeric constructs between MLV and HIV-1, and the subsequent
analysis of integration site distribution (Lewinski et al. 2006). Swaps between HIV-1
and MLV at the level of Gag and IN highlighted the role of these two viral proteins
as major determinants for integration targeting. Indeed, HIV-1 vector containing
MLV Gag only displayed specific integration preferences that differed from both
HIV-1 and MLV and suggesting that Gag may play a role in integration site selection.
In contrast, HIV-1 vector containing MLV IN lost integration preferences for tran-
scription units and acquired preferences for transcription start sites close to MLV
phenotype, suggesting that HIV-1 IN is the major determinant for HIV-1 integration
site selection. However, an HIV-1 vector containing both MLV Gag and MLV IN
preferentially integrated into transcription start sites, completely recapitulating
MLV integration site distribution, thereby suggesting that in the case of MLV, both
Gag and IN are likely to be major viral determinants of integration site selection.

The second line of evidence resides in the identification of the HIV-1 IN-interacting
protein, LEDGF/p75, that was shown to play a key role in integration efficiency as
well as integration site distribution (Cherepanov et al. 2005a, b; Ciuffi et al. 2005;
Engelman and Cherepanov 2008; Llano et al. 2006; Marshall et al. 2007; Poeschla
2008), thereby providing the proof-of-concept that LEDGF/p75 is acting as the
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major tethering protein for the HIV-1 PIC. Indeed, cells depleted for LEDGF/p75
do not favor transcription units anymore but rather CpG islands (Ciuffi et al. 2005;
Marshall et al. 2007; Schrijvers et al. 2012; Shun et al. 2007). LEDGF/p75 is
required for efficient integration and site selection, not only for HIV-1, but for many
lentiviruses (SIV, EIAV) (Busschots et al. 2007; Cherepanov 2007; Marshall et al.
2007). In contrast, integration site selection of other retroviruses, such as MLV
(a gammaretrovirus), is not affected by LEDGF/p75 depletion, providing additional
evidence that LEDGF/p75 is the major tethering factor for lentiviruses only. Of note,
Schrijvers et al. recently demonstrated that, in absence of LEDGF/p75, hepatoma-
derived growth factor related protein 2 (HRP2) was acting as an alternative tethering
protein for HIV-1 PIC, although less efficient than LEDGF/p75 (Schrijvers et al.
2012). Except for Foamy virus (FV), for which H2A/H2B heterodimers were shown
to interact with FV Gag, thus tethering FV PIC to chromatin (Tobaly-Tapiero et al.
2008), specific tethering proteins for other retroviral genera remains to be identified.

The third line of evidence originates from experiments using LEDGF/p75 chimera,
in which the chromatin binding domain of LEDGF/p75 was substituted with the one
of other chromatin binding proteins, including the phage A repressor protein, H1
histone, KSHV latency-associated nuclear antigen, heterochromatin protein 1-a,
inhibitor of growth protein 2 and heterochromatin protein 1- (Ciuffi et al. 2006;
Ferris et al. 2010; Gijsbers et al. 2010, 2011; Meehan and Poeschla 2010; Meehan
et al. 2009; Silvers et al. 2010). All these studies showed that, by changing the
chromatin binding of LEDGF/p75, integration site selection can be redirected
from transcription units to alternative preferential host chromatin sites, dictated by
the chromatin binding specificity of the chimeric protein, These data confirm the
role of LEDGF/p75 in HIV-1 integration site selection and suggest that integration
targeting can be modulated, a feature of great interest for gene therapy studies
involving retroviral-based vectors.

Although tethering appears so far to be a major mechanism involved in integration
site selection, recent studies demonstrated that integration targeting could also be
affected by nuclear import. Indeed, it has been shown that depletion of nuclear pore
proteins, such as Transportin-SR2/TNPO3 or resulted in the reduction of HIV-1 inte-
gration events in gene dense regions, but has no effect on MLV integration distribution
(consistent with the concept that MLV does not enter the nucleus through the nuclear
pore). These data provide evidence of a functional coupling between HIV-1 nuclear
import and integration, implying a role for proper nuclear trafficking of HIV-1 com-
plexes in integration site distribution (Ocwieja et al. 2011; Schaller et al. 2011).

2.2 Incidental Integration of Non-retroviral RNA Viruses

As mentioned at the beginning of this section, RNA viruses normally do not inte-
grate. However, the genomic sequence of lymphocytic choriomeningitis virus (LCMV),
an arenavirus, has been identified in genome of infected mice and is seemingly the
result of an incidental event that will be described hereafter.
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Arenaviruses are the etiologic agents of hemorrhagic fever disease in humans.
Arenaviruses are enveloped viruses containing a bisegmented negative single stranded
RNA genome coding for four viral proteins: an RNA-dependent RNA polymerase,
the nucleocapsid, the glycoprotein and a RING-domain containing protein. The rep-
lication of arenaviruses is completely different from retroviruses, with a broader cell
tropism (Emonet et al. 2011). Viral replication takes place exclusively in the cytoplasm
in which RNA synthesis is performed by the virally encoded RNA-dependent RNA
polymerase (RdRp). Although RdRps belong to the reverse transcriptase-like super-
family, no reverse transcriptase activity has been detected so far. Therefore, these
viruses normally do not integrate into the host chromosomes. However, studies aim-
ing at characterizing LCMYV persistence in infected mice were able to detect LCMV
DNA sequences by PCR in ~60% of mice 200 days post-infection (long after LCMV
blood clearance), at a frequency of about 1 LCMV DNA copy in 10*~10° spleno-
cytes (Klenerman et al. 1997). LCMV DNA was also detected in murine and ham-
ster cell lines (which are considered as the natural hosts for LCMV), but not in
non-natural host cell lines (human, monkey, dog, cow). Further analysis highlighted
arole for retrotransposons*, encoding a reverse transcriptase (RT), in the generation
of LCMV DNA and subsequent integration. Interestingly, murine and hamster cells
display a high level of endogenous RT activity, consistent, in part, with the natural
host restriction observed. Recently, Geuking et al. showed that RT from endogenous
retrotransposons can illegitimately recombine with the exogenous LCMV RNA
genome by template switching, providing additional data pointing towards the role
of retrotransposons in reverse transcribing and integrating LCMV genomic sequences
(Geuking et al. 2009).

Totiviridae and Partitiviridae are superfamilies containing a broad range of
RNA viruses infecting fungi, protozoa, nematods, arthropods and plants. Similarly
to arenaviruses, neither reverse transcriptase activity, nor integration activity have
been reported for these viruses. However, sequences of the capsid and the RdRp
genes have been identified in many eukaryotic genomes, suggesting that integration
of these viral sequences can occur more frequently as initially expected (Liu
et al. 2010). Based on these observations, the question remains: how can these viral
sequences integrate in the host genome? Liu and coworkers proposed two models
(Liu et al. 2010): (i) an illegitimate and incidental recombination with retrotrans-
posons may occur, leading to the integration of viral sequences, as described for
LCMV (Geuking et al. 2009; Tanne and Sela 2005) or (ii) the double-strand-break
repair machinery of the host cell may capture nearby viral DNA sequences and
insert them in some instable regions of the genome, as described in yeast (Frank
and Wolfe 2009; Puchta 2005). Although both models can each contribute, only the
first model enacting a role for retrotransposons can explain the prior appearance
of a viral DNA intermediate, essential for being considered as a substrate of host
genome insertion.

“Retrotransposons are mobile genetic DNA elements that resemble retroviruses, with reverse
transcription and integrase activities but devoid of the extracellular part of the life cycle.
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3 DNA Viruses

Unlike RNA viruses, the genome of DNA viruses is already a potential substrate for
host genome integration, without the need for prior processing. In general, the
genome of DNA viruses is translocated to the nucleus, where it remains as an
episome to ensure viral persistence. However, the genome of some DNA viruses can
be found inserted in the host genome. The mechanisms underlying these integration
events, incidental or non-incidental, are still poorly characterized, and the potential
advantages for these DNA viruses to integrate are still obscure. Understanding
these mechanisms should help elucidate the role of DNA virus integration in the
viral life cycle. This section will summarize the current knowledge on integration of
some prototypic DNA viruses as well as highlighting some mechanisms involved in
this process.

3.1 Adeno-Associated Virus Type 2 (AAV-2)

The adeno-associated virus (AAV) is a widespread virus classified among the
parvoviridae family. The relationship between AAV and the host remains obscure
due partially to the absence of associated pathology. Replication of AAV is strictly
conditioned by the presence in the same infected cell of helper viruses such as
adenoviruses (Ad), human papillomaviruses (HPV) or herpes simplex viruses (HSV).
In absence of helper viruses, AAV integrates its genome in a site-specific way. The
molecular mechanism involved in AAV integration has only been investigated for the
type 2 serotype (AAV-2). The genome organization of AAV-2 consists of two major
open reading frames coding for the non-structural proteins Rep (Rep78, Rep68,
Rep52 and Rep40) and structural proteins Cap (VP1, VP2 and VP3), flanked by
inverted terminal repeats (ITR). The site-specific integration of AAV-2 is located in a
non-repetitive element at the position 19q13,42 corresponding to the long arm of the
chromosome 19, in a gene-dense region named AAVS/ (for AAV integration site 1)
(Fig. 3a) (Kotin et al. 1991). Analysis of AAVSI host sequence revealed two
cis-acting sequences involved in AAV-2 integration: the terminal resolution site
(TRS) corresponding to the Rep-specific endonuclease site and the Rep binding site
(RBS) (Brister and Muzyczka 1999; McCarty et al. 1994a, b). Interestingly, this
TRS-RBS motif is also present in the ITR of the viral genome, suggesting that the
sequence homology between AAV-2 ITR and the host genome site — TRS and
RBS sequences — plays a role in AAV-2 integration. Recently, two new AAV-2 inte-
gration sites have been reported in chromosomes 5 (5p13.3) and 3 (3p24.3), named
AAVS2 and AAVS3 respectively, that also carry a RBS motif (Hiiser et al. 2010).
Biochemical characterization of the proteins Rep68 and Rep78 revealed several
activities, including DNA binding, ATPase, helicase and endonuclease activities,
essential to direct site-specific integration of AAV-2 genome (Surosky et al. 1997).
All together, these data point to a molecular model of AAV-2 integration in which
the viral genome is tethered to a specific AAVS locus via concomitant binding of
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Fig. 3 Integration site distribution of DNA viruses. (a) Host chromosomal preferences in integration
site selection of some DNA viruses. (+, brown arrows) MDV/HHV-6 viruses favor integration in
telomeres. (A, red arrow) AAV-2 integrates preferentially at the AAVSI site, (®, purple arrows)
Ad integrates preferentially in gene loci, (%, orange arrows) EBV integrates in heterochromatin.
(b) Schematic overview of the integration mechanism potentially involved in some DNA viruses,
AAV, EBV, KHSV and Ad (from left to right). TRS terminal resolution site, RBS Rep binding
site, ITR inverted terminal repeat, oriP origin of replication, HMGB2 high mobility group protein
2, MeCP2 methyl-CpG-binding protein 2, MBD methyl-CpG-binding domain, SYREC symmetric
recombinant, NHEJ non homologous end joining repair machinery, HR homologous recombina-
tion repair machinery (See text for details)

Rep68/78 on both cellular and viral RBS (Weitzman et al. 1994). More particularly,
AAV-2 integration starts with Rep68/Rep78 complex introducing a nick at the adja-
cent cellular TRS that may induce the non homologous end-joining pathway (NHEJ)
repair machinery. Non homologous recombination between the viral ITRs and the
host DNA results in the viral insertion of AAV-2 in the host genome and the partial
duplication of the integration site (Henckaerts and Linden 2010; Lamartina et al.
2000; Urcelay et al. 1995).

In conclusion, AAV long persistence, the absence of pathogenicity and the
site-specific integration at AAVS loci render AAV a very attractive candidate for
gene therapy. However, to date, nothing is known about the long-term effect of AAV
integration at the AAVSS locus, which is close to a gene-dense region, containing among
others the myosin light chain phosphatase MBS85, an enzyme important for smooth
muscle contraction.

3.2 Herpes Viruses

Herpes viruses are DNA enveloped viruses, classified in three families based on
their sequence phylogeny: o, 8 and y herpes viruses. They contain a linear double-
stranded DNA that is delivered in the nucleus upon viral entry and circularized.
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It usually remains episomal, i.e. as an extrachromosomal circular DNA. However,
some herpes viruses can integrate their genome into the host chromosomes, although
these observations are considered as exceptions of the herpesvirus life cycle. In this
part, we will highlight the features concerning integration of the y-herpesvirus
Epstein-Barr virus (EBV) and the B-herpesvirus Human Herpes Virus 6 (HHV-6)
into the host chromosomes.

3.2.1 Epstein-Barr Virus (EBYV)

EBV is the prototypical member of the y-herpesvirus family and is known to
establish a long persistent infection in B-lymphocytes as well as in epithelial
cells. EBV is associated with several proliferative disorders and cancers, including
Burkitt’s lymphoma, Hodgkin’s lymphoma and nasopharyngeal carcinoma (Epstein
et al. 1964; Gutensohn and Cole 1980; Zur Hausen and Schulte-Holthausen
1970). Two stages of EBV infection exist: (i) the lytic or productive cycle, in which
the infected cell is actively releasing new infectious viral particles, and (ii) the
latent cycle, in which only a few viral proteins are expressed, some of which are
directly linked with cell proliferation and thus cancer. During latent infection, the
EBYV genome persists as an episome. However, the presence of linearized EBV
genome in the host genome has been identified and confirmed using different
approaches, including cytological hybridization, FISH*, PCR*, genomic library
screening and sequencing. The presence of integrated EBV genome suggests an
alternative way for EBV to establish long term infection (Gao et al. 2006; Hurley
et al. 1991; Lestou et al. 1993). However, the question whether integration site
selection occurs randomly or not is still a matter of debate, mainly due to the
technical difficulties to isolate EBV integration events from EBV episomes (Gao et al.
2006; Takakuwa et al. 2004). Nevertheless, data so far suggest that EBV integration
is not random and occurs preferentially in regions corresponding to heterochro-
matin (Gao et al. 2006; Lestou et al. 1993) (Fig. 3a). However, EBV integration
has also been identified in genes, including MACFI*, BACH-2* (putative tumor
suppressor gene), REL* and BCL-11A* (proto-oncogenes), thereby revealing a
potential impact of EBV integration in disrupting the expression of some cellular
genes (Takakuwa et al. 2004).

The EBV episome maintenance is ensured by the viral Epstein-Barr nuclear antigen
1 (EBNA-1) protein, attaching the episome to the host chromatin via AT-hook
motifs (Fig. 3b). The interaction of EBNA-1 with the cellular EBNA-1 Binding

“FISH fluorescence in situ hybridization

“PCR polymerase chain reaction

“MACF1 microtubule-actin crosslinking factor 1

“BACH-2 BTB and CNC homology 1

“REL reticuloendotheliosis viral oncogene homolog (avian)
“BCL-11A B cell CLL/lymphoma 11A
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Protein 2 (EBP2) and high-mobility group protein 2 (HMGB2) may also play a
role in attaching the EBV episome to the host chromatin during interphase and
mitosis (Jourdan et al. 2012). This chromatin attachment process could be
enlarged to other family members, including the Kaposi’s sarcoma herpes virus
(KSHV). Indeed, it was shown that KSHV episomal genome was attached to the
host chromatin via the cellular histones 2A and 2B, the methyl-CpG-binding
protein 2 (MeCP2) and the LANA (latency associated nuclear antigen) viral protein
(Fig. 3b) (Barbera et al. 2006; Matsumura et al. 2010; Verma and Robertson
2003). Although the mechanisms involved in EBV and KHSV genome integration
into the host chromatin remains to be elucidated, it is tempting to hypothesize,
based on the retroviral tethering model, that viral DNA episome integration
requires initially these docking proteins (EBNA-1 complex, LANA complex),
thereby creating an opportunity for the subsequent incidental recombination
and insertion into the host DNA, probably mediated by the cellular DNA repair
machinery.

3.2.2 Human Herpes Virus-6 (HHV-6)

HHV-6 is the causal agent of the roseola infantum occurring during the first years of
life and characterized by an intense fever for a few days. After the primary infection,
the virus is able to establish latency in some monocytes and macrophages. Viruses
may be reactivated from latency, particularly in immunosuppressed patients, thereby
causing secondary infections with severe complications such as encephalitis (Kondo
et al. 1991, 2002; Vu et al. 2007). Integration of HHV-6 (also named chromoso-
mally integrated human herpes virus 6, ciHHV-6) into the host chromosomes is well
defined and remains one of the most consistent observations of DNA virus integra-
tion, with at least 34 published examples (Pellett et al. 2011). Although the molecu-
lar mechanism involved in this process is still not fully understood, a few hints are
starting to emerge.

The HHV-6 genome architecture is organized in two main regions: (i) the unique
long region (UL) containing several gene blocks responsible for viral replication,
and (ii) direct repeats (DR) flanking the genome. The right DR (DRR) and the left
DR (DRL) contain a perfect [TAACCC],, repeated sequence arrangement identical
to the human telomeric repeat sequence, as well as an imperfect telomeric repeat
sequence arrangement referred to the het region (Gompels and Macaulay 1995).
To date, all integration sites reported were localized in the telomeric regions with no
preference for a given chromosome (Fig. 3a), suggesting that HHV-6 integrates its
genome via homologous recombination between the viral and cellular telomeric
sequences (Arbuckle et al. 2010; Nacheva et al. 2008). Recently, a role for the still
poorly characterized HHV-6 U94 protein in HHV-6 integration was proposed, based
on its strong homology with AAV-2 Rep68/78, particularly at the level of single-
stranded DNA binding activity (Dhepakson et al. 2002).

The HHV-6 closely related Marek’s disease virus (MDV) was shown to have
also viral telomeric sequences that facilitate MDYV integration into host telomeres.
Minimal changes in these sequences not only strongly reduced integration efficiency
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but also modified the integration site selection to regions outside the telomeres
(Kaufer et al. 2011), providing additional evidence that the viral DR sequence is
essential for integration targeting.

3.3 Hepatitis B Virus (HBYV)

The hepatitis B virus is one of the most common human pathogen responsible for the
development of hepatocellular carcinoma (Neuveut et al. 2010). During acute infec-
tion, HBV can integrate its genome into the host chromosomes and present several
similarities with retroviral integration. Although initial analyses of several HBV
integration sites revealed random integration events in all chromosomes (Tokino
and Matsubara 1991; Yaginuma et al. 1987), a recent large-scale analysis identified
favored HBV integration events in transcriptionally active regions (Murakami
et al. 2005). Furthermore, HBV integration target genes (including hTERT*, PDGF
receptor*, the mixed lineage leukemia 2 or the 60 S ribosomal protein) were pre-
ferentially involved in cell proliferation, survival and oncogenesis (Ferber et al. 2003;
Murakami et al. 2005; Tamori et al. 2005). Future studies are needed to further unveil
the molecular mechanism of HBV integration the exact role of HBV integration in
the establishment of hepatocellular carcinoma.

3.4 Adenoviruses (Ad)

Adenoviruses are double stranded DNA viruses, usually perceived as non-integrating
viruses with a genome persisting under episomal form. However, in hamster cells,
the complete genome of Adl12 was found to be stably integrated into the host
chromosomes, with a few nucleotide modifications at the viral junctions. Similarly,
Stephen et al. infected hamster immortalized (HT-1080 and C32) and primary
fibroblasts (FF-92) with an Ad5-derived vector and identified 59 integration sites:
29 were found in active transcription units in all chromosomes and 15 out of the
30 integration sites identified outside genes were located near genes, suggesting
preferential integration of Ad in gene loci (Fig. 3a) (Stephen et al. 2008, 2010).
The current model suggests that Ad ITR contains specific symmetric recombinant
(SYREC) sequences, which have stretches homologous to cellular repetitive elements,
and that could thus allow Ad host genome insertion through patchy nucleotide
homology (Fig. 3b) (Deuring and Doerfler 1983; Deuring et al. 1981; Doerfler 2009;
Stabel and Doerfler 1982; Wronka et al. 2002). Further analysis of Ad integration
events in vitro and in vivo revealed that both homologous recombination and heter-
ologous recombination (non homologous end joining pathway) were involved in this
SYREC-mediated integration process (Hoglund et al. 1992; Stephen et al. 2008, 2010;

“hTERT human telomerase reverse transcriptase
"PDGF receptor platelet-derived growth factor receptor
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Wronka et al. 2002). Adenovirus-based vectors are currently the most used vectors
in gene therapy, representing 24.2% of the clinical trials (source http://www.
wiley.com//legacy/wileychi/genmed/clinical). Understanding the frequency and the
mechanisms of Ad integration and recombination should help render these vectors
safer for gene therapy trials.

4 Consequences of Viral Integration on the Host Cell

The site of the viral integration event can have multiple consequences for the host,
as well as for the virus itself. Indeed, viral integration can lead to cell death or
proliferation as a result of insertional mutagenesis. However, integration can also
lead to consequences for the virus, i.e. active production or transcriptional silencing,
a process also called latency that is key to establish viral persistence. Finally, inte-
gration in the germline can contribute shaping the host genome and participate in
species evolution. Each of these effects will be further discussed below.

4.1 Cell Death

Apopotosis is a general mechanism involved in cell homeostasis regulation elimi-
nating aberrant cells, with altered physiological parameters as well as a compro-
mised genome integrity (Roulston et al. 1999). Upon viral invasion, the presence of
a linear double-stranded DNA is sensed by the host DNA repair machinery as a
DNA break, which will lead to cell apoptosis unless successfully repaired (Daniel
et al. 1999; O’Brien 1998). Following the same concept, if the cell is invaded by
multiple viral particles, thus multiple DNA genomes, it is likely that the DNA repair
machinery will be overwhelmed, and will thus fail in repairing all the DNA mole-
cules, thereby resulting in cell death. Similarly, if too many viral genomes integrate
successfully, the integrity of the host genome itself may be compromised, also leading
to cell death. In addition, viral integration will eventually lead to gene expression
deregulation that may induce cell apoptosis. For instance, it has been reported that
integration of HBV in ATP2A1/SERCA-I* gene resulted in gene disruption and
in the expression of a chimeric non functional protein HBVx/SERCA-1 (Fig. 4).
This chimeric protein lost calcium and ATP binding domains, thereby strongly
disturbing the reticulum endoplasmic calcium homeostasis and inducing apoptosis
(Chami et al. 2000).

"ATP2A1/SERCA-1 sarcoplasmic/endoplasmic reticulum calcium ATPase 1
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Fig.4 Schematic overview of global consequences of viral integration events. Viral genome (red)
insertion into gene exons (yellow) or introns (black line) eventually leads to gene disruption (lef?).
Viral genome insertion into or close to promoters (blue) leads to an influence of viral enhancers on
host gene expression regulation, thus overexpression by gene activation (right)

4.2 Tumorigenesis

Many viruses have been characterized based on their ability to induce cellular trans-
formation and thus tumors. However, two mechanisms of virus-induced cellular
transformation should be distinguished.

The first one leads to a rapid tumorigenesis process and is exemplified by onco-
viruses, i.e. viruses coding for a viral oncogene and thus directly responsible for the
cellular proliferation, such as some retroviruses (MMTV*, MLV*, RSV*, HTLV*)
and DNA viruses (HPV, EBV, HBV, Ad) (Nevins 2007). Of note, it has been sug-
gested that Adenoviruses are more likely to induce cell death in permissive cells
(including human cells), while inducing a tumor in non-permissive cells (hamster
cells), often linked to Adenoviral genome integration (Doerfler 2011, 2012).

The second mechanism, which is directly related to viral integration, is called
insertional mutagenesis. In this case, tumorigenesis is a slow process directly
related to the viral integration site, which disturbs the cell homeostasis. Indeed,
viral integration alters and modulates the expression of cellular nearby genes
(Fig. 4). A first scenario is the result of gene disruption by the viral integration
event. If the disrupted gene is a tumor suppressor gene for example, this may

“MMTYV mouse mammary tumor virus
“MLV murine leukemia virus

“RSV Rous sarcoma virus

“HTLV human T lymphotropic virus
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ultimately lead to cellular transformation. Second, viral integration occurring close
to cellular oncogenes may result in viral promoter-induced overexpression of the
oncogene. The best illustration of this event occurred in a gene therapy trial aiming
at correcting the severe combined immunodeficiency-X1 disease (SCID-X1) using
a gammaretroviral vector providing a functional IL2ZRG* gene (Cavazzana-Calvo
et al. 2000). Although this trial was successful, restoring an immune function,
4 out of 9 patients developed leukemia in the 5 years following viral transduction
(Hacein-Bey-Abina et al. 2008). The analysis of viral integration sites in the
transduced cells identified integration events nearby the LMO2* proto-oncogene,
yielding to LMO2 overexpression (Hacein-Bey-Abina et al. 2008). The aberrant
expression of LMO2 is a major determinant of T cell immortalization as recently
demonstrated in vitro after gammaretroviral transduction of the proto-oncogene
LMO2 in T cells (Newrzela et al. 2011). Although it was shown that MLV vectors
preferentially integrate at promoters and regions close to the transcription start site
(Kim et al. 2008, 2011; Mitchell et al. 2004; Wu et al. 2003), exon 1 of LMO2 locus
was shown to be a hotspot for MLV integration in T cells, with 1 integration out of
2.125 x 10° (Yamada et al. 2009). Nonetheless, new MLV-derived vectors contain-
ing chromatin insulator elements from the chicken f-globin have been engineered
to block the viral enhancer activity of the promoter, thereby reducing the risk of
MLV-induced leukemia (Emery 2011).

To obtain a more global picture of cellular homeostasis alterations upon viral
integration events, Soto-Giron and Garcia-Vallejo (2012) recently attempted at
predicting the changes due to HIV-1 integration in macrophages, using protein
networks interacting directly with HIV-1 or indirectly through regulatory pathways
(Balakrishnan et al. 2009; Schroder et al. 2002). They selected a few genes targeted
by retroviral integration and compared the interactome of these gene products
between non-infected and HIV-1 infected macrophages. By computational analysis,
they showed that integration in 5 selected genes induced profound alteration of the
global transcription network (Soto-Giron and Garcia-Vallejo 2012). Another illus-
tration of cell homeostasis deregulation upon viral integration, leading to tumor
development, resides in HBV infected cells, where multiple pathways involved in
cell cycle are deregulated, including Wnt/B-catenin signaling, Ras/MAPK, PTEN/
Akt, pl14ARF/p53, and TGF-f pathways (Neuveut et al. 2010).

Accumulation of genetic changes, chromosomal rearrangements, alterations of
gene expression and cellular pathways as consequences of viral integration contribute
incrementally to deregulate cell growth and induce tumor development when apop-
tosis is not involved. The database named DrVIS has recently been developed in
order to report the association between viral integration sites and malignant diseases
(Zhao et al. 2012). However, to date, the exact role of viral integration in cancer
induction has not been fully clarified for many viruses.

“IL2RG interleukin 2 receptor gamma
“LMO2 LIM domain only 2
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4.3 Viral Persistence

Many viruses can exist in a latent state, thus establishing a persistent infection. During
this phase, viruses are transcriptionally silent, either completely or partially, allowing
them to escape immune surveillance and establish viral reservoirs. Viral reservoirs
represent a major obstacle for therapeutic strategies and virus eradication.

A well-known example is illustrated by HIV-1, which can persist in resting memory
CD4+ T cells (Chomont et al. 2009; Chun et al. 1997a, b, 1995; Finzi et al. 1999,
1997). Indeed, despite a very efficient combination therapy (highly active antiretro-
viral therapy, HAART), HIV-1 is not eliminated from the organism and rebounds
upon HAART interruption. Although the mechanisms underlying virus reactivation,
allowing the virus to exit a transcriptionally silent and latent state in favor of a pro-
ductive state releasing infectious particles, is not yet completely understood, it is
nevertheless obvious that this can only be achieved thanks to the presence of the
integrated HIV-1 genome in the infected cell (Joos et al. 2008; Zhang et al. 2000).
To date, it is thought that the only way to successful HIV-1 eradication resides in
purging the viral reservoir, and that this could be achieved by reactivation of viral
transcription from latently infected cells (Siliciano 2010).

The molecular mechanisms promoting and maintaining in vivo latency of DNA
and RNA viruses have not been completely elucidated and are still the focus of many
investigations. In the case of HIV-1, three major players are currently involved in
latency: (i) the availability of cellular transcription factors. Indeed, a current model
implies that HIV-1 is transcriptionally active in activated infected T cells, and that
when the T cells evolve to a resting memory state, many transcription factors become
unavailable, thus silencing viral transcription (Coiras et al. 2009). Furthermore, epi-
genetic modifications implicating de novo methylation of the provirus and chromatin
remodeling complexes may also contribute to the transcriptional silencing of the
integrated retrovirus (Agbottah et al. 2006; Blazkova et al. 2009; Kauder et al. 2009;
Mahmoudi et al. 2006; Treand et al. 2006). (ii) The level of the viral transactivator
protein, Tat, which is responsible for efficient viral transcription, and (iii) the site of
viral integration. Indeed, it has been shown that infected cells in a latent state were
characterized with proviruses in heterochromatin and centromeric regions (Jordan
et al. 2003; Lewinski et al. 2005) and were found more often in sense orientation,
leading to decreased viral transcription due to RNA interference (Shan et al. 2011).

Although herpes viruses establish latency via persistent episomes, it has been
shown that HHV-6 integration was also able to promote latency. Indeed, by a mech-
anism similar to HIV-1, HHV-6 integration into telomeric heterochromatin, which
are transcriptionally inactive regions may affect viral transcriptional activity, thereby
favoring latency (Arbuckle et al. 2010; Arbuckle and Medveczky 2011; Nacheva
et al. 2008). This latent HHV-6 is non cytopathic as completely or partially silent.
However, the reactivation of integrated HHV-6 by HDAC inhibitors, such as tricho-
statin-A, induces efficient viral production, as well as cytopathic effects (cell death
and syncytium formation), which are eventually deleterious for the host (Arbuckle
et al. 2010; Duelli and Lazebnik 2007).
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4.4 Species Evolution

The integrating virus can be persistent not only at the level of the cell but also at the
level of the organism. Indeed, viral integration may have a significant impact on
the organism and its progeny if the virus succeeds in infecting the germ line.

Retroviruses are the only viral group that has remnants in the form of integrated
endogenous elements (ERV for Endogenous Retrovirus), accumulating over time in
the human genome, and reaching to date approximately 8% of the total genome
(Jern and Coffin 2008). In humans, HERVs resemble to exogenous retroviruses,
however, due to accumulated mutations, they lost their ability to replicate and can
thus be considered as defective endogenous retroviruses. Even if retroviruses usually
infect somatic cells, infection of a germ line cell can sometimes occur. In this way,
HERVs were fixed in the human genome and could be transmitted through genera-
tions as a classical human gene driven by Mendelien’s rules.

Integration of viral elements followed by endogenization can lead to profound
consequences for the host, ultimately shaping its genome. The proof of concept
of this is illustrated by syncytin genes that are expressed in trophoblasts. Syncytins
display fusogenic activities that contribute to the formation of multinucleated syn-
cytiotrophoblast cells, and are thus essential for placenta morphogenesis (Rawn and
Cross 2008). It has been shown that the syncytin-1 gene corresponds to the env
gene of an endogenous retrovirus belonging to the HERV-W family that was fixed
in the human genome 45 million years ago (Mi et al. 2000). Similarly, another
fusogenic protein named Syncytin-2 has been identified, corresponding to the
env gene of HERV-FRD (Blaise et al. 2003). During primate evolution, these
genes were conserved, and thus “captured” by the host as they provided a benefit
for the host. In contrast, gag and pol genes accumulated inactivating mutations,
leading to a replication-incompetent retrovirus that could be otherwise detri-
mental to the host.

As mentioned earlier, 8% of the human genome is composed of ERV remnants.
Further investigations on these retroviral sequences should provide additional infor-
mation about retroviral genes that are functional, like env-derived syncytins, and
therefore likely to play a role in host cellular processes.

5 General Conclusions

Integration of viral genome into host chromosomes results from (i) an essential
step of life cycle, such as for retroviruses, or (ii) an incident, for some RNA viruses
and DNA viruses. However, the high integration frequency of some DNA viruses
(i.e. HHV-6) and its role in establishing beneficial latency may challenge the view of
incidental integration. Nevertheless, incidental or not, genome integration of DNA
and RNA viruses have profound consequences for the host, including premature
cell death and tumorigenesis, and that will in turn affect the rate of viral expression,
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thereby guiding the virus in a productive or latent cycle. In addition, viral integration
events in the germ line may contribute to shaping the host genome, eventually pro-
viding selective advantages for the host, and contributing to species evolution.

A better understanding of viral integration mechanisms, integration frequency,
integration site selection and the impact of viral integration on the virus-associated
disease outcome should help designing new strategies aiming at eradicating
persistent viral infections, as well as improving virus-derived delivery vectors for
gene therapy.
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Persistent Plant Viruses: Molecular Hitchhikers
or Epigenetic Elements?

Marilyn J. Roossinck

Abstract Many plants harbor persistent cytoplasmic viruses that are not transmitted
horizontally and do not move from cell to cell. These viruses have extensive longevity
within individual plant cultivars. Based on phylogenetic evidence they appear to
undergo rare transmission events between plants and fungi. Very few functions have
been attributed to persistent viruses in plants, but their longevity and protection
from the plant’s immune system suggest that they provide a selective advantage for
their hosts, at least under some conditions. In addition, some persistent plant virus
sequences have been found in plant genomes and are expressed as functional genes.
Hence, rather than simply molecular hitchhikers, they may be cytoplasmic epigenetic
elements that could provide genetic information to their plant hosts.

1 Introduction

Most viruses are studied because they cause disease in their hosts; however, this has
led to a biased view, and the field of virology has largely ignored the probability that
viruses may play important roles in the ecology of their hosts. Recent interest in
mutualistic viruses may change this notion, as more examples of non-pathogenic
viruses are discovered [reviewed in (Roossinck 2011)]. In plants there is a group
of viruses that for the most part have not been shown to produce symptoms on
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their hosts, the so-called cryptic viruses or latent viruses. These viruses are only
transmitted vertically, and appear to infect their hosts for many generations. The term
cryptic implies that they don’t have any effect on their hosts, but this is likely an
error in thinking, so I prefer the term “persistent” to describe these viruses. I should
mention from the outset that these are not the viruses that are “persistently transmitted”
(Gray and Banerjee 1999), which refers to their vector transmission, but rather those
that have a persistent lifestyle in their plant hosts (Roossinck 2010).

Persistent plant viruses were first described in the 1960s [reviewed in (Boccardo
etal. 1987)]. The two recognized families of persistent plant viruses are Partitiviridae
and Endornaviridae (King et al. 2012). These families have very little in common
other than their lifestyles: they persistently infect plants and fungi. Both also have
RNA genomes that are found as double-stranded RNAs (dsRNAs), but the
Endornaviridae appear to be single-stranded RNA viruses based on their RNA
dependent RNA polymerase (RdRp) (Gibbs et al. 2000), although they are isolated
only as unencapsidated dsRNAs.

The Partitiviridae family was originally named because in fungi these viruses
have divided dsRNA genomes, in contrast to the 7otiviridae in fungi that have single
component dsRNA genomes (Ghabrial 1998). The name Endornaviridae comes
from Endogenous RNA (Horiuchi et al. 2001), although these are cytoplasmic
viruses and not true endogenous viruses, a term usually used for viruses with reverse
transcriptase activity found integrated into the host genomes (Hohn et al. 2008).
Some newly found persistent plant viruses that do not appear to be members of
either the Partitiviridae or the Endornaviridae have been described recently (Liu
and Chen 2009; Tzanetakis et al. 2008; Sabanadzovic and Ghanem-Sabanadzovic
2008; Salem et al. 2008; Martin et al. 2011) and biodiversity studies strongly suggest
that viruses in the Chrysoviridae and Totiviridae families, found as persistent viruses
in fungi, are also persistent viruses in plants [(Roossinck et al. 2010) and unpub-
lished data]. Some plants also harbor pararetroviruses that can have a persistent
lifestyle as integrated viruses (Hohn et al. 2008); however, here we will only deal
with the cytoplasmic persistent viruses. To date these all have RNA genomes, and
most have dsRNA genomes, but this should not be thought of as a rule, as novel
viruses are being discovered daily.

2 Persistent Versus Acute Viruses

The basic nature of acute viruses is that they have short-lived infections (they can
become chronic, but this is not common in plants). Acute plant viruses are horizontally
transmitted via a vector, often cause disease, and are cleared by the host, kill the
host, or become chronic. Acute viruses also can be transmitted vertically, but this is
rarely to very high levels, and occurs via gametes or embryo invasion (Blanc 2007).
Almost everything known about plant viruses is from studies of acute viruses.
Persistent plant viruses do not move between plant cells, rather they are found in
every plant cell and spread through cell division. They are vertically transmitted via
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gametes (Blanc 2007) to very high levels (Fukuhara et al. 2006; Valverde and
Gutierrez 2007). For a more detailed discussion about the different lifestyles of
plant viruses see (Roossinck 2010).

3 Origins and Co-divergence of Persistent Plant Viruses

The endornaviruses were first described in the 1980s, although not as viruses, but
rather as “dsRNA elements”, from the Black Turtle Soup Bean cultivar of Phaseolus
vulgaris (Wakarchuk and Hamilton 1985) and from broad beans (Vicia faba) (Grill
and Garger 1981). Endornaviruses now have been identified in numerous fungi,
plants (Table 1), an oomycete (Fukuhara and Moriyama 2008), and possibly insects
(Miyazaki et al. 1996). Endornaviruses are expressed from a single large open read-
ing frame with an RdRp domain at the carboxy terminus. This is the only domain
that is highly conserved among all endornaviruses, and is most closely related to the
RdRp of the closteroviruses, single-stranded large RNA viruses of plants. Other
domains are variable both in their existence and in their apparent origin (Roossinck
etal. 2011). Some domains appear to have a prokaryotic origin, which could explain
the report in an early paper on these viruses that a radiolabeled probe of the virus
annealed to a 3 kb HindIll fragment of E. coli DNA (Wakarchuk and Hamilton
1985). Many endornaviruses contain glycosyltransferase domains, an unusual protein
in RNA viruses. These appear to be from very diverse origins, belonging to several
different protein families (Roossinck et al. 2011). There is no report of an endorna-
virus coat protein, or of any packaged virions.

Phylogenetic analysis of the RdRp implies that endornaviruses have moved
between plants, oomycetes and fungi (Fig. 1) (Roossinck et al. 2011); however,
within the peppers they seem to have co-diverged with their hosts (Okada et al.
2011), suggesting that cross-kingdom transmission is a very rare event, but once a
germ-line is infected with the virus it remains stable in that plant lineage over long
periods of time. This may provide a useful tool in deciphering the cultivation history
of an important crop plant like peppers, but verification will require more data about
both the endornaviruses and the phylogeny of the peppers.

The partitiviruses are found in plants, including algae, where they are associated
with the chloroplast or mitochondria (Koga et al. 2003), fungi, and most recently
protozoa (Nibert et al. 2009). Their presence in algal organelles led to speculation
that their origins could be prokaryotic (Ishihara et al. 1992). Partitiviruses also show
evidence of rare transmission among plants and fungi (Fig.1), based on phyloge-
netic analyses (Li et al. 2009; Sabanadzovic and Ghanem-Sabanadzovic 2008;
Veliceasa et al. 2006; Szeg6 et al. 2010; Martin et al. 2011; Roossinck 2010).
However, like the endornaviruses, partitiviruses have extensive longevity within a
plant cultivar. For example all jalapefio peppers are infected with Pepper cryptic
virus but other related peppers are not, although some are infected with a different
partitivirus (Arancibia et al. 1995; Sabanadzovic and Valverde 2011). Again a lack
of data prevents an in-depth analysis, but the persistence of these viruses appears to
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Table 1 Plants reported to be infected with persistent viruses

M.J. Roossinck

Plant common
name

Plant Latin name

Virus group®

Reference®

Bell pepper Capsicum annuum Endornavirus  Valverde and Gutierrez (2007)
Melon Cucumis melo Endornavirus Coutts (2005)
Barley Hordeum vulgare Endornavirus ~ Zabalgogeazcoa and Gildow (1992)
Mulberry Morus spp. Endornavirus ~ GU145317¢
Wild rice Oryza rufipogens Endornavirus ~ Moriyama et al. (1995)
Rice Oryza sativa Endornavirus ~ Moriyama et al. (1995)
Avocado Persea americana Endornavirus ~ Villanueva et al. (2012)
Green bean Phaseolus vulgaris Endornavirus Segundo et al. (2008)
Turtle bean Phaseolus vulgaris Endornavirus Wakarchuk and Hamilton (1985)
Broad bean Vicia faba Endornavirus Grill and Garger (1981)
Strawberry Fragalia chiloensis Orphan? Tzanetakis et al. (2008)
Rose Rosa multiflora Orphan? Sabanadzovic and Ghanem-
Sabanadzovic (2008)
and Salem et al. (2008)
Blueberry Vaccinium Orphan? Martin et al. (2011)
corymbosum
Bean Vicia faba Orphan! Liu and Chen (2009)
Fig Ficus carica Paritivirus Elbeaino et al. (2011)
Beet Beta vulgaris Partitivirus Kassanis et al. (1977)
Green algae Bryopsis cinicola Partitivirus Ishihara et al. (1992)
Hemp Cannabis sativa Partitivirus Ziegler et al. (2012)
Jalapefio pepper  Capsicum annuum Partitivirus Arancibia et al. (1995)
Carrot Daucus carota Partitivirus Willenborg et al. (2009)
Scot pine Pinus sylvestris Partitivirus Veliceasa et al. (2006)
Japanese mock Pittosporum tobira Paritivirus Alabdullah et al. (2010)
orange
Primrose Primula malacoides  Partitivirus Li et al. (2009)
Chinese pear Pyrus pyrifolia Partitivirus Osaki et al. (1998)
Radish Raphanus sativus Partitivirus Natsuaki et al. (1983)
White clover Trifolium repens Partitivirus Boccardo et al. (1985)

*Viruses are included here only if they have been confirmed by molecular analysis. Viruses found
associated with plants but assumed to be of fungal origin are not included

"The first report is generally listed here, even if there is no sequence data in this paper

“Viruses are related to partitiviruses but have unique characteristics and have not been classified
dAccession number, unpublished except for sequence

be long-lived (Szego et al. 2005, 2006). In attempts to clear peppers of Pepper
cryptic virus 50 seeds of jalapefio pepper were planted, and of these one plant was
virus-free and used to generate a virus-free line (Valverde and Gutierrez 2008).
Since transmission of the virus occurs at a high rate through both ovule and pollen
it is unlikely that the rare virus-free plant would produce virus-free offspring in a
natural or crop setting in any outcrossing plants. However, in plants that do not out-
cross to a great extent, the viruses could eventually be lost. This could explain the
variability in the presence of persistent viruses in some plant species.
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Fig. 1 Cartoon of potential movement of viruses between plants and fungi. Plants in a natural
setting are almost always colonized by numerous fungal endophytes that can infect the roots, stems
or the entire plant. There is ample opportunity for exchange between plant and fungal cells, and it
is possible that viruses could pass between plant cells (pale green) and fungal mycelia (purple)
within the plant. If this exchange took place from fungi to plants in the flower the virus could enter
the plant germline and become a persistent virus. Drawing courtesy Luis Marquez

Virus transmission between plants and fungi could go both ways: from plant to
fungus and/or from fungus to plant (Fig. 1). Transmission from a plant to a fungus
is easier to imagine, since many things can be exchanged during plant-fungal inter-
actions [see work on the rice blast fungus, for example (Kankanala et al. 2009)], and
once the virus was in a fungus it could go on to become persistent via any cell whose
progeny eventually produced spores, or simply via vegetative growth. However, for
a virus to become persistent in plants it must infect the germline cells, and while not
impossible because some fungi may interact with plant germline cells, this would
likely be a much rarer event than transmission from plant to fungus (Fig. 1).

4 Persistent Viruses as Epigenetic Elements

The general dogma has been that persistent viruses in plants and in fungi are not
providing any significant function for their hosts, but they are just along for the ride
as molecular hitchhikers. In the “viruses are all pathogens” world-view this may be
the logical conclusion to the observation that no disease is associated with these
interactions. However, in at least one case a persistent virus provides a habitat-
specific essential function for its endophytic fungal host and the plant host of
the endophyte (Marquez et al. 2007). In this system plants grow in geothermal
soils with temperatures over S0°C. They require the presence of both an endophytic
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fungus, Curvularia protuberata, and the fungal virus Curvularia thermal tolerance
virus (Mdrquez et al. 2007). In another case, a plant persistent partitivirus coat
protein provides an environmentally-specific benefit to its plant host. The coat
protein gene of White clover cryptic virus was identified in a transcriptome analysis
of nodulation regulation in white clover. The gene was able to reduce nodulation
in the presence of adequate nitrogen when transferred to lotus, another legume
(Nakatsukasa-Akune et al. 2005). The longevity of persistent virus associations
with plants is remarkable if there is no positive selection to maintain them. Most
plant viruses are subjected to the plants’ innate immune system known as RNA
silencing, and most acute plant viruses have evolved a variety of mechanisms to
circumvent this [reviewed in (Wang and Metzlaff 2005)]. The persistent plant viruses
appear to completely avoid this system in plants, as they are found in meristems
where silencing eliminates most acute viruses [(Martin-Herndndez and Baulcombe
2008) and references therein]. Although the persistent viruses may have evolved
novel ways to avoid silencing, their coding capacity is often very limited. The par-
titiviruses and totiviruses usually encode only an RdRp and a CP. An alternate
hypothesis is that the plants consider them “self” and hence do not mount an immune
response against them.

While few functions have been attributed to plant persistent viruses, this does not
imply that they have no functions. Studies on there function are hampered by a lack
of isogenic plants that are virus-free for comparison. In a few cases these have been
obtained (Valverde and Gutierrez 2008). However, functional effects for these
viruses are likely to be important in the natural habitat of the plant, rather than in its
crop setting, and this has not been considered in any study of the potential function
of persistent viruses. The recent discovery of partitivirus sequences integrated into
plant genomes, many of which are expressed genes (Chiba et al. 2011; Liu et al.
2010), supports the idea that the viruses provide a function to the plant, particularly
since phylogenetic data indicates that the movement of these genes has been from
viruses to plants (Chiba et al. 2011). Interestingly, none of the plants where these
integrated virus sequences have been found (Table 2) are known to harbor partitivi-
ruses themselves. Additional transfer of sequences from fungal viruses to plants
was noted in the Arabidopsis mitochondria (Marienfeld et al. 1997), although these
were from viruses that haven’t been found as persistent viruses in plants.

5 Conclusions

Persistent viruses are very common in plants, comprising more than half of the plant
viruses found in biodiversity studies. They are members of at least two, and most
probably several additional diverse virus families. Their origins are unclear, but they
have almost certainly moved between plants and fungi, and could have deeper
origins in prokaryotes. Persistent viruses generally have been dismissed as having
no function in their hosts, but in at least a few examples this is clearly not true. Since
they have not been examined in the context of their native settings where the plant
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Table 2 Partitivirus-like sequences reported in plant genomes

Plant common name* Plant Latin name Accession number®

Tomato Solanum lycopersicum AB609338

Cabbage Brassica oleracea AB609336; AB609332

Turnip Brassica rapa AB609334; AB609330

Rock cress Arabidopsis thaliana AB609326; HM068619;

HMO068620

Arabidopsis arenosa AB609328; AB609327
Olimarabidopsis pumil AB576174

Shepherd’s purse Capsella bursa-pastoris AB576172

Potato Solanum tuberosum AB609337

Rapeseed Brassica napus AB609335
Olimarabidopsis cabulica AB609329

Tower mustard Turritis glabra AB576173
Capsella rubella AB576171

2All but tomato and potato are in the mustard family
®Accession numbers are for sequences; this data is reported in Chiba et al. (2011) and
Liu et al. (2010)

hosts have evolved, it is impossible to determine whether or not they are providing
a function, but the fact that they are not eliminated from plants by the plants immune
system suggests that they are perceived by the plants as self, and hence could be
considered cytoplasmic epigenetic elements. The rapid evolution of RNA viruses
naturally leads to high levels of diversity that could be providing novel genetic
information not available in the plant genome. This type of information becomes
especially significant when plants are subjected to changes in environment. Plants
growing in extreme environments may be excellent places to look for the beneficial
effects of persistent viruses.

Acknowledgements The author thanks Dr. X. Bao for careful reading of the manuscript, and
Dr. L. Marquez for art work. This work was supported in part by the Samuel Roberts Noble
Foundation; the Pennsylvania State University; the National Science Foundation grant numbers
EF-0627108, EPS-0447262, 10S-0950579 and I0S-1157148; and the United States Department of
Agriculture grant number OKLR-2007-01012.

References

Alabdullah A, Elbeaino T, Digiaro M (2010) Partial nucleotide sequence of a putative partitivirus
from Pittosporum tobira. J Plant Pathol 92(2):537-542

Arancibia RA, Valverde RA, Can F (1995) Properties of a cryptic virus from pepper (Capsicum
annuum). Plant Pathol 44:164—168

Blanc S (2007) Virus transmission — getting in and out. In: Waigman E, Heinlein M (eds) Viral
transport in plants. Plant cell mongrams, vol 7. Springer, Berlin/Heidelberg, pp 1-28

Boccardo G, Milne RG, Luisoni E, Lisa V, Accotto GP (1985) Three seedborne cryptic viruses
containing double-stranded RNA isolated from white clover. Virology 147:29-40



184 M.J. Roossinck

Boccardo G, Lisa V, Luisoni E, Milne RG (1987) Cryptic plant viruses. Adv Virus Res 32:171-214

Chiba S, Kondo H, Tani A, Saisho D, Sakamoto W, Kanematsu S, Suzuki N (2011) Widespread
endogenization of genome sequences of non-retroviral RNA viruses into plant genomes. PLoS
Pathog 7(7):16

Coutts RHA (2005) First report of an Endornavirus in the Cucurbitaceae. Virus Genes
31(3):361-362

Elbeaino T, Kubaa RA, Digiaro M, Minafra A, Martelli GP (2011) The complete nucleotide
sequence and genome organization of fig cryptic virus, a novel bipartite dsSRNA virus infecting
fig, widely distributed in the Mediterranean basin. Virus Genes 42:415-421

Fukuhara T, Moriyama H (2008) Endornaviruses. In: Mahy BWJ, van Regenmortel MHV (eds)
Encyclopedia of virology, vol 2. Elsevier, Oxford, pp 109-116

Fukuhara T, Koga R, Aioki N, Yuki C, Yamamoto N, Oyama N, Udagawa T, Horiuchi H, Miyazaki
S, Higashi Y, Takeshita M, Ikeda K, Arakawa M, Matsumoto N, Moriyama H (2006) The wide
distribution of endornaviruses, large double-stranded RNA replicons with plasmid-like proper-
ties. Arch Virol 151:995-1002

Ghabrial SA (1998) Origin, adaptation and evolutionary pathways of fungal viruses. Virus Genes
16:119-131

Gibbs MJ, Koga R, Moriyama H, Pfeiffer P, Fukuhara T (2000) Phylogenetic analysis of some
large double-stranded RNA replicons from plants suggests they evolved from a defective single-
stranded RNA virus. J Gen Virol 81:227-233

Gray SM, Banerjee N (1999) Mechanisms of arthropod transmission of plant and animal viruses.
Microbiol Mol Biol Rev 63(1):128-148

Grill LK, Garger SJ (1981) Identification and characterization of double-stranded RNA associated
with cytoplasmic male sterility in Vicia faba. Proc Natl Acad Sci USA 78(11):7043-7046

Hohn T, Richert-Poggeler KR, Staginnus C, Harper G, Schwarzacher T, Teo CH, Teycheney P-Y,
Iskra-Caruana M-L, Hull R (2008) Evolution of integrated plant viruses. In: Roossinck MJ (ed)
Plant virus evolution. Springer, Heidelberg, pp 53-81

Horiuchi H, Udagawa T, Koga R, Moriyama H, Fukuhara T (2001) RNA-dependent RNA poly-
merase activity associated with endogenous double-stranded RNA in rice. Plant Cell Physiol
42(2):197-203

Ishihara J, Pak JY, Fukuhara T, Nitta T (1992) Association of particles that contain double-stranded
RNAs with algal chloroplasts and mitochondria. Planta 187:475-482

Kankanala P, Mosquera G, Khang CH, Valdovinos-Ponce G, Valent B (2009) Cellular and molecular
analyses of biotrophic invasion in rice blast disease. In: Wang G-L, Valent B (eds) Advances
in genetics, genomics and control of rice blast disease. Springer, Dordrecht, pp 83-91.
doi:10.1007/978-1-4020-9500-9_9

Kassanis B, White RF, Woods RD (1977) Beet cryptic virus. Phytopathol Z 90:350-360

King AMQ, Adams MJ, Carstens EB, Lefkowitz EJ (eds) (2012) Virus taxonomy ninth report of the
international committee on taxonomy of viruses, vol 9. Elsevier Academic Press, San Diego

Koga R, Horiuchi H, Fukuhara T (2003) Double-stranded RNA replicons associated with chloro-
plasts of a green alga, Bryopsis cinicola. Plant Mol Biol 51:991-999

Li L, Tiam Q, Du Z, Duns GJ, Chen J (2009) A novel double stranded RNA virus detected in
Primula malacoides is a plant-isolated partitivirus closely related to partivirus infecting fungal
species. Arch Virol 154:565-572

Liu W, Chen J (2009) A double-stranded RNA as the genome of a potential virus infecting Vicia
faba. Virus Genes 39:126-131

Liu H, Fu Y, Jiang D, Li G, Xie J, Cheng J, Pend Y, Ghabriel SA, Yi X (2010) Widespread hori-
zontal gene transfer from double-stranded RNA viruses to eukaryotic nuclear genomes. J Virol
84(22):11879-11887

Marienfeld JR, Unseld M, Brandt P, Brennicke A (1997) Viral nucleic acid sequence transfer
between fungi and plants. Trends Genet 13(7):260-261

Marquez LM, Redman RS, Rodriguez RJ, Roossinck MJ (2007) A virus in a fungus in a plant —
three way symbiosis required for thermal tolerance. Science 315:513-515


http://dx.doi.org/doi:10.1007/978-1-4020-9500-9_9

Persistent Plant Viruses: Molecular Hitchhikers or Epigenetic Elements? 185

Martin RR, Zhou J, Tzanetakis IE (2011) Blueberry latent virus: an amalgam of the Partitiviridae
and Totiviridae. Virus Res 155:175-180

Martin-Hernandez AM, Baulcombe DC (2008) Tobacco rattle virus 16-kilodalton protein encodes
a suppressor of RNA silencing that allows transient viral entry in meristems. J Virol
82(8):4064-4071

Miyazaki S, Iwabuchi K, Pak J-Y, Fukuhara T, Nitta T (1996) Selective occurrence of endogenous
double-stranded RNAs in insects. Insect Biochem Mol Biol 26(8-9):955-961

Moriyama H, Nitta T, Fukuhara T (1995) Double-stranded RNA in rice: a novel RNA replicon in
plants. Mol Gen Genet 248:364-369

Nakatsukasa-Akune M, Yamashita K, Shimoda Y, Uchiumi T, Abe M, Aoki T, Kamizawa A,
S-i A, Higashi S, Suzuki A (2005) Suppression of root nodule formation by artificial expres-
sion of the TrEnodDR1 (coat protein of White clover cryptic virus 2) gene in Lotus japonicus.
Mol Plant-Microbe Interact 18(10):1069—-1080

Natsuaki T, Yamashita S, Doi Y, Okuda S, Teranaka M (1983) Radish yellow edge virus, a seed
borne virus with double-stranded RNA of a possible new group. Ann Phytopathol Soc Jpn
49:593-599

Nibert ML, Woods KM, Upton SJ, Ghabrial SA (2009) Cryspovirus: a new genus of protozoan
viruses in the family Partitiviridae. Arch Virol 154:1959-1965

Okada R, Kiyota E, Sabanadzovic S, Moriyama H, Fukuhara T, Saha P, Roossinck MJ, Severin A,
Valverde RA (2011) Bell pepper endornavirus: molecular and biological properties, and occur-
rence in the genus Capsicum. J Gen Virol 92:2664-2673

Osaki H, Kudo A, Ohtsu Y (1998) Nucleotide sequence of seed- and pollen-transmitted double-
stranded RNA, which encodes a putative RNA-dependent RNA polymerase, detected from
Japense Pear. Biosci Biotechnol Biochem 62(11):2101-2106

Roossinck MJ (2010) Lifestyles of plant viruses. Philos Trans R Soc B 365:1899-1905

Roossinck MJ (2011) The good viruses: viral mutualistic symbioses. Nat Rev Microbiol 9(2):
99-108

Roossinck MJ, Saha P, Wiley GB, Quan J, White JD, Lai H, Chavarria F, Shen G, Roe BA (2010)
Ecogenomics: using massively parallel pyrosequencing to understand virus ecology. Mol Ecol
19(S1):81-88

Roossinck MJ, Sabanadzovic S, Okada R, Valverde RA (2011) The remarkable evoluntionary
history of endornaviruses. J Gen Virol 92:2674-2678

Sabanadzovic S, Ghanem-Sabanadzovic NA (2008) Molecular characterization and detection of a
tripartite cryptic virus from rose. J Plant Pathol 90(2):287-293

Sabanadzovic S, Valverde RA (2011) Properties and detection of two cryptoviruses from pepper
(Capsicum annuum). Virus Genes 43:307-312

Salem NM, Golino DA, Falk BW, Rowhani A (2008) Complete nucleotide sequence and genome
characterization of a novel double-stranded RNA virus infecting Rosa multiflora. Arch Virol
153:455-462

Segundo E, Carmona MP, Saez E, Velasco L, Martin G, Ruiz L, Janssen D, Cuadrado IM (2008)
Occurrence and incidence of viruses infecting green beans in South-Eastern Spain. Eur J Plant
Pathol 122:579-591

Szegd A, T6th EK, Potyondi L, Lukds N (2005) Detection of high molecular weight dsRNA
persisting in Dianthus species. Acta Biol Szeged 49(1-2):17-19

Szego A, Ilyés P, Lukédcs N, Téth EK, Potyondi L (2006) Long term survival of cryptic viruses in
aseptically grown in vitro propagated plants. Acta Hortic 725:505-510

Szegd A, Eniinli N, Deshmukh SD, Veliceasa D, Ev H-G, Kiihne T, Ilyés P, Potyondi L,
Medzihradszky K, Lukacs N (2010) The genome of Beet cryptic virus 1 shows high homology
to certain cryptoviruses present in phylogenetically distant hosts. Virus Genes 40:267-276

Tzanetakis IE, Price R, Martin RR (2008) Nucleotide sequence of the tripartite Fragaria chiloensis
cryptic virus and presence of the virus in the Americas. Virus Genes 36:267-272

Valverde RA, Gutierrez DL (2007) Transmission of a dsSRNA in bell pepper and evidence that it
consists of the genome of an endornavirus. Virus Genes 35:399-403



186 M.J. Roossinck

Valverde RA, Gutierrez DL (2008) Molecular and biological properties of a putative partitivirus
from jalapefio pepper (Capsicum annuum L.). Rev Mex Fitopat 26(1):1-6

Veliceasa D, Eniinlii N, Kés PB, Koster S, Beuther E, Morgun B, Deshmukh SD, Lukécs N (2006)
Searching for a new putative cryptic virus in Pinus sylvestris L. Virus Genes 32:177-186

Villanueva F, Sabanadzovic S, Valverde RA, Navas-Castillo J (2012) Complete genome sequence
of a double-stranded RNA virus from avocado. J Virol 86(2):1282—-1283

Wakarchuk DA, Hamilton RI (1985) Cellular double-stranded RNA in Phaseolus vulgaris. Plant
Mol Biol 5:55-63

Wang M-B, Metzlaff M (2005) RNA silencing and antiviral defense in plants. Curr Opin Plant Biol
8:216-222

Willenborg J, Menzel W, Vetten H-J, Maiss E (2009) Molecular characterization of two
alphacryptovirus dsRNAs isolated from Daucus carota. Arch Virol 154:541-543

Zabalgogeazcoa A, Gildow FE (1992) Double-stranded ribonucleic acid in ‘Barsoy’ barley. Plant
Sci 83:187-194

Ziegler A, Matousek J, Steger G, Schubert J (2012) Complete nucleotide sequence of a cryptic
virus from hemp (Cannabis sativa). Arch Virol 157:383-385



The Concept of Virus in the
Post-Megavirus Era

Jean-Michel Claverie and Chantal Abergel

Abstract In this chapter we quickly recapitulate the short history (since 2003) of
the giant viruses, the discovery and the progressive characterization of which are
deeply shaking the foundation of virology. In the mind of most biologists today, a
“virus” remains the most reduced and optimized vehicle to propagate a nucleic
acid molecule at the expense of a cellular host, an ultimate parasite at the frontier
of (or beyond) the living world. With genome sizes and gene contents larger than
many bacteria, as well as particle sizes of the order of half a micron, Mimivirus and
Megavirus, collectively referred to as “Megaviridae”, have now clearly made the
point that being small and simple should no longer be considered fundamental
properties of viruses, nor a testimony to their evolutionary origin. Given what we
already know, and what we can reasonably expect from future discoveries, this
chapter is exploring which feature, if any, might still provide an absolute criterion
to discriminate the most complex viruses from the most reduced parasitic cellular
microorganisms.

1 Introduction: Success and Failure of Louis
Pasteur’s Germ Theory of Diseases

The most important discovery attributed to Louis Pasteur is, no doubt, the germ
theory of diseases (in French : “la théorie des germes”), to which he was naturally
led following its previous work on various fermentation processes, his fight against
the notion of “spontaneous generation”, and his studies on the souring of wine, beer,
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and milk. In the front of the French Academy of Medicine, Pasteur proposed in
1878 that all illnesses, in particular those afflicting humans, were caused by the
proliferation of microbes (i.e. microscopic living entities) that could be seen under
the light microscope and cultivated in appropriate media (Pasteur 1878a, b; Pasteur
et al. 1878). Although the implication of microbes in various diseases and in wound
infections was proposed before, Pasteur’s general theory still met a strong resistance
among the medical establishment and other scientists. In 1884, the design of a filter
to purify the water from its germs by his assistant Charles Chamberland, was central
in firmly establishing the new paradigm: each infectious disease corresponds to a
specific — living — microorganism, that is (1) visible under the light microscope, (2)
can be cultivated on a nutritious broth, and (3) is “retained” by the Chamberland
filter. Ironically, the same year (1892) as Pasteur was paid a glowing official tribute
for its life-long accomplishments, a Russian botanist, Dimitry Ivanovski, pocked
the first hole in the new paradigm by showing that the causative agent of the highly
contagious tobacco mosaic disease violated all three above criteria (Ivanovski
1892): it was not visible under the microscope, it was not cultivable, and it was not
retained by the Chamberland filter! Retrospectively, it was very fortunate that this
early falsification (sensu Karl Popper’s) of the barely established “germ theory of
diseases” did not send us back to the dark age of the “spontaneous generation”
(remember nobody had a clear conception of the microscopic world prior to the
famous 1905 Einstein’s article on the nature of the brownian motion). Instead, and
following the confirmatory experiments ran by Martinus Beijerinck (Beijerinck
1898), the filter experiment on the transmission of the tobacco mosaic disease trig-
gered the emergence of a new concept, the “virus”, as an infectious agent qualita-
tively different from a very small bacterium. Yet, the initial description of a virus as
anon-corpuscular living fluid (“contagium vivum fluidum”) by Beijerinck was quite
misleading (and uncomfortably close to the “virus” designating anything from
stench, poison, or a viscous secretion in antiquity), and the notion of a “filterable
virus” remained enigmatic until the first electron microscope images of TMV were
made in 1939 (Kausche et al. 1939).

2  “Filterable Viruses”: From Bacteria-Like
to Non-living Entities

Soon after the original work on the tobacco mosaic disease virus (TMV), the
filterability of the infectious agents responsible for more diseases in both plants and
animals was established. By 1931, nearly two dozen diseases had been associated
with viruses, including yellow fever, rabies, fowl pox, and foot-and-mouth disease
in cattle (reviewed in Helvoort 1996). Yet, during this period, most authors viewed
viruses as replicating in the same way as bacteria. Until 1950, viruses continued to
be defined by three negative properties: they were invisible under the light micro-
scope, they were uncultivable, and they were not retained by a Chamberland filter.
Later in that period, one more negative property was added when it was realized that
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viruses did not multiply by binary fission, and that their multiplication was preceded
by an “eclipse” phase during which no trace of them was no longer visible. This
observation, in clear contradiction with the notion of micro-“organism”, as well as
the — epistemologically — unfortunate crystallization of TMV by Wendell Stanley
(then becoming a laureate of the 1946 Nobel Prize in Chemistry for his work)
weighted a lot in relegating the viruses outside of mainstream microbiology, going
as far as considering them outside of the living world, an opinion still shared by
many modern biologists and the general public. Thanks to the recent discovery of
the giant Megaviridae, viruses are now initiating a strong come back, moving from
their historical marginal position at the border of biology, to becoming central to our
understanding of the evolution of cellular organisms.

3 The “Modern” Definition of Viruses

The study of lysogeny and bacteriophages (once they were accepted as bona-fide
viruses infecting bacteria instead of plant or animal cells), led Andre Lwoff to pro-
pose that viruses should be formally separated from non viruses by the use of a few
discriminative characters (Lwoff 1953). In his famous address to the 24th meeting
of the Society for General Microbiology (Lwoff 1957), he explicitly dismissed size
as a fundamental criteria to define viruses, albeit retained it as a correlate to some
“essential properties which are responsible for fundamental differences” (op. cit.).
This was a smart move, anticipating on the future discovery of giant viruses as well
as of much smaller bacteria than those known at his time. Taking the temperate
bacteriophage as his virus model, he then moved on to specify these crucial differ-
ences, as follows:

1. Typical microorganisms contain both DNA and RNA, viruses contain only one
type.

2. All microorganisms are reproduced from the integrated sum of their constituents;
viruses are produced from their nucleic-acid only.

3. During the growth of a microorganism, the individuality of the whole is main-
tained, and culminates in binary fission. There is no binary fission in viruses.

4. Micro-organisms possess a system of enzymes which convert the potential
energy of foodstuffs into the energy necessary to biochemical synthesis. Such a
“Lipmann system”, is absent from viruses, making them obligatory intracellular
parasites of their hosts.

In addition, following rather vague philosophical digressions that are not the best
parts of the paper, Andre Lwoff was taking side in the debate “are viruses organisms?”
with a negative answer (albeit underlining their similarity with cellular organelles),
before concluding that viruses are not alive. Finally, exploring the question of the
“origin of viruses”, the author proposes that “the genetic material of the bacterio-
phage and the genetic material of the bacterium have evolved from a common struc-
ture, the genetic material of a primitive bacterium”, a conception that is presented as
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an alternative to the statement: “the prophage is the residue of the degradation of a
parasitic bacterium or of a more or less primitive organism” (op. cit), although, to
us, both appear quite compatible.

Despite some weaknesses (and its typical French literary style), this insightful
landmark paper introduced a definition of virus that stood up for more than five
decades. In the rest of this chapter, we will examine to what extend the recent dis-
covery and characterization of the giant Mimivirus and Megavirus might challenge
Lwoff’s 50-year old conception of viruses.

4 Megaviridae: Cell-Sized Particles Packaging
Cell-Sized DNA Genomes

Although the criteria of size disappeared from Lwoff’s definition of viruses, it kept
its operational value for a much longer time: infectious agents retained by a “steril-
izing” filter with 0.2 pore size, or visible under a regular light microscope could not
be “viruses”. This conservatism probably delayed the discovery of the many giant
viruses that we now suspect to be abundant in aquatic environment (Monier et al.
2008) where they infect protists. This is well illustrated by the circumstances of the
discovery of Mimivirus, the first representative of the giant Megaviridae. From its
initial spotting in 1992 as a putative intracellular parasitic bacterium infecting acan-
thamoeba, 12 years of unsuccessful cultivation attempts elapsed before the viral
nature of Mimivirus was finally recognized (La Scola et al. 2003) and then quickly
confirmed by the sequencing of its complete genome (Raoultet al. 2004). Admittedly,
with a roughly spherical particle 0.75 pum across packaging a 1.18-Mb DNA mole-
cule, Mimivirus was not your typical textbook virus. At that time, the largest known
virus particles were those of Poxviruses (200 nm in diameter, 330 nm in length)
packaging genomes of up to 365-kb (Tulman et al. 2004) and those of a micro-algae
(Chlorella) virus (200 nm in diameter) packaging a 331-kb genome (Van Etten
2003). Figure 1 illustrates the amazing gap that separated the previous record hold-
ers from the new giant.

By reaching such a dimension, the Mimivirus particle more importantly violated
a principle still implicitly included in Lwoff’s definition of viruses: that no virion
should be larger than a (cellular) microorganism as their small size denotes
“some essential properties which are responsible for fundamental differences”
(Lwoff 1957). Indeed, Mycoplasma genitalium cells exhibit a diameter within the
0.3-0.5 um range, as the ones of the marine archebacterium Nanoarchaeum
equitans. The smallest known eukaryotic cell is actually not much bigger, at 0.8 um
in diameter. The discovery of Mimivirus thus established continuity in size between
the world of bona fide microorganisms and the world of (giant) viruses, weakening
the notion that viruses are small because they fundamentally differ from the cellular
world. Another consequence of this finding is that we can no longer fix a precise
limit to the particle size of viruses to be discovered in the future. There are already
some hints of “viral-like particles” in the micron range (Claverie et al. 2009b).
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Fig. 1 From the previous to the next generation of ‘“‘giant viruses”. Thin section electron
micrograph of an acanthamoeba cells co-infected by Paramecium bursaria chlorella virus 1
(Top right, pointed by an arrow, within the white circle — a vacuole) and Mimivirus (the two hairy
particles in the same vacuole at the bottom left)

The continuity between the cellular and viral world was even more strongly
demonstrated once the sequencing of the Mimivirus genome revealed a 1.18 Mb-long
DNA molecule, coding for more than a 1,000 genes (Raoult et al. 2004; Legendre
etal. 2011). This record complexity for a viral genome has now been superseded by
Megavirus chilensis, exhibiting a 1,259,197-bp genome encoding 1,120 proteins
(Arslan et al. 2011). Such gene content exceeds that of more than 150 bacteria,
including members of various eubacterial divisions: Alphaproteobacteria,
Chlamydia, Bacteroidetes, Gamma-proteobacteria, Firmicutes, Actinobacteria, and
Spirochaetes. If most of these bacteria are parasitic and/or intracellular, some of
them can multiply in axenic conditions in the adequate complex medium (e.g.
Tropheryma whipplei, Renesto et al. 2003). The finding that a virus could possess
more genes and encode more proteins than a cellular microorganism (including a
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free living bacteria), although not in contradiction with Lwoff’s formal definition,
took everybody by surprise. The widespread dominant notion that, by essence,
viruses were highly optimized self-reproducing parasitic “objects”, encoding just
the few genes required to highjack the host nucleus was suddenly challenged.
In short, what could be the incentive for these giant viruses to harbor 1,000 genes,
when less than 10 were perfectly sufficient for a papilloma virus (8-kb of double
stranded DNA packaged within a 55-nm diameter particle) to achieve the same task
with a great efficiency (Doorbar 2005)? Why encoding more than 1,000 proteins to
make a virus particle (a simple DNA packaging box) when two or three could suffice
(op. cit)? Interestingly, although this paradox could have been raised much earlier in
the context of the well-studied Poxviruses (e.g. the canarypox virus has a genome
of 360 kb), it was not clearly pointed out until the awe triggered by the discovery of
Mimivirus. In the next section, we show how reflecting on this paradox naturally
lead to a new notion of “virus”.

5 A Virus Is Not a Virion: Getting Rid
of a Misleading Confusion

Following the discovery of viruses as filtering infectious agents, it was natural that
no distinction was made between the “virus” or the “virion” (the virus particle).
André Lwoff was probably the first to make an explicit distinction between the
“virus” and the virion in its landmark paper (Lwoff 1957) as he was describing
the 3 phases of the “life cycle” (albeit he considered viruses as “non living”) of a
temperate phage: proviral (integrated genome), vegetative (actively replicating),
and infective (the virus particle). However, despite its brilliant intuition that “the
definition of a phage should not be centered on the infectious particle”, he unfortu-
nately reverted to the ambiguous usage of the word “virus” in the rest of his article,
making his discussion of the two fundamental questions: “are virus organisms?”,
and “are virus alive?” quite unclear (although he answered firmly “no” to both of
them). Luria’s alternative definition of viruses as “elements of genetic material”
(Luria 1959) was definitely not a step in the right direction.

Before presenting our new conceptual framework, it is necessary to quickly
describe some key features of the replication of the Megaviridae, that are actually
shared with the well-studied poxviruses (Broyles 2003), and probably all large
eukaryotic DNA viruses encoding their own DNA-directed RNA polymerase (e.g.
Iridoviruses and Asfarviruses).

Mimivirus and Megavirus giant particles are constituted of an inner compartment
(the core) that contains their DNA genomes. This core is delimited by two lipid
membranes and enclosed in a protein capsid of approximate icosahedral symmetry.
The outermost layer of the particles is made of a resilient peptidoglycan-like material,
even though it appears “hairy” on thin section electron-microscope images. Upon
infection, which happens through phagocytosis, the entire particles are loaded into
intra-cytoplasmic vacuoles. The particle then opens up at a specialized vertex allowing
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the most external membrane wrapping the particle core to fuse with the vacuole
membrane. For both Mimivirus and Megavirus, the core of the particles is then
delivered into the host cytoplasm, initially wrapped up in the remaining viral lipid
membrane, a structure that we called the “seed” (Claverie and Abergel 2009).

Immediately after its delivery into the cytoplasm, the seed exhibits an intense
transcriptional activity (involving about 300 early viral genes), bootstrapped by the
virally-encoded autonomous transcription complex loaded in each particle (Legendre
et al. 2010; Mustafi et al. 2010). For the next 3 h, the seed then progressively growth
from its initial size (about 350 nm in diameter) into a spherical structure several
microns in diameter. Transcription remains extremely active throughout this transi-
tion. 6 h post-infection, the virion factories now at their maximal sizes begin to shed
multiple virus particles that are assembled and loaded with DNA at their immediate
periphery. Interestingly, each of the above intra-cytoplasmic phases approximately
coincide with the specific expression of 1/3 (300 genes) of the viral genome. Finally,
the proteins found associated with purified particles are encoded by 120 genes, for
the most part expressed for the first time after 6 h post-infection. Most of these pro-
teins are not “structural” in nature, including a complete transcription apparatus,
many DNA repair enzymes, the B-type DNA polymerase, helicases and topoi-
somerases, and a diversity of metabolic enzymes.

From the above transcriptomic (Legendre et al. 2010) and proteomic (Claverie
et al. 2009a) studies, it is thus clear that the genome size and gene content of these
Megaviridae do not at all reflect the information required to code for a “DNA gift
box” simply made of four capsid proteins and a few more DNA packaging proteins.
On the other hand, it is perfectly commensurate with the multiple functions that an
intracellular parasitic microorganism must express in order to grow and replicate
while taking advantage of the rich medium that constitutes the cytoplasm (nucleotide,
ATP, amino-acids, ..., etc.).

The “virus” thus cannot be identified to its particle, or its genetic material only.
It is a bona fide (albeit transient) microorganism exhibiting three developmental
stages, culminating into the production of metabolically inert spore-like DNA-
packaging devices (the particles) ensuring the propagation of its genes. In conclusion,
the Megavirus particle is no more representative of a Megavirus, than a spermato-
zoid (or more exactly a fertilized ovule) is of a human being (albeit both proudly
exhibit the same 3-Gb genome) (Claverie and Abergel 2010). In this new concep-
tual framework, the finding that some viral genomes may be as big and as com-
plex as that of a parasitic bacterium is no longer paradoxical. However, this
complicates the search for absolute criteria to delimit a clear boundary between the
world of viruses and the world of cells.

6 Actualizing Lwoff’s Definition in the Light of Megaviridae

It is now time to go back to Lwoff’s definition, and see to what extent it should be
modified to take into account the specific features exhibited by the replication cycle
of giant viruses.
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Among the differences that were said to be crucial between viruses and cells, we
found that “all microorganisms are reproduced from the integrated sum of their
constituents, while viruses are produced from their nucleic-acid only”. Related to
that, is the notion of “eclipse phase”, i.e. that viral infection must involve a complete
disassembly of the infective particle, leading to a stage during which the virus,
like dissolving in the cell, becomes invisible. This notion is of course central to Lwoff’s
decision (and of most virologists after him) of not classifying the viruses among the
“microorganisms”, hence also concluding that they are not alive. A schematic vision
of the replication cycle of a virus according to Lwoff is shown in Fig. 2a.

The Megaviridae, as illustrated in Fig. 2b, exhibit quite a different picture. In
their case, there is a clear continuity between the inside structure of the particle, that
becomes the seed, then the full blown virus factory. The virion, although metaboli-
cally inactive (for what we know at the moment), is not just a box containing DNA,
but a highly complex macromolecular assemblage, pre-positioning functional
elements in a way that prefigure the architecture of the active seed. Like adding
water to a spore turns it into a bacterium, adding cytoplasm to the particle core,
turns it into a virion factory, that exhibits most of the properties of an intracellular
parasitic microorganism. Thus, following the example of the Megaviridae, we
must get rid of the notion that an “eclipse phase” must necessarily occur during the
replication cycle of all viruses.

In the wake of forgoing the notion of eclipse phase, we must be prepared to relin-
quish another constraint that Lwoff put as the first item of its list: “viruses (sic,
meaning the particle) contain only one type of nucleic acids”. Among the numerous
functions and precisely assembled macromolecular systems that are found in the
Mimivirus particles, there is no fundamental reason why some viral mRNAs could
not be packaged in the virion if they are needed to initiate the seed activity. Such
mRNA have already been detected in Mimivirus particle (Raoult et al. 2004), but
it is not clear yet, if they are part of a well organized packaging process, or just
by-standers picked up at random.

7 Getting Rid of the “Lipmann System” as a Valid
Discriminative Criterion

At this point, we are left with only two items from Lwoff’s original list of criteria
discriminating viruses from cells: the absence of a “Lipmann system”, i.e. a pathway
to generate the ATP required for biochemical synthesis, and the absence of binary
fission. There is yet no known example of viruses violating these two command-
ments. However, both of them are negative statements, describing viruses by cell
properties that they don’t exhibit, in line with a tradition established since Pasteur
(i.e. not visible under the microscope, not growing in culture media, not retained by
a filter). Historically, viruses have thus always been described as ““sort of cells” but
missing some of the properties thought to be essential cellular features by the biolo-
gists of the time. From a purely logical point of view, this inability to define viruses
otherwise than as missing a common subset of cellular properties, definitely suggests
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host’s cytoplasm

Fig. 2 (a) Replication cycle of a Lwoff-like eukaryotic virus (schematic). The free virion (VP)
is made of one or several outer layers encasing a “core” (mostly consisting of genetic material). [/]
The particle penetrates the host cell cytoplasm, then disassembles and disappears from view. This
starts the “eclipse phase”. [2] Some viral components (including the genetic material) reach the
host’s nucleus, and take over its function. [3] The viral genes are transcribed in the nucleus, where
the viral genetic material is also replicated. As they are produced, the viral mRNAs are translated
on the host’s ribosomes, using the cytoplasmic translation machinery. [4] Ending the eclipse phase,
the viral particles are assembled in (or at the periphery of) the nucleus before being released from
the (dying) host cell. This replication scheme holds for small DNA viruses, or even large ones
when they do not encode their own DNA-directed RNA polymerase (e.g. Herpesviruses). (b)
Replication cycle of a Megaviridae (schematic). The free virion (VP) is made of several outer
layers encasing a “core” (consisting of the genetic material, many proteins, and mRNAs). [/] The
particle penetrates the host’s cell cytoplasm, while its core is uncoated in the process. [2] The core
immediately becomes a “seed” (S) that starts transcribing about 300 “early” genes, using its own
transcription apparatus. The seed then grows in size, and becomes a fully mature virion factory
(VF), now expressing about 300 “intermediate” genes (mostly involved in DNA replication). [3]
After a few more hours, the expression of about 300 new genes is triggered in the “late” virion
factory (VF, ) from the periphery of which new viral particles begin to appear. [4] The particles are
released from the damaged cell. During the whole process, the host cell nucleus (N) is left aside,
and the cytoplasm is used as a rich medium providing ATP, nucleotides, and amino-acids to the
seed and the virion factory. Throughout the whole replication cycle, the viral mRNAs are trans-
lated on the host’s ribosomes, using the cytoplasmic translation machinery. This replication scheme
most likely hold for all large DNA viruses encoding their own transcription apparatus, and is best
documented for Poxviruses
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that viruses were derived from the cellular world through the gradual loss of essential
cellular functions, forcing them into parasitism. Technically, such a process of
“reductive evolution” is well known by evolutionists and, moreover, is universal
among parasitic bacteria (Moran 2002; Klasson and Andersson 2004). A large
diversity in the gene contents of various (DNA) viruses, is also expected from the
phenomenon of “lineage specific gene/function loss”, that is invariably associated
with the process of genome reduction in intracellular parasites (Blanc et al. 2007).
As they evolve, different lineage of viruses could afford to lose any “essential” gene,
as they could always rely on their host to provide a substitute for the deleted function.

The recent discovery of Megavirus chilensis, a virus distantly related to Mimivirus,
but exhibiting a larger gene content and endowed with even more cell-like func-
tions, added a strong support to the notion that the largest known DNA virus
genomes were derived from an ancestral cellular genome by reductive evolution
(Arslan et al. 2011; Legendre et al. 2012). This finding is slowly turning the table,
and an increasing number of virologists are abandoning the opposite view that these
giant viruses are just efficient pick-pockets of cellular genes. But the concept of
genome reduction associated with lineage specific function losses has yet to win a
wider approval for other DNA viruses. Indeed, it is perfectly consistent with the
diversity in size and genome complexity of the many other families of eukaryotic
DNA viruses such as the Poxviridae, Iridoviridae, various types of algal-infecting
virus, Ascoviridae, Baculoviridae, Herpesviridae,..., etc. These diverse families
most likely resulted from alternative reductive evolutionary pathways, eventually
punctuated by the drastic loss of fundamental functions in some lineages, such
as transcription (i.e. a virally-encoded RNA polymerase) or DNA replication
(i.e. virally-encoded nucleotide-handling and DNA repair enzymes, and DNA poly-
merase). One can hypothesize that these gradual losses first led to increasingly
host-dependent cytoplasmic viruses, then to viruses forced to replicate within the
host nucleus, then further reductions leading to a quasi-complete subcontracting of
the viral functions to the host, eventually culminating in the transfer of most viral
genes to the host genome, such as in the fascinating case of the polydnaviruses
(Bézier et al. 2009). According to this view, DNA viruses start big, but are all con-
demned to oblivion following the irreversible gradual loss of their genes, leading to
an ever increasing dependency on the metabolic savoir-faire of their host.

A clear prediction of this model is that the notion of a “core/minimal gene set”
developed for cellular organisms (Koonin 2003) should not apply to viruses. And this
is what we observe: as we cross-compare the genomes of an increasing number of
viral families, even close ones, their intersection quickly tends to zero (Yutin et al.
2009; Wilson et al. 2009). Thus, viruses cannot be defined by a positive statement
listing what they have in common that cellular organisms do not possess. They can
only be defined by a negative statement listing what none of them possess among the
universal features of cellular organisms. Such a mode of definition is precarious, as
it is continuously threaten from two opposite sides: the discovery of increasingly
complex viruses, and the discovery of increasingly simplified cellular organisms.

Let’s go back, for instance, to Lwoff’s notion that a distinctive feature of viruses
is to lack a “Lipmann system”, i.e. the capacity to generate ATP. It turns out that
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some well studied bacteria are defective in that respect. With 482 protein-coding
genes, Mycoplasma genitalium, has the smallest gene content of any organism that
can be grown in pure culture (Glass et al. 2006). Its only way to generate ATP is by
glycolysis, which is much less efficient than oxidative phosphorylation. Rickettsia
are using a large set of ATP-ADP translocase to capture ATP from their hosts. From
these two examples, one could expect to discover parasitic bacteria that had become
entirely dependent on their host as an energy source. This is actually the case for an
obligate symbiont of a plant lice, the Gamma proteobacteria Carsonella ruddii, the
genome of which does not appear to encode any functional ATP producing pathway
(Nakabachi et al. 2006).

On the opposite, one could imagine that a large virus could retain a few of these
genes to transiently boost the energy available in his host, hence enhancing its own
fitness. Accordingly, many phages infecting cyanobacteria encode and express photo-
synthesis genes, most likely for this purpose (Lindell et al. 2005). Along the same line,
it is thus not unthinkable that a giant virus could possess the mere ten genes needed to
encode glycolysis, allowing its virion factory to produce its own ATP by substrate-
level phosphorylation (from glucose to pyruvate). Although much less efficient than
the full blown aerobic respiration, it is worth to remember that this minimal pathway
is sufficient to fulfill the ATP need of a red blood cell. In conclusion of this section, we
are thus forced to admit, that the “lack of a Lipmann system” is no longer a strong and
formally valid criteria to discriminate viruses from (parasitic) bacteria.

8 The 11th Commandment for Viruses:
“Thou Shalt Not Translate”

Nowadays, the most straightforward features by which to distinguish a virus from
any cellular life form is the presence/absence of a protein translation apparatus.
Indeed, this criterion could not be part of the original definition by Lwoff in 1957, as
the biochemical structure of the ribosome was barely known at that time, and the
concept of mRNA-guided protein synthesis first proposed in 1961 (Brenner et al.
1961). The additional discriminative criterion stating that “viruses make use of the
ribosomes of their host cells” was explicitly added in 1966 (Lwoff and Tournier 1966).

For many years now, the main components of the translation apparatus (i.e. the
ribosomal RNAs, the ribosomal proteins, the aminoacyl-tRNA synthetases, and
various initiation, elongation, and termination factors) served as the reference
molecules in establishing the phylogeny and the taxonomy of all cellular organisms,
allowing them to be placed on a global Tree of Life. The universality and conservation
of these components (as well as of the genetic code) are central to the widely
accepted concept that all organisms from the archaea, eubacteria and eukarya
domains evolved from a common ancestor. Remarkably, among the set of (only) 63
genes common to all cellular organisms, translation components represent 81%
with 51 genes: 30 ribosomal proteins, 15 tRNA synthetases, and six translation
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factors (Koonin 2003). Until the discovery of Mimivirus, the absence of any
homologues to these genes in all known viral genomes came as a definite proof
of the validity of Lwoff’s last commandment: the concept of translation was, by
definition, totally alien to the virus world.

However, a few breaches were already open in this solid wall. For instance, tRNA
genes are found in many phages and eukaryotic viruses. In addition, the chlorovirus
PBCV-1 exhibited a translation elongation factor (Li et al. 1997). On the other hand,
the study of increasingly reduced bacterial genomes revealed that the translation
apparatus gene set was not as untouchable as previously thought: the previously
cited symbiont Carsonella ruddii is actually missing 9 aminoacyl-tRNA synthetases
(ArgRS, AsnRS, CysRS, GlyRS, HisRS, PheRS, ProRS, ThrRS, ValRS), and 12
ribosomal proteins (Tamames et al. 2007).

The discovery of Mimivirus, strongly challenged the notion that only a few isolated
translation component genes, randomly acquired by horizontal transfer, could be
found in viruses: Four translation factors and 4 aminoacyl-tRNA synthetases were
unambiguously detected in its genome. The final blow was recently delivered by the
isolation of an even more complex virus, Megavirus chilensis, the genome of which
now exhibits 3 additional aminoacyl-tRNA synthetases. Seven aminoacyl-tRNA
synthetases (ArgRS, AsnRS, CysRS, HisRS, LeuRS, MetRS, TyrRS) have now been
identified in the genomes of these giant viruses, a finding that we believe strongly
suggests that they derived from a common ancestor endowed with a functional
translation apparatus (Arslan et al. 2011; Legendre et al. 2012).

No trace of ribosomal protein genes have yet been identified in any viral genomes.
Thus the original statement that “viruses make use of the ribosomes of their host
cells” still holds true. But the eventual discovery of a complex virus encoding ribo-
somes specifically associated with its virion factory would not violate any funda-
mental biological law. A distinct feature of the particles of the largest known viruses
such as Mimivirus is that they are relatively empty, more than ten times oversized
(in volume) in regards to the amount of genomic DNA they package (Claverie and
Abergel 2010). As part of the machinery bootstrapping the infection process, several
ribosomes (25 nm in diameter) could easily fit within the particle core (300 nm in
diameter), along with the virus genome and its transcription machinery. Indeed
the much smaller particle of arenaviruses have been shown to incorporate several
ribosomes of their host (Emonet et al. 2011).

With the development of metagenomic environmental studies, as well as single
cell (Yoon et al. 2011) and single particle (Allen et al. 2011) genomics, a rapidly
increasing number of microorganisms are being discovered through the (often par-
tial) sequence of their genome, without being previously isolated, cultivated, or
even visualized. If these organisms are parasitic, their host remains unknown, as
well as the details of their replication cycle. In this new experimental setting, the
challenge now becomes to distinguish any type of unknown virus, from any type of
unknown cellular organism, on the sole basis of their gene content. In this purely
genomic context, Raoult and Forterre (2008) proposed to divide the world of living
organisms into the “capsid encoding organisms” (the viruses) opposed to the ribo-
some-encoding organisms (presumably cellular). However, this proposed dichotomy
is already known to be inadequate, as no basic principle precludes viral genomes
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from being packaged in a non-proteinaceous capsid, such as a simple lipid vesicle
[Pietild et al. 2010]. On the other hand, mechanisms for the import of ribosomal
proteins across membranes seem to exist, that could dispense ultimate parasites to
encode their own ribosomes (Douglas et al. 2001; Nakabachi et al. 2006).

9 Virus vs. Cell, What Is Left?

As we reach the end of this chapter, not much of Lwoff’s original 1957 list of
discriminative features survives:

1. Viruses contain a single type of nucleic acid: dismissed. We have seen that large
DNA viruses could package mRNA in their particle, and that their viral DNA and
mRNA colocalize in the same compartment during the seed and virion factory
stages.

2. Viruses are reproduced from their nucleic-acid only: dismissed. The core of
large DNA virus particles is an elaborate assembly of functional systems which
are necessary to bootstrap the infection process (e.g. early transcription, DNA
repair) and is in continuity with the growing virion factory.

3. Viruses lack an energy producing system in contrast to all cells: dismissed.
Highly reduced parasitic cells also might entirely rely on their host for ATP. On
the other hand, some large DNA virus might positively contribute to the pool of
ATP while replicating in their host.

4. There is no binary fission in viruses.

Amazingly, this simple mechanistic criterion that we haven’t yet discussed
apparently remains the only one standing for now. True, no virus particle of any kind
has ever been seen dividing. But no bacterial spore (or plant seed) either. If we now
extend the virus definition to include its intracellular phase (i.e. the virion factory)
the question becomes: could a virion factory eventually undergo a process akin to
cell partition/division during the production of viral particles (Fig. 3)? And would
this violate any fundamental biological law? We believe the answer is no, as some
recent findings indicate that fission is not such a sacred mechanisms, even for cells.

Until recently, fission was thought to be performed by a highly conserved
“universal” cytokinetic machine based on FtsZ. But things are becoming less simple
after several cellular organisms, albeit known to divide, were shown to lack this
machinery altogether. Some, like the Crenarchaea use a completely different
cytoskeletal system (called the ESCRT-III) when other use yet a different mecha-
nisms called traction-mediated cytofission (Erickson and Osawa 2010). As expected
from its ultimate genome reduction, the already cited symbiont Carsonella ruddii
lacks any fission — or envelope biogenesis — related genes (Nakabachi et al. 2006)
although it appears to be dividing. Thus, deciding if a microorganism is capable of
fission from the mere inspection of its genome is not always possible. Furthermore,
a fission apparatus of yet another kind (eventually inherited from an ancestral
cellular organism), could be used at some developmental stage of the virion factory
(Fig. 3). This apparatus could be encoded by some of the many viral genes without
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Fig. 3 Replication cycle of a hypothetical giant virus “from Mars” (schematic). The free
virion (VP) is made of two lipid membranes encasing a “core” (consisting of the genetic material,
many proteins, mRNAs, and a ribosome (R)). [/] The particle penetrates the host’s cell cytoplasm,
while its core is uncoated in the process. [2] The core immediately becomes a “seed” (S). The seed
then grows in size, and becomes a fully mature virion factory (VF) in which viral ribosomes (R)
are multiplied [3]. After a few more hours, the expression of some “partitioning” genes is triggered
in the “dividing” virion factory (dVF) from each sector of which new viral particles are created.
[4] The particles are then released from the cell. During the whole process, the host cell nucleus
(N) is left aside, and the cytoplasm is used as a rich medium providing ATP, nucleotides, and
amino-acids to the seed and the virion factory. The genome of such a theoretical virus would
exhibit some “cell partitioning” genes, ribosomal genes, but no capsid gene. This is one extreme
example of a hypothetical microorganism intermediate between a virus and a cell, the existence of
which would nevertheless not violate any fundamental biological law

any recognizable cellular homologue that constitute up to half of the viral genomes.
Notice that the same argument could also apply to other functions that appear to be
absent from viral genomes, while they could be encoded by genes unrelated to their
cellular counterparts. Coming back to fission, even if it remains the last valid of
Lwoff’s criteria, it is not a practical one, at a time where most newly discovered
microorganisms have never been cultivated.

In summary, the concomitant discoveries of increasingly host dependent para-
sitic cellular organisms with a less than minimal genome, and of increasingly
complex giant viruses simply using the cytoplasm of their host as a rich medium,
suggest that the historical abrupt frontier between the world of viruses and the one
of cellular parasites or symbionts might have to give way to a continuous transition.
To contradict Lwoff in his own terms, “viruses might not be viruses, after all”
(Lwoff 1957). This emerging continuum might reflect the evolutionary origin of
large DNA viruses, the lineage of which might have been initiated by the irreversible
loss of an essential translation component by a parasitic cellular microorganism.
It is our hope that the exploration of new environments and of the parasitic life
forms they harbor will provide further insights on the origin of giant viruses, and on
their deepest relationship with the cellular world.
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Unpacking the Baggage: Origin and Evolution
of Giant Viruses

Jonathan Filée and Michael Chandler

Abstract Giant viruses (GVs) form a diverse group of virus that all belong to the
Nucleo Cytoplasmic Large DNA virus (NCLDV) family. They infects a wide range
of eukaryotic hosts (for example, vertebrates, insects, protists,...) and also show a
huge range in genome size (between 100 kb and 1.2 Mb). Here we review some
recent results that shed light on the origin and genome evolution of these viruses
with a specific emphasis on the nature of their relationships with cellular organisms.
We show that genome gigantism is explained by gene transfers and gene duplication
and do not result from genome reduction from a cellular ancestors. We discuss the
importance of mobile genetic elements, the role of ORFans during GV evolution
and propose that the evolutionary success of GV is intimately link to the extreme
plasticity of their genomes. Finally we speculate about the different scenario that
explain GV origins and argue that GVs probably emerge from simple genetic
elements followed by multiple waves of genomic expansion/simplification.

1 Introduction: Who Are the Giant Viruses?

Originally discovered among Algal viruses (Van Etten and Meints 1999), Giant
Viruses (GVs) have been defined as viruses with genomes bigger than 300 kb.
To date, more than 20 completes GV genomes have been reported (Table 1).
Strikingly, all of them belong to the same viral families: the NCLDV group
(for Nucleocytoplasmic large DNA virus). NCLDV are a diverse group that infect
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Table 1 Major characteristics of completely sequenced GV genomes

Virus name Host name Genome size (kb)

Mimiviridae

Megavirus Acanthamoeba sp. 1,259

Mamavirus Acanthamoeba sp. 1,191

Mimivirus Acanthamoeba sp. 1,182

CroV Cafeteria roenbergensis 617

Phycodnaviridae

EhVs Emilinia huxleyi 407-410 kb (6 genomes)
Chlorella Viruses Chlorella sp. 288-369 (9 genomes)
ESV Ectocarpus siliculosus 336

Poxviridae

Canary Poxvirus Birds 360

Marseilleviridae

Marseillevirus Acanthamoeba sp. 368

Lausannevirus Acanthamoeba sp. 346

Unclassified NCLDVs

PgV Phaeocystis globosa 453-460 (2 genomes)
OLPV ? 344

a widespread range of eukaryotic hosts including green and brown algae
(Phycodnaviridae), various protist (Mimiviridae, Marseilleviridae) or Metazoa
(Poxviridae, Iridoviridae etc....). NCLDV are thought to be monophyletic based on
a common set of approximately 30 homologous genes known as “core genes” (Iyer
et al. 2006). As they either replicate exclusively in the cytoplasm or begin their
cycle in the host nucleus before passage in the cytoplasm, they carry most of the
genes necessary for their own DNA metabolism, replication and transcription, in
addition to those involved in virion assembly and packaging. Nevertheless, core
genes represent only a tiny fraction of genomic repertoire. Most recent phylogenetic
analysis of these core genes based on gene concatenation (Boyer et al. 2009) or
individual phylogenies of the DNA polymerase (Fischer et al. 2010) or the major
capsid protein (Yau et al. 2011) indicates that there are at least seven major lineages
in the family. Genome gigantism seems to be restricted to certain lineages, mainly
Mimividae, Marseilleviridae and Phycodnaviridae (Table 1). There is also large
intra-lineage genome size heterogeneity: for example in the Phycodnaviridae,
genome sizes can vary by a factor of 4. Thus, the small numbers of conserved genes
among the family and the extraordinary overall genomic complexity and variability
have raised many questions about the origins and the evolution of the GVs. There
a two different views of GV evolution: (i) the “traditional” paradigm of virus evolu-
tion in which GVs are ancestrally simple elements, possibly escaped cellular DNA,
that have evolved with massive gene accretion from cellular sources or (ii) the
“modern” paradigm in which GV are thought to be ancestrally complex, possibly
deriving from a cellular organism, that have evolved in an intricate framework with
their host (Forterre 2010). In this essay we will review most of the important discov-
eries concerning the origin and evolution of GV genomes with a specific emphasis
on the nature of their relationships with the cellular world.
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Table 2 Numbers of cellular homologs and lateral gene transfers in the Mimivirus genome

Cellular Gene transfers Gene transfers
Study Methods homologs from Eukaryote from Prokaryote
Iyer et al. (2006) BLAST - 75 198
Filee et al. (2008) BLAST followed 230 7 96
by phylogeny
Moreira and COG followed 126 60 29
Brochier-Armanet by phylogeny

(2008)

2 Eukaryotic-Like Genes and the Minor Role
of Host Gene Acquisition

The discovery of the Mimivirus and its huge genome considerably boosted the idea
that GVs may represent a missing link between cells and viruses ie that the Mimivirus
originated from the genomic reduction of a cellular ancestor (Raoult et al. 2004).
Supporting this idea, the Mimivirus was the first virus to be identified which carries
genes encoding proteins involved in translation such as amino acid tRNA synthetase.
In this framework, the translation genes could be conceived as remnants of a com-
plete translational apparatus inherited from a cellular ancestor. However, at least
one of these translational genes has been clearly acquired recently from the amoebal
host (Moreira and Lopez-Garcia 2005). Subsequently, there has been an intense
debate about the relative importance of gene transfers from the host during the
course of GV evolution. Various methods have been used to investigate the impor-
tance of host gene capture in the Mimivirus (Table 2) and these have led to divergent
results concerning the amplitude of host gene capture. The study of (Iyer et al. 2006)
based on simple BLAST-affinities overestimated the quantity of genes derived from
eukaryotes because this method did not validate the results with phylogenies. As
pointed out by Forterre (Forterre 2010) and by ourself (Filee et al. 2008), most of
the phylogenies of genes with apparent eukaryotic similarities led to poorly resolved
phylogenies and/or phylogenies where the putative cellular donors are not an
amoeba but come from various eukaryotic sources. Thus, re-examination of the
phylogenies of Moreira and Brochier (Moreira and Brochier-Armanet 2008) based
on a subset of the proteome of the mimivirus, those present in COG families, show
unambiguously that only 34 genes could derive from Eukaryotes (but only 14 from
the amoebal hosts) [Forterre (2010) and this study]. In addition, global analysis of
the phyletic origins of NCLDV genes shows that all NCLDVs infecting protists, or
alga living in symbiosis with protists as Chlorella Phycodnavirus, display few cases
of gene transfers from the hosts (ranging from 7 to 22 which represent a small frac-
tion, less than 1%, of the total proteome). By contrast, despite having smaller
genomes, NCLDVs infecting metazoa have the highest proportion of host-derived
genes (number/genome length) (Filee et al. 2008). Among them, Poxviruses have
the strongest tendency to acquire host genes (up to 13% of total proteome). Recently,
the transfer from the host of a complete metabolic pathway (7 genes) has been
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reported in the large Phycodnavirus EhV-86 genome (Monier et al. 2009). In
summary, if unambiguous cases of gene transfers from the host have been evidenced
during the course of NCLDV evolution, the importance of the phenomenon has
been largely overemphasize by several authors. Thus, it appears clearly that host
gene acquisition do not constitute a quantitatively preponderant way of gene novel-
ties in GVs. We will show in the next chapter that the story is very different with
genes of bacterial origins.

3 Key to the Gigantism: The Bacterial Gene Pools

If host gene acquisition has erroneously focused most of the debates following the
description of the Mimivirus genomes in 2004, the essential importance of gene
transfers from bacteria was recognized 2 years later with the concomitant publica-
tions of the work of Iyer (Iyer et al. 2006) and ourselves (Filee et al. 2007). We
initially reported that Chlorella Phycodnaviruses and the Mimivirus genomes
(Table 2) carry 48-57 and 96 genes of unambiguous bacterial origin, respectively.
These genes tended to be clustered in islands towards the extremity of the genomes
and co-localize with bacterial-like insertion sequences. Additional phycodnaviruses,
OtV-1 and OtV5 and recently discovered Marseilleviridae (Marseillevirus and
Lausannevirus) and Mimiviridae (CroV and Mamavirus) largely confirm the initial
observation showing the quantitative importance of bacterial genes in GVs (Boyer
et al. 2009; Filee and Chandler 2010; Fischer et al. 2010; Colson et al. 2011). These
results are in agreement with the work by Iyer et al. but the results of Moreira and
Brochier seem to minimize the phenomenon (Table 2). Again, the explanation is
mainly due to the gene dataset used by Moreira and Brochier: the COG families
used in this study include only a subset of Mimivirus genes that have similarities
with cellular genes (126 genes vs. 273 genes that have recognizable homologs in
databases). Most of the Mimivirus genes that have bacterial affinities have been
discarded due to their low level similarities with COG families and/or because it
belongs to small and poorly defined group of genes that have not yet been included
in the COG database. In this sense, Moreira and Brochier considerably underesti-
mated the role of bacterial gene acquisitions. The number of bacterial originated
genes was even higher in the study of Iyer et al. (Table 2). Nevertheless, examination
of individual phylogenies led to many inconclusive phylogenies where bacterial
sequences were intermingled with eukaryotic and viral sequences or alternatively,
for the Mimivirus, sequences have so limited similarities with bacterial sequences
which prevent any definitive conclusions (Filee et al. 2007). Finally, recent genome
analyses also show evidence of en bloc acquisition of a 30 kb DNA fragment from
prokaryotic sources in the genome of the CroV Mimiviridae (Fischer et al. 2010).
This reinforces the idea that there is an important and continuous flux of gene
transfers in GVs. As NCLDV with smaller genomes infecting Metazoa have very
low levels of bacterial-like genes (Filee et al. 2008) there is actually little doubt that
gene transfers from bacteria have play a decisive role in the observed gigantism in
several lineages of NCLDVs.
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4 Host Ecology and the Mechanism of Gene Transfers

One of the important questions was to explain how ecologically and mechanistically
GV acquired so many bacterial genes. For the Mimiviridae, we have suggested that
their eukaryotic hosts, which graze on bacteria, could provide could provide the ‘eco-
logical’ niche for viral access to bacterial gene pools. The Chlorella Phycodnaviruses
analysed infect Chlorellae which in turn live in symbiosis with Paramecia that also
graze on bacteria. On the other hand, many NCLDV lineages that infect metazoa or
free living algae which do not use bacteria as prey, for example Poxviruses or Emilinia
and Ectocarpus viruses, carry considerably fewer bacterial-like genes than do the
Chlorella Phycodnaviruses and the Mimiviridae (Filee et al. 2007). The appearance of
bacterial-like genes in Ostreococcus viruses is more puzzling. Ostreoccocus is not
known to ingest bacteria or to live in symbiosis with a protist and it may indicate that
the virus possesses a wider host range which includes members with close bacterial
associations or that there are aspects of the Ostreococcus lifestyle that we do not yet
understand. Alternatively, the miniaturized genome of these viruses in the
Phycodnaviridae lineage (180 kb) could be the results of a recent host shift from pro-
tist-associated algae to free living algae. Bacterial genes would be remnants of 