Chapter 3
Information Update and Support

The previous chapter on PLA gives an impression of the impact of putting a simple
idea to work in a well-defined setting. It presents an extension of ordinary predi-
cate logic with pronouns, which are taken to be anaphorically related to existential
quantifiers and shows the consequences to be quite manageable. However, the reader
may be concerned that such extensions generate complications at any further level of
generalization. This chapter together with the following one serve to eliminate those
concerns.

In this chapter I lift the extensional system from the previous chapter to an inten-
sional level, showing that some welcome opportunities and applications result. Such
a lift enables a study of information update and information support. I focus on an
update algorithm and a support calculus and show that these are well-behaved in
a very intuitive sense. The intensional lift turns out to be unproblematic, precisely
because the PLA system does not confuse the semantics with the pragmatics of
information exchange.

Before I begin, however, it is expedient to start with a concise overview of some
previous systems which have extended DPL, in its indeed dynamic spirit, and which
have inspired our treatment of the relevant phenomena in this chapter and the fol-
lowing, adopting a static notion of meaning, with a dynamic notion of conjunction.

3.1 Coreference and Modality

Interpretationin DPL (Sect.2.2), and in many of its off-spring, has been characterized
as an update function on states of information about the values of variables. The
selling metaphor is that certain noun phrases, in particular indefinite descriptions,
set up discourse referents and this is covered by saying that they ‘declare variables’,
in computer science jargon. If an indefinite noun phrase is used, it declares a variable
as its marker, and in subsequent interpretation one may learn more about the possible
values of that variable, or, rather, put more constraints on the values.
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The relational format of DPL, in which interpretation is modeled as a relation
between variables assignments, is not directly fit for the intuitive format of update of
information. Interpretation in DPL is a relation, not a function, and variable assign-
ments characterize total information about the values of variables. This kind of infor-
mation is not in any need of update at all, because it is total.

Simultaneously with the development of DPL, and of very similar interpretative
architectures, insights from Robert Stalnaker and Irene Heim led to the development
of formal systems of interpretation which also characterize ‘update of information’.
At first, however, these were not concerned with information about the values of
variables, but about what concerns language users in the first place: about reality, or
the world.

The basic idea taken from Stalnaker (1978) is that interlocutors in a discourse
distinguish between relevant states of the world, which the interlocutors conceive
possible, or desirable, and who seek to diminish this set of possibilities to (one of
those of) the one the actual word could or should be. The idea is quite simple, indeed.
If we look at situations of exchange of information, our partial state of information
about the world can be modeled as a set of possibilities, which represent the world
as being (like one) in that set; and information update consists in reducing that set,
which effectively means reducing the set of alternative ways the world may be, and
thus getting more information about what or how it actually is. As a matter of fact,
this kind of approach to stating the interpretation of the sentences of natural language
as ‘update functions’ on ‘information states’ has led to intriguing new perspectives
on presupposition and epistemic modality. (Most prominently Heim 1991; Beaver
1995; Chierchia 1995; Groenendijk et al. 1996.)

Now it seems it would be an attractive thing, to combine the mentioned two
notions of dynamic interpretation—at least it could look like a missed opportunity if
one dynamic set-up would not, in a sense, generate descriptions, generalizations, and
explanations by means of the same mechanisms. This turned out not to be an easy
matter, though. Various attempts have been made (van Eijck and Cepparello 1994;
Chierchia 1995; Groenendijk et al. 1996; Aloni 1998) all of whom develop idiosyn-
cratic architectures, the differences between which hardly ever become substantial.
One of the sources of this proliferation, and also of its solution, was the acknowledg-
ment that the type of information related to the establishment of anaphoric relation-
ships, is after all orthogonal to the type of information we are really interested in.
The real world is, of course, real; but variables, and the values of particular variables,
are virtual. Variables do not themselves show up in natural languages, and where
they do in syntactic/semantic structures, they are interchangeable. (One should not
talk about the real world in that, technical, way. One could do so, in a philosophical
way.)

Coherent systems of interpretation that combine the two types of interpretation,
or, rather, the two types of information, indeed distinguish the two carefully. As we
have already seen, (Groenendijk et al. 1996) has it that: “Discourse information of
this type looks more like a book-keeping device, than like real information.” The
other authors just mentioned also use distinct methods and tools to model update of
information about variables, versus update of information about the world. In order
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for the reader to get a glimpse of what is going on here, technically and critically,
I give a tiny outline of the prominent system of Groenendijk et al. (1996) in the
remainder of this section.

The task set out in Groenendijk et al. (1996) (from now on: GSV) is to develop
a coherent system of dynamic interpretation that deals with anaphoric dependen-
cies, epistemic modality, and, possibly, presupposition. Two types of information
are involved, which are kept separate, conceptually, but which are technically inter-
twined nonetheless.

The first kind of information which the authors focus on is what they call dis-
course information, which is information about the (representation of) ‘discourse
items’, a technical concept, relating to the series of subjects or objects that have been
introduced in a discourse. Building on Vermeulen (1996), this type of information is
encoded in so-called referent-systems. In the presentation of GSV, referent systems
are partial functions (injections) from variables to natural numbers. The domains of
these functions r typically consist of the variables x employed in (the transcription
of) a discourse, and the numerical value r (x) assigned to them. If the value r (x) is i,
then the variable is associated with the i-th discourse item in a currently evolving
discourse. We have already touched upon the redundancy of this kind of informa-
tion in Sect.2.4, and even on it figuring as a source of logical and computational
complications.

The second kind of information extends these referent systems with information
about the world, and about the discourse items figuring in these worlds. This type
of information can be summed up as follows. Once a discourse has introduced n
discourse items, and attributed several properties to them, this kind of information is
encoded as an ‘n-ary relation in intension’. The relation consists of precisely those
sequences dy, . . ., d,, of n objects, paired with a possible world w, iff these sequences
in w have the properties attributed to them in the discourse, and also stand in the
asserted relations there.

It is not very useful to inspect the relevant definitions here, but the following
illustration may gives a sense of the right idea. Consider the following middle-of-
the-road utterance.

(36) She, insulted ay nurse.

Relative to the current state of the discourse, the referent system r assigns x
something that has been introduced and which is thus assigned a discourse item, say
the ith discourse item of the current discourse. The indefinite “a, nurse” introduces
a new discourse item—an insulted nurse—which comes under the label y. If, and
only if, the current stage of discourse is inhabited by n discourse items, this nurse
is the (n 4+ 1)th item, so r(y) = (n + 1). At this point in the discourse r(y) is a
nurse who is said to be insulted by r(x). This kind of information is modeled by
means of the sequences of individuals dj, ..., d,41, that, paired with a world w,
have the properties and stand in the relations asserted of the »n discourse items in the
discourse, such that, in w, the r (x)th individual in the row (i.e. d,(y) = d;) stands in
the insult-relation relation with the »(y)th individual in the row (i.e. dy(y) = dp41).
In this sketchily presented example we find two types of information, and two types
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of updates. There is information about the ‘discourse items’, and there is information
about their properties and the world they live in. The first can be updated by adding,
or introducing, discourse items; the second by ascribing them, or the world they live
in, certain properties.

Even though in the presentation of GSV thus far things look cumbersome, nev-
ertheless, these details are well-motivated, intuitively. That is, as long as one buys
the idea that updates in discourse involve updates of information about the values
of specific variables. To be sure: nothing can be said against the invaluable use of
variables in any theoretical or rational enterprise, be it physics, economics, humani-
ties, linguistics, or even the question whether to go shopping or not. Here, however,
the variables themselves, or their names, are getting subject of discussion, and this
should not be.

In the first place, what index or name we assign to a parameter, or linguistic- or
discourse- constituent, should not matter as long as we do it systematically. Vari-
ables are, and ought to be, replaceable by other variables. As argued in the previous
chapter, however, they are not interchangeable in DPL; neither are they in GSV.
In the second place, conflating variables or pronouns in actual discourse with the
variables quantified or abstracted over in theoretical linguistics leads to troubling,
and uninvited, questions about whether quantifiers do or do not bind them. Part of
the reaons that made it take so long to develop comprehensive dynamic systems of
interpretation had to do precisely with this issue.

Interpretation in GSV is presented in the following format. For any formula in
the language—a language of first order predicate logic with an epistemic modality
operator, and possibly an operator indicating presuppositional material—an inter-
pretation is given that ‘updates’ ‘information states’. For any such formula ¢, and for
any given ‘input state’ s, the update of s with ¢ is a new information state, written
(s)[[¢]l; the result of applying the update function [¢]] to the information state s. The
update function normally produces an extension of information, in the two ways.
Updates may consist in a state s getting more informed about the discourse items
already kept track of in s, or about the world in general; and it may consist in the
introduction of new discourse items in state s. Of course, in general the two kinds,
or aspects, of updating information proceed in tandem.

One of the most important, and most debated, clauses in the definition of the
interpretation function is the one dealing with existentially quantified formulas, i.e.,
the definition of (s)[3x¢]l. An interpretation that assumes existential quantifiers
correspond to random assignments would interpret Ix¢ in s, first, as an extension
s[x] of s with a random assignment to x, and then an update of the state s[x]—state
s with a new discourse item labeled x, about which there is no information—with ¢.
As a matter of fact, this is not the interpretation that GSV advocates, but it is worth
spelling it out in some detail. The definition could be given as follows.

o )[EAx¢] = (Ugep slx/dDlel.

In this definition, s[x/d] is the set of extensions of possibilities i in s, with a new
discourse item x, evaluated as d. Given the referent system of s, this is one with a new,
most recent discourse item, and the state | J dep S[x/d] conceives of all theoretically
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possibly interpretations d € D of that discourse item, relative to any conceived
possibility in s. Thus, |J,cp s[x/d] contains no information whatsoever about x,
and relative to this state of information of ignorance about x, ¢ provides a first
update.

Notice that, upon the just now suggested definition of 3x ¢, the existential quanti-
fier can be conceived of as an atomic action, which could stand alone in a discourse.
Upon this interpretation 3x ¢ really says: “Take any x. Now ¢.” The definition that
GSV actually supports does not allow for such a paraphrase. Formally the difference
is subtle because only the round brackets are organized in a different way.

o (9[Ex¢ll = Ugep(slx/aDIa].

This time, the update provide by the embedded formula ¢ is carried out distributively
over extensions s[x/d] of the information state s with the information that x is a
new discourse item, with the value d, for any d in the domain D. After all these
updates have been carried out, the results are summed up, by means of the big union
U4ep- The subtle difference with the previous definition is that, in the former, ¢ is
interpreted, locally, with no information whatsoever about the value of x; while in
the latter, ¢ is interpreted every time with fotal information about the value of x, that
it is d—and this for any d € D. Now if ¢ is an ordinary extensional formula, the two
definitions will not make any difference. However, if ¢ contains epistemic operators
or presuppositional devices, the updates may be different if these devices have a free
occurrence of x in their scope.

Let us, like GSV, and for the time being, interpret { as an epistemic operator,
to the effect that Q¢ says that, according to the current information, it is possible
that p—that ¢ has not been excluded—formally, that an update (s)[[¢] with ¢ in the
current state s does not lead to contradictions. In that case 3x{ H x (“Someone might
be hiding.”) may yield different results according to the two definitions. The first,
the one not used by GSV, says that you take may a random interpretation of x, and
then test whether you think it is possible that x be hiding. All in all, this says that you
don’t exclude that anybody is hiding—you conceive it is possible that anybody is
hiding. According to the second definition, you test, as a value for the new discourse
item labeled by x, whether any specific value d of x might be an individual which,
for as far as you know, might be hiding. All in all, this gives you information about
the identity of x: it can only be an individual you have not excluded to be hiding.

One of the examples GSV discusses, and where this difference matters, concerns
the following two statements, with associated translations.

(37) Someone is hiding in the closet. He might have broken the vase.
((@xHCx A $Dx).)

(38) Someone who is hiding in the closet might have broken the vase.
(Ax(HCx A ODx).)

In case you have no idea who is hiding in the closet, but do know that someone
broke the vase, and that ~e might be hiding in the closet, then (37) is fine. However,
if there are also some persons whom you know have not broken the vase, and if one
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of them might be hiding in the closet, then (38) is not supported. In that case none
of the ones who might have done it are in the closet. Or, so the argument goes.

If the above observation is correct, Egli’s theorem has to be qualified again, after
all. According to GSV, at best the following holds.

Observation 14 (Modified Egli’s Theorem)

e InGSV, (x¢p A1) < Ax (¢ A1), provided that x does not occur free in the scope
of a modal operator ¢ in ).

Related observations can be made about the interaction between quantifiers and
presuppositions. One way of formulating presuppositions is by using a sentential
presupposition operator 9, to the effect that J¢ says that, in the current state of
information s, ¢ is presupposed to hold (Beaver 1995). Quite a long time ago this
conception was argued to lead to what has become known as Heim’s problem. Con-
sider the following example, with schematic translation.

(39) A fat man was pushing his bicycle.
(Fx(FMx A Ay(OBOxy A Pxy))).)

The first definition of 3x [the one not chosen by Groenendijk et al. (1996)] induces a
random assignment. The effect of interpreting this formula will be as follows. First
it says, take any random value of x, so go to a state of information, containing the
previous information, and add a new discourse item, labeled by x, about which you
have no information. Then add the information that x is a fat man. Next, perform
another random assignment to a new discourse item labeled by y, and interpret
OBOxy, i.e., that your current state already contains the information that a/any fat
man x has this bicycle y. This presupposes that all fat men have bicycles, and even
worse, that you know them, the men and the bicycles, which doesn’t seem to be a
reasonable presupposition of (39).

The interpretation of (39) gets much better when using the ordinary distributive
notion of existential quantification that GSV adopts. Doing so, the interpretation
involves local processing of the embedded clauses relative to specific possible values
of x and y; once a specific value of x is known to be a man, and y is known to be a
bike of his, we can test or update with the information that that fat man was pushing
that bike. The only presupposition that remains after processing example (39) is that
at least one man is known to have a bike, which is fairly acceptable.

The GSV system does get around a couple of annoying problems raised in the
literature, but uses ad hoc devices to circumvent the main problem, which con-
sists in conflating variables with pronouns. The heart of the problem, which is not
answered anywhere in this type of dynamic semantics, is that this type is bound to
fail a-conversion as a valid logical principle. If, in a logic with quantifiers, or vari-
able binding operators, it does semantically matter which are the variables (names)
actually bound, this will hamper all kind of logical reductions. The laws of lambda-
conversion, the Church-Rosser property of the A-calculus, but also completeness
proofs of first order predicate logic, depend on a-conversion. It is pretty undigestible
to throw this away only for the purpose of treating natural language pronouns.



3.1 Coreference and Modality 55

Another unsolicited effect of conflating pronouns with variables in the GSV sys-
tem is the update with formulas containing real, quantified, variables, different from
the update with those containing pronouns, which are free variables in their system.
Consider a formula OBV x. If, on the one hand, the variable x in this formula is
eventually bound, the evaluation of the formula is rigid. It tests whether the current
interpretation of x, a concrete individual in the domain, might possibly have the
property BV. It tests particular individuals whether they, according to the current
information, might be blamed for having broken the vase. If, on the other hand,
the variable is ‘free’—a pronoun, so to speak—the update is different. Because it
is no longer about individuals, but about discourse items the formula tests whether
whatever information is gathered about the discourse item labeled by x is consistent
with that item, whoever he is, having broken the vase. An significant consequence
of this is that the law of universal instantiation no longer holds: in the GSV system,
VxOBVx does not even entail OBV x.

In addition to the problems with the interpretation of, or update with, modal
formulas of the GSV-language, the informational support people bring to bear upon
their utterance can be questionable. Here is (a variant of) an example brought forward
by Maria Aloni in 1994, with associated translation.

(40) Someone might have broken the vase. She didn’t do it.
((3xOBVx A —BVx).)

If ‘might’ in the first sentence expresses an alethic modality nothing is wrong with
the sequence of sentences. But the idea is to interpret it as an epistemic modality,
so that the first sentence says: “There is someone whom, as far as my information
is concerned, is not excluded to not having broken the vase.” The next sentence
asserts that person didn’t break the vase. This sequence of two sentences, under
this interpretation, is pretty weird. A hearer might indeed have no problem in, first,
acknowledging, that some person might be the culprit, and, next, accepting, that that
person did not do it after all. The problem with this example in the GSV system is
that one and the same speaker is attributed information that supports his utterance
that someone might, for as far as he knows, done it, and also that he didn’t do it.
While this indeed sounds, intuitively, very inconsistent, it is not only consistent in
the GSV-system, it can even be coherently supported in the very same system.

The GSV system is intriguing because it combines a dynamic treatment of
anaphora and modality in a single system, with some good results. It can be disputed,
however, that it is in any sense explanatory, or even satisfactory. The dynamics of
establishing anaphoric relationships, the treatment of epistemic modalities and the
conflation of variables with pronouns have not improved our understanding of the
empirical issues involved, but rather raise problems of their own. The moral of the
current findings is that anaphora, quantification, modality and presupposition are, or
can be, or have to be, all related, but they are, after all, distinct subjects. We want
to be able to study them in their own right, without any non-classical bias towards
what a solid formalism is needed for stating generalized interpretations. As argued in
Chap. 2, a classical and solid basis for the treatment of anaphoric relationships may
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consist in a satisfaction semantics in the style of Tarski. We will pursue this idea in
the remainder of this chapter.

In the remainder of this chapter I show how a well-motivated system of interpreta-
tion can be fine-tuned to accommodate talk about ‘contents’ of utterances, ‘updates’
of information and ‘support’ for assertions, without having to give up classical intu-
itions about meaning. As a matter of fact, I argue that this modest point of view
allows for a perspicuous treatment of anaphoric dependencies which have been—
mistakenly—taken to motivate a dynamic notion of meaning. In Chap.4 I also show
how this perspective lends itself to systematic extensions of its scope to quantifica-
tion and modality, without the kind of ad hoc moves that rival systems appear to have
propagated.

3.2 Update and Support

The primary aim of this section is to present an update semantics which makes
PLA more closely resemble the familiar update systems from Heim (1982), Veltman
(1996), Groenendijk et al. (1996), and others. Before this is done an intensional
notion of the contents of PLA-formulas will be specified. This is achieved by lifting
the extensional Tarskian satisfaction system to a Kripkean possible worlds model,
and thus get our fingers at what one may label a formula’s propositional or cognitive
content.

The propositional contents of formulas are formalized as sets of possible worlds,
those that are consistent with the information expressed by these formulas. In the
style of PLA they are defined relative to what one may call the pragmatic parameter of
witnesses, which are now not just sequences of individual witnesses, but sequences
of individual concepts, that is, sequences of intensional witness functions. The spec-
ification of the contents of PLA-formulas then simply consists in a relativization of
all ingredients of the PLA system to possible worlds, and corresponding abstractions
over these worlds. This is by and large a notational exercise.

In the intensional setting amodel M = (W, D, I) consists of a set of possibilities,
or worlds W, a domain of individuals D, and an interpretation function / for the
constants of the language. For predicate and n-ary relational constants R"” we have
that  (R") € (P(D™))W ,i.e.,afunction from worlds to sets of n-tuples of individuals;
for individual constants c it is required that / (¢) € D,,, by means of which I indicate
the domain of partial functions from W to D. Individual constants, and variables
and pronouns are interpreted as partial functions because they may fail to have a
denotation in some worlds. Interpretation is defined relative to variable assignments g
such that for any variable x: g(x) € D,,, and sequences € of witnesses €] . .. €, € DI..
Everything is, thus, made parametric upon the set of worlds. (A formal side-remark.
The domain of functions (DW)” is isomorphic, of course, to the domain (D”)W, SO
that any witness sequence of total individual concepts can always be identified with a
total function from worlds to witnessing sequences of individuals. It may sometimes
be helpful to think of these sequences this way.)
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The interpretation of terms (constants ¢, variables x and pronouns p;) is always
world dependent. They are given as follows.

L4 [C]M,w,g,? = I(c)(w), [x]M,w,g,? = g(x)(w), [pi]M,w,g,? :a(w)

In what follows the elementary satisfaction clause is abbreviated as follows.

o M, w, 99/6\': Rty ...t iff ([II]M,w,g,?’ ceey [tn]M,w,g,?> e I(R)(w),

and similarly for identity statements ¢ty = t, of course. The notation conven-
tions for e, ¢, ce, bce, a, and ace from Sect.2.2 now apply to intensional objects
€7, 7€, 7€, @, and arye. With these notational conventions reformulating the PLA-
satisfaction semantics in the intensional setting is fairly easy. All parameters are
functionally dependent upon a world of evaluation. The contents of PLA-formulas,
specified as sets of possible worlds, are recursively defined as follows. ([¢lly gc
here specifies the contents of ¢ in a model M relative to assignment g and sequence
of witnessfunctions €.)

Definition 1 (PLA Contents)

o [Rty...tylluge={weW|M, w, g, €= Rty ... 1,);
[—élm,ge= W\ (U?GDZ,(") [Plr.g.5¢);
[3x PN, 9,85 = UPTm gix/81.5¢
|I(¢ A 1#)]]M,g,(/m?= [[(Z)]]M,g,?e N [W]]M,g@?

The content of an atomic formula is as usual given by the set of worlds in which
it is satisfied. The ons significant addition is that the associated sequences of witness
functions must provide the satisfying sequences of witness in each world. Relative
to each particular world, satisfaction is identical to satisfaction in the extensional
system. The content of a negated formula also captures that of the extensional system,
but in a different format. According to the definition —¢ gives us those worlds w
for which no satisfying sequence of witnessing functions 7 for ¢ can be found, that
is, relative to the given sequence ¢. The definition for the existential quantifier is
virtually identical to that in the extensional system. The content of ¢ relative to an
interpretation of x as individual concept 3, is that of Jx¢ with the concept ( as
its witness. Where witnesses in the extensional set up figured as satisfiers, or truth
makers, they are now conceived of as concept builders. The content of Jx¢ is the
content of ¢ relative to a particular, contextually given, concept of x.

The definition for conjunction is the most remarkable one, since it stands in
contrast with standard dynamic notions of conjunction: it is classic. Conjunction
boils down to the intersection of information content. The operation is still dynamic,
of course, like that of extensional PLA, but the dynamics does not reside in the
contents, but in the contextual parameter and the fregean treatment of witnessing
function sequences. A quick and easy comparison reveals that this treatment of
the witness parameters is exactly like that in extensional PLA. The contents of the
second conjunct v are given by its own sequence of witness functions @, relative to
the sequence of witness functions 7 for the first conjunct ¢, when it itself is evaluated
relative to € in its turn.
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One argument against systems of dynamic semantics is that they fail to provide
an independent notion of information content (cf., e.g., Moltmann (2006, p. 228ff),
who calls this the “propositional content problem.” Brasoveanu (2010) makes a
similar observation.). We now have a system here that deals with the dynamics of
interpretation and whose independently motivated contents have been demonstrated,
by being defined. It does not serve a great purpose to illustrate the assignment of
contents in this system with worked out examples, because they are easily derived
from the extensional formulation of PLA in the previous chapter, as shown in the
following observation. Let M,, be the extensional model corresponding to w in M,
gw the assignment such that for all x: g, (x) = g(x)(w), and €y, = €1 (w) . .. &, (w) if
€=¢€1...¢,. Thus, My, gy, 7€, constitutes a sequence of parameters for extensional
PLA satisfaction.

Observation 15 (Proper Contents)
° [[¢]]M,g,“7e = {w € W | Mw, guh ’7\611) '= ¢}

Although [e]] (contents) and = (satisfaction) are each given an independent compo-
sitional definition, we now see they amount to exactly the same thing. The intensional
content of ¢ consists of the extensional models for ¢, relative to the right parame-
ters, of course. One may observe that, like I announced before, nothing unusual is
required in the intensional lift of the extensional system, neither does anything unex-
pected happen when doing so. The dynamics of interpretation, which has been seen
at work in the Sect.2.2 on the extensional satisfaction system, has been transposed
to an intensional level, and we see again, and maybe more clearly, that the dynamics
essentially resides in the dynamic conjunction of information contents, and not in
the notion of contents themselves. Of course, this rather conservative moral does not
prevent us from making a rather standard shift to a ‘dynamic’, or ‘update’ notion of
meaning, a task which I now turn to.

Apart from the question whether lifting PLA is necessary there are some benefits
of turning PLA into an update semantics in the style of Stalnaker (1978), Heim (1982)
and Veltman (1996), where update semantics seems to have received its name. The
basic idea is to give a recursive specification of what happens to an information state
on a particular occasion if it is made to accept what has been said on that occasion.
Interestingly, although the notion of an update is every now and then assumed to
be the primitive, basic, notion, it always gets explained in terms of the update of
a state with the news or information conveyed by an utterance. Conceptually, then,
something more primitive underlies the update, and, conservatively speaking, that
notion can very well be equated with our notion of information content, as we will
see shortly. The information state may be or represent any hearer’s state or a model
of the common ground, a matter of debate which I will come back to later.

An update semantics for PLA-formulas is given by the specification of (7)[¢],
which is the information state that results from accepting ¢ in information state 7. It
is specified here relative to the by now familiar parameters of a model, assignment,
and a sequence of witness functions.
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Definition 2 (PLA Update)

o (DIRH ...ty lmge=f{weT | M w, g, €=Rt1...1,}
MM=olm,ge=7\ (Ufl,eD&(«» (DIPNm,g,70)5
(MEx AN, g.85c = DOLPN M. gix/51.7¢
M@ AWy game= ((DIOIm, .51y ga7e

Information states are conceived of as set of possible worlds, like the contents of
formulas, where sets of worlds characterize information, beliefs, and also desires in
modal logical frameworks. A set of possible worlds models some agent’s information
if they are consistent with what that agent believes, or, put differently, if each of them
might be the actual world according to what that agent knows and believes. All the
things the agent believes must be true in the worlds in such a set, and if all these
beliefs are true in a world, then that world belongs to the set. With this intuitive
understanding, the first two clauses of the update definition are fairly obvious. If an
atomic formula is asserted, and accepted, then one rules out those worlds, initially
considered possible, in which that formula is not satisfied. Only those worlds that do
satisfy the atomic formula are preserved. This is standard in an update semantics, but
here, as well, we have to update relative to the right contextual parameters: sequences
of witness functions. An update with a negated formula —¢ involves ruling out those
worlds which would have been preserved if a satisfying sequence of witness functions
had been found for ¢. If the update under no such sequence turns out to preserve
a world w from the initial state 7, then w is preserved in the update of that state
with —¢.

The clause for the existential quantifier is basically copied from the content format
to the update format. Relative to a witness function 3, 3x¢ amounts to the update
with ¢ with x rendered as (3. Update with such a formula does not need a satisfying or
instantiating witness, but a satisfying or supporting witness function, and the update
then proceeds smoothly. Of course, in actual situations a hearer will often fail to know
what is the witness function at issue, or what kind of individual concept an indefinite
description is associated with. As we will see in the next section, the speaker can
or should be taken to know this, but she is not required to provide the hearer with
a clue to the witness. The hearer thus may be ignorant of the witness function and
have to take into consideration a whole array of possible witnessing concepts, and
consequently allow for a whole array of corresponding updates, one for each of these
concepts. A more realistic notion of an update is therefore not deterministic, or it
ought not to be conceived of as a function, but rather as a relation. [As a matter of
fact, this moral has, for similar reasons, already been drawn in Groenendijk et al.
(1996), Aloni (2000), van den Berg (1996), and Brasoveanu (2008).]

For a system dealing with the dynamics of interpretation, the notion of conjunction
is the most obvious one. Updating with a conjunction (¢ A 1)) amounts to updating
with ¢ first, and ¢ next. The conjunction of two update functions, thus, consists in
their composition.

We could again inspect a couple of examples to see this update system at work,
but it would not really serve an independent purpose. For, as we already have seen in
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the slogan motivating an update semantics, an update of an information state 7 with
a formula ¢ consists in the update of 7 with the information conveyed by ¢. This is
made precise in the following observation.

Observation 16 (Proper Update)
° (T)H(b]]M,g,'y"e =(rN [[¢]]M,g,"y?)~

This observation shows that we can define updates in terms of contents, but it follows
that we can also define contents in terms of updates, for the observation implies
Mplm, g5 = (W N [@1la,g,7¢), where the latter of course equals [@llar g, 7e-

Two interesting points arise from the last observation, which formally maybe
trivial, but conceptually are significant. In the first place information update is per-
sistent. Whatever information is there in an information state, an update of that state
always contains at least the same information, or more. For any state 7 and formula
@: (M @llm.g,7¢ S 7. In the second place, while updates and contents can be (that
is to say: are) independently specified in a compositional manner, the present obser-
vation shows that they bring us the same result. Whatever reason one may have for
formatting one’s semantics in a standard static way (by defining contents), or in a
standard dynamic way (by defining updates), the above observation shows that for
the purposes at hand the choice is immaterial. Robert Stalnaker’s analysis of asser-
tion has already been based on this idea (Stalnaker 1978; Stalnaker 1998), and Max
Cresswell has made it an explicit issue (Cresswell 2002). For the purpose of this
chapter, the question whether conjunction should be thought of as intersection or as
composition is no more than a frame question.

Support for Statements

A hearer’s update of his information state with the contents of utterances made does
not make much sense if there was any reason to suspect the information were false.
Since nature shows itself, but doesn’t talk, we have to rely on the agents that make
utterances, and if we have sufficient reason to trust them, we have good reason to
believe what they say. This observation motivates a shift of attention to the speaker’s
role in the exchange of information. Of course we cannot blame a speaker for saying
something false if she is deluded, and sincerely believes what she says. A minimal
demand is that she only provides information which she has. We may require her
information state to support what she says. (In actual exchanges, and also in the
exchange situations set out in Stalnaker (1978), the situation is a bit less demanding.
People can be justified to only pretend, or act as if, their information supports what
they say. The only reasonable requirement then would be that a speaker at least
could have had a non-absurd information state to support all the things that she
says, and then the baseline is one should not be inconsistent, as Groenendijk (2007)
formulates the requirement. Even if this is the requirement, however, it does build
on the underlying idea of an information state supporting what is said, which will be
developed in the remainder of this section.)
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In order to make this precise I use the simplifying assumption that information,
the information of a speaker this time, can be represented by a set of non-excluded
possibilities. In terms of such information states it is easy to define a support relation
for the PLA language, o = ¢, which holds if o contains the information which ¢
provides. (This, again, relative to a model M, variable assignment g and sequence
of witness functions ¢, of course.) This relation is recursively defined again. The
relevant parameters are those of a model, an assignment, and a sequence of witness
functions.

Definition 3 (PLA Support)

e 0 =mge R ...ty iffforallw e o: M, w, g, €= Rty ... 1,;

0 EMge ¢ iffthereisno® C pCo,7 e D p EM.g5 &

0 EM.g.65¢ XD ff 0 =M gle/1.5¢ &5
oM o @AY iffo Emgge ¢ and o =y meth-

An atomic formula is supported by an information state iff it is supported through-
out the state, relative to the sequence of witness functions. This requires that the
formula is satisfied in each possibility in the state by the corresponding witness
sequence. A negation —¢ is supported by a state if no update or extension of the
state supports the negated formula ¢ by means of any sequence of witness functions,
except, that is, the absurd, or empty state. Support for 3x ¢ relative to a witness func-
tion (3 consists in support for ¢ under a valuation of x as 3. Support for a conjunction
mimicks a conjunction’s satisfaction. If the second conjunct ¢ can be supported with
a sequence of witness functions @ relative to a sequence e, of which the first part 5
helps to support the first conjunct relative to sequence €, then the whole arye serves
to support (¢ A 1) relative to e. The format of this clause is virtually the same as the
one defining the satisfaction of a conjunction in the extensional set up of PLA.

Once again, it does not really serve a purpose to illustrate the above definition
with some worked out examples, because the outcomes can be derived from the
propositional contents or the update system, that is, ultimately, from the extensional
satisfaction relation discussed above. In the following observation the various sys-
tems show to be appropriately related to each other.

Observation 17 (Proper Support)
® 0 Eumgge ¢iff o = () Pllm,g.5 iff o S [Pl g,5e-

This observation shows that an information state supports a formula iff it already
has incorporated the update with it, that is, iff it subsumes its contents. As with
the observation about proper updates, the observation about proper support raises
a couple of interesting points, which, again, are formally trivial but conceptually
significant. In the first place, the above observation implies that what we can do with
an independently and compositionally defined notion of speaker support, we can
do with propositional contents or updates as well. This, in the second place, means
that complicated existentially quantified statements, the satisfaction conditions and
contents of which can be laid out in a step by step fashion, can also be supported in
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a step by step manner. This is a truly non-trivial point, to which I return in the next
section.

The close connection between update and support also gives us the following
equivalences.

o 0 gz ¢ iff forall 7 € D)
- (DM, g,5c = 9;

¢ 0 Emge (¢ — v)iffforally e Dg(@ there is & € Dg(w):
~ DMm,g.5¢ Ey gare-

These equivalences agree with intuition of course. An information state supports the
negation of a formula iff any update with the formula is ruled out; and it supports
a conditional sentence (¢ — 1) if an update of it with ¢ yields a state that sup-
ports . Indeed, the matter boils down to the so-called ‘Ramsey-test’ for conditional
sentences.

A final observation here puts the above-developed notions of update and support
‘en rapport’ in situations of information exchange.
Observation 17 (Supported Updates)

o If o = g5 ¢ then (0 NT) C (TPllm,g.5e-

Given the previous observations, this result is formally trivial. For if we take v =
[#11;,¢,5¢, then by Observations (16) and (17) Observation (18) claims thatif o C v
then (0 N 7) € (7 Nwv), an instance of a distribution law for C. Conceptually it is
extremely appealing though, because it may counts as a real felicity condition on
ordinary discourse. The observation says that the update with supported utterances
does not corrupt the information exchanged. If the information of speaker and hearer
is correct, that is, if the actual world wy is excluded by neither of them, then it is also
not excluded in any update they accept provided the update is supported. If I believe
what you tell me, and you believe what you tell me, then we can end up wrong only
if at least one of us was already wrong in the first place.

It may be noticed that this feature is typically threatened when it comes to discus-
sions about epistemic modality. An epistemic possibility or necessity can be made
correctly, and be supported by the speaker’s information state, but taken in a different
way by the hearer, so that almost automatically misunderstanding and conflict arise.
Not so, as we will see, in the treatment of epistemic modalities in the final part of this
monograph. What should be emphasized, here, is that the confusion from statements
of epistemic modality does not arise from the differences in content a sentence may
have on different occasions. Rather the confusion arises by the use of a sentence in a
very specific circumstance which may lead to divergent assessments by speaker and
hearer, respectively. Such a confusion is due to a misguided analysis, I claim.

The requirement that information may get corrupted through information change
of course cannot be expelled throughout. For one thing, Stalnaker (1978) states very
explicitly that assertions are acts which change the world. Therefore, something
which was true before an assertion may be false afterwards. (For instance, the fact
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that no assertion has been made.) As soon as we allow assertions to be about assertions
themselves, or about their consequences, then the very assertion of one true statement
may make itself false. Here is a natural example.

(41) Thaven’t told you before, but your wife is cheating on you.

An assertion made with this sentence may be true and supported, but once it is made, it
isrendered false. After you have told me that my wife is cheating on me, itis no longer
true that you haven’t told it. However, as long as we talk about independent facts of
the world, and not about the peculiarities of our own discourse and information, the
supported update fact stated in Observation (18) is preserved by all means.

The exposition about update and support could stop here, but this would leave
neglected an issue which will turn out to be more and more relevant in the following
sections. The three notions of content, update and support are defined relative to
arbitrary sequences of witness functions, that is, relative to sequences of arbitrary
individual concepts. The full domain of individual concepts is normally unreasonably
large. This doesn’t matter so much for the PLA notion of content. For the PLA notion
of an update, such a large domain may already seem to be a bit too liberal to be
reasonable, but that’s maybe to be decided by the person who has to act out the
update. For the notion of support, however, unrestricted access to all individual
concepts is awkward.

In actual situations of information exchange, quite a few things are conceptually
organized and coordinated, and among these is a common assumption about the
domain under discussion. Not only do people involved in an exchange situation
assume a common domain, but also a common conception of it. Interlocutors do not
act as if the things they talk about happen to be the same things, as if by coincidence.
This implies, among other things, that when we are concerned with the actual support
one agent has for an utterance, or the update another one extracts from it, both the
support and the update are assumed to be based on witness functions which naturally
belong to a shared, suitable and accessible conception of the domain.

These deliberations imply most concretely that if we want to say that a speaker’s
information state supports the utterance of a certain formula, the sequence of witness
functions is not arbitrary, but these witness functions should be taken to belong to a
suitable set of individual concepts. An appealing characterization of such a set has
been given by Maria Aloni in terms of what she aptly dubbed ‘conceptual covers’
(Aloni 2000). Conceptual covers are special sets of individual concepts. The concepts
in the sets constitute a way of ‘seeing’ a domain in the sense that each individual in
any relevant situation, is covered by exactly one concept. Formally they are defined
as follows. In the following definition W is the set of worlds assumed in a model, and
relative to a subset U of them we have a set of concepts C, and we define whether
this set C constitutes a conceptual cover for, at least, a subset V of U, which can
be taken to constitute a characterization of what the world is taken to be like. (The
intermediary subset U is needed to allow concepts to be defined for possibilities not
believed to be actual.)0



64 3 Information Update and Support

Definition 4 (Conceptual Covers)

e A set of concepts C € DY is a conceptual cover for V.C U € W (V # @) iff for
alle,c’ € C, if ¢ # ¢ then forall v e V: c(v) # ¢’ (v);
e a conceptual cover for V covers C, = {c(u) |c€ Clinu V.

The above definition of a conceptual cover is more general than Aloni’s because it
allows covers of proper subsets of the domain and for proper subsets of worlds. (As a
matter of fact, for practical purposes, the total covers from Aloni, which are defined
for all possible worlds, and which cover all individuals, are quite unrealistic. We will
come back to this issue below.)

A conceptual cover is a set of individual concepts, at least defined for a particular
set of possible worlds V—an information state, or a situation if you want. They serve
to uniquely identify a number of individuals, in each possible world in the set V.
Different concepts are assumed to identify different individuals in every world in V,
even though we could have different concepts that, counterfactually, do identify the
same individual in a world u ¢ V. (In that case, however, the two extended concepts
could not both be concepts in one and the same cover for V U {u}.)

If we take any world v from V, then a cover C for V will determine a set of
individuals, which are the ‘real’ individuals identified by C in v. These may be
different sets of individuals in different worlds v and v/, even though, even if c¢(v)
and c(v") are different, they ‘count as the same’, from the perspective of the cover,
that is. It is like the temperature in my house, which may change.

Before we discuss an example some formal properties of conceptual covers will
be given which follow from the definition above.

Observation 19 (Restricting and Extending Conceptual Covers)

If C covers Cy inu € V then |C| = |Cyl;

acover C for V,isacover for X C V (X # (),

if C covers Cy, inu then {c € C | c(u) € C,} covers C;, € C, in u;

a cover C’ for V/ D V is an extension of a cover C for V iff for all ¢ € C there
is ¢’ € C' such that forall v € V: c(v) = ¢’ (v);

5. every cover of C, for u € V has an extension which covers D foru € W.

bl S

According to the first point in Observation (19), the number of concepts in a cover
C for V equals the number of objects that it covers in any world v € V. Relative to
an information state or situation V, a cover, thus, is numerically well-behaved. The
other points have to do with extensions and restrictions of the information states and
the domains covered. If we restrict the set of worlds V, so if we gain or add more
information, then we can keep the cover, for a more limited domain of worlds. Due
to the distinctness clause in the definition of a cover, the number of concepts will
remain the same. (That is, as long as we don’t take U to be the empty set, which
counts as an absurd state of information.) What does change, under such an ‘update’
is not the number of concepts, but the number of alternative individual values that
each concept may take. That is to say, if we reach a state {v} € V, then the restriction
to {v} of a cover C for V will be a cover that totally defines C,. Actually, in such
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an ideal state of total information no further question exists about the identity of the
individuals covered.

The third item shows that one can take any restriction of a domain of individuals
covered by a cover C, and get a cover C’ C C that covers exactly that domain. The
fourth item is actually a definition of a cover-extension. An extension of a cover C for
V is a cover C’ for V' 2 V consisting of concepts which are defined for a possibly
larger domain of worlds. It may also cover a larger domain of individuals in every
world v € V, but, of course, only as long as C’ still is a cover satisfying distinctness.
The final line states that every partial cover can be extended to a total cover, for all
possible worlds, and such that it covers the whole domain of individuals D in each
world. Thus, Aloni’s own total covers are, directly, or indirectly still in play.

While it is true that one conceptual cover for V may cover different sets of indi-
viduals in different worlds in V—so that for some u # v: C,, # C,—we can as well
have covers for V that cover exactly the same domain C,, = C,, C D, for any u and
v in V. In that case one might say that such a cover is one cover of, or perspectives
on, a specific subset of the domain of individuals.

Let us now turn to some covers in action. A typical covering situation may arise
in a soccer stadium, e.g., Nou Camp in Barcelona. Suppose you are there, you know
Barga plays in red/blue shirts and this team consists of 11 players. You see indeed
11 players in the right colours, but they are too far away for you to even distinguish
them. Also, you are given a list of the names of the players: Valdés, Alves, Piqué,
Mascherato, Abidal, Sergio B., Xavi, Iniesta, Pedro, Villa, Messi. You are also given
a list of the squad numbers, a subset of the numbers ranging from 1 to 22. In addition
to this you are carrying a photograph of the team playing (winning) today, August 14,
2011. Focusing on the single domain of players seen at the field, you can conceive
of them from various perspectives, each corresponding with a way of ‘seeing’ that
domain. The list of eleven names corresponds one-to-one with the eleven figures
seen on the field, even though you may fail the right or complete mapping—or even
be mistaken about it. What you do suppose, though, is that any two names name a
different person on the field, and every two persons in the field have a different name.
Believing what you are told, the same holds between the 11 squad numbers, and the
names of the players. (Just FYI, the association runs as follows: 1 Valdés, 2 Alves, 3
Piqué, 14 Mascherato, 22 Abidalm, 16 Sergio B., 6 Xavi, 8 Iniesta, 17 Pedro, 7 Villa,
10 Messi. Of course, one may fail to know part of this information.) Consequently, the
squad numbers are another way of uniquely determining the domain—even though
you still need not be able to tell who is who. You also believe the persons depicted in
the photograph are mapped one-to-one to the players on the field, the list of names
and the list of numbers.

Now all this information is captured by an information state o that only consists
of worlds that satisfy the stated assumptions. Then we can formally identify (at least)
four relevant conceptual covers for o, all of which cover the eleven players in the
field.
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1. A direct perception cover C1, let’s call it a ‘Kaplan cover’. This cover consists
of eleven constant functions. For any individual d among the eleven players in
the field, there is a concept assigning d to any world in o.

2. A naming cover Cy, let’s call it a ‘Kripke cover’. This cover consist of eleven
functions which individuate the domain by their names. So there is a concept
assigning to each world w € o the person named ‘Valdés in w, and similarly for
the other ten names. Notice, that given the stated assumptions, the individuals
assigned to the names are always one of the persons on the field.

3. The squad number cover C3, let’s call it an ‘Evans cover’. This is the cover with
functions which, for any squad number, e.g., 17, assigns every world in o the
person who is carrying number 17 on his back. (Which you might be unable to
see.)

4. The picture cover Cy4, let’s call it a ‘Lewis cover’. This cover identifies a person
by his resemblance with a person on the picture. Since the faces on the picture
are dissimilar enough, and this information is present in o, in every world there
is exactly one among the players in the field who resembles, for instance, the
person in the middle of the front row.

The main point about, and motivation for, these conceptual covers, is that one may
know, for instance, who scored, if one sees a person on the field making a goal,
and one employs the Kaplan cover; at the same time, you may as well wonder who
actually scored, not knowing this from the perspective of the Kripke cover. At the
same time one may know again who did, from an Evans cover, because one could
see his squad number. Yet, one may again not know, from the Lewis cover, which of
persons on the picture scored—whether it was this most handsome guy, or the guy
with the funny hair. All kinds of possibilities of knowing who and not knowing who
are possible. In Sect.4.2 we will come back to these issues in more detail.

A note-worthy point that anticipates some issues to be discussed in Sect.4.2
is, in a slogan, that conceptual covers cover each other. [(This point is also, for-
mally, addressed in Aloni (2005).] First, observe, that conceptual covers are initially
assigned the status of a perspective on a given domain of individuals, without any rel-
evant properties of themselves. They are all ‘Dinge an Sich’, just elements of any set.
These objects, however can be equated with the concepts given in a direct perception
cover, since for any set of individuals £ C D, we can establish an isomorphism with
the set of constant functions from any non-empty set of worlds V to E. It is then,
conceptually, a simple step to conceive of any cover (C) of the same domain, as a
cover of the set of corresponding set of constant concepts, i.e., as a cover of the direct
perception cover (DPC). For, if two concepts in C are different, then, for any world
v in the set of worlds covered will have a different value, and are also associated with
different constant concepts from DPC in v. And this holds in general. For any two
covers C and C for sets of worlds V, which both cover E € D, we find that for any
v € V, there is a one-to-one mapping from C; to Cy, relating ¢y € Cy with ¢z € Co
iff c1 (v) = c2(v). Assuming, for the sake of the argument, cover C to be ‘basic’, we
may assume C» to be a cover of a domain consisting of the concepts in Cy, and so that
in any world v, the value of ¢; is, not the individual C;, but the concept c¢; from C
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that has the same value as ¢; in v. Of course we can also conceive of C as providing
a cover of C». In this sense, any pair of covers C; and C; for the same set of worlds,
and with the same cover, can also be seen to cover each other. Philosophically this
may be a delicate point, although, eventually, it boils down to the observation that
no logic or semantics can distinguish between two models which are isomorphic to
it.

Returning now to the issue of PLA-support, we could implement the idea that the
individual concepts relevant for the support of linguistic utterances all come from
one and the same contextually given conceptual cover of the domain. This, however,
would prevent a flexible use of them which appears to be required to model the type
of ignorance expressed by But I don’t know who is who. (I will come back to this
type of locution in the Chap.4.) The solution is to allow each quantifier to draw its
concepts from its own cover. Formally this requires us to label quantifiers with an
index specifying which covers they draw from, and for the intensional system of PLA
this solution requires us to add the qualification that the witness for an existential
quantifier be in the cover associated with the quantifier. The relevant clauses in the
definition now read as follows.

Definition 5 (PLA Satisfaction and Support)

o M,w,yg,pBye = 3xco iff 3 e Cand M, w, glx/Bl, Ve = ¢;
® 0 =987 3xc@ iff C is a cover for o, B € C, and 0 = g1x /8,7 ¢-

The only relevant change here is that the witnesses for an existentially quantified
formula, are witness functions from a given conceptual cover C. This may invoke
contextually restricted quantification, depending on which set of individuals is cov-
ered by C. As indicated above, if needed we can always assume this to be the whole
domain D. Notice that I also have not specified which set of worlds the cover C is
supposed to be a cover for. In the definition of the support relation of an existentially
quantified formula by a state o it is supposed to be a cover for at least o, but this is
not always sufficient, for instance, if x eventually has to be evaluated in a counter-
factual world. However, as we have seen above, we can always assume such a cover
to be ‘large enough’, to make sure that the individual concepts involved will never
be undefined for any world they have to apply to, including counterfactual ones.

The definition of quantification relative to conceptual covers is still very liberal,
yet it enables us to state further requirements on a conceptual cover whenever it
shows up. In general, for instance, we can assume the employed conceptual covers
to be ‘natural covers’. Because, most probably, there are no really natural concepts,
it is inappropriate to require specific individual concepts to be natural. However, to
require particular concepts to be taken from a natural cover does make sense. (This
is like asking whether a cover fits in a natural conception of the domain, which might
be given independent motivation. Compare this, for instance, with compass points.
Southwest is a fine concept if is assumed to belong to a natural ‘cover’ which includes
N, E, S and W, as well as NE, SE, and NW; an unnatural cover, however, can be
argued to be one which hosts north, north northeast, northeast, east northeast, east
and southwest.) In the sequel I will silently assume such a ‘naturalness’ assumption,
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without making it very specific, though. The benefits of doing so, and, hence, of the
present adaptation, will become clear in the subsequent sections.

3.3 Information Exchange

Even though the preceding sections were not entirely trivial, one may wonder why
we went through this exercise of defining alternative but basically equivalent seman-
tic notions like that of content, update and support for PLA-formulas. In the first
place, this exercise shows, by demonstration I claim, that it is immaterial whether
the treatment of singular anaphoric pronouns is or should be stated in the fashion
of a satisfaction semantics, an assignment of propositional contents, an update algo-
rithm, or a support calculus. Second, it shows a real payoff when we start talking
about contents in multi-agent situations, typically the kind of situations in which
information is exchanged by linguistic means. In this section I want to apply the
concepts developed above to a couple of phenomena that seem to resist a treatment
in purely semantic terms.

While, intuitively, the role of sequences of individuals in the extensional setting
consists in providing satisfying witnesses for truth, the role of sequences of individual
concepts in the intensional support setting is to embody the referential intentions
instrumental in a formula’s support. When terms, among which I include indefinite
noun phrases, are used in discourse, it is assumed they are used with referential
intentions. This claim is actually quite old, and it has relatively recently been picked
up in van Rooy (1997), Kamp (1990), Stalnaker (1998), and Zimmermann (1999).
Let me substantiate it a bit further first, before we see how it fits in the picture
developed in this section.

A first and compelling example for the assumption of referential intentions dates
from Peter Strawson 1952. Strawson mentions two possible responses, (43) and (44),
to statement (42) (Strawson 1952, p. 187, in the 1960 edition).

(42) A man fell over the edge.
(43) He didn’t fall; he jumped.
(44) It wasn’t a man; it was a woman wearing trousers.

These examples pose a challenge to standard syntactic and semantic approaches,
because a speaker here starts talking about an individual with an indefinite noun
phrase, which the respondent refers back to by means of a pronoun. What information
is exchanged here, and how remains a mystery if the relation between the indefinite
noun phrase and the anaphoric pronoun is one of syntactic or semantic binding.
However, on the simple assumption that the first speaker intends his indefinite noun
phrase to speak of a certain man (or woman) in the vicinity of both interlocutors,
what the little exchange is about, and what the exchanged contents are, is clear. The
actually present man (or woman) can be used to resolve the pronoun. Notice that
this analysis perfectly fits in Cresswell (2002)’s proposal, at least in concept. The
opening statement of this little discourse would be read as “A man, namely x, fell
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over the edge.” and the response could be “He, namely x, did not fall, etc.” On this
interpretation x gets a value from the non-linguistic context of the discussion, and
two different, together inconsistent, attributions are made about this value. Notice,
though, that this analysis does not easily fit Cresswell’s formal rendering of DPL,
as it does not fit in the system of DPL. For, the analysis of the reply “He, namely
v, didn’t fall, etc.” then cannot be achieved without binding y to a man (or woman)
who is said to have fell.

One might think that the actual presence of the man (or woman) in Strawson’s
example may be used to explain the case as one of direct reference. However, indefi-
nites can also be used to report on individuals which are not actually present. Imagine
the following situation. One person, Liz, was visited by two students yesterday, who
both asked for the secretary’s office. One of them (Wilburt) did, and the other one
(Norbert) did not wear pink pumps. Liz is fully aware of all this, except that she
never knows the students’ names. Zil knows that Wilburt always bothers people with
nonsense questions, and that he wears pink pumps. Now Liz starts the following
exchange with Zil:

(45) Liz: Yesterday, a student ran into my office who inquired after the secretary’s
office.
Zil: Was he wearing pink pumps?
Liz: He was indeed.

So far the conversation seems perfectly fine, if Liz had indeed started out talking
about Wilburt. But notice that Zil can ask questions about the student Liz talked
about, without (yet) having an idea of who it was. Yet, there is a proper answer to the
question. Notice, too, that if Liz had simply meant to assert that the set of students
that visited her yesterday was not empty, then Zil’s question would have been odd
indeed, or impossible for Liz to answer. For suppose that her reply to Zil’s question
was the following. (This version of the scenario is due to Ede Zimmermann, p.c.)

(46) Liz: I don’t know. What do you mean? If it was the first one who came in, he
was wearing pink pumps; if it was the other, he was not.

Liz could motivate her ‘ignorance’, by claiming that, when she earlier said that a
student ran in, she had not yet decided which of the two she was talking about.
It seems obvious that this would be a very odd reply. Liz is expected to have had
someone in mind when she started to talk about a student. So, if one starts talking
about an individual, who is introduced by means of an indefinite description, there
still is a fact of the matter of who it is, about whom we can sensibly ask and answer
questions, like whom it was about.

Such questions can also be genuine identity questions. Imagine the following
situation. Weird rumours have it that young girls get battered in Gotham city, and
that city representatives like, e.g., Bernard J. Ortcutt are involved. Bor and Cor
exchange the latest findings in the tabloids.

(47) Bor: A magistrate from Gotham city has confessed to battering young girls.
Cor: They say he suspected them of sorcery. Do you know if more magistrates
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confessed?

Bor: 1don’t know.

Cor: Do you know who confessed?

Bor: No idea, the police didn’t disclose his identity.

There is nothing incoherent about a dialogue like this. It is an exchange of infor-
mation between two inhabitants of Gotham city, who—perhaps naively, but not
incoherently—take their tabloids seriously. The example shows that the two inter-
locutors can exchange information about an individual without knowing exactly
whom they are talking about. Yet, the two interlocutors apparently assume the dis-
course to be about a certain individual, otherwise the question who he is wouldn’t
make sense in the first place. The explanation of this issue, like any issue of identity,
is that a person or object may be given in a certain way, for instance as ‘the person
whom the tabloids are reporting on’. While one fails other means to identify that
person, there still is a referential intention involved, viz., the intention to relate to
precisely that person.

The upshot of these examples is that regular indefinite noun phrases are used
with referential intentions, even when legitimate questions about the identity of the
actual referents remain, but that their use is justified conceptually. The concept may
be intensional, in the sense that it invokes the concept of an individual someone else
intended to refer to, and its use may engage in a causal intentional chain in the sense
of Kripke (1972), Chastain (1975), Donnellan (1978), and Evans (1982). In any case,
and that is relevant here, it is a concept which can always be rendered, formally, as
a function from worlds to individuals.

The preceding observations then neatly fit the compositional notion of support
developed above. Like I said, the sequences of witness functions embody the referen-
tial intentions with which the indefinite noun phrases or corresponding existentially
quantified formulas may be used. So, follow up on example (42) from Strawson
above, the speaker says that a man fell over the edge, we may assume that the
speaker’s state o supports an indexical individual concept 3 of a person who goes
down the edge in the speaker’s presence. Notice that such a concept makes perfect
sense in a natural conception of the situation, a conceptual cover indicated as S here.

® 0 =pgp Ixs(Mx A Fx).

The hearer, in this situation, may be able to pick up that individual concept, and notice
that the propositional content expressed, [Fxs(Mx A Fx)]lm, 4,5 is false according
to his information state 7.

o (M[Exs(Mx A Fx)llm,g,5 =9.

The hearer corrects the speaker by saying that he didn’t fall; he jumped, as in (43),
because that’s the information he has.

o T Epmgp ~Fprand T =y g5 JPI

The information of speaker and hearer, and the communicated contents, are clearly
centered around the same individual G(wq) in the actual world wy, if any such person
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indeed went down the edge. Here we see that the notions of information content,
information support and information update fit well together in the analysis of a
situation in which one speaker employs a pronoun to refer to an individual introduced
in the discourse by another. The other scenarios we have discussed above fit our notion
of support in an analogous fashion. The point made here about supporting witness
functions for indefinite noun phrases and pronouns, also applies to names (individual
constants), of course. While it may be hard to sort out which specific witness function
a speaker has in mind when she uses an indefinite noun phrase, for a proper name
this process is often easy, for each individual constant comes with its own individual
concept which is a very natural concept to use it for. This is not to say, though, that
we always use a name this way; not when we say, for instance, that Fred might not
have been called ‘Fred’.

To conclude this section, I apply the concept of support to illuminate a puzzle
raised by Charles Saunders Peirce. (Also the following analysis neatly fits in the
proposal made in Cresswell (2002); this time formally as well.) The puzzle, very
concisely, is this. The following two formulas are equivalent in first order predicate
logic.

(o) @xWx <« VxTPx);

(B) Ix(Wx <« TPx).

InRead (1992), Stephen Read presented a situation to evaluate two natural sentences,
the meanings of which appear to be captured by the above two formulas. The situation
is that a sweepstakes takes place, a thousand people are in the position to participate,
and each participant brings in one dollar. So if n people participate, one of them wins
n dollars. Now consider the following two statements.

(a) Someone wins $1,000 if everyone takes part.
(b) Someone wins $1,000 if he takes part.

Statement (a) is obviously true in the situation as described. Statement (b), however,
may raise people’s eyebrows. This statement provides or suggests inside information
that does not directly follow from the description of the situation. The puzzle is, how
can that be, if () and (/) render the meanings of (a) and (b)? If the first two are
equivalent, then the second two should be equivalent, too. But they don’t seem to
be. What is going wrong here? Our judgment of the sentences (a) and (b)? Their
translation into («) and (5)? Or perhaps the equivalence of the latter?

A PLA style analysis of the situation reveals what is going on. First observe that
an utterance of (b), but not of (a), naturally raises the question: Who? For it suggests
that there is someone with the special property that if he takes part, he wins. (The
property is even more special, since his taking part would make all other take part
as well, otherwise he doesn’t win the full $1,000.) If we know who has this special
property, we have good enough reason to convince him to take part. Where does
this suggestion come from? Consider what concept J of the speaker could make her
information state o support her utterance of (b), rendered as (/) above.

o 0 =up g6 IX(Wx < TPx)iff
0 EMglx/s) (Wx < T Px) iff
Yw € o: 6(w) € I(W)(w) if §(w) € I(T P)(w).



72 3 Information Update and Support

We find that the speaker should indeed have a concept § at her disposal of someone
who, according to her information, wins $1,000 if he takes part. What concept can
that be? It can be the concept of a person of which the speaker thinks he is not going
to take part anyway. It can also be the concept of a person of which the speaker thinks
he is going to win $1,000 anyway. Gricean reasoning disallows these explanations,
because if they provide the speaker’s evidence for his assertion, the assertion would
violate Grice’s quantity maxim. Another concept is one of a person of which the
speaker doesn’t know whether he will participate or not, but of whom she does
believe that if he will participate, he will win this $1,000. Here is our lucky bird. The
speaker seems to know of a predestined winner, or she has inside information that
the whole sweepstakes is set up.

The story does not happily end here, though. Read’s sweepstakes situation sup-
plies another concept that enables an information state to support formula (3) or
example (b). This is a hybrid concept that corresponds to the concept of the winner
in all possibilities in which everybody participates, and to the concept of an arbitrary
drop out if at least one person doesn’t take part. This witness function renders (3) sup-
ported by any information state that incorporates the description of the sweepstakes
situation. However, even though the concept itself cannot be ruled out as unnatural,
it doesn’t seem to fit in a reasonable conception of the sweepstakes situation, that
is, it does not belong to any natural conceptual cover of the situation. The amended
version of the support relation thus rules this out, so the story does happily end after
all.

The overal conclusion of this discussion is that («v) and (/) do render the meanings
of examples (a) and (b), and that the two formulas do have the same truth conditions,
in PL and, hence, in PLA. In PLA however, (3) and (b) have additional satisfaction
conditions. They require a supporting witness together with the cover it is drawn from,
and on the level of information support these combine with pragmatic information
to yield the stronger reading which Pierce and Read have observed.

3.4 On the Contextualist Debate

With our use of witnesses, the notion of a dynamic conjunction, and our focus on
issues of update, support, and information exchange, we have obviously, and delib-
erately, incorporated arguably pragmatic aspects of meaning in the interpretational
architecture. ‘Dubious business’, some may claim, as for instance those who, like
Gareth Evans maybe, live in Plato’s, Frege’s, Russell’s or Carnap’s heaven. Going
this way, you spoil the autonomy of semantics, of logic, and put much of philosophy
up for grabs. Others may be less discomforted, like those who have felt uneasy about
the old-fashioned practice of throwing all unsolvable syntactic/semantic problems
in the proverbial pragmatic wastebasket (Bar-Hillel 1971). One may rejoice that we
continue cleaning up that bin. Yet others again may welcome this pragmatic move,
and welcome me at their side, arguing this is just a first step into seeing that every-
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thing is pragmatic after all, and once this is properly acknowledged, we all see there
is no room left for semantics proper.

With the last reaction we enter the so-called ‘Contextualist debate’. I say
‘so-called’, because the discussion does not consist much of arguments support-
ing conclusions. The debate is often presented as one between contextualists on the
one hand, who claim that the interpretation of linguistic utterances is so inherently
context-dependent that there is no sensible room left for any context-independent
semantics proper; and on the other hand so-called minimalists, who fight for the
right of something like a formal semantics, delivering minimal propositions as core
meanings associated with linguistic constructions. In what follows I will attempt
a constructive reply to the contextualists’ arguments. I accept almost all of their
arguments, without any inclination to agree with their destructivist conclusions.

The contextualist challenge consists in series of arguments showing to what a
massive extent pragmatic and contextual phenomena determine the interpretation
of utterances on all syntactic levels. Let us review some of these types of observa-
tions with regards to the crucial realms of reference, predication, quantification, and
construction.

Reference There exists quite established consensus, since Donnellan (1966, 1978),
that the following example can be used to convey information about a man who
hasn’t murdered Smith.

(48) Smith’s murderer is insane.

If uttered in the right context, with people sharing the same, mistaken, assumptions, a
person who is not Smith’s murderer can be taken to be so, and thus serve as the referent
of the predication that he is insane. Saul Kripke, not convinced that the phenomenon
addressed by Donnellan is semantically relevant, agrees that an utterance can be used
in such a way, and he adds two more relevant examples (Kripke 1979b):

(49) Jones is raking the leaves.
(50) A: Her husband is nice to her.
B: He is nice to her, but he is not her husband.

The man actually said to be raking the leaves can be mistakenly identified as Jones,
but even so an utterance of (49) may successfully communicate that &e, not Jones, is
raking the leaves. Example (50) can be used in relation to a wandering couple, whom
the speaker assumes to be married, while, apparently, the hearer knows better. Yet,
what is communicated, and what the hearer agrees upon, clearly, is that the man who
is not her husband is nice to her. What a semantic theory would say about the meaning
of the uttered sentences in these examples is orthogonal to some extent to what is
communicated. The intended reference is accomplished, but not, or not obviously,
by semantic means. An even more striking case is one from Nunberg (1979):

(51) The ham sandwich wants to pay.

The definite noun phrase “the ham sandwich” is used to pick out the person who
ordered a ham sandwich in a restaurant, while, of course, strictly speaking the sen-
tence itself is not about a person, but expresses a somewhat unexpected inclination
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of a ham sandwich. If language is a means for communication, then, in the above
examples, context plays a larger role in determining the referents spoken about than
say the literal meanings of the denoting words employed.

Predication Consider the following utterance, at the edge of a lake, on a very hot
August afternoon.

(52) The water is polluted.

It may be clear what the referent of “the water” is (the water in the lake). The intention
of the utterance may also be clear: you better not go swimming in there, let alone
drink from it. All of this can be very clear, even though many questions can be asked
as to what the speaker means by saying that the water to be polluted. Is every bit of
the water polluted? Or most, or just an unknown part of it? Or is there just a couple of
barrels filled with chemicals at the bottom of the lake? The speaker may fail to know
the answer, and may not even care a bit about these questions. Does this mean that
the speaker doesn’t know what she says? Or is what she says the disjunction of all
affirmative responses to these questions, a proposition like “The water contains some
substance which might be dangerous to your health”? Prima facie, this proposition
is too weak to make any sense, and, on second thought, it may seem to stand in need
of further analysis itself. Still, even without deciding upon a specific proposition,
the purpose of the message is clear enough: don’t go in the water and don’t drink it.
Something essentially similar holds for a statement like:

(53) The mountains are dangerous.

One may ask, “dangerous, in what sense?” “Are the slopes slippery? Are there moun-
tain lions? Will the desert rocks have a fatal effect on my desperate mood?” In a given
context, any such thing can be meant, or, as in the case of the polluted water, not
even such a single thing. Still, again, the message can be clear: stay in the valley.

A typical example often discussed in the literature concerns the apparent ‘simple’
qualification of something as red.

(54) The car is red.
Francois Recanati remarks:

“(...) in most cases the following question will arise: what is it for the thing talked about
to count as having that colour? Unless that question is answered, the utterance ascribing
redness to the thing talked about (John’s car, say) will not be truth-evaluable. It is not enough
to know the colour that is in question (red) and the thing to which that colour is ascribed
(John’s car). To fix the utterance’s truth-conditions, we need to know something more—
something which the meanings of the words do not and cannot give us: we need to know
what it is for that thing (or for that sort of thing) to count as being that colour. What is it for
a car, a bird, a house, a pen, or a pair of shoes to count as red? To answer such questions, we
need to appeal to background assumptions and world knowledge.” (Recanati 2005, p. 183)

The issue is pushed further in an example from Anne Bezuidenhout.

(55) Chris has been sorting red apples.
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“We’re at a county fair picking through a barrel of assorted apples. My son says ‘Here’s a red
one,” and what he says is true if the apple is indeed red. But what counts as being red in this
context? For apples, being red generally means having a red skin, which is different from
what we normally mean by calling a watermelon, or a leaf, or a star, or hair, red. But even
when it is an apple that is in question, other understandings of what it is to call it ‘red” are
possible, given suitable circumstances. For instance, suppose now that we’re sorting through
a barrel of apples to find those that have been afflicted with a horrible fungal disease. This
fungus grows out from the core and stains the flesh of the apple red. My son slices each
apple open and puts the good ones in a cooking pot. The bad ones he hands to me. Cutting
open an apple he remarks: ‘Here’s a red one.” What he says is true if the apple has red flesh,
even if it also happens to be a Granny Smith apple.” (Bezuidenhout 2002, p. 107)

Now one may wonder, can we say that Chris was sorting apples yesterday, and
today he did it again? Can we say that what he did today was the same thing that he
did yesterday? Surely, one can say he has been sorting apples both days, so, yes, it
was the same thing, or the same kind of thing that he was doing. But if it comes to
his sorting red apples, are we still inclined to say he has been doing that both days?
It doesn’t seem so. It also doesn’t seem to be appropriate to say he was doing the
same thing in a different way. It seems he was really doing a different thing these two
days, but both activities are appropriately described as sorting red apples. Shouldn’t
we conclude from this, then, that ‘sorting red apples’ is ambiguous, at least? And
when it comes to the core term in this example, ‘red’, shouldn’t we conclude that
it is ambiguous between at least the readings ‘red on the outside’ and ‘red on the
inside’? And, so the arguments goes, shouldn’t we conclude that ‘red’ is ambiguous
in many unexpected ways, so that, eventually, it cannot be assigned a meaning?
Quantification Quantifiers are typically context-sensitive as well.

(56) Some philosophers are not from France.

Besides the probably not uniquely answerable question who or what to count as a
philosopher, a statement like this is often used with a specific domain of quantification
in mind, so that it means something like “some philosophers attending the present
conference,” or “some philosophers we have been studying lately.” The point here
is, or so it has been argued, that one doesn’t seem to construe or understand a most
general and context independent proposition first, like “Some philosophers in the
entire universe are not from France,” and then derive from this a more specific, and
more informative one, to the effect, for instance, that some of the philosophers at this
conference are not from France. Rather, it seems, that in a given context one directly
interprets the phrase “some philosophers” as “some philosophers at this conference,”
or any of the other specifications. But then, contextualists ask, what role would the
most general, and trivial proposition have to play here in the first place?

While many facts about natural language determiners are basically
well-understood, with the work originating from Barwise and Cooper (1981) and
many subsequent studies, these very same expressions also interact with their lin-
guistic context in ways which have not been explored and clarified fully yet. Here are
two examples, a careful inspection of which requires an adaptation of the respective
head determiners “All,” “Five,” “No,” and “Most™:

(57) { All/ Five / No } boy scouts teased girl scouts and covered each other.
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(58) Most orphans who got a present from their tutor thanked him for it.

Without going in the details a suitable interpretation of (57) has to adapt the basic
interpretation of the noun phrase(s) “{ All / Five / No } boy scouts” to something
which they may have done group-wise, and such that “cover each other” can be pred-
icated of them. Likewise, the head determiner “Most” in example (58) must allow
the restrictive property of being an orphan who gets a present from his or her tutor,
to interact, or co-vary, with the scopal property of thanking the tutor for the present.
This is not the place to actually see how these adaptations work out, but just to note
that various proposals for sophisticated modified interpretations of these determiners
have been made, by Kamp and Reyle (1993), Chierchia (1995), Nouwen (2003), and
Brasoveanu (2008). These proposals do not converge on a most basic meaning of
these determiners, but, rather, if combined, they create highly complicated interpre-
tations apt for worst case scenarios, in which plurals and anaphora conspire, with
who knows what else types of phenomena. It seems unlikely that under such an
adaptive approach the ‘Real Meanings’ of the determiners are going to be uncov-
ered. But then, or so it is argued, the sophisticated adapted interpretations should be
properly conceived of as contextual adaptations themselves. Not shying the word, as
‘pragmatically infected’ interpretations.

Construction Simple numeral determiner phrases can be combined with a simple
transitive verb and produce an equally simple cumulative reading:

(59) Twenty-five Dutch firms own three-hundred fourty-six Irish cows.

The, rather likely, cumulative, interpretation is that, if we look at the relation between
x and y such that x are Dutch firms owning Irish cows y, then we count 25 owners,
and 346 ownees. The example, and its interpretation, has been presented in Scha
(1984) and Keenan (1992) has argued that it guides us beyond the Frege boundary—
very roughly speaking, beyond first order logic. What this means, essentially, is
that we have a construction, or context, in which the basic, or literal, noun phrase
meanings are provably insufficient to produce the intended interpretation of the whole
construction.

A related point arises when we reflect upon an example from Hendriks (1993),
which is, deliberately it seems, rather unusual:

(60) Thomas seeks a fish or a bike.

This relatively simple seven word sentence can be assigned a large number of inter-
pretations, using various tools developed and motivated in formal semantic systems.
Here 1 list five of them, with corresponding glosses, but more can be generated.

e SEEK(t, \P(A_FISH(P) v A_BIKE(P))) (“Thomas is looking for whatever is a
fish or bike; any such thing suits his purpose; hell knows why.”);

e (A_FISH(MxSEEK(t, \P P(x))) VA_BIKE(AySEEK (t, \P P(y)))) (“There is
particular fish Thomas is looking for, or a particular bike; I don’t know which of
the two he has set set his mind on.”);

e (SEEK(t,A_FISH) v SEEK (t, A_BIKE)) (“Thomas is looking for whatever fish,
or he is looking for whatever bike, I don’t really know which of the two.”);
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e A_FISH(Ax A_BIKE(\y (SEEK (t, A\P (P(x)V P(¥)))))) (“Thereis a (particular)
fish and a (particular) bike such that Thomas seeks whatever is either one of the
two. God moves in a mysterious way.”);

e (SEEK(t,A_FISH)VA_BIKE(\y SEEK (t, AP P(y)))) (“Thomas seeks whatever
fish, or a particular bike. I am so stoned.”)

No matter how unlikely the sentence or one of its glosses is, with a bit of creative
imagination one can think up a situation exactly described by the gloss, and the
idea then is that one might be tempted to report that situation by uttering (60). If
so, and I believe I could do so, one might be tempted to, after all, conclude, that
the sentence (60) is so multiply ambiguous, and that it has all these readings. This
would be correct, if by “multiply ambiguous” we mean “subject to a multitude of
interpretations.” However, it seems very hard indeed to believe that such a, relatively
simple, sentence has all these readings—that knowing its meaning boils down to
realizing all these readings, and that in any context of utterance we have to select an
appropriate one of them. Rather, or so the contextualist can argue, the sentence has
only one analysis, e.g.:

(61) [s[np THOMAS][y p SEEK[Np[np A_FISH] OR [y p A_BIKE]]]]

It is only in a specific context that the building blocks get put together, in a specific
way, which hearer and speaker may quarrel about and negotiate.

Considerations like those given above, and many others can be supplied at will,
lead, unavoidably it seems, to the conclusion that there is an indefinite number
of fairly unanswerable questions about the core mechanisms of meaning in actual
practice—viz., reference, predication, quantification, and construction; moreover,
assuming that language derives its meaning, not because it is a God given heavenly
instrument, but from its actual use, to claim that these meanings are well established
and firmly given seems preposterous and it seems that in certain, or maybe all, con-
texts their specific details escape our notice, or are derived despite these firmly given
meanings.

As a matter of fact, rather destructivist conclusions have been drawn from such
observations. “The evidence in favour of contextualism is provided by indefinitely
many examples in which the same sentence, which does not seem to be ambiguous, is
used in different contexts to say different things (Recanati 1994, p. 9)”. “According to
these philosophers, sentences can never express complete propositions independent
of context, however explicit speakers try to be. In other words, content is always
under-determined by the linguistic material (Recanati 2006, pp. 22-23).” Emma
Borg summarizes the current feeling as follows: “These days, the natural descendent
of the formal approach, known as minimalism, has been consigned to the margins: not
everyone rejects minimalism, but lots of people do. Minimalism is rejected in favour
of contextualism: roughly, the idea that pragmatic effects are endemic throughout
truth-evaluable semantic content (Borg 2007, p. 339).”

Even minimalists who defend the formal semantic semantic enterprise tend
to agree with these negative conclusions. Emma Borg, for instance, submits that
“according to the minimalist (as I construe her) there is an entirely formal route to
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meaning. This means not only that every contextual contribution to semantic content
must be grammatically marked but also that those features contributed by the con-
text must themselves be formally tractable (Borg 2007, p. 358).” This amounts to
saying that there is hardly any formal meaningful structure which is not pragmatic.
Cappelen and Lepore, who also defend semantic minimalism, as well as ‘Speech Act
Pluralism’ (‘SPAP’), conclude that “SPAP is not really a theory; it’s a collection of
observations, one of which is that there can be no systematic theory of speech act con-
tent ((Cappelen and Lepore, 2005)[p. 190]).” In the same spirit, Pagin and Pelletier
(2007) aims to preserve a classical compositional architecture of interpretation, but
one that allows Recanati’s pragmatic processes of enrichment, loosening, and seman-
tic transfer to interfere on every node in the construction tree, or in the corresponding
meaning-tree. This, obviously, means taking the contextualist’s arguments to heart,
and surrender to the pragmatic hegemony which practically may overrule anything
that has been called semantic ever before in the ensuing architecture.

Giving things a thought, however, I don’t believe the situation is so dramatic.
The preceding discussion may paint a bleak future for semanticists, if one believes,
along with the early Wittgenstein and other analytic philosophers, in something like
the ultimate analysis of a sentence. Some such thing may speak from the following
propositions [(from Wittgenstein (1922)]:

2.0201 Jede Aussage iiber Komplexe ldsst sich in eine Aussage iiber deren
Bestandteile und in diejenigen Sétze zerlegen, welche die Komplexe vollstindig
beschreiben.

2.0211 Haitte die Welt keine Substanz, so wiirde, ob ein Satz Sinn hat, davon
abhingen, ob ein anderer Satz wahr ist.

2.0212 Es wire dann unméglich, ein Bild der Welt (wahr oder falsch) zu entwer-
fen.

The reduction ad absurdum in proposition 2.0211 relies on the assumption, not
disputed there, that sentences in the end have meanings, independent of further
analysis—that is, independent of other sentences being true or not. The later Wittgen-
stein, has quite nicely reformulated this intuition, in order to seriously qualify it next.
In §99, Wittgenstein restates one of the main tenets from the Tractatus as follows:

§99 Der Sinn des Satzes — mochte man sagen — kann freilich dies oder das offen
lassen, aber der Satz muf} doch einen bestimmten Sinn haben. Ein unbestimmter
Sinn, — das wire eigentlich gar kein Sinn. — Das ist wie: Eine unscharfe Begren-
zung, das ist eigentlich gar keine Begrenzung. Man denkt da etwa so: Wenn
ich sage “ich habe den Mann fest im Zimmer eingeschlossen — nur eine Tiir
ist offen geblieben” — so habe ich ihn eben gar nicht eingeschlossen. Er ist nur
zum Schein eingeschlossen. Man wire geneigt, hier zu sagen: “also hast du
damit garnichts getan”. Eine Umgrenzung, die ein Loch hat, ist so gut, wie gar
keine—Aber ist das denn wahr?

But is this true? Eventually, he conceives of it as a misconception in the Philosophis-
che Untersuchungen. His picture of the road indicator in paragraph §85 is revealing
in this context.
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§85 Also kann ich sagen, der Wegweiser 146t doch keinen Zweifel offen. Oder
vielmehr: er 143t manchmal einen Zweifel offen, manchmal nicht. Und dies ist
nun kein philosophischer Satz mehr, sondern ein Erfahrungssatz.

Many questions can be raised as to what a Wegweiser (road indicator) exactly indi-
cates, what direction it shows exactly, and with what amount of freedom. Reflecting
on all kinds of deviant contexts, it seems that we don’t have a full answer to the
question what the road indicator in all of these contexts really means. (For instance,
what is its meaning in the middle of the desert, or in five-dimensional space?) But
as a matter of fact, in all normal circumstances, any non-deviant road indicator is
perfectly clear, and we all know how to read it, and how to act upon what it signals
in all or most of our run of the mill activities in everyday life. The observation that
the indicator works well as long as it is embedded in our regular practices, is maybe
all that needs to be stated. It doesn’t require a Jack-in-the-Box meaning that makes
clear to us what its function in a particular context is. Already in the first paragraph
of the Philosophical Investigations, Wittgenstein has pointed out that every analysis
comes to an end, not because it is the final analysis, but because we simply stop
there. “Nun, ich nehme an, er handelt, wie ich es beschrieben habe. Die Erkldrungen
haben irgendwo ein Ende (Wittgenstein 1953, §1).”
Jason Stanley defends the formal semantic paradigm as follows:

Competent English speakers know the meanings of the words in the sentence ‘Some philoso-
phers are from New York.” They also know how to combine the meanings of each of the words
in this sentence to arrive at what is said by the utterance of the sentence, ‘Some philosophers
are from New York.” It is that linguistic competence that seems to be the source of their
ability to report correctly about the truth of what is said by that sentence relative to different
possible circumstances (...). (Stanley 2005, p. 221)

In response to the observation that more enters into the meanings of utterances,
Stanley notes: “The first response (...) is to attempt to preserve the clear and elegant
explanation in the face of the apparently recalcitrant data. The second is to abandon
the clear and elegant explanation of the source of our truth-conditional intuitions
in favor of a different one (Stanley 2005, p. 222).” Clearly, he prefers the first, not
wanting to abandon “the project of giving a systematic explanation of the source of
our intuitions” and instead “appeal to unconstrained and non-explanatory notions or
processes.” Even with the contextualist observations in the back of our minds to keep
on carrying out such a program makes sense.

We all have an idea of objects we refer to, even though we are unable to define
what an object is; we all know how to predicate stuff of things, even though we fail
to explain what any specific predication exactly amounts to; we all know what it
means to say that everybody, or most of my fellow students, have a certain property,
even though we cannot say for each occasion what it exactly says that the property
applies to all or most members of a certain group. In formal semantics one tries
and lays out the things which are known, without committing oneself to the things
which are unknown. Nobody denies that there are all kinds of structural properties
of languages, also on the level of meaning, ‘meaning’ intuitively understood here. A
semanticist can be justified to claim to work on revealing such structural properties,
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by simulating meaningful languages in formal models. This is not to say that these
models, or some entities or constructions in there, depict the ‘Real Meanings’ of
natural language utterances. Rather, they are coarse-grained simulations of parts
of meaningful language, displaying structural properties of meaning found in real
languages, or so we hope. Nothing in this picture entails that they should be like basic
meanings, which language users have to grasp, in order to put them into practice.
And why should one be tempted to do so? Surely one should not want to draw
analogous conclusions from the models economists, or sociologists, or biologists,
build to simulate, more or less realistically, economical, sociological, or biological
processes.

Language is an organism, which is alive, in action and in evolution, and which
is inherently social. Meaning, originally and eventually, lies in use. From a seman-
tic point of view, where semantics is conceived of as the (study of the) theory of
meaning, we cannot seriously close our eyes to pragmatic intrusions of meaning. No
autonomous semantics of natural language seems to be forthcoming, which can serve
as the input to a pragmatic theory of interpretation. But then, even if we adopt this
(radical) pragmatic perspective, we are still confronted with all kinds of systematic,
structural, meaningful aspects of natural language. Devices which systematically (but
not unavoidably) serve certain purposes, and certain structural purposes. Even from
this pragmatic perspective, bringing such aspects of use to light, and bring them
together in an orderly system is certainly worthwhile. Indeed, no system accom-
plishes this better than a formal system, and, then preferably, a system that reflects,
or models those systematic aspects of use. This reflection, set up in a fully general
form, by itself is not a theory of meaning, as it is not a system of interpretation. It
does not mimick or aim to mimick the ways in which agents produce and interpret
language, or their capacity to do so. It does, however, bring to light these systematic
properties, no matter how non-robust, contingent, and non-persistent they may be in
reality. Yet, bringing these structures to light, brings important aspects of language
to light. Conceived in this manner, semantics does not constitute a theory of mean-
ing; but, turning the table, I wouldn’t see either how pragmatics would ever offer
anything like a theory of the envisaged kind, if it has not extrapolated a job for the
semanticists.

The upshot of this whole discussion is that from the old-fashioned semanticists’
point of view, the pragmaticists may have won, or are in the process of winning
the battle, and the semanticist may have to surrender. But surely the pragmaticists,
who claim victory, like they did in the fifties and sixties of the previous century,
have nothing on offer instead. Besides case studies of single expressions in singular
contexts, they cannot supply us with any more than entirely contingent descriptions,
which are always subjective, or at least not objectifiable. If any real work is to
be done, they will have to agree that the old fashioned semanticists are the ones
that do the job, and build models, which do generalize to some extent. With them
only, theories will come off the ground. Upon further reflection the situation is even
worse. Herman Cappelen and Ernest Lepore argue that radical contextualism appears
to be internally inconsistent. “To interpret the sentences that express RC [Radical
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Contextualism, PD] you have to assume that RC is not true.” (Cappelen and Lepore,
2005)[extensively discussed on pp. 128-139]

In this whole picture dynamic semantics plays a peculiar role. It has been put
forward as a radical departure from old-fashioned theories of meaning, it has been
advertised as the new semantics which steals ground from the pragmaticists, and
cultivates it. This may be correct, historically speaking, but the situation is conceived
from a different perspective now. All semantics finds its roots in pragmatics, and
flourishes from there. Yet, there is good reason to say that there are semantic structures
and regularities to be revealed. Dynamic semantics can then be conceived of as the
kind of real semantics which wears its pragmatic roots on its sleeves.
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