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Preface

A large international conference on Advances in Engineering Technologies and
Physical Science was held in San Francisco, CA, USA, October 19-21, 2011,
under the World Congress on Engineering and Computer Science (WCES 2011).
The WCECS 2011 is organized by the International Association of Engineers
(IAENG). IAENG is a non-profit international association for the engineers and
the computer scientists, which was founded originally in 1968 and has been
undergoing rapid expansions in recent few years. The WCECS congress serves as
good platforms for the engineering community to meet with each other and to
exchange ideas. The congress has also struck a balance between theoretical and
application development. The conference committees have been formed with over
two hundred committee members who are mainly research center heads, faculty
deans, department heads, professors, and research scientists from over 30 countries
with the full committee list available at our congress web site (http://www.iaeng.
org/WCECS2011/committee.html). The congress is truly international meeting
with a high level of participation from many countries. The response that we have
received for the congress is excellent. There have been more than six hundred
manuscript submissions for the WCECS 2011. All submitted papers have gone
through the peer review process and the overall acceptance rate is 52.68 %.

This volume contains 30 revised and extended research articles written by
prominent researchers participating in the conference. Topics covered include
chemical engineering, circuits, communications systems, control theory, engi-
neering mathematics, systems engineering, manufacture engineering, and indus-
trial applications. The book offers the state of art of tremendous advances in
engineering technologies and physical science and applications, and also serves as
an excellent reference work for researchers and graduate students working with/on
engineering technologies and physical science and applications.

Sio-Iong Ao
Haeng Kon Kim

Burghard B. Rieger
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Chapter 1
Adaptive Three-Bit LDPC Decoder
Quantization

Raymond Moberly, Michael E. O’Sullivan
and Khurram Waheed

Abstract This chapter presents two related 3-bit quantizations for the sum-product
algorithm that are suitable for an adaptive decoder implementation using program-
mable logic. Our decoder design combines the parity-check and variable-node-
update steps into a single computation. The hardware requirements are considered
and compared to the published work of Planjery et al. Decoder performance in the
waterfall region is obtained by simulation.

Keywords Belief propagation � Finite precision � Iterative decoding � Low
density parity check codes � Nonlinear quantization � Sum-product algorithm

1.1 Introduction

Low density parity check (LDPC) codes are well suited for error-correction
applications. However, the challenge is to find strategies that will enable efficient
implementations while ensuring good performance. Iterative decoder designs with
limited-precision quantization, suitable for digital logic implementation, appear in
the works of T. Zhang and Parhi [1], and Planjery et al. [2], and Z. Zhang et al. [3].
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In [4] we presented two 3-bit quantizations for a sum-product algorithm LDPC
decoder on a Gaussian channel. This chapter expands upon the decoder design and
refines the synthesis results. In our examinations of many 3-bit quantizations, our
best choice of quantization changes as the channel conditions change. We propose
an adaptive design that changes between our two selected quantizations based
upon the channel condition.

Our experiments are with a rate-(1/2) length 1162 binary LDPC code; it is from
a family of codes that our research group has generated using permutation matrices
[5, 6]. The cyclic permutation structure is known to have efficient hardware
implementations [7–9].

1.2 Scope

The sum product algorithm (SPA) was simulated on a computer cluster, using look-
up tables based upon 3-bit quantization, for 10 iterations. We determine the per-
iteration computational latency and evaluate trade-offs, between iterations and
computation per-iteration, which contribute to total latency and total decoding gain.
Our quantization, with 10 iterations, surpasses the performance of the decoder by
Planjery et al. with 100 iterations. Gain versus latency is our comparison criteria,
although we discuss other potential criteria. In an engineering application, the
designer could attempt to maximize throughput or minimize power consumption.

We are particularly motivated to achieve low-latency decoding in the waterfall
region. For voice communication and video streaming, a partial packet (with one
or more uncorrected errors) is preferable to an entirely lost packet; and a correctly
re-transmitted or excessively delayed out-of-order packet is useless. Moderate
error rates (10-3–10-5 BER) in the content coming out from the decoder are
acceptable for these applications.

1.2.1 Circulant Permutation Matrix

The experiments are performed with a quasi-cyclic LDPC code constructed using a
method that yields permutation-based parity-check matrices with large girth [5];
this particular graph is constructed with a girth of 10. Here r is an 83-by-83 matrix
of the form

r ¼

0 1 0 � � � 0
0 0 1 0
..
. . .

. ..
.

1 0 0 � � � 0

2
664

3
775:

2 R. Moberly et al.



We can create circular shifts: rj is the original submatrix circularly shifted by
j-1 positions, therefore r0 has the form of an identity matrix. H is a block parity-
check matrix comprised of circulant permutations. The code, C, is the set of
vectors in the null space of H. The 1162-bit length of C is in proximity to the
lengths of LDPC codes in other research.

H ¼

r0 r0 r0 0 0 0 0 r0 r0 r0 0 0 0 0
r0 0 0 r0 r0 0 0 r1 0 0 r0 r0 0 0
r0 0 0 0 0 r0 r0 0 0 r2 r3 0 r0 0
0 r0 0 r2 0 r4 0 0 r9 0 0 r13 r16 0
0 r0 0 0 r5 0 r1 r19 0 0 0 0 r11 r0

0 0 r0 0 r6 r13 0 0 r32 0 r40 0 0 r30

0 0 r0 r7 0 0 r17 0 0 r26 0 r49 0 r53

2
666666664

3
777777775

1.2.2 FPGA Implementation

Because the field programmable gate array (FPGA) offers a very rapid pathway to
concept verification, it fostered our exploration of the trade-offs between precision and
computational speed. The application specific integrated circuit (ASIC) also offers
customized precision and designer-defined variable data types that are not available in
microprocessors, but at a high development cost. The FPGA synthesis results in this
chapter, serve as an indicator of hardware complexity, size, and speed trade-offs; we
anticipate that the comparisons of our designs in the FPGA domain would translate to
proportional advantages in the ASIC domain. An FPGA solution [1] in the literature
achieved LDPC decoding using operands with just 5-bits. Our own prior research [10]
explored tradeoffs between the number of bits of precision and the number of decoding
iterations. The regular LDPC decoder has a very repetitive structure; for our (6, 3)-
regular code, each variable node outputs three update messages. We implemented the
logic of one output message, determined the latency, and then implemented all three
outputs in order to observe the consequent speed and size.

The Altera DE2 development board was selected for this work and requested
from and provided to us by the Altera Corporation as a university research grant.
The FPGA on the DE2 board is the Cyclone II EP2C35F672C6 N with 33,216
programmable logic elements.

1.2.3 Formulation of the Iterative Algorithm

Our quantization is applied to the computationally-efficient SPA formulation of
[11]. Figure 1.1 shows the iterative algorithm formulations of three formulations
of the SPA [12–15] that we analyzed in the ISIT 2006 paper. Each is illustrated

1 Adaptive Three-Bit LDPC Decoder Quantization 3



cycling through probability representations, where the variable bit-to-check (l)
messages and the check-to-bit (v) messages can be expressed in terms of proba-
bilities, differences dp = P(0)-P(1), ratios qp = P(0)/P(1), or log-likelihood
ratios kp = log qp. The dp representation transforms [0, 1] probability values to
the range of [–1, +1].

Our two formulations, shown in Fig. 1.2, which represent probabilities as
differences (dp) or as log-likelihood ratios (LLR) offered significant computational
advantages by requiring fewer processor instructions [11]. Transforming multi-
plication operations into addition operations in the log domain also increases
performance on computer processors with arithmetic logic units that can perform
addition more rapidly than multiplication [16–20]. The differences diminish when
only a few bits of precision are in use.

As Han and Sunwoo showed [21], the LLR calculations involve one particu-
larly obstructive computation, an inverse hyperbolic tangent function; their
limited-precision computation involves a lookup table for this calculation.
Z. Zhang et al. have also looked at fixed-point LLR quantizations using 5, 6 and 7
bits [3]. In these implementations, the hyperbolic tangent function is a substantial
part of the design effort and computational work. The algorithm formulations that
we devised do not contain a hyperbolic tangent calculation.

In this paper, instead of looking at the parity check and variable-node update as
two separate actions, we will present the cycle as a single computation with one
quantization applied per iteration.

1.2.4 Comparing BSC and AWGN

This chapter compares decoding results on an additive white gaussian noise
(AWGN) channel with competing published results that use the Binary Symmetric
Channel (BSC). The BSC bit-crossover probability, a, can be determined from the
Gaussian signal to noise ratio (SNR), Eb/N0, by

a ¼ 1=2 erfcð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Eb=N0

p
Þ:

For decoders with floating-point belief propagation, there is an almost 2 dB
difference in performance. As Fig. 1.3 shows, the difference is about the same for
bit error rate (BER) and frame error rate (FER). These serve as reference curves;
we have 2-bit limited-precision sigmoid-based quantizations that approach the

Fig. 1.1 Iterative
formulations in the literature

4 R. Moberly et al.



BSC curve, and the 3-bit quantizations presented in this chapter surpass it.
Considering the 2 dB loss, it seems appropriate to receive soft decisions when
there is soft-information in the decoder. Our decoder design assumes a soft-
decision receiver.

1.3 Planjery’s Beyond Belief Propagation

Planjery et al. devised 2-bit and 3-bit quantized decoding designs for the decoding
of LPDC codes on the BSC. These algorithms begin with a single bit quantization
(a hard decision) at the receiver. Another quantization occurs at each parity check,
and messages are quantized at each variable-node update. Other algorithms in the
literature quantize in a similar two-quantizations-per-iteration fashion; as illus-
trated in Fig. 1.4.

We replicated the quantized 3-bit algorithm specified in Planjery’s paper [2].
To verify our implementation, we replicated their decoding results (100 iterations)
using the published codes (benchmarks) that they used for testing. We then ran
simulations upon C, with both 10 and 100 iterations. The results are the two upper
curves of Figs. 1.5 (BER) and 1.6 (FER).

Fig. 1.2 Our proposed formulations of the sum-product algorithm

Fig. 1.3 Decoding
difference between AWGN
and BSC channels, using C

1 Adaptive Three-Bit LDPC Decoder Quantization 5



Planjery also produced, using a specialized 3-bit proprietary quantization and
algorithm, improved results through an approach designed to overcome the influence
of trapping sets. With Shiva Planjery’s gracious cooperation we were able to obtain
the resulting performance curve of their proprietary decoder applied to the LDPC

Fig. 1.4 Quantization of the
variable nodes and the parity
computation

Fig. 1.5 BER for the
published and proprietary
decoders of Planjery et al.,
using C

Fig. 1.6 FER for the
published and proprietary
decoders of Planjery et al.,
using C

6 R. Moberly et al.



code that came from our own permutation construction. Transformed from their
crossover probability to our SNR axis, this curve is shown in Figs. 1.5 (BER) and 1.6
(FER) and repeated in Figs. 1.10 and 1.11 as a comparison for our quantizations.

1.3.1 Synthesis of the Planjery-Vasic 3-bit Decoder

We implemented the published 3-bit logic in Verilog HDL. The synthesis results,
targeting our Cyclone II FPGA, were reported by the Altera Quartus II software,
giving a baseline for the cost of their published algorithm. The single bit compu-
tation used 138 logic elements and had a longest path delay of 20.489 ns. If we were
to compute 1162 bits (the length of our LDPC code) simultaneously, the footprint
would expand to 160356 logic elements. If we were to compute, sequentially, the
100 iterations used in Planjery and Vasic’s simulations, the decoding latency would
be multiplied to 2.0489 microseconds. We programmed this design into the DE2
board for verification and demonstration.

Their second stage proprietary rule accounts for about 1.5 dB additional
decoding gain and it increases the implementation logic and latency by an amount
unknown to us. The quantizations that we propose in the following sections require
more logic elements than their baseline, but our performance results show a great
return from the additional logic.

1.4 Our Quantization Work

This section explains how and where quantization is applied within the algorithm,
what quantizations we chose to use, and the results that we obtained. We start from
the dl SPA formulation we proposed in [11].

1.4.1 One Computation per Iteration

The SPA is typically described as two computational steps. We treat the iteration
as a combined-step instead of the two separate steps; quantization is applied once
rather than twice in an iteration. The intermediate parity-check values are indi-
rectly quantized, but not specifically by the design. Figure 1.7 illustrates the
whole-iteration computation.

1.4.2 Quantization Scales

Our formulation and quantization values are expressed in dl representation. Several
5-bit quantizations proved to be very effective in LDPC decoding in our previous

1 Adaptive Three-Bit LDPC Decoder Quantization 7



effort [10]. Among the quantization schemes tested was one using the sigmoid
function, S(x) = 1/(1 ? ex). In [4] we presented two related 3-bit sigmoid-based
quantizations, using sigmoid function evaluations at certain intervals to determine
the discrete scale values S(x): x = ± 1.5 n = ± {1.5,3.0,4.5,6.0} and x = ± 2.0
n = ± {2.0,4.0,6.0,8.0}. These show particular promise for decoder quantization
over a tested range of Gaussian channel SNR values.

The chosen step thresholds are the means between the step heights. The step-
function mapping of dp assigns the quantized value si, choosing i such that
ti-1 B dp B ti. The two tested quantization scales are titled the ‘‘635’’ sigmoid-
based quantization, illustrated in Fig. 1.8a, and the ‘‘762’’ sigmoid-based
quantization, illustrated in Fig. 1.8b. Step and threshold values for both quantiza-
tions are given in Tables 1.1 and 1.2.

Notice how, for both scales, the precision is concentrated in the regions of
greatest certainty; the step functions have finely-spaced steps at the two extremes.
This family of quantizations suggest an implementation strategy for varying the
decoder precision; such a strategy could compete with other adaptive error
correction technologies that have been developed (rate compatible codes, etc.).

Fig. 1.7 Quantization of the variable nodes. One quantization per iteration

Fig. 1.8 Sigmoid-based quantizations (a) ‘‘635’’ and (b) ‘‘762’’

8 R. Moberly et al.



The two quantizations tested differ only in how the x values of the sigmoid S(x) are
selected, their similarities might simplify the implementation of an adaptive design
offering both quantizations.

1.4.3 Decoder Performance

One of our quantization scales was better for low SNR conditions and the other
was better for high SNR conditions, as SPA simulation results show in Figs. 1.9
(BER) and 1.10 (FER). Our quantized designs were tested with 10 iterations;
increasing to 100 iterations resulted in only minor additional gains (1/4 dB BER,
1/3 dB FER). The graphs show comparable results from a simulation by Planjery,
using their proprietary decoder upon our code C.

The small thin vertical bars on the graphs show the upper end of a 95 %
confidence interval for each of our simulation result values. These confidence
intervals can be reduced with longer simulations (more samples). The confidence

Table 1.1 Step values ‘‘S’’ (dl) for the ‘‘635’’ and ‘‘762’’ quantizations

-S4 -S3 -S2 -S1 S1 S2 S3 S4

‘‘635’’ -0.995 -0.98 -0.90 -0.64 0.64 0.90 0.98 0.995
‘‘762’’ -0.999 -0.995 -0.96 -0.76 0.76 0.96 0.995 0.999

Table 1.2 Threshold values ‘‘T’’ for ‘‘635’’ and ‘‘762’’ quantizations

-T3 -T2 -T1 T0 T1 T2 T3

‘‘635’’ -0.99 -0.95 -0.77 0.0 0.77 0.95 0.99
‘‘762’’ -0.99 -0.98 -0.86 0.0 0.86 0.98 0.99

Fig. 1.9 BER for our
sigmoid-based ‘‘635’’ and
‘‘762’’ quantizations, using C
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intervals that we present are small enough to firmly assert the claims that: ‘‘762’’
outperforms ‘‘635’’ over the [4.0, 5.0] SNR range and ‘‘635’’ outperforms ‘‘762’’
over the [1.0, 3.5] SNR range.

The BER gain is about 0.9 dB better than the Planjery and Vasic proprietary
algorithm over a substantial range. Somewhat less substantial FER gains, around
0.5 dB, are also seen over most of the tested SNR region. A design adapting between
our two quantizations outperforms their approach over the entire tested range.

1.4.4 Synthesis Results

In our quantization approach, as described above, limited precision is applied to the
receiver sampling and to the variable-node updates. Using this, we implemented a
combined parity-check and variable-node-update calculation using a mixture of
calculations, logic, and a lookup table. The 3-bit inputs into each (6,3) parity check
yield one of 112 possible values (that is far less than the 2(395) apparent input
combinations). Another way to express this is as an imputed quantization—the
parity check output requires no more than seven bits, since 112 \ 27. Two parity
checks and the original sample factor into the update calculation, specified as a
112 9 112 9 8 lookup table. Additional symmetries make it unnecessary to
implement this complete table. Our technique for finding the simplifications was to
allow the Altera Quartus II synthesis tool to do the simplifying for us. For our tested
quantizations, the tool consistently digested the lookup table (specified in Verilog
HDL) and produced a result with a complexity reduced by a factor of about 1000.
The cost for each effort was an overnight (8 1/2 h) run of the Quartus II synthesis,
place, and routing tool.

The tool returns the number of logic elements (LE), which are required for the
design and it computes, after placing and routing in an optimal manner, the longest
path delay (LPD) between any pair among the inputs and outputs. The inverse of

Fig. 1.10 FER for our
sigmoid-based ‘‘635’’ and
‘‘762’’ quantizations, using C
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the LPD is the highest appropriate clock frequency for the logic when used in a
clock-synchronous design. The synthesis results for our two quantizations are
reported in Table 1.3.

Calculating one variable update using two associated parity checks, synthesized
to less than 5,000 logic elements. When the expressed design was expanded to
include all three associated parity checks and compute all three of the resulting
variable node updates, the design footprint more than doubled, but it did not triple
and the delay increased by less than 20 %. We can deduce that the three-message
logic synthesized to a blend of shared computation and parallelism.

The chosen Cyclone II FPGA is too small for the 1162 replications of this
design needed to handle all of the bits of a code word simultaneously. With limited
parallelization [7] or serial implementation [9] a complete FPGA-based decoder is
still entirely feasible.

The LPD figures include some amount of input/output (I/O) delay that is
characteristic of the FPGA. Since a multiple iteration decoding operation might be
able to omit I/O between iterations, we sought to isolate this contribution. Building
one simple model with a single exclusive-or (XOR) gate and another design with a
cascade of two XOR gates, we determined from an extrapolation of the two
design’s LDP values the contribution of the I/O to be 11.561 ns. Adjusted LPD
figures are shown in the rightmost column of Table 1.3.

1.5 Comparing Decoders

Our synthesized designs have three to four times the adjusted per-iteration latency of
Planjery’s published design (per our implementation of their design and our synthesis
results). Since our decoder exceeds, in 10 iterations, the decoding gain of Planjery’s
proprietary decoder with 100 iterations, we compute the total decoding time for one
bit to be 10 9 31.538 = 315.38 ns for our design and 100 9 8.928 = 892.8 ns for
Planjery’s published design. The timing advantage of our decoder, having accounted
for a worst-case FPGA I/O contribution, is at least 65 %.

The logic circuitry of our decoder, with its quantizations, was larger than the
logic to implement their decoder, but our decoding operation was faster and
obtains better decoding results for the tested ranges of SNR, BER and FER. Our

Table 1.3 Synthesis results for each quantization

msgs LEs LPD
(ns)

Adjusted LPD (ns)

Planjery’s algorithm 3 138 20.489 8.928
Sigmoid ‘‘635’’ Scale 1 4,743 36.255 24.694

3 11,111 43.099 31.538
Sigmoid ‘‘762’’ Scale 1 4,471 37.518 25.957

3 10,070 42.485 30.924
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computation for one code symbol fits within the selected FPGA; and we could
readily use this chip to decode a full codeword in a serial fashion. Alternatively,
we could increase throughput by using a larger chip or by adapting this design for
an ASIC. Using a larger chip would give us greater throughput and parallelization
opportunities; these can be explored more thoroughly under the engineering
constraints of a specific application.

Our results, using 3-bit samples from a Gaussian channel, have 0.5–0.9 dB
better gain than the hard-decision receiver approach used by Planjery et al. [2].
A conclusion from this is that a receiver that can sample incoming symbols with
three bits is better than one that makes a hard-decision. The fidelity available at the
receiver sampling point should not be discarded. The quantization selected for
3-bits of precision does make a difference; considering the channel conditions is
necessary when trying to choose the best possible quantization. Because we found
that one of our quantizations was better in the lower SNR range and the other was
better in the higher SNR range, we proposed a decoder that adapts between our
two quantizations according to variations of the channel conditions. As channel
conditions change, the current noise level could be estimated from the sample
variance. The 33,216 LE capacity of our FPGA could accommodate the logic of
both of our quantizations with enough additional room for the logic to measure the

Fig. 1.11 Adaptive decoder that uses the ‘‘635’’ and ‘‘762’’ sigmoid quantizations

Table 1.4 Design comparisons

Our design Planjery’s design

Published Proprietary

Decode 1 Bit (ns) 315.3 892.8 –
dB gain @ 10-4 BER +8.5 +6.5 +7.6
Chip Area (LEs) 21,181 138 –
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channel SNR and select the quantization adaptively. The adaptive decoder, illus-
trated in Fig. 1.11 surpasses Planjery’s decoder on the AWGN channel by
approximately 0.9 dB over a substantial waterfall range (BER 10-2–10-7).

Although the single iteration latency is greater than that of the Planjery et al.
design, our decoding success with 10 iterations means that a decoder solution that
is better for a range of SNR conditions can be reached in less time. We believe
there is a potential for parallelization and pipelining, but even working through the
bits one at a time in a serial fashion, the 430 ns-per-bit processing would support
over 2 Mbps decoding throughput. FPGA-based signal-processing solutions are of
interest for applications in software-defined radio (SDR) which require reconfig-
urability [22]. The FPGA-based decoding capability we propose is adequate to
fulfill the diverse narrowband requirements of one particular contemporary system
and achieves the lower throughput threshold for wideband operations [23].

Our synthesis is of Planjery’s published design. Two assumptions allow us to
compare our decoder to their proprietary design: (1) that the proprietary enhance-
ments increase latency and (2) that the proprietary design requires only a modest
increase in their resulting logic. With these assumptions, the comparison, summa-
rized in Table 1.4, favors our decoder on two of three evaluation criteria.
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Chapter 2
Modeling, Simulation and Analysis
of Video Streaming Errors in Wireless
Wideband Access Networks

Aderemi A. Atayero, Oleg I. Sheluhin and Yury A. Ivanov

Abstract Analysis of simulated models has become a veritable tool for
investigating network behavioral patterns vis-à-vis transmitted content. The
streaming video research domain employs modeling extensively due to availability
of relevant tools. A vast majority of which are presented on the FOSS platform.
The transmission of audio and video streaming services over different media is
becoming ever more popular. This widespread increase is accompanied by the
difficult task of maintaining the QoS of streaming video. The use of very accurate
coding techniques for transmissions over wireless networks alone cannot guarantee
a complete eradication of distortions characteristic of the video signal. A software-
hardware composite system has been developed for investigating the effect of
single bit error and bit packet errors in wideband wireless access systems on the
quality of H.264/AVC standard video streams. Numerical results of the modeling
and analysis of the effect of interference robustness on quality of video streaming
are presented and discussed. Analytic results also suggest that the Markov model
of packetization of error obtained from a real network for streaming video can be
used in the simulations of transmission of video across networks in the hardware-
software complex developed by the authors in a previous work.
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2.1 Introduction

One of the most important Quality of Service (QoS) parameters for wireless
networks is the probability of occurrence of bit and packet errors measured by the
Bit Error Rate (BER) and Packet Error Rates (PER) respectively. Neither single
packet losses nor single bit errors can provide a comprehensive imitation modeling
of fading channels. In digital systems, errors often occur in packets as a result of
transmission conditions. Specifically, signals are attenuated during transmission
and this consequently leads to packetization of errors. A group of erroneous
packets is essentially a sequence of packets that are either lost in transit or received
with error after transmission over a communication channel within a given period
of time. Burst Error Length (BEL) is defined as the number of erroneous packets
included in a given group of errors [1].

2.2 Method

The H.264/AVC standard is a compendium of innovations and improvements on
prior video coding technologies vis-a-vis enhancement of coding efficiency and
effective usage over a wide gamut of networks and applications [2]. For a complete
analysis of the impact of errors on resultant signal quality, we investigate the
influence of the conduit’s (i.e., wireless transmission medium’s) robustness on the
perceivable quality of streaming video standard H.264/AVC using the developed
Hardware and Software Complex (HSC) [3, 4]. Objective and subjective indicators
of video quality were obtained using methods described in [4]. For qualitative
assessment, it is imperative to have the video file data before transmission over the
network (on the transmitting end), and after reception from the network (at the
receiving end). Data required for the qualitative assessment at the transmitting end
are: (a) the original unencoded video in YUV format, (b) the encoded video in
MPEG-4, (c) transmission start time and (d) type of each packet sent to the network.

The following data are required for qualitative assessment at the receive end:
(a) time of reception of each packet from the network, (b) type of each packet
received from the network, (c) the encoded video (possibly distorted) in MPEG-4
format, and (d) the decoded video in YUV format for display.

We performed data evaluation by comparing the transmitted and received files.
A. Structure of the Hardware-Software Complex

Data processing is carried out in the three phases described below:
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First phase: the time taken in sending and receiving each packet on both sides
as well as the packet type are analyzed. This results in a record of the type of frame
and the time elapsed between transmitted and received packets. The distorted
video file at the receive end is restored using the originally encoded video file and
information about lost packets. Subsequently, the video is decoded for playback to
the viewer. It is at this stage that the general task of assessing video quality is
considered. Video quality indicators always require a comparison of the received
(possibly distorted) video frame and the corresponding source frame. In the case of
a total loss of frame in transit, the necessary frame synchronization before and after
transmission over the network becomes impossible.

Second phase: In this phase of data processing, the problem of quality
assessment is resolved on the basis of the analysis of information about frame
loses. Substituting the last relayed frame for the lost frame restores frame
synchronization. This methodology allows for subsequent frame-wise assessment
of video quality.

Third phase: At this stage, the assessment of the quality of decoded video is
achieved by means of both the restored and source video files.

Figure 2.1 shows a block diagram of the HSC for assessing the quality of
streaming video. The schematic diagram reflects the interaction between modules
in the transmission of the digital video from a source through the network
connection to the viewer.

The HSC modules interact with the network by using traces containing all the
necessary data listed above. Thus, for proper functioning, the HSC requires two
traces, the source video and the decoder. The data network can be considered
simply as a two-port black-box that introduces delay, packet loss, and possibly
packet rearrangement. The network was simulated based on the aforementioned
assumptions [5] in the NS2 environment. A detailed description of the functional
modules of the HSC is given in [4].

Fig. 2.1 Block diagram of HSC
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2.3 Simulation Preparation

Video encoding begins with color space conversion from RGB to YUV also known
as Y, Cr, Cb i.e., one luma and two chroma components [1]. It is common knowledge
that there is a significant correlation of color components in any typical image of the
RGB format, which makes it an obviously redundant format in terms of compres-
sion. The standard television uses a different representation of images, which also
employs three components of the signal, but these components are uncorrelated (i.e.,
void of inter- componential redundancy). R, G and B components are converted to
luminance Y component and two color difference components U and V of the YUV
format. Since most information is stored in the luminance component, little infor-
mation is lost if a thinning of the U and V components is done.

Standard test videos in the YUV format may be used as initial test video
sequences. However, these videos have limited playback time and hence do not
allow for the assessment of change in quality under prolonged video broadcast.
Similarly, a vast amount of experimental data cannot be obtained from them. It is for
these reasons that we recorded our own 30-min video in YUV format (send.YUV)
with a resolution of 640 9 480 pixels and frame rate of 25 fps using a special
software.

The first step is to encode the source video to H.264 format (video stream file).
This is done by the video codec (a device used for encoding and decoding video
signals).

Video codecs are usually characterized by (a) channel throughput, (b) decoded
video distortion rate, (c) startup latency, (d) end-to-end delay, computational
complexity, and (e) memory capacity. A good codec is one capable of providing the
necessary trade-off vis-a-vis these characteristics [1]. In the next step, the encoded
video stream is packaged in an MP4-container for onward transport over the network
using the User Datagram Protocol (UDP). The result of encoding the original video
is an MP4-file. Since it is necessary to evaluate the quality of video transmitted over
the network, the need arises to create a spare decoded YUV file from the newly
created MPEG layer-4 file, which serves as the control in evaluating the quality of
video transmitted over the network, excluding the impact of the codec. It is thus
possible to estimate the influence of a wireless network on the received visual video
quality, while excluding encoding and decoding losses. For simulation purposes, it is
necessary to create a video trace file that contains the following information: frame
number, frame type, frame size, and the number of segments in which the frame is
divided into packets. This video trace serves as the input to the simulator network,
where the sending and reception of video data occurs. As a result of video trans-
mission over the network, it is necessary to obtain transmission trace files and
reception trace files, which contain the following packet data: the transmission/
reception time, a unique identifier and trace file size. These two traces are used to
determine lost packets in the network. In the end, we obtain files of the sent and
received packets containing detailed information about the time of sending from the
transmitter and the time of reception by the receiver.
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2.4 Modeling and Simulation of Transmission Over Wireless
Network

The HSC allows for the simulation of the main types of errors encountered when
transmitting video data over wireless networks. The two types of simulation required
are as listed below:
A. Bit error simulation

Simulated transmission over a wireless channel model with Additive White
Gaussian Noise (AWGN) is conducted. In the process of simulation, certain bits in
the sequence are distorted (i.e., inverted) with a given probability. The probability
value used is defined by the Bit Error Rate (BER).
B. Packet error simulation

The UDP packets can be manually deleted from the received trace file. This
allows for the observation of codec functionality and analysis of change in visual
quality in cases of packet loss. At the same time, both the received and undistorted
files can be obtained during transmission over an ‘‘ideal’’ channel with unlimited
bandwidth and no delay, with subsequent removal of some packets.

2.5 Calculation of Losses and Estimation of Obtained
Video Quality

Calculation of losses given the availability of unique id of the package is quite
easily achieved. With the aid of the video trace, each packet is assigned a type.
Each package of the assigned type that is not included in the received trace is
deemed lost. Loss of frame is calculated for any (and all) frame(s) with a lost
packet. If the first packet in a frame is lost, then the whole frame is considered lost
since the video decoder cannot decode a frame, which is missing the first part. The
module for trace assessment estimates received traces. The recovered file must be
decoded in YUV format. There are two major methods of estimating the quality of
digital video, namely, the subjective and objective methods:

Subjective quality assessment is always based on viewer impression. It is extremely
costly, very time consuming and requires specialized equipment. Traditionally, sub-
jective video quality is determined by expert assessment and calculation of the average
Mean Opinion Score (MOS), which is assigned a value from 1 to 5 (ITU scale) [6, 7],
where 1 and 5 represent worst and best received video quality respectively.

Objective video quality assessment is usually done by measuring the average
luminance peak Signal-to-Noise Ratio (PSNR). The PSNR is a traditional metric,
which allows for the comparison of any two images [8]. The PSNR module
evaluates the objective quality of received video stream in Polynomial Approxi-
mation Coding (PAC). The end result is the values of PSNR calculated for the
original and distorted image (as shown in Fig. 2.2). MOS values are calculated
from the PSNR indicator.
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2.6 Results, Analysis and Discussion

In order to study the effect of transmission errors on the resulting video quality, the
transmission of a 30-min video over a wireless network with random packet errors in
the channel was simulated. Characteristics of sequences used are listed in Table 2.1.

For modeling purposes, the encoded video stream was split into RTP/UDP-
packets using the hardware-software tool reported in [4]. Bit error simulation for
transmission over a wireless channel was done using an AWGN error generator
contained within the PAC structure. Simulation of packet errors during trans-
mission over a wireless channel was done by deleting packets from the received
trace file [4]. This allowed us to explore and analyze the change in visual quality
during loss of packets. The received and undistorted trace files were obtained for
transmission over an ‘‘ideal’’ channel with unlimited bandwidth and no delay in
using the NS2 software environment [5], followed by a random removal of
packets, according to PER and BER parameters. Quality assessment was carried
out using PSNR and MOS indicators, calculated by using hardware and software
tools [5]. The standard deviation of the quality of the average PSNR values was
calculated using Eq. (2.1) [9].

S0PSNR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN�1

n¼0

ðPSNRn � PSNR0Þ2
vuut : ð2:1Þ

Fig. 2.2 PSNR value distribution histogram of video sequence for different values of wireless
channel BER
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A. Effect of bit error
Figure 2.2 shows the effect of BER on the quality of video streaming.
Analysis of the results of streaming video over the simulated wireless network

with different values of BER revealed the following:

(i) Simulating a wireless channel using AWGN model, and additive, bit errors with
a value of BER B 3 9 10-5 does not affect the quality of the video. However,
when BER C 4 9 10-3 packet loss in the network reaches its maximum value
of C99.9 %.

(ii) Objectively, excellent quality of video transmission over a channel can be
guaranteed for all bit error probabilities less than 1 9 10-4, good quality is in
the range of 1 9 10-4 to 4 9 10-4, satisfactory quality is in the range of
4 9 10-4 to 8 9 10-4, poor quality is in the range of 8 9 10-4 to 1 9 10-3,
while very bad quality is for any BER [ 1 9 10-3.

(iii) The histograms of the distribution of PSNR values during simulation and
broadcast over a real network in general are of a twin-peak form. One of the
peaks characterizes the PSNR value of error-free video stream (the decoder is
able to correct bit errors when they are relatively few in the frame). The
second peak characterizes PSNR degradation due to the large number of
corrupted video frames in fading moments (the decoder is unable to fix large
numbers of bit errors). As the number of errors increases, this maximum
increases commensurately with a decrease in the second. During transmis-
sion, depending on error level, values of either of the maxima increase.
In cases when errors in the communication channel are negligible, the PSNR
distribution has only one maximum.

Empirical values of BER transitions from an acceptable quality to the poor,
according to the relationship between PSNR and MOS [6], are presented in
Table 2.2. However, the AWGN model does not allow for adequately simulation
of a fading channel. Typically, errors are often long term, since high probability of
bit loss occurs in specific periods of transmission, e.g., during poor propagation.
Attenuation of the transmitted signal results in packetizing (grouping) of errors.
Another cause of error grouping can be physical defects of, and failures inherent in
the information storage system. When using VLC, bit error occurrence results in
group errors or packetization of errors.

Table 2.1 Characteristics of
encoded video

Format MPEG-4 Part 14 (MP4)

Codec H.264
Bit rate Constant @ 1150 kbps
Frame frequency 25 fps
Resolution 640 9 480 pixels
GOP type IBBPBBPBB
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B. Effect of packet error
Figure 2.3 shows the effect of PER indicator on streaming video quality. The

range of values of PER, within which the resulting quality is maximal (i.e., almost
equal to the original) and minimal are indicated. It is shown that with
PER B 1 9 10-4 error does not affect the resultant video quality and can be easily
eliminated with decoders and existing methods of error correction. A further
change in the quality has a stepwise nature and decreases with increasing PER.

Analyzing the results of streaming video over a simulated wireless network
with a given probability of packet loss, we safely conclude that:

(i) A PER value of B 1 9 10-4 in simulation of a wireless network does not affect
the video quality. When PER B 1 9 10-3 impact of errors on video quality is
not noticeable and does not irritate during viewing experience. When
PER C 0.1, packet loss in the network has the worst effect on visual quality.

(ii) Objectively, excellent quality of video transmission over a channel can be
guaranteed for all packet error probabilities less than 1 9 10-3, good quality
is in the range of 1 9 10-3–3 9 10-3, satisfactory quality is in the range of
3 9 10-3–1 9 10-2, poor quality is in the range of 1 9 10-2–5 9 10-2,
while very bad quality is for any PER [ 5 9 10-2.

Histograms of the distribution of values of PSNR when PER B 6 9 10-4, in
general, have a bimodal shape. One of the peaks characterizes the value of PSNR
of video stream distorted due to packet loss. The second maximum characterizes
deterioration in the PSNR of dependent frames. As the number of errors increases,
one of the peaks increases due to a decrease in the other.
C. Effect of length of error groups

To study the effect of the length of error groups on resultant quality, the simu-
lation of a 30-min video transfer over a wireless network for the values of PER of
1 9 10-5-5 9 10-2 is repeated, since a visual change in video quality is observed
at this range. The simulation of groups of error packets during transmission over a
wireless channel was done by means of random deletion of packet groups from the
receive trace file with a given BEL. For this particular example BEL = 100 implies
that the total random number of consecutively deleted packets does not exceed 100.
The total sum of erroneous (deleted) packets in the video sequence for the whole
experiment given PER = const. remained the same, irrespective of the value of
BEL. Figure 2.4 shows the effect of BEL on the quality of streaming video for
PER = 1 9 10-3.

Table 2.2 Relationship between quality indicators and BER

PSNR (dB) MOS (%) BER ITU Quality scale Picture degradation

[37 81–100 \1 9 10-4 5 Excellent Noticeable
31–37 61–80 1 9 10-4-4 9 10-4 4 Good Noticeable, but not irritating
25–31 41–60 4 9 10-4-8 9 10-4 3 Satisfactory Slightly irritating
20–35 21–40 8 9 10-4-1 9 10-3 2 Poor Irritating
\20 0–20 [1 9 10-3 1 Very poor Very irritating
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Analyzing the results of streaming video over the simulated wireless network
with a given grouping of erroneous packets, we can draw the following conclusions:

(iv) For PER B 1 9 10-3 the effect of single packet errors on quality is insig-
nificant and does not irritate the viewing experience.

(v) Histograms of the distribution of values of PSNR have two maxima. One of
the peaks characterizes the value of PSNR of video frames distorted due to the
loss of packets. The second maximum characterizes the deterioration of PSNR
of dependent frames. With increasing quantities BEL is one of the peaks
decreases as the number of dependent frames are also reduced, whereas the
second peak remains unchanged. This is explained by the fact that the single
scattered throughout the video sequence error number of distorted frames is
large due to error propagation to dependent frames. An increase in the BEL
value leads to a decrease in one of the maxima, since the number of dependent
frames also decreases, while the second maximum remains the same. This is
due to the fact that under singular errors spread across the whole video
sequence, the number of distorted frames is large because of the distribution of
errors on dependent frames.

(vi) Increasing the length of the error groups leads to an increase in the average
quality of the video sequence.

Fig. 2.3 PSNR value distribution histogram of video sequence for different values of wireless
channel PER
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(vii) Effect of error groups on the quality is more powerful because of the local
concentration of errors. However, the average quality of the video sequence
increases with increase in the length of the grouping for a given value of
probability of occurrence of packet errors.

For BEL C 60 the average quality is almost identical to the original video.
D. Relationship between PER and BEL

The average quality of the experimental video sequence for different values of
PER and BEL is shown in Fig. 2.5.

In assessing the impact of erroneous packets received on quality, it is necessary
to analyze not only the likelihood of occurrence of errors, but also their structure
and length of their grouping. Additionally, the following conclusions can be
drawn:

(i) Increasing the length of error groupings leads to an increase in the average
quality of the video sequence. This is due to the deterioration of a small
section of video, where error groups are concentrated, whereas in the case of
single bit errors deterioration in the quality of video may be observed across
the whole sequence;

(ii) When the length of erroneous packets is BEL B 6 the change in quality is
minor and identical to the influence of single packet errors (BEL = 1);

(iii) When BEL C 60 the average quality is almost identical to the original
(PSNR \ 90 dB). It is logical to assume that the value of BEL in the longer
video sequences, with the same average quality may have a higher value;

Fig. 2.4 PSNR value distribution histogram of video sequence for PER = 1 9 10-3 and
varying values of wireless channel BEL
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(iv) The highest dynamics of change in PSNR = 60 dB is observed in two cases:
(a) for a fixed PER = 1 9 10-3 and the variable values of BEL; and (b) at
BEL C 80 and the varying values of the PER. In other cases, the dynamics is
not essential and minimal in the absence of clustering of errors (BEL = 1);

(v) With increasing PER, the effect of BEL on quality decreases due to increase in
denseness of single errors;

(vi) Analysis of the results of PER and BEL shows that for effective assessment of
the impact of transmission errors on resultant quality it is necessary to analyze
not only the likelihood of errors, but also their structure and length of their
grouping. The most realistic and accurate method of modeling statistical
errors in communication channels is the use of probability data obtained from
real networks.

At BER values B 3 9 10-5 bit errors do not affect the quality of the received
video and are easily eliminated by well-known methods of error correction imple-
mented in WiMAX. When BER C 4 9 10-3 packet loss in the network reaches its
maximum value and leads to an unacceptable quality of the received video. Ensuring
objectively excellent quality of video sequence over a channel can be done for
probabilities of bit error rate less than 1 9 10-4; good quality in the range of
1 9 10-4 –4 9 10-4; satisfactory quality in the range of 4 9 10-4 –8 9 10-4; poor
quality in the range of 8 9 10-4 –1 9 10-3 and very bad at BER C 1 9 10-3. The
use of H.264/AVC video in wireless access systems with VLC codec of variable
length leads to a disruption of the synchronization of decoded video sequences and

Fig. 2.5 Estimate of video sequence quality for different values of PER and BEL
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the occurrence of additional grouping of errors, whose impact on the quality for
video decoding is much stronger than that of the bit error, since it leads to loss of
large segments of the information. It is shown that the quality of the video affects not
only the probability of error, but also the structure and length of errors. Analysis of
individual errors showed that at PER B 1 9 10-4 packet errors do not affect the
quality of the received video and are easily eliminated by well-known methods of
error correction deployed in wireless networks. When PER B 1 9 10-3, the effect
of errors on quality is not noticeable and does not irritate the viewing experience. For
values of PER C 0.1 packet loss in the network leads to an unacceptable quality of
the received video. Ensuring objectively excellent quality of video sequence over a
channel can be done for probabilities of bit error rate less than 1 9 10-3; good
quality in the range of 1 9 10-3–3 9 10-3; satisfactory quality in the range of
3 9 10-3 –1 9 10-2; poor quality in the range of 1 9 10-2–5 9 10-2 and very bad
at BER C 5 9 10-2.

To assess the impact on quality of video playback under error grouping con-
ditions of error groups BEL, the use of a regular (deterministic) model is proposed.
It is shown that the effect of errors on the average quality is stronger due to local
concentration of errors. The average quality of the video sequence at the same time
increases with increase in the length of the grouping for a given value of proba-
bility of occurrence of packet errors. For groupings of length BEL C 60, average
quality is almost identical to that of the source video. With increasing PER, the
effect of BEL on quality decreases due to increase in the denseness of single errors.
Increase in the BEL leads to an increase in the average quality of the video
sequence irrespective of the PER value. The highest dynamics of change in PSNR
is observed for fixed PER = 1 9 10-3 and the variable values of BEL; at
BEL C 80 as well as for the changing values of the PER. In other cases, the
dynamics is not significant and is minimal in the absence of clustering of errors. To
assess the quality of video under packetization of errors under real conditions, it is
necessary to investigate the actual distribution of packetization of errors in the
communication channel.
E. Analysis of error packetization phenomenon

The need to create realistic simulation and mathematical models of behavior of
losses in the communication channels based on the apparatus of Markov chains for
wireless access systems is a scientific problem of important consequence. Markov
processes with the necessary number of states sufficiently describe the mechanism
of transmission of information [10], the knowledge of which is necessary to
analyze network problems during packet video transmission. The parameters of
the model make it possible to determine the quality of transmitted video as well as
the statistical parameters of the network. In an experiment carried out by the
authors, the matrix of values in Fig. 2.6 was obtained for the Markov model
developed for investigating the error packetization phenomenon.

A model describing the length of error intervals and error-free reception for
streaming video transmission was developed based on the experimental data obtained
as a result of streaming video from a moving source on WiMAX network [11].
Based on the graph of packet loss distribution, an array was formed in which the lost
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packet corresponds to a logic zero (0) and received packet corresponds to a logic unit
(1) (Fig. 2.7).

Analysis of the quality of received video sequence when simulating Markov
model of error packetization shows that the average quality of video sequences is
slightly worse than during transmission over a real network. The subjective MOS
quality indicator also shows a difference in values: a real WiMAX network
returned a mean value of 3.59 (corresponding to satisfactory), while the experi-
ments returned values of 2.72 (corresponding to poor) and 3.01 (corresponding to
satisfactory), respectively. The average quality of video sequences when simu-
lating Markov model packetization of errors are similar to those obtained when
simulating single packet errors with PER index in the range of 3 9 10-3 to
1 9 10-2. While the length of error group depending on the PER of the specified
range attain values of BEL B 10.

2.7 Conclusions

We have presented in this paper the modeling, simulation and analysis of errors
inherent in video streams over wireless broadband access networks, by presenting
results of investigating the effect of single bit error and bit packet errors on the

Fig. 2.6 The matrix of values

Fig. 2.7 DF of simulated samples of the length of OFF-(a) and ON (b). Periods: curve 1
experiment, curve 2 simulation
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quality of H.264/AVC standard bursty video streams. A software-hardware
composite system that was developed specifically for this purpose was employed in
the investigation. Analysis of simulation results led to conclusions and postulations
discussed in detail in sections VI A through E for BER, PER, BEL, relationship
between PER and BEL, and the effect of error packetization phenomenon
respectively.
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Chapter 3
Bayesian Based Intrusion Detection
System

Hesham Altwaijry

Abstract In this paper intrusion detection using Bayesian probability is discussed.
The systems designed are trained a priori using a subset of the KDD dataset. The
trained classifier is then tested using a larger subset of KDD dataset. Initially,
a system was developed using a naive Bayesian classifier that is used to identify
possible intrusions. This classifier was able to detect intrusion with an acceptable
detection rate. The classier was then extended to a multi-layer Bayesian based
intrusion detection. Finally, we introduce the concept that the best possible
intrusion detection system is a layered approach using different techniques in each
layer.

Keywords Bayesian filter � Intrusion detection �KDD dataset �Multi-layer filters �
Training engine � U2R and R2L attacks

3.1 Introduction

Intrusion detection systems have become an integral part of the security infra-
structure of most organizations due to the increased number and severity of net-
work attacks. These instruction detection systems can be software, hardware, or a
combination of both. These systems automate the process of monitoring and
analysis of network traffic with the goal of capturing and detecting security
problems [1, 2].
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The Deployment of highly effective IDS systems is extremely challenging. For
example until an IDS is properly tuned to a specific environment, there will be
thousands of alerts generated daily, with most of these alerts being incorrect and
thus are false alerts. However, it is not obvious whether the alert is positive or
negative until after they have been investigated thereby creating a large burden on
the IT department. There have been many techniques proposed to lessen these
false alerts and improve the performance of the system. Agarwal and Joshi [3]
used a two-stage general-to specific framework for learning a rule-based model
(PNrule). This model can classify models of a data set that has widely different
class distributions in the training data set. Levin [4] used a data-mining tool for
classification of data and prediction of new cases using automatically generated
decision trees. In this paper will show that the use of Bayesian probability is very
promising in reducing the false positive alert rate and the use of multi-stage
Bayesian probability is extremely effective in reducing the false positive alert rate.

Bayesian probability is an interpretation of the probability calculus which holds
that the concept of a probability can be defined as the degree to which a person (or
community) believes that proposition is true. Currently Bayesian theory is used in
email spam-filters [5–7], Speech recognition [8], Pattern Recognition [9], and
Intrusion Detection [10–12].

3.2 Bayesian Theory

Bayesian theory is named after Thomas Bayes (1702–1761), his theory can be
explained as follows:

If the events A1, A2,……and An constitute a partition of the sample space S
such that P(Ak) = 0 for k = 1, 2,…., n, then for any event B such that P(B) = 0:

P AijBð Þ ¼ P Ai \ Bð Þ
P Bð Þ ¼ P Aið ÞP BjAið ÞPn

K¼1 P Akð ÞP BjAkð Þ ¼
P Aið ÞP BjAið Þ

P Bð Þ

In recent years Bayesian networks have been used across a wide range of fields
in computer science [13] because of their ability to obtain a coherent result from
probabilistic information about a situation. Additionally there are many efficient
algorithms that can be used to derive the results from the information. It is
believed that this ability and readily available algorithms would allow one to
construct an efficient IDS system.

3.3 KDD-99 Dataset

To test our IDS system we used the DARPA KDD99 Intrusion Detection Evalu-
ation dataset [14]. This dataset was created by Lincoln Laboratory at MIT and was
used in The Third International Knowledge Discovery and Data Mining Tools
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Competition, which was held in conjunction with KDD-99 The Fifth International
Conference on Knowledge Discovery and Data Mining [14]. This dataset is one of
the most realistic publicly available sets that include actual attacks [15]. Therefore,
researchers have been using this dataset to design and evaluate their intrusion
detection systems. An added benefit is that a common dataset allows researchers to
compare experimental results. The data set was acquired from nine weeks tcp dump
data. It is made up of a large number of network traffic activities including both
normal and malicious connections. The KDD99 data set includes three independent
sets; ‘‘whole KDD’’, ‘‘10 % KDD’’, and ‘‘corrected KDD’’. In our experiments we
have used the ‘‘10 % KDD’’ and the ‘‘corrected KDD’’ as our training and testing
set, respectively. Table 3.1 summarizes the number of samples in each dataset:

The training set contains a total of 22 training attack types. Additionally the
‘‘corrected KDD’’ testing set includes an additional 17 attack types. Therefore
there are 39 attack types that are included in the testing set and these attacks can be
classified into one of the four main classes;

• DOS: Denial of Service attacks.
• Probe: another attack type sometimes called Probing.
• U2R: User to Root attacks.
• R2L: Remote to Local attacks.

DoS and Probe attacks are different from the normal traffic data and can be
easily separated from normal activities. They come in a greater frequency in a
short period of time. On the other hand, U2R and R2L attacks are embedded in the
data portions of the packets and normally involve only a single connection.
Therefore these types of attacks are harder to identify and it is difficult to achieve
satisfactory detection accuracy for these two attacks [16].

The KDD-99 network TCP connections have 41-features per connection
(record). These features can be divided into four categories [17]:

Basis features: Features 1–9 are the basic features that are derived from packet
header without inspecting the payload.

Content features: Domain knowledge is used to assess the payload of the original
TCP packets. This includes features such as the number of failed login attempts.

Time-based traffic features: These are features that capture properties that
mature over a 2-s temporal window. An example is the number of connections to
the same host over the 2-s interval.

Host-based traffic features: These features utilize a historical window esti-
mated over the number of connection instead of time. They are designed to assess
attacks, which span intervals longer than 2 s.

Table 3.1 Basic characteristics of the KDD 99 intrusion detection datasets in terms of number of
samples

Dataset Normal DoS Probing R2L U2R Total

Whl KDD 972,780 3,883,370 41,102 1,126 52 4,898,430
10 % KDD 97,278 391,458 4,107 1,126 52 494,020
KDD corr 60,593 229,853 4,166 16,189 228 311,029
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3.4 Bayesian Filter

The Bayesian IDS is built out of a Naive Bayesian classifier. This classifier is
anomaly based. It works by recognizing that feature values have different proba-
bilities of occurring in attacks and in normal TCP traffic. The filter is trained by
giving it pre-classified traffic. It will then adjust the probabilities for each feature.
After training, the filter will calculate the probabilities for each TCP connection
and classify it as either normal TCP traffic or an attack. Therefore our Bayesian
filter consists of the following two components:
A. Training Engine:

Figure 3.1 shows the block diagram for the Bayesian filter that is constructed
for the IDS system. For each input record there is a label describing the type of
connection. We use this label to train the engine as follows:

• First the numbers of good records and bad records in the training dataset are
calculated.

• Then two hash tables are created; the first one includes the frequency of each
attribute for normal records, and the second one includes the frequency of each
attribute for the not normal records.

• Finally, a third hash table is created. This table contains each attribute from the
normal and not normal records and it is scored using the following formula

score attributeð Þ ¼
B

Num Bad Rec
B

Num Bad Recþ G
Num Good Rec

Where

• B is the frequency of that attribute in the hash table related to not-normal file.
• G the frequency of that attribute in the hash table related to normal file

B. Testing Engine:
After training the engine is tested by loading the KDD corrected dataset. The

following formula is applied to obtain a probability of whether the record is
normal or not

P recordð Þ ¼ Pn
i¼1scoreðiÞ

Pn
i¼1 scoreðiÞ þPn

i¼1ð1� score ið ÞÞ

where

• n: number of attributes that we need to use to test the required record
• Score(i): the score of the attribute

The record is considered to be an attack if the P(record) is greater than a
specified threshold.
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3.5 Simple Bayesian Experimental Setup

Many experiments were conducted until we finally achieved results that are com-
parable to what has been published in the literature. In this section, the most
important experiments will be explained. Experiments differ basically in the training
data used to build the database, which accordingly affects the accuracy of the test.
Additionally, the number of features and level of threshold used in the testing engine
makes a big difference in the results. Therefore, all experiments presented differ due
to manipulation of the following inputs: training data, features and threshold.
A. Training data

Using the 10 % KDD data set we have 494,020 records that can be used to train the
training engine. These training records consist of normal (non-attack) records and
known attack records distributed among the four attacks types: DoS, Probe, U2R and
R2L. In all the experiments that we will present we will use the normal records (non-
attack), adding to them the appropriate not-normal (attack) records. In each exper-
iment, we select one type of not-normal record, except for the first experiment, in
which all types of records were used. The objective of varying between not-normal
records in each experiment is to see the effect of each different attack on the results.
This method of altering the attack type in each experiment shows some interesting
results (see experiment 5), as the detection rate of U2R attacks was higher when using
R2L records to train the engine than when using U2R (see experiment 4).
B. Features

Since the data record consists of 41 features, we can select between them and
perform a very large number of combinations. We have selected the features as
follows:

(1) Using specific features like basic (features 1–9), content (features 10–22) and
traffic features (23–31).

(2) Using all the 41 features.
(3) Using selected features by inspecting the score map.

The experiments performed show that the first method does not yield good
results compared to the second method. However, the results from using all fea-
tures are worse than results previously published. Consequently, it was necessary
to find key features that can lead to better results. To do so, we analyzed the score
map that was built by the training engine to see the highest value that can result in
a score that is above the threshold so that the detection rate may be increased.

Training 
Engine

Database for 
Testing Engine

Normal

Attack

OutputsInputsFig. 3.1 The training engine
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Among the many features and after many experiments, we ended up with three
features that raised the detection rate of R2L attack to 85 % as will be explained in
experiment 5.
C. Threshold

This is the level that we used to distinguish between normal records and attacks.
The threshold value was adjusted between the experiments to increase the
detection rate.

After performing each experiment, we analyzed the results based upon the
number of normal and not-normal records that the testing engine succeeded or
failed in classifying. We use the following expressions to analyze the data:

True Negative (TN): The percentage of valid records that are correctly classified.
True Positive (TP): The percentage of attack records that are correctly classified.
False Positive (FP): The percentage of records that were incorrectly classified as
attacks whereas in fact they are valid activities.
False Negative (FN): The percentage of records that were incorrectly classified as
valid activities whereas in fact they are attacks.

Detection Rate DRð Þ ¼ TP

TPþ FN

Overall Classification Rate CRð Þ ¼ TPþ TN

TPþ TN þ FPþ FN

3.6 Naïve Bayesian Filter

The results obtained using a single Bayesian filter were presented in [18]. These
results are reproduced here. Each of the following five experiments consists of five
sub-experiments. However, we categorize them into five main experiments since
we use the same training engine to perform the five sub-experiments. For example,
using the normal and not-normal records in the training engine for the first group
of experiments, we test not-normal records, DOS, Probing, U2R and R2L. Each
test has its own setup in terms of features and threshold. Table 3.2 summarizes the
records used in training the Bayesian filter for all five experiments.

Table 3.3 shows what was used for each test in this experiment, after the
Bayesian filter had been trained using 65,593 normal records and 401,195 attack
records. We then performed five tests on the trained network to see the effects on
each attack type. Normal records were used in all tests and each test used one
attack at a time. For example, the first test in the experiment used 60,593 normal
records and 250,436 not-normal records.

From Table 3.4 we can see that normal records were detected with high
accuracy = 99.03 %, while the best detection rate was for the DOS attack type
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which had 99.36 % accuracy while the worst results were for U2R, and R2L
attacks with 0 %. The overall detection rate did not reflect the actual accuracy of
the filter if the TP rate was low, as in U2R and R2L.
D. Experiment 2: using DOS records and normal(non-attack) records

Table 3.5 shows what was used to test the Bayesian filter for the second
experiment. While in Table 3.6 we can see that normal records were detected with
high accuracy: TN = 99.6 %. The best DR was for the DOS attack type, which
was 99.24 %, as expected since it was trained using only DOS attacks, and the
worst result was for U2R and R2L attacks with 0 %. The overall DR did not reflect
the actual accuracy of the filter if the TP rate was low as in U2R and R2L.
E. Experiment 3: using Probing records and normal records

Table 3.7 shows what was used to test the Bayesian filter for the third exper-
iment. While Table 3.8 shows that normal records are detected with high accuracy:
TN = 99.4 %. The best accuracy was for the U2R attack type, which was 91.5 %
although the training data was using PROBING attacks.

Table 3.2 Number of records used in experiments

Experiment Type Number Type Number

Experiment 1 Normal 65,593 All Attacks 401,195
Experiment 2 Normal 92,827 DOS 280,504
Experiment 3 Normal 92,827 Probing 4,107
Experiment 4 Normal 92,827 U2R 188
Experiment 5 Normal 92,827 R2L 1,126

Exp1 using all attack records and normal(non-attack) records

Table 3.3 Experiment 1 testing environment

Testing data No of Records Features Threshold

Normal 60,593 All 0.9
Not Normal 250,436 All 0.9
DOS 165,299 All 0.9
Probing 4,166 All 0.9
U2R 188 All 0.9
R2L 16,180 All 0.9

Table 3.4 Test results percentages

Test TN TP FN FP DR CR

All Attacks 99.03 89.70 0.97 10.30 89.70 94.37
DOS 99.03 99.36 0.97 0.64 99.36 99.20
Probing 99.03 57.15 0.97 42.85 57.15 78.09
U2R 99.03 0.00 0.97 100.00 0.00 49.52
R2L 99.03 0.00 0.97 100.00 0.00 49.52
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Table 3.5 Experiment 2 testing environment

Testing data No of Records Features Threshold

Normal 60,593 All 0.9
All Attacks 250,436 All 0.9
DOS 165,299 All 0.9
Probing 4,166 23,24,31 0.6
U2R 188 23,24,31 0.6
R2L 16,180 23,24,31 0.6

Table 3.6 Experiment 2 test result percentages

Test TN TP FN FP DR CR

All Attacks 99.60 65.50 0.40 34.50 65.50 82.55
DOS 99.60 99.24 0.40 0.76 99.24 99.42
Probing 99.60 17.73 0.40 82.27 17.73 58.67
U2R 99.60 0.00 0.40 100.00 0.00 49.80
R2L 99.60 0.00 0.40 100.00 0.00 49.80

Table 3.7 Experiment 3 testing environment

Testing data No of Records Features Threshold

Normal 60,593 All 0.9
All Attacks 250,436 All 0.9
DOS 165,299 All 0.9
Probing 4,166 All 0.9
U2R 188 23,24,31 0.6
R2L 16,180 23,24,31 0.6

Table 3.8 Experiment 3 test result percentages

Test TN TP FN FP DR CR

Not Normal 99.40 71.00 0.60 29.00 71.00 85.20
DOS 99.40 70.30 0.60 29.70 70.30 84.85
Probing 99.40 81.90 0.60 18.10 81.90 90.65
U2R 99.40 91.50 0.60 8.50 91.50 95.45
R2L 99.40 61.50 0.60 38.50 61.50 80.45

Table 3.9 Experiment 4 testing environment

Testing data No of Records Features Threshold

Normal 60,593 All 0.9
Not Normal 250,436 23,24,31 0.6
DOS 165,299 All 0.6
Probing 4,166 23,24,31 0.6
U2R 188 23,24,31 0.6
R2L 16,180 23,24,31 0.6
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By analyzing the features, it is found that U2R and R2L attacks can be detected
with a better rate if selected features are chosen. These features are 23(count),
24(serror_rate) and 31(Srv_diff_host_rate)
F. Experiment 4: using U2R records and normal records

Table 3.9 shows what was used to test the Bayesian filter for the fourth
experiment. While Table 3.10 shows that normal records were detected with high
accuracy: TN = 99.7 %. The best DR was for the U2R attack type which was
93.0 % and the worst result was for DOS attacks with 0.02 %. Also in this
experiment, like the previous one, attacks show sensitivity if using features 23, 24
and 31.
G. Experiment 5: using L2R records and normal records

Table 3.11 shows what was used to test the Bayesian filter for the fifth
experiment. While Table 3.12 shows that normal records accuracy decreased to
68.03 % since the threshold value was decreased to improve the TP for R2L. The
best DR was for the U2R attack type which was 96.3 % although the training data
used the R2L type. The worst result was for DOS attacks with 2 %. Also in this
experiment, like the previous two experiments, showed sensitivity to using fea-
tures 23, 24 and 31.

Table 3.10 Experiment 4 test result percentages

Test TN TP FN FP DR CR

Not Normal 99.70 76.50 0.30 23.50 76.50 88.10
DOS 99.70 0.02 0.30 99.98 0.02 49.86
Probing 99.70 71.60 0.30 28.40 71.60 85.65
U2R 99.70 93.00 0.30 7.00 93.00 96.35
R2L 99.70 61.50 0.30 38.50 61.50 80.60

Table 3.11 Experiment 5 testing environment

Testing data No of Records Features Threshold

Normal 60,593 All 0.9
Not Normal 250,436 All 0.9
DOS 165,299 All 0.9
Probing 4,166 23,24,31 0.6
U2R 188 23,24,31 0.6
R2L 16,180 23,24,31 0.6

Table 3.12 Experiment 5 test result percentages

Test TN TP FN FP DR CR

Not Normal 68.03 10.00 31.97 90.00 10.00 39.02
DOS 68.03 2.00 31.97 98.00 2.00 35.02
Probing 68.03 63.60 31.97 36.40 63.60 65.82
U2R 68.03 96.30 31.97 3.70 96.30 82.17
R2L 68.03 85.35 31.97 14.65 85.35 76.69
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The previous five experiments showed that by tweaking selected features it is
possible to achieve high accuracy for all four types of attacks (Table 3.13).

The results obtained by using Bayesian filters are comparable to what has been
presented in Chou’s PhD thesis [17] where he reported the results of most algo-
rithms. However, Bayesian filters were able to achieve superior results for in
detecting U2R and R2L attacks.

3.7 Multilayer Filters

3.7.1 Improved Bayesian Filter

To improve the performance of the IDS system for the U2R and R2L attacks we
implemented multiple Bayesian filter layer. This section will describe the prom-
ising results that we achieved [19].

3.7.1.1 Improved Bayesian Filter 1 (IBF1):

Although the testing engine classifies its inputs records to normal and attacks, its
accuracy varies according to the records that are incorrectly classified (FN and
FP). Since the FP percentages were very low for Bayesian Filters, with values less
than 1 %, we suggest an improved Bayesian Filter. The Improved Bayesian Filter
will trust the testing engine for its classification of attacks records, however normal
records will enter a different engine to be filtered. The process can be repeated as
many times as needed to seek the required accuracy. The improved Bayesian Filter
is illustrated in Fig. 3.2 where we have a nested loop of filters where each filter
uses its preceding’s normal output as an input. The attack records are collected
from each engine.

Table 3.13 Detection rate for various algorithms [17]

Algorithm DOS Probe U2R R2l

KDD cup winner 97.10 83.30 12.30 8.40
SOM map 95.10 64.30 22.90 11.30
Gaussian classifier 82.40 90.20 22.80 9.60
K-means clustering 97.30 87.60 29.80 6.40
Nearest clustering 97.10 88.80 2.20 3.40
Radial basis 73.00 93.20 6.10 5.90
C4.5 decision tree 97.00 80.80 1.8 4.6
Linear GP 96.70 85.70 1.30 9.30
SVM 99.90 67.31 0.00 29.09
KMO ? SVM 75.76 99.61 49.45 22.24
Backpropagation 97.23 96.63 87.71 30.97
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However, each engine should use a different setup to be able to catch more
attacks otherwise nothing will be changed. The settings that can be changed are the
threshold and most important is the features’ selections. By in depth study of the
records’ behavior, appropriate features can be selected to increase the accuracy.

3.7.1.2 Improved Bayesian Filter 2 (IBF2):

We have noticed that the accuracy of each filter and the DR varies based on the
database used each time. Moreover, mostly the attack type that is used to train the
filter could score the best accuracy We, therefore, we suggest using multilayer
engines with different databases for each layer as illustrated in Fig. 3.3.

This filter is optimized as follows:

Testing Engine 1: this engine will use the database optimized to detect DOS
attacks. Therefore, it will have the best results in detecting DOS attacks type. The
output of this engine that is classified as normal will be sent as inputs to testing
engine 2 for more filtration.
Testing Engine 2: this engine will use the database optimized for PROBING attack
type. The output of this engine that classified as normal will be sent as inputs to
testing engine 3 for more filtration.
Testing Engine 3: this final engine will use the database and setup that is optimized
to detects U2R and R2L attacks. We assumed that before reaching this stage we
would have removed most of DOS and PROBING attacks and this engine will
score the best DR for U2R and R2 l attacks.
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Fig. 3.2 Improved Bayesian filter 1
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This 3-layer improved Bayesian filter can detect the four attacks types with high
DR. However, the FP percentage reaches 31.97 % considered as a weakness in this
filter.

3.7.1.3 Improved Bayesian Filter 3(IBF3):

Using the ideas that were explained in IBF1 and IBF2, we conducted many
experiments. We got the best results so far by using two layers filter (Fig. 3.4). The
first layer used all attack records and the second layer used the R2L attacks records
in addition to the normal traffic.

The Training Engine (layer 1): the training data was all the records available for
training which classified as normal (92,827 records) and attacks or not normal
(401,195 records).

The Testing Engine (layer 1): the setting used for the training engine was:
threshold = 0.9 and all features used to build the score map for the training
engine. The data that was tested are normal (60,593 records) and attacks or not
normal (250,436 records).

The results (layer 1) : they are classified into four categories as follows:
TN: 60,163 normal records classified successfully with 99.3 % as normal

records.
TP: 224,893 attack records classified successfully with 90 % as attacks records.
FP: 430 normal records classified by mistake with 0.7 % as attacks records.
FN: 25,543 attack records classified by mistake with 10 % as normal attacks.
Therefore the DR = 90 % and the CR = 94.65 %.
Although we achieved good results in general and especially to detect attacks

with very low of FP, we wanted better results to improve DR and to reduce the FN.
Therefore, we will trust the first filter (layer 1) when it classified records as attacks
since it gave excellent results with just 0.7 % FP. However, the normal records
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Fig. 3.3 Improved Bayesian filter 2
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that classified by layer 10s filter, need more filtration. Thus, we will add another
filter as follows:

The Training Engine (layer 2): the training data was normal (92,827 records)
and R2L attacks (1,126 records).

The Testing Engine (layer 2): the setting used for the training engine was:
threshold = 0.6 and features 23,24,31 to build the score map for the training
engine. The data that was tested are the data that was classified by filter 1 as
normal data. However, these data contains (60,163 normal records) and (25,543
attacks records). The question might be raised: why did we select R2L attacks to
train the engine? And the answer is simply because by analysing the attacks’ types,
we found that R2L attacks were 63 % of the attacks found while DOS, Probing and
U2R were 29, 7 and 0.9 % respectively. Thus, we chose the attack type that has
majority among the attacks.

The results (layer 2) : they are classified to four categories as follows:
TN: 40,797 normal records classified successfully with 67.8 % as normal

records.
TP: 17,644 attack records classified successfully with 69 % as attacks records.
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FP: 19,366 normal records classified by mistake with 32.18 % as attacks
records.

FN: 7,899 attack records classified by mistake with 30.9 % as normal attacks.
The DR = 69 % and the CR = 68.4 %.
However, since the IBF3 contains both layers, we will have an overall results as

follows:
TN: 40,797 normal records classified successfully with 67.8 % as normal

records.
TP: 17,644 ? 224,893 = 242,537 attack records classified successfully with

96.85 % as attacks records calculated as 242,537/250,436.
FP: 19,366 ? 430 = 19,796 normal records classified by mistake with 32.67 %

as attacks records calculated as 19,796/60,593.
FN: 7,899 attack records classified by mistake with 3.15 % as normal attacks

calculated as 7,899/250,436.
The overall DR = 96.85 % and the overall CR = 82.1 %.
These results are the best results comparing to all the experiments that we

conducted for all data. Moreover, this experiment is considered much realistic and
practical since the data came to the filter not classified as normal nor attacks but as
raw data and the filter should classify them according to its setup and database.
H. Improved Multi-method Filter

Finally, we decided to build a multistage filter, that is optimized by using
different techniques in each stage. The initial stage would use a rule based filter,
e.g. Snort [20] that has the a very low FP rate but is not able to detect new attacks
that do not have rules. This filter will be used to capture all known attacks. Then
this filter is followed by a Bayesian based filter that has been designed to catch the
new unknown types of attacks.

3.8 Conclusions

Since the goal of this research was to improve the accuracy of the R2L attack using
Bayesian methods, we have succeeded in achieving our target by using the
Bayesian method as an engine to classify the data accordingly. We achieve results
superior to Chou in his PhD dissertation [17], where he achieved a DR of 69.82 %
for the R2L. Our research results show that we could have better results for R2L
attack with a DR of 85.35 % by using the three features: 23, 24 and 31 and a
threshold value of 0.6. However, the CR which equals 76.69 % is considered low
comparing to Chou result because we used a low threshold value which reduces
the accuracy of detection of normal records (TN) but increases the DR for R2L
attack. To improve the accuracy of an IDS system we propose that we should use
several Bayesian filters in parallel with each filter optimized to detect one type of
record; this can be a good subject for further research in this field.

Furthermore we have shown that using multiple Bayesian filters in series with each
filter optimized for a specific attack type achieves results that are better than what can be
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achieved by a single filter. Moreover, using a two optimized Bayesian filters we were
able to achieve an overall DR = 96.85. We believe that having multiple Bayesian filters
in series will allow us to detect attacks with a high degree of confidence.

Finally, we believe that the best possible intrusion detection systems are mul-
tilayer system, with each layer built using a different technique. Where we have
the initial layers built using rule based filters that are able to capture all known
attacks. These layers are followed by Bayesian filters that can capture new types of
attacks with a high degree of confidence.
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Chapter 4
The MAC Poisson Channel: Capacity
and Optimal Power Allocation

Samah A. M. Ghanem and Munnujahan Ara

Abstract The majority of worldwide data and voice traffic is transported using
optical communication channels. As the demand for bandwidth continues to
increase, it is of great importance to find closed form expressions of the infor-
mation capacity for the optical communications applications at the backbone as
well as the access networks. In particular, we introduce an information-theoretic
derivation of the capacity expressions of Poisson channels that model the appli-
cation. The closed form expression for the capacity of the single input single
output (SISO) Poisson channel-derived by Kabanov in 1978, and Davis in 1980
will be revisited. Similarly, we will derive closed form expressions for the capacity
of the multiple accesses Poisson channel (MAC) under the assumption of constant
shot noise. This provides a framework for an empirical form of the k-users MAC
Poisson channel capacity with average powers that are not necessarily equal.
Moreover, we interestingly observed that the capacity of the MAC Poisson channel
is a function of the SISO Poisson channel and upper bounded by this capacity plus
some quadratic non-linear terms. We have also observed that the optimum power
allocation in the case of Poisson channels follows a waterfilling alike interpretation
to the one in Gaussian channels, where power is allotted to less noisy channels.
Therefore, we establish a comparison between Gaussian channels and Poisson
optical channels in the context of information theory and optical communications.
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4.1 Introduction

Information Theory provides one of its strongest developments via the notion of
maximum bit rate or channel capacity. Determining an ultimate limit to the rate at
which we can reliably transmit information over a physical medium in a given
environment is an earnest attempt of fundamental and practical consideration. Such
a limit is referred to as the channel capacity and the process of evaluating this limit
leads to an understanding of the technical solutions required to approach it.
Therefore, if the capacity can be found, then the goal of the engineer is to design an
architecture which achieves that capacity. Capacity evaluations require information
theory which must be adapted to the specific characteristics of the channel under
study. The seminal work of Shannon published in 1948 [1] gave birth to
information theory. Shannon determined the capacity of memoryless channels,
including channels impaired by additive white Gaussian noise (AWGN) for a given
signal-to-noise ratio (SNR). However, applying concepts of information theory to
the optical communications channels encounters major challenges. The most
important difficulty is dealing with the simultaneous interaction of specifically:
The noise, filtering, and Kerr nonlinearity phenomena in the optical channel. These
phenomena are distributed along the propagation path, and influence each other
leading to deterministic as well as stochastic impairments [2].

Therefore, in this chapter, we accomplish an information-theoretic approach to
derive the closed form expressions for the capacity of the SISO Poisson channel
already found by Kabanov [3] and Davis [4], as well as for the k-user MAC Poisson
channel using a direct detection or photon counting receiver and under constant
noise; therefore, we simplify the framework of derivation. Several contributions
have been done using information theoretic approaches to derive the capacity of
Poisson channels under constant and time varying noise via martingale processes
[3–7], or via approximations using Bernoulli processes [8], to define upper and lower
bounds for the capacity and the rate regions of different models [9, 10], to define
relations between information measures and estimation measures [11], in addition to
deriving optimum power allocation for such channels [6, 7, 12]. However, in this
contribution, we introduce a simple framework for deriving the capacity of Poisson
channels for the model of consideration—The MAC Poisson channel—with the
assumption of constant stochastic martingale noise, i.e. for the sake of simplicity, we
didn’t model the noise as Gaussian within the stochastic intensity rate process.
In addition, we build upon derivations for the optimal power allocation.

In Poisson channels, the shot noise is the dominant noise whenever the power
received at the photodetector is high; such noise is modeled as a Poisson random
process. In fact, such framework has been investigated in many researches; see
[2–7, 9–13]. Capitalizing on the expressions derived on [3, 4, 6, 7] and on the
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results by [6, 7, 9], we investigate the derivation process of the channel capacity in
a straightforward way; we then determine the optimal power allocation that
maximizes the information rates. To derive the optimal power allocation for dif-
ferent channel frameworks, it’s worth to notice that different optimization criteria
could be relevant. In particular, the optimization criteria could be the peak power,
the average optical power, or the average electrical power. The average electrical
power is the standard power measure in digital and wireless communications and it
helps in assessing the power consumption in optical communications, while the
average optical power is an important measure for safety considerations and helps
in quantifying the impact of shot noise in wireless optical channels. In addition, the
peak power, whether electrical or optical, gives a measure of tolerance against the
nonlinearities in the system, for example the Kerr nonlinearity which is identified
by a nonlinear phase delay in the optical intensity or in other words as the change
in the refractive index of the medium as a function of the electric field intensity.

4.2 The Communication Framework

In a communication framework, the information source inputs a message to a
transmitter. The transmitter couples the message onto a transmission channel in the
form of a signal which matches the transfer properties of the channel. The channel
is the medium that bridges the distance between the transmitter and the receiver.
This can be either a guided transmission such as a wire or a wave guide, or it can
be an unguided free space channel. A signal traverses the channel will suffer from
attenuation and distortion. For example, electric power can be lost due to heat
generation along a wire, and optical power can be attenuated due to scattering and
absorption by air molecules in a free space. Therefore, channels are characterized
by a transfer function which models the input–output process. The input–output
process statistics is dominated by the noise characteristics the modulated input
experiences during its propagation along the communication medium, in addition
to the detection procedure experienced at the channel output. In particular, when
the noise nG tð Þ is a zero-mean Gaussian process with double-sided power spectral
density N0/2, the channel is called an additive white gaussian channel (AWGN).
However, when the electrical input is modulated by a light source, like a laser
diode, the channel will be an optical channel with the dominant shot noise nd tð Þ
arising from the statistical nature of the production and collection of photoelec-
trons when an optical signal is incident on a photodetector, such statistics char-
acterized by a Poisson random process.

Figure 4.1 illustrates both the AWGN and the Poisson optical channels. In this
chapter, we focus on the Poisson optical communication channel shown in
Fig. 4.1b and we derive capacity closed form expression for the MAC Poisson
channel capitalizing on the framework of derivation of the SISO Poisson channel
capacity under a constant shot noise.
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4.3 The SISO Poisson Channel

Consider the SISO Poisson channel P shown in Fig. 4.2. Let NðtÞ represent the
channel output, which is the number of photoelectrons counted by a direct
detection device (photodetector) in the time interval [0, T]. NðtÞ has been shown to
be a doubly stochastic Poisson process with instantaneous average rate kðtÞ þ n.
The input kðtÞ is the rate at which photoelectrons are generated at time t in units of
photons per second. And n is a constant representing the photodetector dark
current and background noise.

4.3.1 Derivation of the Capacity of SISO Poisson Channels

Let p NTð Þ be the sample function density of the compound regular point process
NðtÞ and p NT jSTð Þ be the conditional sample function of NðtÞ given the message
signal process SðtÞ in the time interval [0, T]. Then we have,

p NT jSTð Þ ¼ e
�
RT
0

kðtÞþnð ÞdðtÞþ
RT
0

log kðtÞþnð ÞdNðtÞ
ð4:1Þ

p NTð Þ ¼ e
�
RT
0

ckðtÞþn

� �
dðtÞþ

RT
0

log ckðtÞþn

� �
dNðtÞ

ð4:2Þ

We use the following consistent notation in the paper, dkðtÞ is the estimate of the
input kðtÞ. E½�� is the expectation operation over time. Therefore, the mutual
information is defined as follows,

I ST ; NTð Þ ¼ E log
p NT jSTð Þ

p NTð Þ

� �� �
ð4:3Þ
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Fig. 4.1 a The AWGN
channel. b The Poisson
optical channel
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Theorem 1 (Kabanov’78 [1]-Davis’80 [4]):
The capacity of the SISO Poisson channel is given by:

C ¼ K

P
ðPþ nÞ logðPþ nÞ þ 1� K

P

� �
n logðnÞ � ðK þ nÞ logðK þ nÞ ð4:4Þ

Proof:
Substitute (4.1, 4.2) in (4.3), we have,
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log kðtÞ þ nð Þ is a martingale from theorems of stochastic

integrals, see [6, 11] therefore,
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Fig. 4.2 The SISO Poisson
channel model
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¼
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See [6, 7] for similar steps. In [11], it has been shown that the derivative of the
input–output mutual information of a Poisson channel with respect to the intensity
of the dark current is equal to the expected error between the logarithm of the
actual input and the logarithm of its conditional mean estimate, it follows that,

dI ST ; NTð Þ
dkðtÞ ¼E log

kðtÞ þ n
dkðtÞ þ n

 !" #
ð4:6Þ

The right hand side term of (4.6) is the derivative of the mutual information
corresponding to the integration of the estimation errors. This plays as a counter
part to the well known relation between the mutual information and the minimum
mean square error (MMSE) in Gaussian channels in [14].

The capacity of the SISO Poisson channel given in Theorem 1 (4.4) is defined
as the maximum of (4.5) solving the following optimization problem,

max I ST ; NTð Þ ð4:7Þ

Subject to average and peak power constraints,
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With P is the maximum power and the ratio of average to peak power r is used
with 0� r� 1. We can easily check that the mutual information is strictly convex
via it kðtÞs second derivative with respect to as follows,
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Therefore, the mutual information is convex with respect to kðtÞ:
Now solving:
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� �

log dkðtÞ þ n
� �

e � n
T
EdkðtÞe

0
@

1
A

With n as the Lagrangian multiplier.
The possible values of EdðkðtÞ þ nÞ logðkðtÞ þ nÞe must lie in the set of all

y-coordinates of the closed convex hull of the graph y ¼ xþ nð Þ log xþ nð Þ.
Hence, the maximum mutual information achieved using the distribution pðk ¼
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PÞ ¼ 1� pðk ¼ 0Þ ¼ a. Where 0� a� 1, so that E½kðtÞ� ¼ K. So, we must have
E kðtÞ½ � ¼

P
kðtÞpðkÞ. It follows that, K ¼ Ppðk ¼ PÞ ¼ Pa. Then, a ¼ k

P and the
capacity in Theorem 1 (4.4) is proved.

4.3.2 Optimum Power Allocation for SISO Poisson Channels

We need to solve the following optimization problem,

max
K

P
ðPþ nÞ logðPþ nÞ þ ð1� K

P
Þn logðnÞ � ðK þ nÞ logðK þ nÞ � n

T
K

� �

ð4:9Þ

Since (4.9) is concave with respect to K, i.e. the second derivative of (4.9) with
respect to K is negative. Using the Lagrangian corresponding to the derivative of
the objective with respect to K, and the Karush–Kuhn–Tucker (KKT) conditions,
the optimal power allocation is the following,

K� ¼ ðPþ nÞe� 1þn
Tð Þþn

P log 1þP
nð Þ � n ð4:10Þ

4.4 The MAC Poisson Channel

Consider the MAC Poisson channel shown in Fig. 4.3. Let us consider a 2-input
MAC Poisson channel, then, N1ðtÞ is a doubly stochastic Poisson process with
instantaneous average rate k1ðtÞ þ k2ðtÞ þ n.

4.4.1 Derivation of the Capacity of MAC Poisson Channels

Let pðN1Þ and pðN1jS1; S2Þ be the joint density and conditional sample function of
the compound regular point process N1ðtÞ given the message signal processes S1ðtÞ
in the time interval [0, T]. Then we have,

.

.

nFig. 4.3 The MAC Poisson
channel model
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p N1jS1; S2ð Þ ¼ e
�
RT
0

ðk1ðtÞþk2ðtÞþnÞdtþ
RT
0

logðk1ðtÞþk2ðtÞþnÞdNðtÞ
ð4:11Þ

pðN1Þ ¼ e
�
RT
0

ðdk1ðtÞþdk2ðtÞþnÞdtþ
RT
0

log dk1ðtÞþdk2ðtÞþn

� �
dNðtÞ

ð4:12Þ

Therefore, the mutual information is defined as follows,

I ST ; NTð Þ ¼ E log
p N1jS1; S2ð Þ

pðN1Þ

� �� �
ð4:13Þ

Theorem 2:
The capacity of the 2-input MAC Poisson channel is given by:

C ¼ k1
P
þ k2

P

� �
Pþ nð Þ log Pþ nð Þ þ 1� K1

P
þ K2

P

� �� �
n logðnÞ � ðK1þ K2

þ nÞ logðK1þ K2þ nÞ
ð4:14Þ

Proof:
Substitute (4.11, 4.12) in (4.13), we have,

I ST; NTð Þ ¼E �
ZT

0

k1ðtÞ � dk1ðtÞ
� �

dt �
ZT

0

k2ðtÞ � dk2ðtÞ
� �

dt

2
4

þ
ZT

0

log
k1ðtÞ þ k2ðtÞ þ n
dk1ðtÞ þ dk2ðtÞ þ n

 !
dNðtÞ

3
5

Since E dk1ðtÞ þ dk2ðtÞ
h i

¼ E E k1ðtÞ þ k2ðtÞjNT½ �½ � ¼ E½k1ðtÞ þ k2ðtÞ�, it fol-

lows that,

I ST; NTð Þ ¼ E

ZT

0

log
k1ðtÞ þ k2ðtÞ þ n
dk1ðtÞ þ dk2ðtÞ þ n

 !
dNðtÞ

2
4

3
5

And NðtÞ �
RT
0

logðk1ðtÞ þ k2ðtÞ þ nÞ is a martingale from theorems of stochastic

integrals, see [6, 11] therefore,

I ST; NTð Þ ¼ E

ZT

0

ðk1ðtÞ þ k2ðtÞ þ nÞ log
k1ðtÞ þ k2ðtÞ þ n
dk1ðtÞ þ dk2ðtÞ þ n

 !
dt

2
4

3
5
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¼
ZT

0

Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe

�Edðk1ðtÞ þ k2ðtÞ þ nÞ logð dk1ðtÞ þ dk2ðtÞ þ nÞedt

¼
ZT

0

Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe

�EdE ðk1ðtÞ þ k2ðtÞ þ nÞ½ � logð dk1ðtÞ þ dk2ðtÞ þ nÞjNTedt

¼
ZT

0

Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe

�EdEdðk1ðtÞ þ k2ðtÞ þ nÞjNT logð dk1ðtÞ þ dk2ðtÞ þ nÞedt

¼
ZT

0

Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe

�EdEdðk1ðtÞ þ k2ðtÞ þ nÞjNT logð dk1ðtÞ þ dk2ðtÞ þ nÞedt

ð4:15Þ

The capacity of the MAC Poisson channel given in Theorem 2 (4.14) is defined
as the maximum of (4.15) solving the following optimization,

max IðST ; NTÞ ð4:16Þ

Subject to average and peak power constraints,

1
T
E

ZT

0

ðk1ðtÞ þ k2ðtÞÞdt

2
4

3
5� rP

0� k1ðtÞ�P1

0� k2ðtÞ�P2 ð4:17Þ

With P1 and P2 are the maximum power and the ratio of average to peak power
r is used with 0� r� 1. Now, solving:

max

ZT

0

Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe � Edð dk1ðtÞ þ dk2ðtÞ þ nÞ

0
@

log dk1ðtÞ þ dk2ðtÞ þ n
� �

e � n
T
E½k1ðtÞ þ k2ðtÞ�

�
;
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with n as the Lagrangian multiplier. The possible values of
Edðk1ðtÞ þ k2ðtÞ þ nÞ logðk1ðtÞ þ k2ðtÞ þ nÞe must lie in the set of all y-coordi-
nates of the closed convex hull of the graph y ¼ ðx1þ x2þ nÞ logðx1þ x2þ nÞ.
Suppose that the maximum power for both inputs is P1þ P2 ¼ rP. Hence, the
maximum mutual information achieved using the distribution pðk ¼ PÞ ¼
1� pðk ¼ 0Þ ¼ a. Where 0� a� 1 so that E½k1ðtÞ� ¼ K1, E½k2ðtÞ� ¼ K. So, we
have E½k1ðtÞ þ k2ðtÞ� ¼

P
ðk1ðtÞpðk1Þ þ ðk2ðtÞpðk2Þ. It follows that, K1 ¼

Ppðk1 ¼ PÞ ¼ Pa: K2 ¼ Ppðk2 ¼ PÞ ¼ Pð1� aÞ. Then, a ¼ k1
P and 1� a ¼ k2

P and
then the capacity in Theorem 2 (4.14) is proved and can be maximized when k1

P ¼ k2
P .

It’s worth to note that we also have K3 ¼ P1p 0� k1ðtÞð
� rPÞ þ P2p 0� k2ðtÞ� rPð Þ ¼ P1aþ P2ð1� aÞ, however, K3 is not considered
in the capacity equations since we only need the maximum and the minimum
powers for both k1ðtÞ and k2ðtÞ to get the maximum expected value. Therefore,
our framework of derivation differs from [9] by solving the problem geometrically.

4.4.2 Optimum Power Allocation of MAC Poisson Channels

We need to solve the following optimization problem,

max
K1
P
þ K2

P

� �
Pþ nð Þ log Pþ nð Þ þ 1� K1

P
þ K2

P

� �� �
nlog(nÞ

�

�ðK1þ K2þ nÞ logðK1þ K2þ nÞ � n
T
ðK1þ K2Þ

�
ð4:18Þ

Using the Lagrangian corresponding to the derivative of the objective with
respect to K, and the Karush–Kuhn–Tucker (KKT) conditions, the optimal power
allocation is the solution of the following equation,

K1� þ K2� ¼ ðPþ nÞe� 1þn
Tð Þþn

P log 1þP
nð Þ � n ð4:19Þ

The optimum power allocation solution introduces the fact that orthogonalizing
the inputs via time or frequency sharing will achieve the capacity; therefore, it
follows the importance for interface solutions to aggregate different inputs to the
Poisson channel.

4.5 MAC Poisson Channel Capacity and Rate Regions

We dedicate this section to analyze the result of Theorem 2. We will introduce the
two-user MAC Poisson channel rate regions and we will then define the MAC
capacity with respect to the SISO capacity and to bounds found mainly in [9]. The
rate regions for the two-user MAC Poisson channel is given by,
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R1� IðS1; N1jS2Þ ð4:20Þ

R2� IðS2; N1jS1Þ ð4:21Þ

R1þ R2� IðS1; S2; N1Þ ð4:22Þ

The mutual information that defines the sum of the rates IðS1; S2; N1Þ is defined
in [Eq. 3.21, 9] under the condition that the average inputs for the two users are
equal; in particular when both inputs are equiprobable. Here, we can manipulate
this result into a sum rate upper bound with the two users having different average
input powers as follows,

IðS1; S2; N1Þ ¼
K1
P
þ K2

P

� �
Pþ nð Þ log Pþ nð Þ þ 1� K1

P
þ K2

P

� �� �
n logðnÞ

� ðK1þ K2þ nÞ logðK1þ K2þ nÞ

� 2
K12

P2
þ K22

P2

� �
Pþ nð Þ log Pþ nð Þ

þ K1K2
P2

� �
2Pþ nð Þ log 2Pþ nð Þ þ K1K2

P2

� �
n logðnÞ

ð4:23Þ

Where, IðS1; S2; N1Þ is maximized when K1
P ¼ K2

P . It is important to notice that
the first non-quadratic terms of IðS1; S2; N1Þ is the capacity of the SISO Poisson
channel with the input as k1ðtÞ þ k2ðtÞ. Therefore, we can see through Theorem2
that the capacity is approximately defined by the first term of IðS1; S2; N1Þ,

IðS1; S2; N1Þ ¼ CSISOðk1 þ k2Þ þ b ð4:24Þ

Where,

b ¼ �2
K12

P2
þ K22

P2

� �
Pþ nð Þ log Pþ nð Þ þ K1K2

P2

� �
2Pþ nð Þ log 2Pþ nð Þ

þ K1K2
P2

� �
n logðnÞ

ð4:25Þ

Therefore, we can deduce that the rate region as defined in [9] is an upper
bound for the capacity, and thus we can write an empirical form for the k-user
MAC Poisson capacity, using the first non-quadratic terms of the above equation
as follows,

Ck�user MAC ¼ CSISOðk1þ . . .þ kkÞ ð4:26Þ

We can also verify Theorem 2 comparing it to the results in [9] for different
setups, for example, consider the case when K1 = K2 = K, the capacity will be,
C ¼ 2 K

P ðPþ nÞ logðPþ nÞ þ 1� 2K
P

� 	
n logðnÞ � ð2K þ nÞ logð2K þ nÞ:
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When K1 ¼ K2 ¼ K ¼ P, the negative terms indicates a zero capacity, C ¼ 0,
and when K1 ¼ K2 ¼ K 6¼ P, and n ¼ 0 the capacity will be, C ¼ 2K log P

2K, and

the rate sum will be, IðS1; S2; N1Þ ¼ 2K log P
2K þ 2 K2

P log 2.
Therefore, IðS1; S2; N1Þ given in [Eq. 3.21, 9] upper bounds the capacity by the

term 2 K2

P log 2, and via the constraints over the average power, 2 K2

P log 2� 2 log 2
it follows that this upper bounds the capacity with a value always less than or equal
to 1.4 nats/sec for the two-user MAC. In a more generalized way, the empirical
form differs from the upper bound by less than or equal to k log k, where k cor-
responds to the number of inputs/users to the MAC Poisson channel. We can also
verify that the maximum capacity achieved by orthognalizing the inputs such that
the capacity approaches P=e nats/sec for each user. Therefore, non-orthognalizing
the inputs incurs a maximum of around 0.5256 P power loss in the two-user MAC
case. This well explains the limitation in the number of users for the MAC Poisson
channel.

Figure 4.4 shows the capacity of different Poisson channels under a total power
constraint of P ¼ 5 on the SISO channel and each user’s input of the parallel channel
and the MAC channel, an equal average input power K1 ¼ K2 ¼ K, and shot noise
n ¼ 0:1. When the average input power is around one quarter the total power
K ¼ P=4, the rate is the maximum achievable rate, this explains the power loss in the
two-user MAC case explained before. We can notice that the maximum mutual
information presented by Lapidoth et al. in [Eq. 3.21, 9] upper bounds the rate region
of all given channels, however, we can see that the maximum achievable rate is
always C�P=e nats/sec. In particular, for the MAC channel the maximum
achievable rate with total power P ¼ 10 is 3.425 nats/sec which is
C� 10=e� 3:7037 nats/sec, i.e. the capacity for the k-user MAC is always C� kP=e.
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We can further see that in the low average power regime, both the upper bound and
the empirical capacity of the MAC matches, while it logarithmically differs at the
high average power regime, this is due to the quadratic part that is missed in the
empirical capacity formula denoted by b. Notice also that the MAC channel under the
given conditions upper bounds the parallel channel, or in other words the parallel
channel defines a lower bound over the MAC when both inputs are active.

Figure 4.5 shows the capacity of different Poisson channels with respect to the
noise where naturally the capacity decreases with respect to the increase in the shot
noise. However, it is of particular relevance to notice that in the low noise power
regime, that Lapidoth upper bound for the MAC maximum achievable rate [9]
indeed cannot be achieved due to existence of the quadratic terms, this gives rise
of the achieved capacity over the right one, C� kP=e however, our empirical form
of the MAC capacity shows consistency regarding this relation and can be gen-
eralized to k-users.

4.6 Discussion

The solutions provided in this chapter show that the capacity of Poisson channels is a
function of the average and peak power of the input. As a normal consequence to the
expressions of the SISO Poisson channel, the Poisson parallel channels throughput is
the sum of their independent SISO channels, proof is provided in [7]. For the MAC
Poisson channel, the capacity expression derived here gives a generalization of a
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closed form expression for the k-user MAC Poisson channel. The authors in [9]
studied the capacity regions of the two-user MAC Poisson channels.

They also pointed out an interesting observation that we can also emphasize and
verify via Theorem 2; that is; in contrary to the Gaussian MAC, in the Poisson
MAC the maximum throughput is bounded in the number of inputs, and similar to
the Gaussian MAC in terms of achieving the capacity via orthogonalizing the
inputs or via the usage of a limited average input power for each user that is equal
to one quarter the total power in the two-user MAC case. In fact, for the Poisson
MAC, when equal input powers up to half the total power for each are used, the
capacity faces a decay to zero, while when they differ i.e. inputs are orthogonal,
the capacity is again maximized. In addition, we can also verify that the two main
factors in the MAC capacity is the orthogonalization and the maximum power,
while increasing the average power for one or the two inputs above a certain limit
will not add positively to the capacity, see [7]. We can also see that the maximum
power is a function of the average power through which both can be optimized to
maximize the capacity.

Moreover, it can be deduced via the mathematical formulas that the power
allocation is a decreasing value with respect to the dark current for all Poisson
channels. It means that the power allocation for the Poisson channels in some way
or another follows a waterfilling alike interpretation to the one for the Gaussian
setup where less power is allotted to the more noisy channels [7, 15]. However, it’s
well known that the optimum power allocation is an increasing function in terms
of the maximum power.

4.6.1 Gaussian Channels Versus Poisson Channels

Here, we summarize some important points about the capacity of Poisson channels
in comparison to Gaussian channels within the context of this work. Firstly, in
comparison to the Gaussian capacity, the channel capacity of the Poisson channel is
maximized with binary inputs, i.e. [0, 1], while the distribution that achieves the
Gaussian capacity is a Gaussian input distribution. Secondly, the maximum
achievable rates for the Poisson channel is a function of its maximum and average
powers due to the nature of the Poisson process which follows a stochastic random
process with martingale characteristics, while in Gaussian channels, the processes
are random and modeled by the normal distribution. Thirdly, the optimum power
allocation for the Poisson channels is very similar for different models depending on
the defined power constraints, and in comparison to the Gaussian optimum power
allocation; it follows a similar interpretation to the waterfilling, at which more power
is allocated to stronger channels, i.e. power allocation is inversely proportional to the
more noisy channel. However, although the optimal inputs distribution for the
Poisson channel is a binary input distribution, the optimal power allocation is a
waterfilling alike, i.e. unlike the Gaussian channels with arbitrary inputs where it
follows a mercury-waterfilling interpretation to compensate for the non-Gaussianess
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in the binary input [16]. Finally, it is worth to emphasize two more important
differences that were already shown in [10], which can be straight forward to proof
here: Unlike the Gaussian channels, in Poisson channels, due to the characteristics of
the Poisson distribution, we cannot implement interference cancellation techniques,
since it is not possible to construct the probability of pðN1 ¼ k1þ nÞ from the
probability pðN1 ¼ k1þ k2þ nÞ if k2 is considered as an interferer to k1. Besides,
unlike Gaussian channels, Poisson channels are scale-invariant, since
pðN1 ¼ k1þ n=aÞ 6¼ pðN1 ¼ ak1þ nÞ, if a scaling factor a 6¼ 1 is multiplied to the
inputs, the mutual information IðS1; S2; N1 ¼ ak1þ ak2þ nÞ 6¼ IðS1; S2;
N1 ¼ k1þ k2þ n=aÞ.

4.7 Conclusions

In this chapter, we show via an information theoretic approach that the capacity of
optical Poisson channels is a function of the average and maximum power of the
inputs, the capacity expressions have been derived as well as the optimal power
allocation for the SISO and the MAC channel models. We provide a closed form
expression for the k-user MAC Poisson channel with any average input powers. It is
shown-through the limitation on users within the capacity of the Poisson MAC- that
the interface solutions for the aggregation of multiple users/channels over a single
Poisson channel are of great importance. However, a technology like orthogonal
frequency division multiplexing (OFDM) for optical communications stands as one
interface solution. While it introduces attenuation via narrow filtering, etc. it
therefore follows the importance of optimum power allocation which can mitigate
such effects, hence, we build upon optimum power allocation derivations.
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Chapter 5
An Efficient Dispersion Control Chart

Saddam Akber Abbasi and Arden Miller

Abstract Control chart is the most important Statistical Process Control tool used
to monitor reliability and performance of industrial processes. For monitoring
process dispersion, R and S charts are widely used. These control charts perform
better under the ideal assumption of normality but are well known to be very
inefficient in presence of outliers or departures from normality. In this study we
propose a new control chart for monitoring process dispersion, namely the D chart,
and compared its performance with R and S charts using probability to signal as a
performance measure. It has been observed that the newly proposed chart is
superior to R chart and is a close competitor to S chart under normality of quality
characteristic. When the assumption of normality is violated, D chart is more
powerful than both R and S charts. This study will help quality practitioners to
choose an efficient and robust alternative to R and S charts for monitoring
dispersion of industrial processes.
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5.1 Introduction

Control chart introduced by Walter A. Shewhart in 1920’s, is the most important
Statistical Process Control (SPC) tool used to monitor reliability and performance
of industrial processes. The basic purpose of implementing control chart proce-
dures is to detect abnormal variations in the process (location & scale) parameters.
Although first proposed for manufacturing industry, control charts have recently
been applied in a wide variety of disciplines, such as in nuclear engineering [7],
health care [16], education [15], analytical laboratories [10] etc.

Monitoring process dispersion is an important component of SPC. Dispersion
control charts are a well known tool used for improving process capability and
productivity by reducing variability in the process. R and S charts are the two most
widely used control charts for monitoring changes in process dispersion [11]. The
design of these charts is based on estimating the process standard deviation r using
sample range and sample standard deviation respectively. These charts perform
better under the ideal assumptions but are well known to be very inefficient when
the assumption of normality is violated. In this study we propose a new dispersion
control chart, namely the D chart, based on Downton’s based estimate of process
standard deviation. The design of D chart is established and is shown to be more
efficient as compared to both R and S charts particularly for non-normal processes.

Assume X be a normally distributed quality characteristic with in-control mean
l and standard deviation r (i.e. X�Nðl; r2Þ). Let X1;X2; . . .;Xn represents a
random sample of size n and the corresponding order statistics are represented by
Xð1Þ;Xð2Þ; . . .;XðnÞ. The Downton’s estimator is defined as (see [2, 5] and [1]):

D ¼ 2
ffiffiffi
p
p

nðn� 1Þ
Xn

i¼1

i� 1
2
ðnþ 1Þ

� �
XðiÞ ð5:1Þ

For normally distributed quality characteristic, D is an unbiased estimator of r [3]
and it has been shown in the past that D is not much affected by non-normality.
The purpose of this study is to develop a variability chart based on D that performs
better than existing variability charts, such as R or S charts, under the existence and
violation of normality assumption. The rest of study is organized as follows: In the
next section the widely used 3-sigma and probability limit structure of D chart is
established following [14] and [6]. The following section compares the perfor-
mance of D, R and S charts assuming normality of quality characteristics. The
comparison is made using probability to signal as a performance measure. Fourth
section presents comparison of these charts when the assumption of normality is
violated and quality characteristic is assumed to follow non-normal (heavy tailed
symmetric and skewed) distributions following [14] and [12]. Finally conclusions
have been made in the last section.
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5.2 Design of D Control Chart

Suppose the relationship between D and r be defined by a random variable Z as
Z ¼ D=r (similar to W ¼ R=r for R chart; [11]). For setting up control limits of
the proposed D chart, estimates of r and rD are required. By taking expectations
on both sides of Z, we obtain:

EðZÞ ¼ EðD=rÞ ¼ EðDÞ=r ð5:2Þ

EðDÞ can be replaced with average of sample D0s (D), computed from an
appropriate number of random samples obtained from a process during normal
operating conditions (similar to R and S used in the construction of R and S charts).
Let EðZÞ ¼ z2, as D is an unbiased estimator of r hence we have z2 ¼ 1 (for every
value of n). Thus under normality, an unbiased estimator of r based on Downton’s
estimator is given as br ¼ D.

Similarly for an estimate of rD we have rZ ¼ rD=r. Let rZ ¼ z3, hence we have

rD ¼ z3r ð5:3Þ

Barnett et al. [3] showed that

varðDÞ ¼ r2

nðn� 1Þ n
1
3
pþ 2

ffiffiffi
3
p
� 4

� �
þ 6� 4

ffiffiffi
3
p
þ 1

3
p

� �� �
ð5:4Þ

From Eqs. (5.3) and (5.4) we have

z3 ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nðn� 1Þ
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n

1
3
pþ 2

ffiffiffi
3
p
� 4

� �
þ 6� 4

ffiffiffi
3
p
þ 1

3
p

� �s
ð5:5Þ

Replacing an estimate of r (i.e. br ¼ DÞ in Eq. (5.3), we obtain brD ¼ z3D
Hence the widely used 3-sigma control limits for the proposed D chart are

defined as

LCL ¼ maxð0;D� 3z3DÞ; CL ¼ D and UCL ¼ Dþ 3z3D ð5:6Þ

LCL ¼ Z3D; CL ¼ D and UCL ¼ Z4D ð5:7Þ

where Z3 ¼ maxð0; 1� 3z3Þ and Z4 ¼ 1þ 3z3. The coefficients z3; Z3 and Z4

entirely depends on sample size n and are given in Table 5.1 for some represen-
tative values of sample size n. After setting up control limits, sample statistic D is
plotted against time or sample number. If all the plotted points lie inside the
control limits we can say that the process variability is in statistical control
otherwise if one or more points lie outside the control limits, the process variability
is said to be out-of-control.
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The use of 3-sigma limits is based on the symmetric assumption of the plotted
statistic, we will see that the distribution of D is not symmetric atleast for small to
moderate values of n. Hence there is a need to develop the probability limit
structure for the proposed D chart. Probability limits for D chart can be computed
by using the quantile points of the distribution of Z. Let a be the specified prob-
ability of making Type-I error, denoting a-quantile of the distribution of Z by Za,
the probability limits based on D are given as:

LCL ¼ Zða=2ÞD with PrðZ� Zða=2ÞÞ ¼ a=2

UCL ¼ Zð1�a=2ÞD with PrðZ� Zð1�a=2ÞÞ ¼ 1� a=2
ð5:8Þ

These quantile points have been computed through extensive Monte Carlo simu-
lation routines. The distribution of Z is obtained by generating 10,000 samples of
size n ¼ 2; 3; � � � ; 15; 20; 25; 35; 50; 75 and 100 from standard normal distribution.

For a specified Type-I error probability a, ða=2Þth and ðð1� aÞ=2Þth quantile points
have been computed from the distribution of Z for every combination of a and n.
The same procedure is repeated 1000 times and the mean values of the quantile
points together with their standard errors are reported in Table 5.1. The 3-sigma
and probability limit structure of R and S charts with their respective control chart
constants and quantile points can be seen in [13].

5.3 Comparison of D, R and S Charts for Normal Processes

In this section we provide comparison of the D, R and S Charts for normally
distributed quality characteristic using probability to signal as the performance
measure. For a fair comparison, different competing procedures needs to be
adjusted to have the same false alarm probability and then comparison is made
with respect to out-of-control detection probabilities. In our case, the process is
said to be out-of-control whenever process standard deviation r shifts from an in-
control value, say r0 to another value say r1, where r1 is defined as
r1 ¼ r0 þ dr0. For a fixed false alarm rate, control chart structure which gives
highest probability to signal for out-of-control situations will indicate best per-
formance as compared to other charts.

By setting up probability limits for a ¼ 0:002, probability to signal have been
computed for both in-control and out-of-control situations for D, R and S charts
using their respective control chart coefficients and quantile points. To save space
and to aid in visual clarity, power curves have been constructed instead of pre-
senting results in tabular form. The power curves of the three charts for normally
distributed quality characteristics for n ¼ 5; 10 and 15 are shown in Fig. 5.1.

From power curves in Fig. 5.1 we can observe that for zero sigma shift in process
standard deviation, the probability of signaling is very close to 0:002 for all the
charts and for every sample size, representing the case for an in-control process.
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When the process is out-of-control, D chart is equally efficient to S chart for
detecting shifts in process variability and have significantly higher probability to
signal as compared to R chart, as the power curves of D chart coincides with that of S
chart and always higher than the power curves of R chart for every choice of n. Hence

Table 5.1 Control chart constants and quantile points of the distribution of Z (standard errors)

n Z0:001 Z0:01 Z0:05 Z0:95 Z0:99 Z0:999

2 0.00166 0.01565 0.0785 2.45975 3.23694 4.15268
(0.00056) (0.00015) (0.001) (0.00027) (0.00111) (0.00033)

3 0.03551 0.11492 0.25502 1.96152 2.439 3.00633
(0.00084) (0.00057) (0.00086) (0.00052) (8e�04) (0.00086)

4 0.09823 0.21368 0.37075 1.76101 2.12345 2.53082
(0.00032) (0.00111) (0.00031) (0.00109) (0.00096) (0.00069)

5 0.15217 0.28511 0.44493 1.64577 1.9552 2.30548
(0.00025) (0.00044) (0.00027) (0.00047) (0.00076) (0.00089)

6 0.20846 0.34765 0.50023 1.56683 1.8354 2.15353
(0.00025) (0.00048) (0.00032) (0.00057) (0.00093) (0.00036)

7 0.25049 0.39398 0.54303 1.51488 1.75368 2.02625
(0.00013) (2e�04) (0.00061) (0.00034) (0.00076) (0.00035)

8 0.30186 0.43455 0.57671 1.47484 1.68721 1.94266
(0.00033) (0.00087) (0.00023) (0.00025) (0.00086) (0.00028)

9 0.33462 0.46845 0.60199 1.443 1.64455 1.87114
(0.00016) (0.00025) (0.00079) (0.00011) (0.00035) (0.00081)

10 0.37155 0.49531 0.62393 1.41335 1.60123 1.81688
(0.00028) (0.00024) (0.00046) (0.00078) (0.00063) (0.00035)

11 0.38631 0.51896 0.63972 1.39357 1.56754 1.7785
(9e�04) (0.00036) (0.00091) (0.00024) (0.00068) (0.00073)

12 0.41242 0.53575 0.6575 1.37317 1.54059 1.7294
(0.00109) (0.00087) (0.00039) (0.00056) (0.00076) (0.00085)

13 0.43215 0.55201 0.6712 1.35789 1.52125 1.69148
(0.00067) (0.00034) (0.00079) (0.00021) (0.00025) (0.00063)

14 0.45467 0.57071 0.68466 1.34069 1.49412 1.68263
(0.00031) (0.00056) (0.00077) (0.00041) (0.00033) (0.00039)

15 0.46773 0.58356 0.6935 1.32709 1.47725 1.63709
(0.00066) (0.0011) (0.00098) (0.00022) (0.00051) (0.00081)

20 0.54297 0.63953 0.73694 1.27848 1.4035 1.54339
(0.00042) (0.00033) (0.00092) (0.00059) (0.00017) (0.00011)

25 0.57977 0.67448 0.76569 1.24488 1.35738 1.47917
(0.00074) (0.00028) (0.00107) (0.00053) (0.00088) (0.00072)

35 0.64444 0.72547 0.8022 1.20638 1.29519 1.4015
(0.00022) (0.00091) (0.00012) (0.00031) (0.00067) (0.00079)

50 0.70201 0.77009 0.83552 1.17129 1.24661 1.33503
(7e�04) (0.00084) (0.00019) (5e�04) (0.00052) (0.00094)

75 0.75708 0.8122 0.86561 1.13826 1.1971 1.26395
(0.00031) (0.00099) (0.00053) (0.00036) (0.00097) (0.00025)

100 0.78607 0.83591 0.88294 1.12025 1.17153 1.2276
(0.00094) (0.00079) (0.00055) (0.00105) (0.00077) (0.0011)
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we can say that under the ideal assumption of normality D chart is more efficient than
R chart and is a close competitor to S chart.

5.4 Comparison of D, R and S Charts for Non-Normal
Processes

Normal distribution have wide applications in statistics and almost all SPC charts
are based on this assumption. But in practice data from many real world processes
follow non-normal distributions. To mention a few of such cases: [4] and [8]
pointed out that quality characteristics such as capacitance, insulation resistance,
surface finish, roundness, mold dimensions follow non-normal distributions.
Levinson and Polny [9] indicates that impurity levels in semiconductor process
chemicals follow Gamma distribution. Many other characteristics such as
straightness, flatness, cycle time are not distributed normally. Hence there is a need
to study the performance of these variability charts for different parent non normal
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Fig. 5.1 Power curves of D;R and S charts for n ¼ 5; 10 and 15 under Normal distribution when
a ¼ 0:002
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distributions. To represent the case of non-normal processes, the performance of
D;R and S charts is investigated by assuming that the quality characteristic follows
heavy tailed symmetric Student’s t and skewed Gamma and Weibull distributions.
The density function of these non-normal distributions are given below:

Student’s t (tkÞ : f ðxjkÞ ¼ C½ðkþ1Þ=2�ffiffiffiffi
kp
p

Cðk=2Þ 1þ x2

k

	 
�ðkþ1Þ=2
; �1\x\1; k [ 0

Gamma(a; bÞ : f ðxja; bÞ ¼ ba

CðaÞ x
a�1e�bx; x [ 0; a[ 0; b[ 0

Weibull(a;bÞ : f ðxja; bÞ ¼ a
b xa�1e�xa=b; x� 0; a [ 0; b[ 0

Probability to signal of D;R and S charts have been computed for these
non-normal distributions using similar simulation routines as were used earlier for
the case of normal distribution. In our simulation study we used Student’s t distri-
bution with k ¼ 5, Gamma distribution with a ¼ 2 and b ¼ 1, and finally Weibull
distribution with a ¼ 1:5 and b ¼ 1. The power curves of the three charts when
quality characteristic is assumed to follow Student’s t, Gamma and Weibull
distributions are presented in Figs. 5.2, 5.3, 5.4 respectively. From Figs. 5.2, 5.3, 5.4
we can clearly see that the power curves of D chart are always higher than the power
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Fig. 5.2 Power curves of D;R and S charts for n ¼ 5; 10 and 15 under Student’s t distribution
when a ¼ 0:002
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curves of both R and S charts for all non-normal cases and for every choice of sample
size n. This indicates that D chart has higher probability to signal shifts in process
variability as compared to both R and S charts when the assumption of normality is
violated. We can also observe that the difference in the detection ability of these
charts increases with an increase in n. Relatively R chart is extremely affected while
D chart is least affected by non-normality. Hence for non-normal processes, we can
easily say that D chart is always superior than both R and S charts.

5.5 Conclusions

This study proposes an efficient control chart, namely the D chart, to monitor
changes in process dispersion. The performance of the D chart is compared to the
widely used R and S charts. It has been shown that for normally distributed quality
characteristic, D chart is equally efficient to the S chart in terms of detecting shifts
in process variability and has significantly better detection ability as compared to
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Fig. 5.3 Power curves of D;R and S charts for n ¼ 5; 10 and 15 under Gamma distribution when
a ¼ 0:002
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the R chart. For non-normal processes, D chart clearly showed superiority over
both R and S charts. Quality control practitioners can now easily choose D chart as
a superior alternative to both R and S charts due to its efficient detection ability.
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Chapter 6
Operational Cost Reduction
of an Activated Sludge System:
Correlation Between Setpoint
and Growth Substrate

George Simion Ostace, Anca Gal, Vasile Mircea Cristea
and Paul S�erban Agachi

Abstract This work presents the optimization of two control strategies of the
wastewater treatment plant. The control architectures are assessed from an oper-
ational costs point of view, and improved by adding an upper, supervisory level of
control. The upper control level dictates the optimal set-point for the two control
structures by taking into consideration the quantity of ammonia nitrogen that
enters the wastewater treatment plant. The relationship between the quantity of
ammonia nitrogen that enters the WWTP and the optimal setpoint was established
by means of linear and polynomial interpolations. The study is based on the
modified Benchmark Simulation Model No. 1 (BSM1). Two modifications were
made to the BSM1. The first one is the implementation of an enhanced Activated
Sludge Model No. 3. This model includes two additional processes that describe
the direct growth of the heterotrophic biomass on readily biodegradable substrate,
in both anoxic and oxic conditions. The 2nd modification of the BSM1 regards the
secondary settler, which is considered to be reactive. The simulation results show
that by using the supervisory level of control the total operational cost can be
reduced with almost 15.5 %, while effluent standards are maintained.
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6.1 Introduction

Considered to be one of the most economical efficient and technological sustainable
processes for the wastewater treatment, the activated sludge process (ASP), is
widely used for treating both household and industrial wastewaters. The process
relies on different genders of bacteria that, under diverse environmental conditions,
use pollutants from the wastewater as substrate for growth. Depending on the tar-
geted effluent quality and wastewater characteristics, activated sludge systems
(ASS) have different configurations that vary by alternating the environmental
conditions (e.g. anaerobic, aerobic, and anoxic).

Due to the intricate behavior of the microorganisms and the constantly
changing influent characteristics, the ASP is characterized by a strong nonlinearity,
being hard to control and predict. In the last decades, mathematical models have
become important tools for process prediction and development of new control
strategies meant to reduce effluent pollutants and operational costs.

The current state of biological wastewater treatment modeling consists in the
Activated Sludge Model suite, which includes the Activated Sludge Model No. 1, 2,
2d and 3 (ASM1, ASM2, ASM2d, ASM3) [1]. The ASM1 was first presented by
Henze et al. [2]. It is mainly used for municipal activated sludge wastewater treat-
ment plants and it describes the removal of organic carbon and ammonium nitrogen.
ASM1 is based on eight biological processes describing the growth and decay of
heterotrophic and autotrophic bacteria involved in the activated sludge process.

Henze et al. [3] presented the ASM2, a mathematical model for the ASP that also
includes phosphorus removal. Later, this model was further improved by Henze
et al. [4], and named ASM2d, a model similar to the ASM2, but incorporating the
storage of poly-phosphate under anoxic conditions.

The ASM3 was introduced by Gujer [5] and it is the first activated sludge model
that considers the internal storage of rapidly biodegradable substrate by the
heterotrophic biomass. The model is developed to describe the removal of organic
carbon and ammonium nitrogen and it is more complex than the ASM1. All these
models have suffered extensions over the past years [6–15].

Wastewater treatment plants (WWTPs) should be controlled in a way that
minimizes plant operational costs (OC), while effluent standards are carefully
maintained [16]. The performance of WWTPs has been improved over the years
by using automatic control [17, 18]. Attention has been also paid to set-point
optimization [16, 19], in order to improve control performance.

The objective of this research is to investigate and propose a setpoint optimi-
zation scheme for two control strategies of the WWTP. The improved architecture
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is intended to reduce the operational costs by manipulating the setpoint of these
control structures.

6.2 Materials and Methods

6.2.1 Simulated Plant Description

The Benchmark Simulation Model No. 1 wastewater treatment plant was devel-
oped by The International Association of Water Quality (IAWQ) and European
Cooperation, in the field of Scientific and Technical Research (COST) 624 group
in 2002 [20]. The purpose of the BSM1 is to study different control strategies for
biological wastewater treatment plants. The wastewater treatment plant considered
in the BSM1 is based on is as a Modified Ludzack-Ettinger (MLE) process. The
MLE is one of the most common architectures used for biological nitrogen
removal in municipal wastewater treatment.

The BSM1 plant has five biological reactors arranged in series (Fig. 6.1). The
first two reactors are anoxic and each has a volume of 1,000 m3. The last three
reactors are aerated, each of them with a volume of 1,333 m3. The total biological
volume is 6,000 m3.

The reactors are followed by a secondary settler that has a depth of 4 m and a
cross-section of 1,500 m2.

The plant has two recycle flows:

• The sludge recycle flow, from the bottom of the settler to the first anoxic tank
Qrs = 18,446 m3/day.

• The nitrates recycle flow, from the last aerated reactor to the first anoxic tank
Qa = 55,338 m3/day.

The aeration is indirectly manipulated with the oxygen transfer coefficient
(KLa), which is constrained to a maximum of 240 day-1. The waste flow rate

Fig. 6.1 Layout of the BSM1 benchmark simulation plant
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(Qw) is set to 358 m3day-1, to ensure a sludge age close to 8 days just like for the
original BSM1 simulator.

For this study, the biological kinetic model used to describe the carbon and
nitrogen removal, is a modified ASM3 that considers the direct growth of the
heterotrophic biomass on the primary substrate and on the internal storage
products. The modified ASM3 has two extra biological processes which describe
the direct growth on readily biodegradable substrate of the heterotrophic biomass
in both anoxic and oxic conditions. Also, the growth on internal storage polymers
is considered to take place only after the depletion of the primary substrate. Further
details on the model may be found in [7].

The BSM1 considers that no biological activity occurs in the secondary settler
of the simulated WWTP. The present study strives to achieve a better agreement
between real WWTP behavior and the simulated mathematical model, and
therefore assumes that the same reactions take place in the secondary settler as in
the WWTP reactors. The reactive settler model is the combination of the model
described by Takács in 1991 [21] and the activated sludge model [6, 7, 22, 23].

The influent composition was generated by adapting the original BSM1 influent
files to the modified ASM3 [7]. These three influent files provide input data for a
period of 14 days of operation, at an interval of 15 min and mimic dry, rain and
storm weather conditions.

In this work, the same two-step simulation procedure was used as the one
proposed in the BSM1. The first step is defined by the simulations up to steady
state, followed by dynamic simulations using the three influent data files [20]. The
steady state is reached by simulating the plant for 100 days with constant influent,
defined by flow-weighted dry weather data file. The dynamic regime was simu-
lated for 28 days with each influent file using as starting point the steady state
solution.

6.2.2 Operational Costs Function Development

The operational costs were calculated with the following formula:

OC ¼ c AE þMEð Þ þ EF ð6:1Þ

where: AE is the aeration energy [kWh/day]; ME—mixing energy [kWh/day];
EF—effluent fines; c—electricity price 0.1 [€/kWh];

Because the external recycle flow rate (Qr), waste flow rate (Qw) and internal
flow rate (Qa) were set to constant values during all the simulations, the pumping
energy costs are excluded from the formula.

The average aeration energy costs were calculated with the equation proposed
in [20]:
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AE ¼ 24
T

Zt¼28d

t¼22d

Xi¼5

i¼1

0:4032 � KLai tð Þ2þ7:8408 � KLai tð Þ
h i

dt ð6:2Þ

where: KLai(t) is the mass transfer coefficient in the ith aerated reactor at time t
[h-1] and T = 7 days.

The mixing energy is a function of the compartment volume and it was
calculated with the equation suggested in [24]:

ME ¼ 24
T

Zt¼28d

t¼22d

Xi¼5

i¼1

0:005 � Vi if KLai tð Þ\20d�1

0 otherwise

" #
dt ð6:3Þ

where: Vi is the reactor volume [m3].
The effluent fines [25] were calculated by comparing the total nitrogen and

ammonia in the effluent with their maximum allowed discharge limits. A mathe-
matical description of the cost function used for the effluent fines is presented in
Eq. (6.4):

CostðtÞ ¼ Daj � Cef :j � Qef

Daj � CLj � Qef þ b0j � Qef þ Dbj � Cef :j � CLj

� �
� Qef

if

if

Cef :j�CLj

Cef :j [ CLj

(

ð6:4Þ

The total nitrogen concentration was calculated with Eq. (6.5) and as a result,
it can be noted that ammonia is penalized twice.

Ntot:ASM3 ¼ SNH:ASM3 þ SNO þ iN:SISI þ iN:SSSSþ
þiN:XIXI þ iN:XSXS þ iN:BM XH þ XAð Þ

ð6:5Þ

Where the variables denote: iN.SI nitrogen content of SI; iN.SS nitrogen content
of SS; iN.XI nitrogen content of XI; iN.XS nitrogen content of XS; iN.BM nitrogen
content of XH and XA.

The ammonia and total nitrogen parameter values used in this research were
obtained from [16]. The parameters used to compute the EF are presented in
Table 6.1.

Table 6.1 Parameters used for the effluent fines

Effluent variable Daj(€�kg-1) Dbj (€�kg-1) Db0(€�m-3) CL,j (mg�L-1)

Ammonia 4.00 12.00 2.70 9 10-3 4.00
Total nitrogen 2.70 8.10 1.40 9 10-3 18.00
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6.3 Control Approach

6.3.1 Description of the Applied Control Strategies

Two control approaches were investigated and optimized in this research study.
The simulation results of the control strategies were compared to the open loop
operation of the WWTP and between each other. The open loop approach is the
simplest because it has no feedback loops. The exploitation of the WWTP plant is
done by keeping the system variables (manipulated variables) constant at prede-
fined values. Although rudimentary, this approach is still widely used in practice
today. For the open loop control, constant KLa values of 240 day-1 were assumed
for each aerated reactor, i.e. maximum aeration.

The first control architecture evaluated in this work has three control loops.
These control loops have to keep the Dissolved Oxygen (DO) concentration in the
aerated reactors at the predefined setpoints. The control is achieved by manipu-
lating the air flow rate (indirectly, by the oxygen transfer coefficient KLa). This
flow rate is constrained to a maximum of 240 day-1. The control scheme is built of
three PI controllers, one for each control loop. The PI controllers are tuned as
suggested in [20] with a proportional gain of K = 500, integral time constant of
Ti = 0.001 and anti-windup time constant set to Tt = 0.0002. This control
architecture will be further referred to as 3DO.

The second control architecture is a cascade control scheme. On the outer level of
the cascade control architecture, a multi input multi output (MIMO) Model
Predictive Controller (MPC) adjusts the DO setpoint values for the aerated reactors.
The outer control level is based on the MPC algorithm because it has the ability to
provide different and predictive DO setpoints for each reactor. The controlled var-
iable of this architecture is the nitrate (SNO3) in the third aerated reactor. The inner
control level consists of PI controllers that keep the DO concentration in the aerated
reactors at the set-points imposed by the MPC. To prevent excessive aeration, the
set-points provided by the MPC are constrained to a maximum of 2.5 mg/L. The
sampling time of the MPC controller was set to Dt = 1 min. The prediction horizon
and the control horizon have the values of Hp = 200 and Hc = 3. For the tuning of the
PI controllers the same parameters were used, as the ones used for the first control
strategy. This control scheme will be further referred to as NO5.

6.3.2 Optimization of the Applied Control Strategies

6.3.2.1 Setpoint Optimization

The first approach to optimize the control strategies was the setpoint optimization.
The setpoints were optimized using a pattern search (PS) algorithm, so that the
total operational costs of the WWTP were minimized as much as possible,
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similarly to [19]. Only the last 7 days of the simulation were taken into consid-
eration for performance assessment and optimization. The optimized setpoints
were kept constant during the simulation.

6.3.2.2 Correlation Between Setpoint and Biodegradable Substrate

Because both control strategies control the kinetics of the nitrification process, the
second approach to optimize the control strategies was the correlation of the
influent ammonia nitrogen to the setpoints of each control strategy.

Nitrification is a two step biological process that converts ammonia nitrogen to
nitrate nitrogen, in the presence of oxygen. The process is carried out by the
nitrifying bacteria and is described by Eq. (6.6):

NHþ4 þ 2O2 �!
bacteria

NO�3 þ 2Hþ þ H2O ð6:6Þ

From Eq. (6.6) it can be deduced that for high levels of ammonia in the system,
a large amount of oxygen is required and vice versa. Also, the nitrate levels are
directly influenced by the available ammonia in the system.

Figure 6.2 presents the variation of the inlet ammonia, DO in the aerated
reactors and nitrate nitrogen in reactor 5, under open loop configuration of the
WWTP. It can be observed that when the inlet ammonia has a low value (around
500 kg/day), the DO concentration in the aerated reactor drastically increases. This
increase is due to the low activity of the nitrifying microorganisms which, in
shortage of growth substrate, do not consume the oxygen in the system. This
shows that when SNH concentrations are low in the aerobic compartment, the
oxygen uptake rate is smaller, and during these periods the aeration is excessive
and energy is wasted.

The end product of the nitrification process, nitrate nitrogen, presents low
values when ammonia nitrogen is low in the system. The NO5 control approach
will try to correct this fact by imposing high setpoint values for the DO in the
aerated reactor. This will lead to an excessive aeration, while the nitrate nitrogen
values will still be low since it can not be produced because of the low ammonia
concentration.

All these facts lead to the conclusion that when the SNH is low in the aerated
part of the plant, the DO requirements are low, and the control schemes carry out
excessive aeration. Therefore the setpoint of the control strategies should be
correlated with the available ammonia in the system.

Linear Interpolation Method

The first approach to correlate the substrate to the setpoint was the Linear
Interpolation Method (LIM). For this approach the relationship between the
quantity of ammonia nitrogen that enters the WWTP and the optimal setpoint for
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any given control scheme was considered to be represent by a linear function. For
both studied control strategies a maximum and a minimum setpoint value was
attributed, therefore the setpoint changing strategy is built on Eq. (6.7):

OSP ¼ SPmin þ
SPmax � SPminð Þ SNH:in � SNH:minð Þ

SNH:max � SNH:minð Þ ð6:7Þ

where SPmin and SPmax are the minimum and maximum setpoints [mg/L]; SNH.min

and SNH.max are the minimum and maximum values of the mass flow of ammonia
nitrogen [kg/day] that enters the WWTP; SNH.in the mass flow of ammonia that
enters the WWTP.

In order to have the best results by using the LIM, proper values for the
minimum and maximum quantities of influent ammonia nitrogen must be defined.
If the difference between the minimum and maximum is large then the setpoint
change will be slow and vice versa. The best values for the minimum and maxi-
mum inlet SNH were determined by model based optimization for each control
strategy.

For the 3DO control strategy the minimum setpoint was considered to be equal
to 0.5 mg/L, because below this value the growth rate is minimal. The maximum
allowable setpoint was 2 mg/L in order to avoid excessive aeration. For each
reactor a different setpoint optimization function was determined. The optimiza-
tion algorithm returned the following functions:

SP DOR3 ¼ �0:7008þ 0:0026SNHin ð6:8Þ

Fig. 6.2 Open loop dynamic variation of: a ammonia nitrogen quantity; b DO in the aerated
reactors; c NO in reactor 5, between day 22 and 24 of simulation
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SP DOR4 ¼ 0:0608þ 0:0022SNHin ð6:9Þ

SP DOR5 ¼ �6:27 � 10�4 þ 0:0024 � 10�3SNHin ð6:10Þ

For the NO5 control strategy the setpoint was considered to span between 5 and
12 mg/L. After the optimization procedure, the function which varies the setpoint
became:

SP NOR5 ¼ 5:1429þ 0:0043SNHin ð6:11Þ

Fig. 6.3 The fitted polynomial functions from domain of the ammonia gradient to DO co-
domain gradient, respectively to SNO3 gradient in the aerated reactors: a DO reactor 3; b DO
reactor 4; c DO reactor 5; d SNO3 reactor 5
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Polynomial Interpolation Method

The second approach to linking the setpoints to the biodegradable substrate was
the Polynomial Interpolation Method (PIM).

The polynomial relationship between the influent ammonia and the control
variables was established using data generated by simulation of the plant with
constant influent for 100 days. Altogether, fourteen simulations with different
values for the influent ammonia, varying from 200 to 1,600 kg/day, were made.
Because the flow rate has a great impact on the nitrifying microorganisms, the
ammonia quantity was increased by raising the flow and the ammonia concen-
tration in the same time. Only the ammonia concentration was modified from one
simulation to the other, while the rest of the components remained constant during
all the simulations.

The steady state solution was considered to be a threshold for the generated
data. The threshold for the inlet ammonia was equal to the steady state inlet, and
had a value of 755.36 kg/day. The threshold value for each variable was subtracted
from the generated data and was plotted against the inlet ammonia variation
(Fig. 6.3). The relationship between the setpoints and influent ammonia was
established by fitting a polynomial function to each of these plots. The final
equation for the setpoint determination had the form:

Table 6.2 Results of the control approaches and open loop simulations for all influent conditions

Influent Control strategy AE €/day ME €/day SNH €/day NOtot €/day EF €/day OC €/day

Dry OL 854.84 0 283.94 686.78 970.72 1825.56
3DO 633.65 0 363.40 632.83 996.23 1629.88
3DO LIM 610.98 0.16 331.79 600.18 931.97 1543.12
3DO PIM 613.24 0 348.94 605.72 954.66 1567.91
NO5 708.61 0.92 313.11 637.65 950.76 1660.31
NO5 LIM 705.95 3.18 328.30 611.89 940.20 1649.34
NO5 PIM 720.12 1.09 311.24 642.57 953.81 1675.03

Rain OL 854.84 0.00 456.66 796.63 1253.30 2108.14
3DO 592.11 0.00 632.81 761.74 1394.55 1986.67
3DO LIM 568.46 0.14 622.11 739.37 1361.48 1930.08
3DO PIM 570.36 0.00 636.37 741.70 1378.07 1948.43
NO5 690.97 0.48 514.06 759.60 1273.66 1965.11
NO5 LIM 682.93 2.52 526.76 740.16 1266.92 1952.37
NO5 PIM 702.05 0.57 512.91 762.97 1275.88 1978.50

Storm OL 854.84 0.00 433.80 750.78 1184.58 2039.42
3DO 626.42 0.00 558.68 709.63 1268.31 1894.73
3DO LIM 604.32 0.14 534.83 684.45 1219.28 1823.74
3DO PIM 603.18 0.00 565.87 689.28 1255.15 1858.33
NO5 724.83 0.29 467.63 712.68 1180.31 1905.42
NO5 LIM 710.69 2.64 486.08 691.56 1177.65 1890.98
NO5 PIM 721.99 1.00 477.21 714.88 1192.09 1915.08
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SP ¼ SPbase � SPpoly ð6:12Þ

where SPbase is the root setpoint and SPpoly is generated by the polynomial
function.

In order to achieve the optimal performance, SPbase was optimized for each
controller. The results returned by the optimization algorithm was 2 mg/L for the
DO controllers and 7.5 mg/L for the NO5 control strategy.

6.4 Results and Discussions

Table 6.2 presents the results for the 7 days of simulation for all control strategies,
including the open loop simulations.

The setpoint optimization algorithm of the 3DO control strategy returned the
following optimal setpoint values: 1.67 mg/L for the first aerated reactor and
1.86 mg/L for the second and third aerated reactor. With these setpoint values,
in case of the dry weather influent file, the 3DO control returned 1,629.88 €/d as
total operational costs, 195.68 €/d (10.72 %) lower than the open loop approach.

Fig. 6.4 Variation of the DO setpoint values of the 3DO LIM control scheme, between day 26
and 27 of dynamic simulation

Fig. 6.5 Variation of KL a values of the 3DO LIM control scheme in the aerated reactors,
between day 26 and 27 of dynamic simulation
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The reduction of the operational costs is due to the decreased aeration, the effluent
fines being only 1 % higher than in case of the open loop simulation.

Further improvement in the operational costs is achieved with the 3DO PIM
control scheme. The operational costs are lower with 257.65 €/d (14.11 %)
compared to the open loop simulation, and with 86.76 €/d compared to the simple
3DO approach.

The best results for the 3DO control was returned by the LIM approach with a
mean value for the total operational costs of 1,543.12 €/d, i.e. a cost cutback of
15.47 % compared to the open loop results.

For the simulations with the rain and storm influent files the 3DO control
scheme presents significant improvement in the operational costs compared with
the open loop. The LIM optimization approach proved to be the best way to
optimize the operational costs while maintaining a good effluent quality.

Figures 6.4 and 6.5 present the variation of the manipulated variable for the
3DO LIM control scheme. It can be observed that there are no rapid changes in the
manipulated variables and therefore the exploitation of the aeration unit will be
minimal.

The NO5 control strategy presents reductions of the operational costs as well.
The simulations based on the optimal setpoint (9.88 mg/L) resulted a mean value
of 1,660.31 €/d, 9 % lower than the open loop simulation.

The best results in case of the NO5 control strategy were obtained with the LIM
optimization approach. For this simulation the total operational costs were reduced
with almost 10 % compared with the open loop.

6.5 Conclusions

This work proposed two methods for optimizing the setpoints of two control
strategies of the WWTP. The first method was the model based setpoint optimization
which managed to improve the operational costs with 60,000–71,000 €/year,
depending on the control strategy.

The second approach to improve the operational costs was the association of the
setpoint with the growth substrate. This was accomplished with two methods:
Linear and Polynomial Interpolation. The LIM proved to achieve a better per-
formance returning cost cutbacks of 103,000 €/year in case of the 3DO control
scheme and showing promising incentives for its implementation.
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Chapter 7
Periodic Oscillations on Angular Velocity
with Maximum Brake Torque ABS
Operation

Ivan Vazquez, Juan Jesus Ocampo and Andres Ferreyra

Abstract The appearance of oscillatory processes is inherent to the antilock
braking system (ABS) operation, that can represent a problem on performance and
comfort, that’s why the oscillatory behavior represents an important study area,
since in can lead to significant advances in ABS performance. In this paper we
show that the ABS operation while the longitudinal contact force applied in a
pneumatic system is near to the maximum value produces an oscillatory effect on
the angular velocity of the vehicle0s wheel, and that for the time intervals that the
system operates the oscillation can be considered periodic.

Keywords Antilock brake system � Contact force � Mathematical model �
Periodic oscillation � Pneumatic brake system � Slip rate

7.1 Introduction

Security in modern automotive systems represents important criteria for design, for
that reason, research in security systems has been increased in the last years, one of
the concerns is brake systems, and more ABS, one of the problems to solve with
ABS is the appearance of high frequency vibrations in the angular velocity of the
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wheel’s rotation, which has been studied by Clover [1], Jansen [2], Kruchinin
[3, 4], and Gozdek [5] among others. Modeling and research of forced oscillations
in deformable wheel as a result of ABS activity has been discussed by Clover [1],
and Jansen [2], while Kruchinin [3, 4] has analyzed the processes of appearance of
vibrations during the pressure’s relief phase in the brake cylinder of the ABS are
analyzed, as well as the algorithms to suppress such vibrations. Gozdek [5] studied
the possibility of longitudinal vibrations in the chassis of an airplane during the
active phase of ABS is discussed.

The modern ABS systems very often use sliding modes control [6–11] with
switching of ABS valves. Simultaneously the nonlinear character of ABS
dynamics can lead to specific periodic regimes of angular velocity change for this
manner of control algorithms that make programmed switch of the valve with a
given period and duty cycle. The condition of existence of periodic changes in the
angular velocity of the wheel’s rotation due to the presence of specific ABS
regimes is discussed in this paper.

The model of a pneumatic brake system is under consideration. The specific
configuration of this system includes the next: brake disks, which hold the wheels,
as a result of the increment of the air pressure in the brake cylinder (Fig. 7.1). The
entrance of the air trough the pipes from the central reservoir and the expulsion
from the brake cylinder to the atmosphere is regulated by a common valve. This
valve allows only one pipe to be open, when 1 is open 2 is closed and vice versa.
The time response of the valve is considered small, compared with the time
constant of the pneumatic systems.

We study the case of wheel’s rotation control, such that the longitudinal force,
due to the contact of the wheel with the road, is near from the maximum value in
the period of time valid for the model. This effect is reached as a result of the ABS
valve’s throttling.

Fig. 7.1 Pneumatic brake
model
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7.2 Mathematical Model

7.2.1 Wheel Motion Equations

To describe the wheel’s motion we use a partial mathematical model of the
dynamic system [3, 12]. Let’s write the equation of the angular momentum change
relative to the rotation axis (Fig. 7.2).

Iy
dXy

dT
¼ FRþ L ð7:1Þ

where Iy—wheel’s inertia moment, Xy—wheel’s angular velocity, R—wheel’s
radius, F—contact force, L—brake torque.

The expression for longitudinal component of the contact force in the motion’s
plane according to experimental results [13] is equals

F ¼ �mNu sð Þ ð7:2Þ

m is the friction coefficient between the wheel and the road, N—normal reaction.

s ¼
Vx þ XyRþ d

dT n
^

Vx
ð7:3Þ

s—slip rate, Vx—longitudinal velocity of the wheel mass center, n
^

—longitudinal
deformation of the tire’s contact area element. The function u(s) is defined experi-
mentally, and it looks like Fig. 7.3.

The motion equation of the contact element with mass Mc is described by the
tire longitudinal deformation. The interaction between this element and the rigid
part of the wheel can be described with a viscoelastic forces model. The movement
equation for the contact element is the next

Fig. 7.2 Model for the
contact element of the wheel
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Mc
d

dT
Vx þ XyRþ d

dT
n
^

� �
¼ F � Cx

d

dT
n
^

� Kxn
^

ð7:4Þ

Here Cx and Kx are longitudinal constants of viscous and elastic behavior of
tire’s model. The model to be used is the similar to description of first waveform in
model [2].

The Eqs. (7.1)–(7.4) characterize wheel motion. This system is closed if we
assume longitudinal velocity Vx and normal reaction N as constants. This
approximation is correct for time lag about seconds if longitudinal velocity and
normal reaction changes slowly and their variations are small [14].

Model proposed was previously used to describe the wheel’s vibration for small
values of slip ratio s \ 0.1 when dependence u(s) is approximately linear
u(s) = K0s [3]. Under these conditions, it is possible to consider that natural
period of contact element vibrations in (7.4) is much smaller than the characteristic
time of change of angular velocity and break torque. The fractional analysis
method [14] can be used to reduce Eq. (7.4) to terminal form and write approx-
imated relation F = Kxn. The wheel motion equations in this case is equivalent to
pendulum equation [2, 3] with viscous friction. Natural frequency of this
pendulum is

xn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KxR2

Iy
� K2

x V2
x

4m2N2K2
0

s

Such as been shown [3], this result is consistent with experimental effects
detected in the process of ABS control algorithm tests.

Further we consider the behavior of the system around the maximum value of
the brake torque, it means in the region of u(s) maximum. The Tikhonov’s
theorem [14] condition used for reduction in previous paragraph is correct too, but
reduced equations has singularities for u’(s) = 0. The analytic and numerically
solution of this equations is difficult. Therefore it is necessary to study full system

Fig. 7.3 Characteristic
function for slip rate
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(7.1)–(7.4) properties in order to analyze periodic oscillation of the angular
velocity.

We use the next approximation for u(s)

u sð Þ ¼ a1s2 þ a2sþ a3

s2 þ a4sþ a5
ð7:5Þ

The parameters a1…a5 were calculated with the least squares method [15]. We
use for calculation the values:

a1 = 0.8886
a2 = -0.1776
a3 = 0.0155
a4 = -0.2226
a5 = 0.0201

These values approximates top neighborhood of tire characteristics, used by
Mogamedov [10].

7.2.2 Pneumatic Brake System Equations

We suppose that the brake torque L is proportional to the pressure Pm in the brake
cylinder.

L ¼ KLPm ð7:6Þ

For the brake system we use an approximated model of pressure changes in the
brake cylinder due to the opening of the valve with a first order relation [1, 16].

Te
dPm

dT
þ Pm ¼ P� ð7:7Þ

Let’s suppose opening and closing of valve is momentary and the parameters of
the Eq. (7.7) are given by the next rules:

(a) P* = Pc = const Te = Tin when 1 is opened and 2 is closed
(b) P* = Pa = 0 Te = Tout when 2 is opened and 1 is closed

Here Pc—pressure inside the central reservoir, Pa—atmospheric pressure, that
we’ll consider 0. Tin and Tout—time constants of internal and external pipelines.

7.3 Dimensionless Equations

We desire to rewrite Eqs. (7.1)–(7.3), (7.5) in a more useful form, by ignoring

changes in Vx. Taking dXy

dT from (7.1), and writing in (7.5) we have:
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Iy
dXy

dT ¼ mNRu sð Þ � L

Mc
d2 n

^

dT2 þ Cx
dn
^

dT þ Kxn
^

¼ �McR
Iy

Lþ McR2

Iy
� 1

� �
mNu sð Þ

s ¼ 1þ X R
Vx
þ 1

Vx

dn
^

dT

8>>><
>>>:

ð7:8Þ

Equation (7.7) can be modified to following form:

Te
dL

dT
� KLP� þ L ¼ 0 ð7:9Þ

To reduce the number of parameters we take the variables to a dimensionless
form

l ¼ L

NR
; x ¼ XyR

Vx
; n ¼ n

^

VxT1
; t ¼ T

T1

where

T1 ¼
IyVx

NR2

is the characteristic time of the angular velocity changes, according to (7.1).
The system (7.1), (7.8), (7.9) has the next dimensionless form

dx
dt ¼ l� mu sð Þ s ¼ 1þ xþ dn

dt
d2n
dt2 þ q dn

dt þ pn ¼ �l� mku sð Þ
Te
T1

dl
dt ¼ ls � l ðaÞls ¼ lc ¼ const Te ¼ Tin

ðbÞls ¼ 0 Te ¼ Tout

8>><
>>:

ð7:10Þ

where

q ¼ CxT1

Mc
; p ¼ KxT2

1

Mc
; k ¼ Iy

McR2
�1 l c ¼

KLPc

L�
:

7.4 Periodic Solutions Finding

The main goal of this work is the study of periodic regimes produced by pro-
grammed switching of the valve with a given period and duty cycle [16].

To search for periodic regimes we analyze an auxiliary task: control with a
relay feedback built such that the system switches the valve when the slip ratio
s reaches the arbitrary limit values s1 and s2. We analyze the values s1, s2 for which
the function u sð Þ changes around the maximum value (Fig. 7.3). In this region the
contact force has a value less or equal than 10 % down the maximum value, for a
constant normal reaction between the wheel and the road.
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To find periodic solutions lP ; nP;xP½ � we integrate numerically the equation
system (7.10) for initial conditions that can be present in real systems [3]. As a
result of this integration we have solutions for which the values (a) work in the
interval D1 ¼ s1 � s0, and the values (b) in the interval Dfr ¼ sf � s1 (Fig. 7.4).

We consider that a periodic regime was found if the integration if the next
criteria is true

max lf � lP0 ; nf � nP0
;
dnf

dt
� dnP0

dt
;xf � xP0

� �
� 0:01

Here lP0 ; nP0
;xP0

� �
and lf ; nf ;xf

� �
are the variables in two successive periods

at the moment of valve’s opening. lP0 ; nP0
;xP0

� �
— are the initial conditions of

computed periodic solution.
All the possible values D1, Df and the corresponding initial conditions of the

periodic solutions at the opening moment were obtained by solving the system for
different pairs (s1, s2) inside the interval s1 min; s2 maxð Þ. The region of founded
values D1, Df for different friction coefficient value m can be seen in Fig. 7.5.

The parameters for calculations are

Tin = 0.0043 s
Tout = 0.0085 s
p = 1000
q = 100

Fig. 7.4 Periodic solution
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k = 10
ls = 0.4755
T1 = 0.0848 s

7.5 Conclusion

ABS has become standard equipment in most of the modern vehicles since they
can provide a good control response in direction during extreme braking situations.
ABS operation is based on a switching process, oscillatory affects are produced,
and the results can have consequences on performance, security and comfort of the
vehicle, for that reason it is important to analyze the properties of such oscillations.
The case of maximum longitudinal force before the wheel locks was considered
because operation of ABS starts when this condition occurs. The simulation
showed that the oscillations on the angular velocity of the wheel have a periodic
behavior for some regions of the analysis, that information can be helpful to design
control algorithms, either, to suppress vibrations or to take advantage of the
periodic oscillation on the switching process, to increase performance.

References

1. Clover CL, Bernard JE (1998) Longitudinal tire dynamics. Veh Syst Dyn 29(1):231–259
2. Jansen ST, Zegelaar PW, Pacejka HB (1999) The influence of in-plane tyre dynamics on ABS

braking of a quarter vehicle model. Veh Syst Dyn 32(2):249–261
3. Kruchinin PA, Magomedov M, Novozhilov IV (2001) Mathematical model of an automobile

wheel for antilock modes of motion. Mech Solids 36(6):52–57

Fig. 7.5 Regions founded
for different friction
coefficients

92 I. Vazquez et al.



4. Kruchinin PA, Magomedov M, Makarov LM (2003) Active suppression of parasitic
oscillations while the operation of a pneumatic antiblock system. Mosc Univ Mech Bull
5:25–29

5. Gozdek VS, Goncharenko VI (2004) About verification of ACS stability in the brake wheel
process. Promislova gidravlika I Pnevmatika 3(6):73–76

6. Drakunov SV, Ozguner U, Dix P, Ashrafi B (1995) ABS Control Using Optimum Search via
Sliding Modes. IEEE Trans Control Syst Technol 3(1):79–85

7. Ming-Chin Wu, Shih Ming-Chang (2003) Simulated and experimental study of hydraulic
anti-lock braking system using sliding-mode PWM control. Mechatronics 13:331–351

8. Unsal C, Pushkin K (1999) Sliding Mode Measurement Feedback Control for Antilock
Braking Systems. IEEE Trans Control Syst Technol 7(2):271–281

9. Utkin V, Guldner J, Shi J (2009) Sliding mode control in electromechanical systems. CRC
Press, Boca Raton

10. Magomedov M, Alexandrov VV, Pupkov KA (2001) Robust adaptive stabilization of moving
a car under braking with ABS in control circuit, SAE Technical Paper (01)

11. El Hadri A, Cadiou JC, M’Sirdi NK (2002) Adaptive sliding mode control for vehicle
traction. In: Proceedings of the IFAC World Congress, Barcelona, Spain

12. Novozhilov IV, Kruchinin PA, Magomedov M (2000) Contact force relation between the
wheel and the contact surface, Collection of scientific and methodic papers, vol 23(1).
Teoreticheskaya mekhanika, MSU, pp 86–95

13. Pacejka HB (1981) In-plane and out-of-plane dynamics of pneumatic tyres. Veh Syst Dyn
8(4–5):221–251

14. Novozhilov IV (1997) Fractional analysis. Methods of motion decomposition. Birkhauser,
Boston

15. Lawson C, Henson R (1974) Solving least squares problems. Prentice Hall Inc., Englewood
Cliffs

16. Vazquez I, Ocampo JJ, Ferreyra A (2011) Periodic oscillations on angular velocity due to the
ABS operation under specific work regimes. Lecture notes in engineering and computer
sciences. In: Proceedings of the world congress on engineering and Computer Science 2011,
WCECS 2011, San Francisco, USA, pp 997–1000, 19–21 October 2011

7 Periodic Oscillations on Angular Velocity 93



Chapter 8
The Computer Simulation
of Electrochemical Shaping Processes

Jerzy Kozak

Abstract Electrochemical machining (ECM) is an important manufacture
technology in machining difficult-to-cut materials and to shape complicated con-
tours and profiles with high material removal rate without tool wear and without
inducing residual stress. This paper presents the physical and mathematical models
on the basis of which of the simulation process module in the computer-aided
engineering system (CAE–ECM) for ECM has been developed. The results of
computer simulation of electrochemical sinking and examples of CAE–ECM
system application are discussed.

Keywords Dissolution � Electrochemical � ECM � Machining � Modeling �
Simulation � Sinking

8.1 Introduction

Electrochemical machining (ECM) is an important manufacture technology in
machining difficult-to-cut materials and to shape complicated contours and profiles
with high material removal rate without tool wear and without inducing residual
stress.

As shown in Fig. 8.1 machining based on controlled anodic electrochemical
dissolution process in which the workpiece is the anode and the tool is the cathode
of an electrolytic cell. In the ECM process, a low voltage (8–30 V) is normally
applied between electrodes with a small gap size (usually 0.2–0.8 mm) producing
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a high current density of the order of (10–100 A/cm2), and a metal removing rate
ranging from an order 0.1 mm/min, to 10 mm/min. Electrolyte (typically NaCl or
NaNO3 aqueous solutions) is supplied to flow through the gap with a velocity of
10–50 m/s to maintain the electrochemical dissolution with high rate and to flush
away the reactions products (usually gases and hydroxides) and heat generated
caused by the passage of current and electrochemical reactions.

As electrochemical dissolution proceeds, the tool electrode–cathode can be fed
mechanically towards the workpiece-anode in order to maintain the machining
action. Under these conditions, the inter-electrode gap width gradually tends to a
steady-state value, and a shape, complementary to that of the cathode-tool,
is reproduced approximately on the anode-workpiece. Being a non-mechanical metal
removal process, ECM is capable of machining any electrically-conductive material
with high stock removal rates regardless of their mechanical properties, such as
hardness, elasticity and brittleness. It has been applied in diverse industries such as
aerospace, automotive and electronics to manufacture airfoils and turbine blades, die
and mold, artillery projectiles, surgical implants and prostheses, etc. [1–5].

The main objective of ECM is to achieve the required shape of workpiece within
a given tolerance on the shape and dimensions. The tasks relating to this purpose can
be reduced directly (or indirectly) to a problem of searching for a boundary of the
area within which the machining, i.e., to a value boundary problems (moving
boundary problem, free boundary problem or inverse boundary problem).

Depending on which the electrode surface is to be determined all tasks can be
divided into two groups [1–9]:

(1) tasks in which for a known shape of the tool electrode and known condition of
machining, the evolution of a shape of workpiece surface has to be
determined,

(2) tasks in which the tool electrode shape is searched for, which ensures
obtaining the required shape of the workpiece.

The first category of the problems is encountered in the analysis of ECM
accuracy. The tasks from the second category mainly deal with the tool electrode
design and most frequently are encountered in practice.

Fig. 8.1 Schematic diagram
of ECM sinking
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Industrial practices in ECM have revealed some problems impeding its further
development and wider acceptance by industrial users. Among them, prediction and
control of the local gap width distribution (and hence, the control of dimensional
accuracy), along with the design of tool electrodes for complex workpiece shapes
and optimization of process, are the major problems encountered by ECM users.

The optimization and tool-electrode design is carried out using ECM process
models. Software for the computer-aided ECM (CAE–ECM) has been developed
in Warsaw University of Technology covers basic manufacturing problems ECM
[3, 4, 8–10].

The paper presents the physical and mathematical models, basis of which a
process simulation module has been developed the ECM sinking. The example of
results of simulation by CAE–ECM system are discussed.

8.2 Mathematical Modeling of ECM Shaping Process

The main task of the electrochemical shaping, regardless of variant, is to calculate
distribution of the material removed thickness on the anode-workpiece surface
after a time step used in numerical calculations, which is determined by current
density distribution in the gap, in particular in a medium of varying electrical
conductivity, with complex processes occurring on the surfaces of the electrodes
and with shape change of machined surface during course of machining. Since
properties of electrolyte depend on temperature and gas phase concentration
(mainly on concentration of generated during machining hydrogen), which
distributions depend on velocity and pressure fields as well as on current density,
ECM processes have to be described by set of mass, heat and electric charge
transfer equations.

The problem of determining the changes shape of machining surface and physical
conditions in the inter-electrode gap for transit and steady state of the ECM with
using contoured cylindrical tool-electrode is consider in this paper (Fig. 8.2).

The electrode flow is from left to right in a thin gap of local size S and of length L.
The down surface is the tool-electrode which moves upward with feed rate Vf. At a

Fig. 8.2 Schematic diagram
for mathematical model of
ECM process
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point opposite the tool, the workpiece surface is moving upward with local velocity
Vn. This distribution of the velocity of dissolution and the change of physical
conditions along the flow path evoke non-uniform distribution of the gap size S and a
shape error of the workpiece-anode.

The mathematical model of ECM process, referring to the formulated problems
consists of sequence of mutual conjugated partial models which describe in the
gap:

– distribution of the local gap size, S,
– distribution of the flow parameters such as the static pressure p(x) and the

velocity, w,
– distribution of the temperature, T,
– distribution of the void fraction, b or the thickness layer h with two phase flow

(electrolyte and gas),
– distribution of the electrical conductivity, j,

The physical model with the following assumptions serves as the basis for
mathematical modeling [8]:

1. The three regions can be identified in the gap: 1- the region with pure elec-
trolyte, 2- the bubble region near cathode with thickness h < S and which
consist of mixture of electrolyte and gas (hydrogen), where the void fraction of
hydrogen in the bubble region layer is constant and equal b*, 3- the region of
two phase flow witch change of b,

2. The current density i is depends on medium conductivity in the gap and on the
voltage U according to Ohm’s law, which is extrapolated to the whole gap size.
The electrochemical reaction will be accounted for by introducing the total
overpotential E = Ea - Ec, where Ea and Ec are the overpotential potential of
anode and cathode, respectively,

3. The surface tension effect on the gas bubbles is neglected, and so is the bubble
formation time.

4. Since analytical models of Kv = Kv(i) and E = E(i) are not available, exper-
imental results are used with theoretical model,

5. The effect of bubble layers on pressure and the flow velocity of the electrolyte
is accounted by consideration of a homogeneous two-phase model flow, where
the electrolyte in the gap is treated as a uniformly-mixed pseudo-continuous
medium of gas and liquid with local average void fraction:

b ¼ b�
h

S
0\h\S ð8:1Þ

6. The electrical conduction of the two-phase medium can be determined by the
Bruggeman equation:

j ¼ jo 1þ aTh½ � 1� bð Þ3=2 ð8:2Þ
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where: h = T - To, To = inlet electrolyte temperature, aT = the temperature
coefficient of the electrolyte conductivity at To, and jo = electrolyte conductivity
at To and b = 0.

To formulate the mathematical model, a general case describing change in
shape of the surface of the workpiece can be examined using coordinate system
attached to the workpiece, which is immovable during machining (Fig. 8.3).

To simplify the calculations let us introduce a curvilinear coordinate system
(n; f), connected with the tool-electrode in which a coordinate n lies on the given
electrode and is measured from the inlet of the electrolyte and let axis f overlap its
normal nC (Figs. 8.2 and 8.3).

The surface of the workpiece at a given moment in time can be described by:
z = Z(x, y,). According to electrochemical shaping theory, the evolution of the
shape of the workpiece F(x, y, t), can be described as follows [3–5]:

oZ

ot
¼ Kv iAð ÞiA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ oZ

ox

� �2

þ oZ

oy

� �2
s

ð8:3Þ

where: KV is the coefficient electrochemical machinability, which is defined as the
volume of material dissolved per unit electrical charge.

At the beginning of machining: t = 0, z = Z0(x, y), where: Z0(x, y) describes
an initial shape of the workpiece surface.

To find the current density iA on the surface of the workpiece, approximation
using linearization of electric potential distribution along the segments of distance S
between a given point of anode and given point on the TE has been applied [3, 4].
The current density can be obtained by Ohm’s law with respect of change of con-
ductivity across the gap:

i ¼ jo/TG
U � E

S
ð8:4Þ

where:

/TG ¼ ½
1
S

Z S

o

df

ð1þ aT TÞð1� bÞ3=2
��1 ð8:5Þ

Fig. 8.3 Scheme of the
curvilinear coordinate system
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The equation of mass conservation for the hydrogen generation in the case of
cylindrical electrodes and curvilinear coordinates can be obtained from mass
balance as:

qgb�

Z h

o
wðfÞdf ¼ gHKH

Z n

o
idn ð8:6Þ

where: qg ¼ p
RT —specific gas density of hydrogen, R = gas constant for 1 kg of

hydrogen, gH = current efficiency of the hydrogen generation, KH = electro-
chemical equivalent of hydrogen, �wðnÞ—average velocity in the given cross
section of the gap.

The heat transfer in the gap with respect to Joule’s heat is described by:

wðn; fÞ � oT

on
¼ o

of
ðaþ aTÞ �

oT

of

� �
þ i2

q � Cp � j
ð8:7Þ

where: a—thermal diffusivity, aT —turbulent thermal diffusivity by turbulence
pulses (for laminar flow aT = 0), q—specific medium density (in the region 1
q ¼ qe; and in the region 2 and 3 q ¼ qeð1� bÞwhere qe—density of electrolyte
and Cp—heat capacity of electrolyte.

The boundary conditions are as follows: T(n = 0) = To, T(n; 0) = TA,
T(n; S) = TC, where: TA and TC are temperatures of the anode and cathode,
respectively.

To complete of the systems of Eqs. (8.2)–(8.7), the formulation the pressure
and the flow rate must be included. The continuity equation can be expressed by:

�woS ¼
Z S

o
ð1� bÞwdf ð8:8Þ

where: �wo; So—average velocity and gap size in inlet, respectively.
The momentum balance equation for the moving control is:

w � d qe � ð1� bÞ � w � S½ �
dn

¼ �S � dp

dn
� sa � sc ð8:9Þ

where: sa and sc are the shear stresses on the surfaces of anode and cathode, which
are assumed to be equal ðsa ¼ scÞ. In general, the shear stress is expressed as
follows:

s ¼ k
qw2

8
ð8:10Þ

where k ¼ C=Rem; Re ¼ 2wS

m
is Reynolds number (for laminar flow: C = 96 and

m = 1; for turbulent: C = 0.316 and m = 0.25).
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The boundary conditions for Eq. (8.9) is described by: pðn ¼ 0Þ ¼ pin � 11
q�w2

o

2
;

pðn ¼ LÞ ¼ pout þ 12
qw2

2
, where: 11; 12 is the hydraulic loss pressure in the inlet and

the outlet, respectively.
The system of Eqs. (8.2)–(8.9) has been solved numerically using the finite

difference method and iterative procedure.
In the first iteration one-dimensional approximation has been used for distri-

bution of temperature and for determination of change of thickness the bubble
layer h(1), next this distribution of h(1) is used in the second iteration and in the first
approximation of two-dimensional (2-D) calculation of temperature distribution.
Calculation of a given iterative cycle are finished, when the criteria of accuracy of
calculation is satisfied and the simulation ECM process culminates in printout and
plots of: the gap distribution and distributions of p, w, T, b.

After analysis of results of computer simulation of ECM at different operating
parameters, the critical conditions can be determined from the point of view of the
process limitations such as: boiling, choking flow and cavitation.

8.3 Computer Simulation System for Electrochemical
Shaping

8.3.1 Structure of the CAE–ECM System

The developed CAE–ECM system is based on the conventional concepts of the
expert system, in which the user interface, knowledge base, working data base and
inference engine. Generally expert systems are classified as being of either of two
types: the analytical type or the synthetic type. A diagnosis expert system is a
typical example of analytical type, while a design system is an example of the
synthetic type.

First type can be used for:

• selection of electrochemical methods of manufacturing leading to obtain
required results (for example: deburring, sinking, EC-drilling etc.),

• simulation of different ECM processes for analyzing machining conditions and
the results of machining,

• recognition and diagnosis the causes of the trouble in EC-manufacturing and
suggest some remedies for them.

• Second type can be used for:
• planning and optimization of conditions of selected method of EC-

manufacturing,
• tool electrode design for ECM,
• tooling design.
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The presented CAE–ECM system can also serve as training and learning tool.
Using the system the inexperienced engineers in EC-manufacturing or operators
may get to know about the applicability of electrochemical technology for certain
job, the selection of methods, the preparation of tooling and planning of opera-
tions, the analysis of some defects during machining and trouble-shooting etc.

The general structure of the CAE–ECM software is shown in Fig. 8.4.
The knowledge base is comprised of two forms of information:
(1) files which hold principal mathematical relations and characteristics of

different methods of EC-manufacturing, (2) other data held as facts or in rule-
based forms.

The working data base also holds two forms information. The first type of
information relates to data about the electrolytes, materials of workpiece process,
limitations of machine tool etc.

This type data is different for each methods of EC-manufacturing (for example:
at ECM-shaping and finishing it is relation between the electrochemical machin-
ability and current density; at electropolishing it is volt–ampere curves, etc.).

The second is the information which is inferred and computed by the system.
For example, computed function for EC-machinibility after filling experimental
data for ‘‘new’’ material of workpiece, which must be included to CAE–ECM

Data
Base

Knowledge
Base

Problem
Identification

CSExpert

OPExpert

TDExpert

Process simulator

Limitation

Accuracy

Documentation

No

Yes

No

User

Yes

Fig. 8.4 Architecture of the
CAE–ECM software
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system. The machining condition and parameters for the simulation of process and
tool design is provided by the conditions selection module CSExpert (Fig. 8.4).

The operating parameters are selected by OPExpert module, uses transferred
information from Process Simulator module and tool design module TDExpert.

The software of CAE–ECM System is based on multithread structure, which
enables parallel simulation of many processes for different input data.

During simulation of the process, each of windows, that present graphically the
change of the shape, is attended by separate process responsible for calculation and
displaying data on the screen. In order to start the simulation, user must open win-
dows with processes (maximum 10). Then program requires definitions of physical
parameters of the process and the beginning shape of tool-electrode and workpiece-
electrode or demanded shape of surface in case of designing workpiece-electrode.
All parameters must be defined separately for each window. Program ECM enables
designing of the beginning shape of both electrodes as a sequence of functions or by
giving the points. In case the shape of electrodes is given by points—interpolation of
splain functions is applied. The window for given electrodes contains options of
saving designed shape of electrode or getting the shape from database.

Beside input data connected with physical parameters of modeling, program
gives the possibility of establishing (also during simulation process) of the speed
and preciseness of presented graphics connected with time step. In case of omitting
such parameters, program uses default data. Buttons responsible for graphics
presentation (start, pause, next step, previous step, that enable more precise
analysis of shape evolution), are situated on the tool strip in the main window.
After completed modeling, user can get the display of output data from hand menu
of the process window.

Program simulating electrochemical sinking process is integrated with data-
base, which gives possibility to save full set of physical parameters, shapes of
electrodes and settings of presentation.

Results of simulation such as the distributions of gap size, current density, static
pressure, void fraction, average temperature and temperature across and along the
gap can be saved and displayed.

8.3.2 An Example of Results of Simulation of ECM Sinking

To illustrate application of CAE–ECM system simulation of ECM sinking
operation for shaping, of airfoils are considered (Fig. 8.5).

For given anode (workpiece) profile, the tool electrode shape was designed
using the CAE–ECM system

Examples of simulation of ECM shaping are shown in Fig. 8.6, where
subsequent graphs illustrate anode-workpiece shape evolution in time.

The gap size distribution with neglecting changes of properties electrolyte i.e.,
under ‘‘ideal’’ conditions of ECM, is shown in Fig. 8.7.
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In practice, ECM conditions are far to the ideal process of electrochemical
shaping. In consequence, the material removal rate is distributed over the
anode-workpiece surface in a different way in compare with the distribution in
‘‘ideal’’ process, and the machined part takes on a profile from that found from
mathematical modeling and theoretical design. Calculation that is more exact nee-
ded simulation of all shaping process with regarding heat and mass transfer, as well
as anodic dissolution characteristics.

Fig. 8.5 Electrochemical
shaping of the airfoil

Fig. 8.6 Screen print-out containing the evolution of the shape of the workpiece during
machining
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Fig. 8.7 Distribution the gap size in steady state ECM with neglecting influence of the heat and
hydrogen generation (i.e., from the model of ideal ECM process)

Fig. 8.8 Plot of distribution of the gap size in steady state of ECM with regarding changes of
properties of the electrolyte due to heating and gas generation
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Figure 8.8 illustrates the effect of hydrogen and heat generation on gap size
distribution. In described conditions, the heat and gas evolution diametrically
changed course of the gap distribution.

The minimum practical tool gap size, which may be employed, however is
constrained by the onset of unwanted electrical discharges. These short electrical
circuits reduce the surface quality of the workpiece, and led to electro-erosive wear
of the tool-electrode, and usually machining cannot progress because of them.
Investigations of electrical discharges in an electrolyte reveal that the probability
of electrical breakdown the gap is a function of the evolution of gaseous–vapor
layers and passivation of the work surface. Intense heating, hydrogen generation
sometimes choking phenomena and cavitation within the gap can lead to evapo-
ration and subsequent gas evolution, and it is this gas which is believed to cause
the onset of electrical discharge.

The issue of heating of electrolyte is primary importance for the determination
of limit condition of ECM process. The distribution of mean temperature in the
inter-electrode gap along the flow was determined using one-dimensional math-
ematical model of ECM process [1]. Further specification of temperature distri-
bution was revealed in [3, 7–9]. Due to the heat exchange through electrodes as
well as distribution of electrolyte velocity, the temperature changes along the flow
path as well across the gap size.

The electrolyte temperature distributions across the gap width, at the different
distances from the inlet electrolyte in ECM process with inter-electrode gap size
S = 0.1 [mm] is shown in Fig. 8.9.

Fig. 8.9 The steady distribution temperature in the gap with size S = 0.1 [mm], (U = 9 [V],
E = 3 [V], flow rate 6 [m/s], electrolyte: 12 % NaNO3)
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The two maxims that can be observed in (Fig. 8.9) in proximity of electrodes
are very important in ECM input parameters selection. The input parameters
should always be chosen such that the maximum temperature of electrolyte never
reaches its boiling point. One-dimensional model, in which only average values of
(T, and b) across the gap can be calculated, may not be accurate enough to
properly estimate the maximum temperature.

For example, in the Fig. 8.9, the maximum average increment of temperature is
DTav = 32 [�K], in this time, the maximum temperature, as shown in Fig. 8.9 is
DTmax = 46.47 [�K]. Use of input parameters from simulation that underestimated
electrolyte temperature for actual machining may lead to short-circuit between
electrodes and, what follows, to damage of tool and workpiece.

8.4 Conclusion

The presented CAE–ECM system can be useful for process planning for different
variants of ECM. It can be used for process analysis, tool design and parameters
selection. Presented software has significant potential to be used in industry
applications.
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Chapter 9
An Analysis of the Genetic Evolution
of a Ball-Beam Robotic Controller Based
on a Three Dimensional Look up Table
Chromosome

Mark Beckerleg and John Collins

Abstract This chapter describes how a robotic controller based on a 3-dimensional
lookup table was used to control a ball balancing beam system. The evolved motion
of the beam and the corresponding chromosome is analysed. The 3 system states of
the ball and beam were translated by the lookup table into a motor speed and
direction which maintained the ball in balance. The ball-beam states included the
ball position, ball speed, and beam position. The reproduction method used 2-point
crossover with a mutation rate of 2 percent. The selection method was tournament,
and the population size was 100 individuals. Successful evolution was achieved on
4 lookup tables, each containing different maximum motor speeds. Each evolved
lookup table was able to maintain the ball in balance for more than 5 minutes.
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9.1 Introduction

An investigation was undertaken to determine if a genetic algorithm (GA) could be
used to generate a ball-beam controller by evolving a population of lookup tables
(LUT) employed to control the motion of the beam. The system that was devel-
oped (Fig. 9.1) consisted of 4 parts: (i) the graphical user interface (GUI), which
displayed the motion of the ball and beam with control and data logging capa-
bilities, (ii) the GA, which generated the final controller by evolving a population
of LUTs, (iii) the simulation, which modeled the characteristics of the ball-beam
system and (iv) the LUT, which provided the new beam motor speed and direction
depending on the current ball-beam state [1].

In this experiment a curved beam was chosen rather than a standard straight
beam, as the curved beam provided a more complex control system, and made the
ball control more challenging.

The mathematical model and corresponding simulation was based on a physical
ball-beam system that was developed at AUT University as part of a student
project (Fig. 9.1). The position of the ball was determined using 19 infrared
detectors while the motion of the beam was controlled by a stepper. The pulse rate
of the stepper motor controlled the angular velocity of the beam. The maximum
pulse rate was 125 pulses per second and the angular movement of the beam per
pulse was 0.22 degrees. This resulted in a maximum angular velocity of the beam
of 27.5 degrees per second.

9.2 Background

The ball-beam has historically been used to demonstrate control systems, owing to
its non-linear dynamics and behaviour. It has now become a benchmark for
research in this field. Studies using the ball-beam system have been implemented
using a range of control systems such as proportional integral differential (PID)

LUT config

Look Up
Table

Fitness

Genetic
Algorithm

Simulation

ou
tp

ut

in
pu

tcontrolGUI
Control &

Data logger

Fig. 9.1 Block representation and connections between the 4 units that were implemented on a
computer and the physical beam that the simulation was modeled on
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control [2, 3], fuzzy logic [4, 5], and neural networks [6, 7]. Ball-beam controllers
have been investigated using GAs. Some examples of evolved robotic controllers
are the evolution of rules and classes of a fuzzy logic controller [8, 9], the
weightings and connectivity of artificial neural networks [10, 11], and the coef-
ficients of a PID controller [12, 13]. However the authors were unable to find any
research into the use of a LUT for a ball-beam controller evolved by a GA.

LUTs have been used in evolution in a variety of ways. Robotic simulation has
been replaced by lookup tables thus reducing real-time computation requirements
[14, 15]. Cellular automata rules have been configured within a LUT and then
evolved to create 2- and 3-dimensional shapes [16]. LUT’s have been encoded
with simulated DNA sequences and evolved to create robotic motion [17]. LUTs
contained within a FPGA functional element have been evolved to create a robotic
controller [18]. Finally, the authors have used GAs to evolve LUT based robotic
controllers for 2 systems including a mobile inverted pendulum [19] and the gait
of a hexapod robot [20].

9.3 Mathematical Model

The beam position (Fig. 9.2), is the angle u from horizontal, while the ball
position is the angle h from the centre of the beam. Eqs. (9.1) and (9.2) outline the
final equations for the ball acceleration. The full derivation for this mathematical
model has been described by the authors in other literature [21].

€h ¼ Aðhþ /Þ ð9:1Þ

A ¼ g

R 1þ 1
mr2

� � ð9:2Þ

Where

g — gravitational acceleration

R

Φ+θ

θ

Fig. 9.2 The ball and beam
showing the relationships
between the angles and
motion
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I — moment of inertia of the ball
R — radius of curvature of the beam
m — mass of the ball
r — radius of the ball
h — ball position (angle from the centre)
Ø — beam position (angle from horizontal)
x — ball position
v — ball velocity
b — beam position
a — acceleration of the ball

The value for acceleration (a) of the ball on the beam was determined by
physical experimentation, as a factor of the ball position (x) and beam position (b)
in Eq. (9.3). Using this acceleration the new ball position can be found dependant
on it current velocity (v), acceleration and position as shown in Eq. (9.4), and the
new speed of the ball dependant on its current speed and acceleration in Eq. (9.5).
The simulation was adjusted to a time period of every millisecond in Eqs. (9.6)
and (9.7).

a ¼ 12xþ 2:8b ð9:3Þ

xnew ¼ xþ vt þ at2

2
ð9:4Þ

vnew ¼ vþ at ð9:5Þ

xnew ¼ xþ v

103
þ 12xþ 2:8b

2� 106
ð9:6Þ

vnew ¼ vþ 12xþ 2:8b

103
ð9:7Þ

9.4 Genetic Algorithm

A genetic algorithm is a metaheuristic optimization method that uses natural
selection as a search engine. It acts on a population of individuals or chromosomes
which are potential candidate solutions to the problem needing to be solved.
Chromosomes are comprised of various forms such as bits, numbers or parameter
sequences, depending on the problem. The genetic algorithm is iterative and is
comprised of 3 main processes including reproduction, fitness evaluation, and
selection. Reproduction is the generation of offspring from the surviving popula-
tion of chromosomes. It uses 2 genetic operators: (a) crossover, where chromo-
somes are exchanged between parents, and (b) mutation, where parts of the
parents’ chromosomes are randomly altered. Fitness evaluation determines how

112 M. Beckerleg and J. Collins



well each chromosome in the population performs as a potential solution to the
problem. Selection determines which chromosomes within the population will
survive to the next generation based on their fitness.

The steps in a genetic algorithm are: (a) generation of an initial random pop-
ulation of chromosomes, (b) reproduction of offspring, (c) fitness evaluation of
each new chromosome, and (d) selection, where the chromosomes with the best
fitness are kept. The processes of reproduction, fitness evaluation and selection are
repeated until the required fitness is reached or a set number of generations have
been completed.

9.4.1 Chromosome

The heart of the controller was a 3-dimensional lookup table (Fig. 9.3). The
lookup table contained the motor speed and direction required to drive the motor in
such a way as to balance the ball. The 3-dimensions of the lookup table were
linked to the ball and beam states. These were ball position (19 inputs), beam
position (10 inputs), and ball speed (3 inputs). Several lookup tables were eval-
uated with a range of motor speeds varying from 2 to 11. The elements of the array
were defined as char variables initialized with a randomly generated number
quantised into 11 discrete steps ranging from 0 to 250. This enabled each location
in the array to describe a motor speed with 5 left speeds, 5 right speeds and
1 stopped. The speed range was reduced when evaluating different speeds by
adjusting the threshold so that the motor had limited speeds. For example with a
2 speed range, values below 125 would drive the motor hard left, while values
above 125 would drive the motor hard right.

The LUT was used to control the beam’s motor depending on the beam states.
This was achieved by connecting the simulation’s current ball-beam states to the
axis of the LUT. The parameter at that location was sent back to the simulation to
control the simulation’s motor speed and direction.
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The search space that the GA explores was dependent on the total number of
combinations that the chromosome can have. This was dependent on the number
of locations within the LUT, and the number of speeds that were employed at each
location. The experiments were repeated with 4 ranges of motor speeds: 2 (left
and right), 3 (left, stopped and right), 5 (2 left, stopped and 2 right) and 11 speeds
(5 left, stopped and 5 right). The total search space for each LUT was calculated
using Eq. (9.8) and illustrated in Table 9.1. As evident in this table, the search
space rapidly increased as the number of speeds increased. The exponent 570 was
derived from the size of the LUT (19 9 10 9 3).

Search space ¼ speedssize of LUT ¼ speeds570 ð9:8Þ

9.4.2 Reproduction and Selection

The objective of reproduction is to generate new offspring from a population of
chromosomes which will have a higher fitness than their parents. The purpose of
selection is to decide which offspring and parents to keep, with the goal that the
population will move rapidly up the fitness landscape while maintaining enough
diversity to bypass local maxima. The 2 parts of reproduction are crossover and
mutation. Crossover is a method that is used to split and recombine the chromo-
somes from 2 or more parents into 1 offspring. Two-point crossover was used in
this experiment using the x-axis (ball position) and y-axis (beam position) of the
array as the positions within the array to be cut. The first cut points of the crossover
were determined by randomly choosing points between 0–18 and 0–9. The end cut
points of the crossover were determined by randomly choosing points between the
first cut points and the end of the array, 18 or 9. Mutation will randomly alter the
parameters within a single chromosome with the purpose to maintain the diversity
of the population. It has a low probability of occurring which is typically between
0.1 to 2 percent. In this experiment a mutation rate of 2 percent was chosen, with
every individual in the population being mutated after crossover occurred.

The selection pressure is an important parameter in genetic selection. The
selection operator has a high selective pressure if it severely reduces the difference
between individuals, or a low selective pressure if it allows many different indi-
viduals to survive. A low selection pressure will have a slow rate of convergence

Table 9.1 Search space
within the LUT dependent on
the number of motor speeds

Speeds Search space

2 3.9 9 10171

3 9.1 9 10271

5 2.6 9 10398

11 3.9 9 10593
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to the optimum solution and can possibly stagnate, whereas a selection pressure
that is too high may get stuck on local maxima due to loss of diversity. The choice
of which selection method to use is dependent on what type of problem is to be
solved, with each method having its advantages and disadvantages. Tournament
selection with a group size of 2 was employed for this experiment. The choice of
this group size was primarily to maintain a large diversity within the population
with a moderate selection pressure.

9.4.3 Fitness Criteria

Each chromosome was evaluated by the simulation to see how well it functioned.
This fitness evaluation was then used by the genetic selection to determine if the
chromosome would be kept. The maximum fitness that a chromosome could have
was 420 seconds. This was made up from 7 simulation runs with the beam
positioned horizontally and the ball placed at rest on various positions on the
beam. Each simulation run would last either until 60 seconds had passed, or until
the ball reached a beam end stop.

9.5 Simulation

Using a genetic algorithm to evolve a physical robot controller is difficult due to the
potential damage to the robot and its environment. As well, the complexity of the
robot’s actions has a large search space requiring a large number of generations
before a suitable controller can be evolved. This is time consuming if performed in
real time on an actual robot. To overcome these problems, evolutionary robotic
genetic algorithms are normally performed using a software simulation of the robot.
Once a suitable solution is found it can be transferred to the actual robot. However
creating a simulation for a robot means modelling the real world which can never be
entirely accurate, thus the final solution will carry with it the flaws in the simulation.

In this experiment the new ball position and speed were determined by the
simulation every millisecond, based on the new beam position and the previously
described Eqs. (9.6) and (9.7). Two maximum beam velocities of 22.7 and
45.4 degrees per second were evaluated. The motor speed and direction was
converted by the simulation into a new beam position, and from this, the new ball
position and speed were calculated. The motor speed and direction produced by
the lookup table, was converted by the simulation into a new beam position. From
this, a new ball position and speed were determined by the simulation based on the
previously described Eqs. (9.6) and (9.7). The new ball-beam states were then
feedback to the lookup table to determine the next motor speed and direction.
The simulation recalculated the ball position and speed every millisecond.
Two maximum beam velocities of 22.7 and 45.4 degrees per second were
evaluated.
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9.6 Graphical User Interface

The GUI (Fig. 9.4) displayed the current ball position, ball speed, beam position,
and the current time that the ball had remained balanced. A dynamic visual
representation of the ball and beam in motion could be turned on or off, allowing
the user to see how the ball and beam were responding at various stages of the
evolutionary process. The visual representation was normally turned off, as when it
was on, the evolutionary process was slowed to real time. Evolutionary control
buttons were used to start, pause, and terminate the evolutionary process. The
evolutionary parameters of generation number, current individual under test,
average fitness of the population, and maximum fitness that had been reached was
provided. A text display showed the number of speed settings, the maximum beam
speed, the maximum fitness, average population fitness, generation number and
time taken for the evolutionary process. These values were stored for later
analysis.

9.7 Results

Two ranges of experiments were performed with 2 maximum motor speeds
equating to a maximum beam angular velocity of 22.7 and 45.4 degrees per
second. For each experiment, 4 ranges of motor speeds (2, 3, 5 and 11 speeds)
were evaluated. Each simulation was repeated 7 times with a different ball start
positions lying between ±12 degrees from the top of the beam. The simulation
was run until either the ball reached a beam end stop or 60 seconds had passed.
This gave a maximum fitness of 420 seconds.

Fig. 9.4 The graphical user interface
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9.7.1 Evolved Motion of the Ball

The relationship between the fitness of number of generations and corresponding
fitness of the best individual for 4 different maximum motor speeds is shown
(Figs. 9.5, 9.6, 9.7, and 9.8).

The first observation of these results is that the LUT using only 2 motor speeds
evolved in a shorter number of generations and time. This was due to 2 factors: (1)
the smaller search space of the chromosome, and (2) no requirement for multiple
speeds with an associated smoother response of the beam was built into the fitness.

The second observation was that the fitness increased in discrete steps,
improving rapidly until it reached a plateau at a fitness of approximately 320 and
360 seconds. On investigation of the ball motion, it was found that it was difficult
to capture the ball when it was started at the furthest position from the centre of the
beam. To avoid failure at these start positions, the beam was required to move at
maximum angular velocity in the opposite direction. This problem was more
apparent in a LUT with 5 or 11 motor speeds as there was a greater possibility that
the maximum beam angular velocity would not be used.

The motion of the ball-beam during the evolution process could be monitored
on the GUI. It could be seen that the ball beam motion evolved through 4 stages.
These were: (1) the beam remained stationary and the ball simply fell to an end
stop; (2) the beam would react once, reversing the motion of the ball. However the
ball would then fall to the opposite end stop; (3) the ball would be captured in
1 position, where the beam would perform an oscillation motion causing the ball
to stay within 2 points. This pattern would last for between 5 and 10 seconds, but
eventually the ball would break free and reach an end stop; (4) finally the beam
was able to trap the ball between 2 points for the full 60 seconds test. This method
of balancing by capturing the ball between 2 points by oscillating the beam was
observed in all motor speed ranges.

It was observed that the ball tended to be captured near either end of the beam.
This seemed unusual as it is a more risky position than a ball captured near the
center of the beam. This was due to the design of the beam’s sensor location, with
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more sensors placed near ends of the beam as it was thought that this was a more
important position. Unintentionally this gave the simulation a more accurate
position of the ball and its speed at this point. Subsequently the evolved controller
used the end locations to balance the ball.

A peculiarity of using a robotic simulation was observed when the ball was
started at rest in the center of the beam. The evolved chromosome learnt to keep
the motor off, thus achieving a perfect score for that run. This behaviour of course
would not work well with a real ball-beam system.
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9.7.2 Evolved Chromosome

When the best chromosomes from several successful evolutionary runs were
compared, it was found that each chromosome was different, producing a varied
pattern for the beam and ball motions. This variation in successful chromosomes
was due to the initial random population and the multiple pathways that the ball
and beam could interact with the LUT. This variation in chromosomes was
compounded by the fact that the evolution stopped once a successful pattern had
been found.

Most successful simulation runs did not use a large part of the LUT because the
ball would simply be moved to a position on the beam, and be kept in place by
beam oscillations.

The maximum and average fitness of a typical run shows that the maximum
fitness increased in abrupt steps, and then reached a plateau (Fig. 9.9). The average
fitness would then converge with the maximum fitness at each plateau. It was
thought that the population had converged at these points allowing only mutation
to modify the chromosome and its associated fitness. However an investigation of
the individual chromosomes and associated ball-beam motion showed that there
was still population diversity, and that the reason for the convergence of fitness
was due to the difficulty of evolving a chromosome that could start the ball at the
edge of the beam.

9.7.3 Comparison of Two Maximum Motor Speeds

Multiple experiments were run using the 2 maximum beam angular velocities of
22.7 and 45.4 degrees/second with speeds ranging from 2 to 11 settings. A com-
parison of these results is shown in Table 9.2, which details the average fitness,
number of generations and time the evolution was in progress at the end of the
evolution. From this table it can be seen that the faster motor and minimum
number of motor speeds had the best results in terms of the number of generations
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and the time taken to come to a successful evolution. It was noted that the time
taken for the 5 and 11 motor speeds to successfully evolve was also acceptable
despite the much larger search space. This was due to the constrained motion of
the beam and the path that the ball took, with only a limited part of the chro-
mosome being used for the beam control.

A comparison of the 4 motor speeds within each maximum motor pulse rate is
shown (Figs. 9.10 and 9.11). From these graphs it can be seen that doubling the
beam angular velocity had a significant improvement on the ability of the system
to evolve, especially at the 5 and 11 speed range. The fitness plateau at 320 and
360 seconds can clearly be seen. All the solutions had difficulty with either one or
both of the extreme starting points.

9.8 Conclusion

These experiments have shown that a 3-dimensional lookup table used as a
controller for a ball-beam system can be successfully evolved to allow the ball to
remain in balance for a total of 5 minutes. The motion of the ball and beam are
unique for each successful evolved chromosome. The experiments were performed
on 2 maximum beam angular velocities, and a range of 2, 3, 5 and 11 motor
speeds. It was found that the higher beam velocity and lower number of motor
speeds had the best evolutionary performance.

Table 9.2 Comparison of the average fitness, average number of generations and the average
time taken to evolve

22.7 � per second 45.4 � per second

Generation Av fitness Time(s) Generation Av fitness Time(s)

118 347726 197 42 268456 35
268 364240 592 56 327891 76
398 357240 3624 98 351811 297
861 359427 25794 103 349563 467
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Future research will involve modifying the fitness evaluation such that the
behaviour of the ball is more accurately controlled, for example to bring the ball to
rest at a set point in the shortest amount of time. This could then be compared with
other controllers such as proportional, differential and integral control. In addition
further research will explore how the evolved chromosome can be moved from
simulation to a physical beam.
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Chapter 10
Development of a Bottom-up Compact
Model for Intel�’s High-K 45 nm
MOSFET

David E. Espejo Rodriguez and Alba G. Ávila Bernal

Abstract MOSFETs models have been critical components for evaluation of
devices design and technology. These models face the challenge of being scalable
to match the available semiconductor technologies. For the 45 nm MOSFET
production, dielectric and metal gates were integrated. With new high dielectric
materials and thinner oxide layers, new physics effects emerged that were not
considered or integrated into the early models used in circuit simulators. Here an
analytical model for 45 nm MOSFETs is presented. The model includes Short
Channel Effects (Channel Length Modulation, the threshold voltage variation and
carriers velocity saturation). The Drain-Source current and voltage equations
derived from the model are implemented as a circuit device in SPICE 3F5.
A comparison between the experimental data provided by the manufacturer and
the simulation results obtained with the developed model integrating the techno-
logical and electrical parameters published by Intel�, demonstrates good agree-
ment between both sets of data.
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10.1 Introduction

The semiconductor industry has continuously increased the density of transistors on a
chip, successfully reducing their physical dimensions. This trend, predicted by
Moore’s Law [1], has imposed challenges on device modeling, which is an essential
tool to simulate the operation of Integrated Circuit (IC) prior to the fabrication
process. One of the main challenges of device modeling is to describe the behavior of
nanometer scaled Metal Oxide Semiconductor Field Effect Transistors (MOSFETs).

Table 10.1 summarizes the state of the art of compact models developed for
SPICE:

The behaviour of a MOSFET in an electrical circuit has been studied using
circuit simulators. The Simulation Program with Integrated Circuits Emphasis
SPICE, is an example of them.

From the table it can be observed that:

• There is a high complexity involved on recently developed compact models
• Models have been strongly focused on Silicon dioxide

The complexity arises from the top-down approach focusing on the application
rather than on the electrical transport properties on the device. The models above
studied, do have a challenge to include others dielectric materials beyond SiO2. An
example of high dielectric materials is the hafnium dioxide HfO2. This chapter
describes a methodology proposed to build a compact model based on the transport
properties at nanoscale, aiming to integrate the outputs of analytical equations into
ABM blocks to simulate the output of a basic circuit topology (half-wave rectifier).

10.2 Field Effect Transistors State of the Art

Emergent novel structures of Field Effect Transistors (FET) were investigated
prior developing the model, both in research (R) and production (P) stages.
Table 10.1 summarize the structures reported by the ITRS in 2009. The Table 10.2
intends to review three key parameters: gate length and description and the
structures power dissipation.

Intel�’s 45 nm High-k MOSFET is selected as the focused of the model given
the barriers to keep the high number of transistors on a single chip: dissipated
power and sacrificing device performance (thin SiO2 layers affect the transistors
leakage current and speed) [10]. The target model aims to integrate and understand
the short channel effects and to keep the compatibility with one of the most widely
used IC simulation language: SPICE.

It can also be observed that the devices in production involve new materials
different form the conventional CMOS devices materials. Among the available
High-j dielectric materials (such as ZnO2) Hafnium dioxide is considered to be a
promise for replacing the silicon dioxide due to the high dielectric constant, good
thermal stability in direct contact with silicon substrates and low leakage current [6].
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10.3 Intel�’s High-k MOSFET Electrical and Physical
Parameters

Table 10.3 describes in detail the geometrical and electrical properties of the
device, as reported by the manufacturer [11, 14].

Where LG is the Gate length, Tox is the oxide layer thickness ITH is the average
leakage current, xdD and xds are the depth of the depletion region associated with
the Drain and Source respectively, q is the electrical conductivity of the HfO2 at
1100 �C, VGS is the gate-source voltage, ID is the Drain current, VTH is the
threshold voltage, er is the relative permittivity of HfO2 and VDS is the Drain-
Source voltage.

From the data at Table 10.2, it is possible to recognize that for the 45 nm gate
length High-j MOSFET, the oxide thickness Tox has reach the size of a few atomic
layers. This device also is considered to be a short channel device, because its gate

Table 10.1 State of the art of compact models for MOSFETs. Information gathered from [2–5]

Model Year of
release

Modeled dielectric material Gate length
lower limit

Complexity
level

Level-1 1972 SiO2 50 lm Low
Level-2 1975 SiO2 10 lm Low
Level-3 1978 SiO2 2 lm Medium
BSIM1 1985 SiO2 1 lm Low
BSIM2 1990 SiO2 200 nm Medium
BSIM3 1995 SiO2 50 nm High
BSIM4.4 2009 SiO2, with EOT derived from Silicon

dioxide
10 nm High

Table 10.2 Novel FET structures and some of their main parameters

Device FinFET GAA-FET High-K VRG-FET TriGate

Stage R R P R P
LG (nm) 20 30 45 50 60
Gate

description
Si segment

(Fin)
divides the
polysilicon
gate

Metal
gate that
surrounds
the cannel

High-j
metal
gate

dielectric HfO2 gate
dielectric
grown by
Atomic
Layer

Deposition Three effective
gates,
sources and
drains

Dissipated power
(W)

44 n 30 n 61 n 39 l 72 l

References [7] [8] [9, 10] [11] [12, 13]

GAA-FET Gate All Around FET, VRG-FET Vertical Replacement Gate FET, TriGate Triple Gate FET
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length (Lg) is in the same order of magnitude as xdD and xds, which sets up a scenario
where the electrical field along the y axis (see Fig. 10.1) is about 105 V/cm for
N-channel High-j MOSFET at VDS ¼ 5V with Lg ¼ 100nm [14], and where
phenomena like carrier tunneling, Drain-Induced Barrier Lowering (DIBL), Channel
Length Modulation (CLM), among others known as Short Channel Effects (SCE), are
most likely to occur. SCE have not been fully implemented on modern MOSFET
compact models mainly due to top-down approaches that make difficult to reach a
particle-size level of detail in device analysis and authors considered the develop-
ment of a model that accurately could describe the carrier transport in the presence of
such phenomena.

Table 10.3 Intel�’s 45 nm MOSFET electrical and physical parameters

Physical dimensions Material parameters Electrical parameters

LG er Vgs

45 nm 20 0–1.7 V
Tox J ID

1 nm 14–22 0–104 lA
xdD, xds Q VTH

20–90 nm 4.5 9 103 @1100 �C 0.32 V @ Vds = 1 V
Gate pitch Dielectric band gap
160 nm 6 eV

1

2
3
4

5

Fig. 10.1 Schematic view of a high-j MOSFET. The main components are identified by number
where 1 Source, 2 Drain, 3 Gate, 4 High-k dielectric layer, 5 Substrate
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10.4 A Model for Carrier Quantization

The model is based on the coupled Poisson-Schrodinger equations in order to
describe the electron transport along the channel. The proposed procedure starts
from Poisson equation describing 2-D potential distribution /ðx,y) along the
channel.

o2/ðx,y)
ox2

þ o2/ðx,y)
oy2

¼ q
eHFO2

NAðX) þ n(x,y)ð Þ ð10:1Þ

Where q is the electron charge, eHFO2 is the electrical permittivity of Hafnium
dioxide, NAðxÞ is the density of acceptors along the channel and nðx, yÞ is the
electron concentration along the channel.

In the scenario in which the charge is quantized, the continuous conduction
band is now divided into two sub-bands. The wave function of each sub-band is
given by the Schrödinger equation:

�h2

2m
r2w� q/ðx; yÞwiðx; yÞ ¼ Eiwiðx; yÞ ð10:2Þ

Where �h is the reduced Planck constant, wiðx; yÞ is the carrier wavefunction on
the ith subband, m is the electron mass and the eigenvalue Ei is the energy level
associated with wavefunction wi [15]. Carrier’s confinement is higher in the
direction perpendicular to the Gate [16], so the one-dimensional Schrödinger
equation can be used to assess the problem. Assuming a MOS structure with
uniform potential distribution along the direction perpendicular to the Gate, the
component in y axis can be removed from Poisson’s equation, and the problem is
reduced to coupled one-dimensional equations of Schrödinger-Poisson:

d2/ðxÞ
dx2

¼ qNAðxÞ
eHf

�
X

i

Qinv;i
qeHfo2

wiðxÞj j2 ð10:3Þ

� �h2

2m

d2wðxÞ
dx2

� q/ðxÞwðxÞ ¼ EwðxÞ ð10:4Þ

Where Qinv;i denotes the inversion charge on the ith subband. Reaching an
analytical solution for this pair of equations is not an easy task; however,
numerical simulations provide some insights into reaching this solution.

Figure 10.1 shows the results of simulating the carriers population per sub-
band, using the parameters of Intel�’s High-j MOSFET. Nd ¼ 118cm3, Tox ¼
1 nm and j = 22.

From Fig. 10.2, as we move on the voltage range between 0V\Vgs\3V, it is
possible to see that between 45 and 85 % of the carriers are located in the lower
sub-band E1;1, so only the lowest level of energy can be considered to approach to
the analytical solution. With that approximation, the pair of Eqs. (10.3) and (10.4)
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for each valley or group of sub-bands associated with the crystal structure of the
interface Si-Hfo2 are reduced to:

d2/ðxÞ
dx2

¼ qNAðxÞ
eHfo2

þ Qinv;1

qeHfo2

w1;1ðxÞ
�� ��2þQinv;2

qeHfo2

w1;2ðxÞ
�� ��2 ð10:5Þ

� �h2

2mi

d2w1;1ðxÞ
dx2

� q/ðxÞw1;iðxÞ ¼ Ei;1wi;1ðxÞ ð10:6Þ

Where i denotes each one of the two valleys where the lowest energy level will
be calculated.

Using calculus of variations, wave functions are assumed to have a shape
similar to w1;1 and w1;2, thereby ensuring a good level of accuracy for the cal-
culated energy levels [19]. The next step is to integrate the simplified Poisson
equation from bulk to surface and also, in order to find the lowest expression of
energy, expected value of the Hamiltonian of the wave function w1;1 is calculated
obtaining the following expression:

E1;1 ¼
Z1

0

w1;1ðxÞ
�h2

2m1

d2

dx2
w1;1ðxÞdxþ

Z1

0

q/ðxÞw1;1ðxÞ
2dx ð10:7Þ

A simulation of the sub-bands wave functions (shown in Fig. 10.3), provides
elements to reach an analytical solution for Eq. (10.7)

Simulation of Fig. 10.2 shows that the peak of carrier density is a few nano-
meters (no more than 5 nm) below the channel surface, which leads to
approximate:

d � 1
a1

and d � 1
a2
; ð10:8Þ

P
er

ce
nt

ag
e 

(%
)

Voltage (V)

Fig. 10.2 Numeric simulation of carrier populations per sub-band, simulation conducted using
SCHRED [18] with parameters Tox = 1 nm, T = 300�K and Nd = 10�18cm�3
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Then, this approximation is applied and the result is factorized, based on the
parameter of proportionality c. According to the variations method, a1 and a2

should minimize the energy level, i.e:,

dE1;1

da1
and

dE1;1

da1
¼ 0 ð10:9Þ

Calculating the derivatives, we obtain the expressions for a1 and a2 then the
mean value of c is obtained. Finally, replacing the values obtained and the
approximations described above, leads to the expressions for E1;1 and E1;2:

E1;1 ¼
3�h2a2

1

2m1
and E1;2 ¼

3�h2a2
2

2m2
� 1; 432E1;1 ð10:10Þ

Distance (nm)

Fig. 10.3 Sub-bands wavefunctions, simulation conduced on SCHRED [20]
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Fig. 10.4 Energy levels at each valley, by model expressions and by SCHRED simulation
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Verification of model accuracy is performed by comparing its results with
SCHRED simulation of energy levels for sub-bands E1;1 and E1;2 as shown in
Fig. (10.4).

Accuracy of the quantization model obtained, allows us to approach to a short
channel I-V model that takes into account the quantization of charge that occurs at
this scale, and enables some approximations for that model.

10.5 I-V Short Channel Model

The fact that, in short channel devices, there is no complete control of the channel
charge is an indicator that Ey is not negligible compared with Ex and the effects
associated with this behavior should be incorporated in a compact model. In terms
of Id, the most significant effect to be included is velocity saturation, that may
result in reduced effective drain saturation current. One of the empirical relations
in use to model the dependence of carrier velocity Vd with respect to Ex was
adopted for this step [19]:

Vdj j ¼
Vdj jmax

Exj j
Ecj j

1þ Exj j
Ecj j

ð10:11Þ

Where Ec is defined as the intersection of the vd ¼ lVGSEx line and an imag-
inary horizontal asymptote, as can be seen on Fig. 10.5 (Figs. 10.5, 10.6, 10.7).

The first step is to find an expression for Id in non-saturation regime Idsn Ex is
expressed as the differentials of the potential between the polarization of the
inversion layer and the end of the piece. The result of integrating these differences
along the channel is presented in Eq. 10.12.

IDS ¼
W

LG
lcox

ðVGS � VTHÞVDS � 0:5av2
DS

1 þ VDS
LG:Ec

" #
VDS�V 0DS ð10:12Þ

Where W is the channel width and Cox is the oxide capacitance. For the
expression in the saturation region, it is necessary to include the effect of Channel
Length Modulation (CLM) [18] finding the value of Vds at which saturation occurs,
so the expression of Ids in presence of velocity saturation is given by:

IDS ¼WlCox

ðVGS � VTHÞV0DS � 0:5av2
DS

Lg 1� 1p

LG
þ V0

DS

LG�Ec

� �

2
64

3
75 ð10:13Þ
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Fig. 10.6 Comparison of I-V characteristics provided by the manufacturer and calculated by the
model equations

Fig. 10.5 Magnitude of carrier velocity in the inversion layer versus magnitude of the
longitudinal component of the electric field [17]

Fig. 10.7 Transient analysis using Orcad PSICETM 9.1 for three signals labeled. 1 Output
voltage of native N-MOS MOSFET with High-k transistor physical and electrical parameters
running under BSIM 4.4 model, 2 output of ABM blocks running model expressions obtained
with this methodology, 3 input voltage signal with amplitude of 5 V and 60 Hz frequency. This
results shows higher accuracy of simulations of a common circuit configuration compared with
performance of state-of-the-art compact models, like BSIM 4.4

10 Development of a Bottom-up Compact Model 131



10.6 Compact I-V Short Channel Model

Finally, to obtain a unified expression of Id in presence of velocity saturation, it
becomes necessary to incorporate the smoothing equation of Vds:

Vdeff ¼ VDSAT �
1
2

VDSAT � VDS � ds þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VDSAT � VDS � dsð Þ2þ 4dsVDSAT

q� �

ð10:14Þ

Thus, Vdeff is used to replace Vds in the Ids expression, as well as the early
effective voltage VAeff to incorporate CLM in the unified expression, that is then
obtained:

Ids ¼
Ideff

1 þ ðRsdIdeff Þ
Vdeff

ð10:15Þ

With

Ideff ¼ 1þ VDS�Vdeff

VAeff

� �
Ids0 and VAeff ¼ ESAT Leff ðESAT LeffþVDSÞ

nvdeff

10.7 Comparison of Model Equations with Intel� Data

With the physical and electrical parameters given in Table 10.2 and those obtained
by the Arizona State University Predictive Technology Model for 45 nm tech-
nology node [20], we compare the results using the IV model expressions obtained
from the curve provided by the manufacturer (see Fig. (10.6)) [21].

The results show a correlation coefficient R2 equal to 98 % and an average error
of 0.33 %, indicating a relatively strong relationship between the data obtained by
the model and those reported by the manufacturer. This level of accuracy, allows
us to get to the next stage, which is the model equations testing in SPICE.

10.8 Testing the Model Expressions in a SPICE Circuit
Simulation

To ensure the portability of the model for any SPICE-based simulator, obtained
model expressions were represented by using Analog Behavioral Modeling blocks,
included in Orcad� PSPICE 9.1. Those blocks have a maximum of three inputs
and one output of voltage or current. They use mathematical relationships to model
a circuit segment. When connected in cascade, and at netlist generation stage, the
simulator concatenates the blocks to make the entire expression. Equations are
entered in the model and tested in a configuration of half-wave rectifier-inverter,

132 D. E. E. Rodriguez and A. G. Á. Bernal



compared with an N-channel MOSFET in the same configuration, whose electrical
and physical parameters have been replaced by the ones of Intel’s High-k
MOSFET to verify the performance of BSIM4 model at sub-50 nm scale and the
operation of the model obtained in a circuital implementation. Simulation
(Fig. (10.7)) shows the degradation in the description of the MOSFET behavior in
sub-threshold regime by BSIM4 model and a good performance of the equations
obtained for the model.

10.9 Conclusions and Recommendations for Future Work

A compact model for High-j 45 nm MOSFET was described including the short
channel effects present at nanoscales. The methodology has consolidated in
SCORM-compatible learning material (Sharable Content Object Reference
Model), which is available at https://nanohub.org/resources/10024.

Future work could include additional effects such as temperature dependence
and body effects. The model could be simplified to have as few parameters as
possible, avoiding a great number of ABM blocks.
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Chapter 11
Power-Aware Topology Generation Based
on Clustering for Application-Specific
Network on Chip

Fen Ge and Ning Wu

Abstract A clustering-based topology generation approach is proposed to
construct Network on Chip (NoC) topologies for given applications. The approach
consists of four phases and constructs irregular NoC topology with design
constraints, according to the communication requirements of the given application
and characteristics of the router architectures. Specially, a recursion based link
construction algorithm embedded in the topology generation is proposed to con-
struct links between routers. The evaluation performed on various multimedia
benchmark applications confirms the efficiency of the proposed approach.
Experimental results show that the approach saves 61.5 % of power consumption
on average in comparison with using regular Mesh topology. Significant network
resource improvement is also achieved. Moreover, the approach performs well for
two multimedia applications compared to existing algorithms.
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11.1 Introduction

The rapid advancement of semiconductor technologies makes it possible to integrate
dozens of cores on a single chip. With more and more cores, the on-chip commu-
nication architecture design encounters more challenges in various aspects including
the throughput, latency, power consumption, signal integrity, and clock synchro-
nization. Traditional bus-based interconnect architectures are inherently non-scal-
able, which constitutes a bottleneck for the on-chip communication. The emerging
Network on Chip (NoC) provides an effective, reliable and flexible infrastructure for
system modules based on data packet transmission scheme. It has become an
effective solution to overcome difficulties associated with global interconnections
and communications in complex System on Chip (SoC) designs [1].

NoC architectures are constructed using topologies. A topology describes the
overall connection forms between routers and resource nodes. The floorplan of a
topology determines the length and complexity of the on-chip connections, and as
a result, significantly affects the network latency, throughput, area cost and power
consumption. Network topologies of NoC can be classified into two categories,
regular and irregular architectures. Regular topologies, as used in most NoC
designs (e.g., mesh and torus), have the advantage of reusability and low design
complexity. However, with regular topologies, applications cannot be well
optimized. This may lead to large-scale redundant routers, low link utilization rate,
and local congestion. For example, the number of routers on a mesh architecture is
fixed irrespective of how many of them are actually used. The same happens to the
links between routers. Even if unused routers and links can be shut down, they still
occupy area on the chip. Irregular topologies, on the other hand, are designed to be
application specific and therefore, are tailorable for each design. Compared to
regular topologies, they usually use fewer routers and links, while offering better
system performance and lower cost [2].

In this chapter, we focus on network topology generation for the custom
irregular architecture. Specifically, we propose a clustering-based topology
generation approach for application-specific NoC. Parts of our work have been
presented in [3] to minimize the network communication power consumption. This
chapter expands the previous work with a further analysis of the feasibility to
address the problem of application-specific 3D NoC topology generation using the
proposed approach.

The rest of the chapter is organized as follows: Section 11.2 summarizes related
work; Sect. 11.3 describes the problem definitions; Sect. 11.4 presents our topology
generation approach with an example; Sect. 11.5 discusses the possible extension of
the current approach; experimental results are discussed in Sect. 11.6, and finally the
conclusion is made in Sect. 11.7.
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11.2 Related Work

There are many advantages of using irregular topologies over regular topologies
for application-specific NoC [4]. However, generation of irregular topologies calls
for scalable topology generation algorithms [5–11]. In [5], the authors present a
technique for constraint driven communication architecture synthesis of point to
point links. The technique results in network topologies that have only two routers
between each source and sink, and does not address routing for each communi-
cation trace. The work in [6] presents the mixed integer linear programming
(MILP) based topology generation. However, this method is constrained by the
exponentially increasing solution times for large communication trace graphs.
Different optimization techniques have been proposed to address the problem of
topology generation within reasonable time [7–10]. In [7] and [8], genetic algo-
rithm based topology generation approaches are proposed, which obtain better
results and less runtimes compared to the MILP technique. The author of [10]
proposes a combination of the depth first search and the AO* algorithm to gen-
erated a near-optimal topology. However, these techniques have greater compu-
tational complexity due to a sufficient number of iterations.

In [11], a three-step topology generation algorithm called PATC is presented,
which includes core cluster, core cluster optimizing and physical router mapping.
The author of [12] proposes another simpler method called TopGen to cluster the
given application based on the communication characteristic, and thereafter,
construct the topology by connecting the clusters to each other one by one.

In this chapter, we propose a four-phase approach of topology generation
analogous to those used in [11] and [12], but completely different in the algorithm
design. The proposed approach is verified and compared to those using regular
NoC topology and existing algorithms on multimedia benchmarks, which shows
that our approach achieves better results.

11.3 Problem Formulation and Definitions

An NoC architecture consists of interconnected routers that are responsible for
routing data packets on the communication architecture. As shown in Fig. 11.1a,
a router is composed of switch fabrics, a routing and arbiter unit, an input port and
output port module. Every resource node (IP core) should be connected to a router
through input and output port channels, which consist of two unidirectional links.
Each link can connect to a core by a network interface (NI) implemented with
open core protocol (OCP), or connect to other routers directly to expand the
architecture [11], as shown in Fig. 11.2b. In this case, designers can construct
different regular or irregular NoC topologies based on the requirements and design
constraints.
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The topology generation problem can be formulated as follows.
Given a core communication graph denoted by CCG(C, A), where each vertex

ci [ C represents an IP core, and each directed edge ai,j [ A represents the com-
munication trace from IP ci to IP cj. Every edge has two attributes, denoted by
b(ai,j) and l(ai,j), which represent the bandwidth requirement in bits per second
(Mbps) and the latency constraint in hops respectively.

Given a characterized library £ of the router architectures, with g denoting the
number of input and output ports of the router, and X denoting the peak bandwidth
that can be supported by the router on any one port.

Find a NoC topology T(R, E), where R [ £ represents the set of routers chosen
to use from library £ in the topology generation, and E represents the set of links
between the routers.

Such that:

(1) Each IP core c can be mapped onto a port of a router r, and the maximum
number of cores mapped on a router should less than g.

(2) For each ai,j [ A, there exists a unique path pi,j = {(ri, rk), (rk, rm), … (rn, rj)} [
P in T that satisfies communication latency and bandwidth constraints.

(3) The total communication power consumption is minimized:

min EðAÞ ¼
X
8ai;j2A

bðai;jÞ � E
ci;cj

bit ð11:1Þ

where

E
ci;cj

bit ¼
X
r2pi;j

ERbit þ
X
e2pi;j

ELbit

¼ ðdðpi;jÞ þ 1Þ � ERbit þ dðpi;jÞ � ELbit
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Fig. 11.1 The router structure and NoC architecture, a The router structure of NoC b NoC
architecture
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E
ci;cj

bit represents the energy consumed when one bit of data is transported
through the routing path pi;j; ERbit and ELbit are the energy consumed on the router
and the link respectively [11].

Since ERbit and ELbit are constants, the NoC power consumption varies linearly
with the communication amount and routing distance, which can be represented
by:

min EðAÞ ¼
X
8ai;j2A

bðai;jÞ � dðpi;jÞ ð11:2Þ

Therefore, we try to cluster high communicative cores into the same router so
that data exchanges among these cores consume minimized communication power
consumption as calculated by (11.2).

11.4 Topology Generation Approach

The main idea of our proposed approach is to assign high communicative cores to
the same routers or nearby routers, and subsequently, determine the optimal
connection between routers. The goal is to minimize the total number of
communication hops for communication IP core pairs, as well as to reduce the

S1:    Algorithm Preparation

S2:      Clusters Initialization 

S3:             Clustering

S4:   Calculatating inter-cluster 
        communication amount 

minimum inter-cluster 

communication amount？

S5:          Results  Output 

Yes

No

Fig. 11.2 The flowchart of
the clustering algorithm
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number of used routers and links in the NoC topology. The approach consists of
four phases: (1) core clustering, (2) cluster and router mapping, (3) router con-
nection construction, and (4) topology optimization. Each phase of the approach is
described in detail as follows.

11.4.1 Core Clustering

In the first phase, we partition the IP core set for a given application into several
clusters under the design constraints. The flowchart of the clustering algorithm is
shown in Fig. 11.2.

Step 1: Algorithm Preparation. We define a variable Nmax, which denotes the
maximum number of cores in each cluster. Since IP cores in the same cluster will
be mapped to different ports of the same router in a topology, and each router must
be connected to the topology on at least one port, Nmax = g-1. Then, we sort each
communication trace ai,j in descending order according to the communication
weight b(ai,j).

Step 2: Clusters Initialization. Clustering is to partition vertices of CCG(C,
A) into k non-empty sets C1, C2,…, Ck. Each cluster Ci (i = 1, 2,…, k) contains
Nmax cores at most. In the initialization, each vertex of CCG(C, A) forms a cluster
partition, that is CP = {C1, C2,…, Cn}, where Ci = {ci}, i = 1, 2,…, N, N is the
number of vertices of CCG.

Step 3 and 4: Clusters Merging. According to the order of communication
traces in step 1, we first process the edge ai,j with highest communication weight.
Let ai,j = (ci, cj), if ci and cj belong to different clusters, and if the core number in
the new cluster is not greater than Nmax after merging, calculate the inter-cluster
communication amount among clusters after merging. If the calculated amount is
less than the previous one, merge the clusters, otherwise not.

Step 5: Results Output. When all the edges have been processed in sequence,
we obtain the best number of clusters with minimum inter-cluster communication
amount.

For example, we give CCG in Fig. 11.3a, in which the labels of the edges in CCG
denote the bandwidth requirement. Assuming the number of router ports g is 4, each
partitioned cluster contains Nmax = 4-1 = 3 cores at most. According to the above
clustering algorithm, the CCG can be divided into four clusters C1, C2, C3, C4, as
shown in Fig. 11.3b.

11.4.2 Cluster and Router Mapping

In the second phase, we map each cluster to a router. The router number used in
the generated topology is equal to the number of clusters. Every IP core in the
cluster is mapped to a port of a router randomly.
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For the core clustering results shown in Fig. 11.3b, the clusters need to be
mapped to four routers, denoted by r1, r2, r3, r4 respectively. As shown in
Fig. 11.4, the core c1 in the cluster C1 is mapped to port 0 in the router r1, and the
cores in the cluster C2 are mapped to three ports in the router r2.

11.4.3 Router Connection Construction

In the third phase, the routers mapped with IP cores are connected to form the
initial topology. We sort the clusters in ascending order according to their number
of cores. For clusters with the same number of cores, we sort them in descending
order according to their communication amount. Then, we use a recursion based
link construction algorithm to generate router connections.

Before describing the recursion based link construction algorithm, it is worth
pointing out that, the communication amount of a certain cluster is calculated as
the sum of the inter-cluster communication amounts between this cluster and all
others. Such sort will make the communication trace with high communication
weight get shortest communication path in advance, and as a result, minimize the
communication power consumption.

The idea of our proposed recursion based link construction algorithm is as
follows. First, the source and destination routers for each communication trace are
obtained according to current router selection and port mapping results; then,
under the bandwidth and latency constraints, the following three ways are
attempted to recursively search the path from the source router to the destination
router:
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(1) Use the existing links between source and destination routers;
(2) Use the empty port of routers without placing IP core between the source and

destination router to build new links;
(3) Use the links built by previous communication trace from the source or

destination router to other routers.

Through the above recursively search process, we can construct router
connections by allocating a routing path for each communication trace.

The pseudo code of the recursion based link construction algorithm is shown in
Fig. 11.5. The return value of the routine get_next_rtr(ri) is rnext which is con-
nected to the router ri. The constructed link between router ri and rnext should
satisfy the bandwidth and latency constraints. The adjacency matrix
RAdj[MR][MR] represents the interconnection relation among routers, where MR is
the number of used routers in the topology generation. The initial value of the
matrix elements is 0, and the value is between 0 and ? if there exists a link among
routers. After allocating paths for all the communication traces, each element in
RAdj[MR][MR] is checked to ensure that its value does not exceed the supported
bandwidth X. The port information list PortList is used to record the status of each
router port. The status indicates whether the port is empty or connected with IP
cores or other routers.

As an example, the number of cores in cluster C1 and C4 is identical as shown in
Fig. 11.3b, and the communication amount of cluster C1 is 5 which is larger than
that of cluster C4. As a result, the routing path for communication trace between
cluster C1 and C2 is allocated first, and port 3 is connected to port 5 to construct a
routing path. Then, the routing paths for other two communication traces between
C4 and C2, C3 and C2 can be allocated. Eventually, after completing path
allocations for all the communication traces, connection among routers can be
constructed. The initial topology of the mapping results in Fig. 11.4 is shown in
Fig. 11.6.

11.4.4 Topology Optimization

The last phase is to merge adjacent routers with empty ports until no adjacent
routers can be merged. This further reduces communication power consumption
and resources costs. As an example shown in Fig. 11.6, there exist empty ports in
router r1 and r4, thus router r1 can be merged with router r4, leading to the final
NoC topology as is shown in Fig. 11.7.

In order to evaluate the time complexity of our proposed approach, let n be the
number of vertices in the core communication graph, and a be the number of edges
in the core communication graph CCG. Since each cluster contains at most
n elements and there exists a maximum of n clusters, the complexity of inter-
cluster communication amount calculation is O(n2). All the edges should be
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Algorithm Input the corresponding source router rsrc and 

destination router rdest for each communication trace ai,j=(ci, cj).

Algorithm Output the routing path p rsrc, rdest={(rsrc, rnext), … (rn,

rdest)}.

Recursive terminative condition if rsrc==rdest or find no path for the 

communication trace.

Recursive function route_construction(rsrc, rdest)

{ if (rsrc==rdest) exit;

if (no link between rsrc and rdest)

{ if (existing empty port porti and portj in rsrc and rdest)

{construct link between porti and portj, let rsrc=rdest, add b(ai,j)to 

RAdj[rsrc][ rdest], and update PortList, exit;}

else if (no empty port in rsrc)

{ rnext = get_next_rtr(rsrc);

if (rnext != NULL)

{ let rsrc=rnext, add b(ai,j)to RAdj[rsrc][ rnext];

route_construction(rsrc, rdest);}

else add ai,j to PathUnAssignedSet, exit;}

else if (no empty port in rdest)

{ rnext = get_next_rtr(rdest);

if (rnext != NULL)

{ let rdest=rnext, add b(ai,j)to RAdj[rnext][ rdest];

route_construction(rsrc, rdest);}

else add ai,j to PathUnAssignedSet, exit;};}

else if (existing link between rsrc and rdest)

{ if (RAdj[rsrc][ rdest]+ b(ai,j)≤ && d(p rsrc, rdest) ≤ l(ai,j))

{ let rsrc=rdest , add b(ai,j)to RAdj[rsrc][ rdest], exit;}

else {

rnext = get_next_rtr(rsrc);

if (rnext != NULL && rnext != rdest)

{ let rsrc=rnext, add b(ai,j)to RAdj[rsrc][ rnext];

route_construction(rsrc, rdest);}

else if (existing empty port porti and portnext in rsrc and rnext)

{ construct link between porti and portnext;

let rsrc= rnext, add b(ai,j)to RAdj[rsrc][ rnext];

update PortList;

route_construction(rsrc, rdest);}

else add ai,j to PathUnAssignedSet, exit;};}

Fig. 11.5 The pseudo code of the link construction algorithm
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traversed, so the time complexity of cluster partitioning is O(a 9 n2). Conse-
quently, the overall time complexity of the algorithm is estimated to be O(a 9 n2).

11.5 Experimental Results

In this section, we present the experimental results obtained by executing the
proposed approach on various multimedia benchmark applications. We generated
custom irregular NoC topologies for seven combinations of four multimedia
benchmarks: MP3 audio encoder, MP3 audio decoder, H.263 video encoder, and
H.263 video decoder [5]. In addition, we obtained results for three other bench-
marks: MPEG4 decoder, video object plane decoder (VOPD), and multi-window
display (MWD) [2]. Table 11.1 lists the graph IDs and sizes of the CCG of the
various benchmarks.

In order to evaluate the efficiency of the proposed approach, we compared the
results produced by our clustering-based topology generation approach (Cluster-
TG) against the solution of mapping benchmark applications onto regular Mesh
topology. The selection of Mesh topology for comparison is due to the fact that,

10

R1R2 R3

0
1

2

3
4 5

6

7
8

911

14

R4

12
1315

c1c2

c3

c6

c7 c4

c5

Fig. 11.6 Initial topology

10

R1R2 R3
0

1

2

3
4 5

6

7
8

911

c1c2

c3

c6 c7

c4

c5

Fig. 11.7 Final topology

Table 11.1 Graph
Characteristics

Graph Graph ID Nodes Edges

MP3 decoder G1 6 6
H.263 decoder G2 7 8
MP3 encoder G3 7 8
H.263 encoder G4 8 11
MWD G5 12 13
VOPD G6 12 15
MPEG4 decoder G7 12 26
H.263 enc MP3 dec G8 12 17
H.263 enc MP3 enc G9 14 19
H.263 enc H.263 dec G10 15 19
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Mesh topology is proved to outperform other regular NoC topologies with respect
to power consumption and area costs, and it can be easily implemented on chips.
The number of router ports g is set to be 4, and the supported bandwidth X is set to
be 1 GB/s.

Figure 11.8 presents the results of the comparison in communication power
consumption of NoC topology generated by Random-Mesh, Optimal-Mesh and
Cluster-TG. ‘Random-Mesh’ represents the solution of mapping IP cores in
benchmark applications onto regular Mesh topology randomly. ‘Optimal-Mesh’
represents the solution of mapping IP cores onto optimized regular Mesh topology
by the genetic algorithm based approach in [13]. Figure 11.9 shows the compar-
ison of router and link utilities. As seen from the figures, a much better
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performance in communication power consumption and resource costs has been
achieved using our approach compared to that of the regular Mesh topology. On
average, our approach saves about 61.5 % of communication power consumption
compared to Optimal-Mesh.

Another experiment is conducted to compare the results of two multimedia
applications, VOPD and MWD, generated by Cluster-TG, TopGen [12] and PATC
[11] respectively. The resource costs of the applications using different approaches
turn out to be about the same, and the power consumptions are compared in
Fig. 11.10. It can be seen that our proposed approach achieves results that are
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better than PATC, and commensurate with TopGen. As an example, the CCGs and
the generated irregular topologies of the VOPD and MWD benchmarks are
illustrated in Figs. 11.11 and 11.12 respectively.

11.6 Possible Extension

The advent and increasing viability of 3D silicon integration technology make it
possible to scale NoC over the third dimension [14]. As a result, 3D NoC is
arousing more and more research interest. My proposed approach can be extended
to application-specific 3D topology generation with metrics of 3D NoC taken into
consideration.

In 3D NoC, IP cores are distributed on different 2D layers, and multiple device
layers are stacked on top of each other with direct vertical interconnects tunneling
through them using through-silicon vias (TSVs). Every IP core also should be
connected to a router in 2D layers. The router connects to other routers in the same
layer using horizontal links, and connects to other routers in the adjacent layers
using up/down port and vertical links.

The approach for application-specific 3D NoC topology generation also should
consist of four phases: core clustering, cluster and router mapping, router con-
nection construction, and topology optimization. However, the problem introduces
new issues, such as the technology constraint on the number of TSVs that can be
supported, accurate power models for 3D interconnects.

In the phase of core clustering we first partition the IP core set for a given
application (the example CCG is shown in Fig. 11.13a) into several clusters under
the constraint on the number of TSVs, and make the IP cores in different clusters
distribute on different 2D layers, as shown in Fig. 11.13b. Then IP cores in the
same layer are further partitioned into clusters according to the algorithm in
Sect. 11.4.1. In the phase of router connection construction, the routing path
allocations for communication traces maybe use the vertical links among routers in
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adjacent layers, as shown in Fig. 11.13c. The construction of vertical links should
meet the constraint on the number of TSVs

Additionally, the power model in 2D NoC should be extended to 3D NoC by
including the power consumed on vertical links.

11.7 Conclusion and Future Work

This chapter presents a four-phase clustering-based topology generation approach
for application-specific NoC. The aim is to reduce the network communication
power consumption. Under the constraints of the bandwidth and latency, the
approach designs custom irregular NoC topologies according to the communica-
tion requirements of the given application and characteristics of router architec-
tures. Specially, a recursion based link constructing algorithm embedded in the
topology generation is proposed to construct links between routers. Applying our
approach on various multimedia benchmark applications gives experimental
results showing significantly improved performance as compared to those using
regular Mesh topology and existing algorithms. The detail analysis of 3D NoC
topology generation using our approach will be done as future work.
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Chapter 12
Remote Hand Motion Detection
and Monitoring with Noise Reduction

Jing Pang

Abstract The digital triaxial accelerometer has become more and more popular in
the research and industrial world due to its small size, low power consumption,
low cost and its sensing capability in the x, y and z-axis directions. This paper
presents several noise reduction schemes for hand motion detection with the
triaxial digital accelerometer ADXL345 by using the RCM3365 board as the web
server for control and also for data monitoring.

Keywords Digital accelerometer � Hand motion � Kalman filter � Median filter �
Moving average filter � Noise reduction � Output data rate � Remote data
monitoring � Web server

12.1 Introduction

The triaxial accelerometer based hand motion detection has a wide range of
potential applications, including handsets, mobile device, gaming, personal navi-
gation devices, learning, sports medicine, health-care and other gesture-based
customer devices.

The small size integrated microelectromechanical system (iMEMS) accelerom-
eter such as ADXL345 [1] has an integrated on-chip analog-to-digital converter
(ADC) and it provides digital outputs with SPI and I2C digital interface signals. Such
accelerometers can be connected with the microcontroller through the SPI or I2C
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interface, and can be used for acquiring x-axis, y-axis and z-axis direction sensing
data. Usually, one limitation of microcontrollers is that they have limited memory
for data storage. As a result, this design work used the RCM 3365 module as a web
server to control the ADXL345 device and monitor hand motion. At the same time,
the remote PC could obtain the acquired accelerometer data through Ethernet and
then store them into the Excel database in real time for remote monitoring.

One 8-bit Rabbit 3000 microprocessor is mounted on the RCM3365 module [2]
and it runs with a maximum clock frequency of 44.2 MHz. RCM3365 has 512 K
Flash, 512 K program SRAM, and 512 K data SRAM. It works with a DC power
supply that ranges from 3.15 to 3.45 V. With a 3.3 V power supply and a
44.2 MHz clock, the current consumption is about 250 mA. RCM3365 supports
Dynamic C with the royalty-free TCP/IP stack to enable rapid and secure web
interface development.

A C# program running on a remote PC was developed to acquire real-time
accelerometer data on the internet and also to store data in Microsoft Excel sheets
on the remote PC. Noise reduction is important for getting reliable and high
resolution triaxial accelerometer measurements. This is especially true for some
sensitive applications that require a high level of precision. The major noise
sources for the surface technology silicon digital accelerometers are from
Brownian mechanical noise, electronic thermal noise, and internal analog to digital
conversion quantization noise.

The noise reduction methods considered in this work include techniques to be
implemented on the hardware in real time and also techniques for post processing
using software.

The rest of the paper consists of multiple sections. Section 12.2 describes the
hardware system. Section 12.3 explores multiple real-time noise reduction
techniques, including using different output data rates, applying a median filter [3]
and applying a moving average filter [4]. Section 12.4 discusses the Kalman filter [5]
noise reduction technique for post processing. Finally, Sect. 12.5 gives conclusion.

12.2 Hardware System

Several hardware devices are used in the remote hand motion detection system
shown in Fig. 12.1. They are the accelerometer ADXL345, the RCM3365 module,
the NETGEAR wireless router, and the PC. The ADXL345 is used to detect hand
motion. The RCM3365 communicates with the ADXL345 through an I2C inter-
face to acquire hand motion data. The NETGEAR wireless router connects the
RCM3365 with the internet so that the server data stored inside the RCM3365
module can be posted on the website in real time. Moreover, the remote PC gets
access to the website accelerometer data and stores them into the Excel database in
real time.

In Fig. 12.1, the ADXL345 chip works with a 3.3 V power supply. The clock
signal SCL and the data signal SDA are connected with 2 K ohm pull-up resistors
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R1 and R2. They are controlled by the RCM3365 module through the I2C inter-
face. The I2C mode is enabled when the CS pin is tied high to 3.3 V. The
ALT_ADDRESS pin is the alternate I2C address selection signal. The alternate I2C
address of 0x53 is chosen when the ALT_ADDRESS pin is grounded and this
translates to 0xA6 for writing and 0xA7 for reading. By default, the Rabbit 3000
microprocessor on the RCM3365 module uses the PD6 and PD7 pins for I2C
communication. They are connected with the SCL and SDA pins of ADXL345
respectively.

The ADXL345 can be attached to the top of the user’s hand. Six different hand
positions have been tested successfully based on my previously conducted work:
straight up, left-tilted facing up, left-tilted facing down, upside down, right-tilted
facing down, and right tilted facing up [6]. In my previous work, the proposed
algorithm covers a relatively wide angle range for each hand motion position and it
is not sensitive to small sensor errors. The wireless router NETGEAR is used to
interface the RCM3365 with the Internet. The RCM3365 serves as the web server
to control and monitor hand motion data collected by the accelerometer. The
remote PC can access the hand motion accelerometer data through the Ethernet
using the C# program, and then store them into the Excel database in real time.

In order to detect a more accurate accelerometer angle for hand motion, noise
reduction techniques need to be studied. At the same time, the noise reduction
techniques need to consider the tradeoff between the algorithm complexity and the
real-time angle detection.

12.3 Real Time Noise Reduction Schemes

Three schemes were implemented in this design work to study the effect of real-
time noise reduction including: changing the RCM3365 output data rates, applying
a moving average filter and applying a median filter.

Fig. 12.1 Remote hand
motion detection and
monitoring hardware system
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12.3.1 BW_RATE Register and Rate Code

The BW_RATE 0x2C register map of the ADXL345 chip is shown in Table 12.1.
The rate bits set the output data rate and the LOW_POWER bit sets the power
mode.

In this design work, the LOW_POWER bit in the BW_RATE register is set to 0
to allow the ADXL to work in the normal mode to reduce noise. According to the
ADXL345 datasheet, when the LOW_POWER bit is set to 1, the ADXL operates
with reduced power consumption. However, the noise is somewhat higher.

In order to check the relationship between the output data rate and the noise
level, several output data rates were tested: 400, 200 and 100 Hz. The rate codes
are set according to the Table 12.2.

12.3.2 Performance Comparison

Figures 12.2, 12.3 and 12.4 illustrate the hand motion detection in the x-axis, y-
axis, and z-axis directions with the RCM3365 output data rate set to 400 Hz.

For Fig. 12.2 the mean and standard deviation of accelerometer x-axis angle are
1.123325 and 0.244906, respectively.

For Fig. 12.3 the mean and standard deviation of accelerometer y-axis angle are
5.260033 and 0.372795, respectively.

For Fig. 12.4 the mean and standard deviation of accelerometer z-axis angle are
5.385482 and 0.363293, respectively.

In order to reduce noise, both the moving average filter and the median filter
applied a window size of four to the accelerometer data samples. According to the
results shown in Table 12.3, both methods get similar performance results and
they achieve much smaller standard deviation values compared with the original x-
axis, y-axis, and z-axis data.

Since the ADXL345 hardware itself presumably supports mechanisms inter-
nally to improve the accuracy of the measurements when using a lower sampling
rate, different output data rates were tested, along with a moving average filter and
a median filter for a window size equal to 4. The results are shown in Figs. 12.5,
12.6, and 12.7. These figures show that reducing the output rate also reduces the
standard deviation of the noise in the measurements. With the window size equal
to four, either the moving average filter or the median filter can achieve the similar
performance to the method of changing the output data rate to four times smaller.

Table 12.1 The BW_RATE 0x2C register map [2]

D7 D6 D5 D4 D3 D2 D1 D0

0 0 0 LOW_POWER Rate
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Figure 12.5 shows that if the moving average filter or the median filter is
applied to the accelerometer data, the additional ADXL345 output data rate
reduction will not lower the measurement noise standard deviation a lot.

Table 12.2 Output data rate
and rate code [2]

Output data rate (Hz) Rate code

400 1100
200 1011
100 1010

Fig. 12.2 Hand motion
detection in the x-axis with
the output data rate of 400 Hz

Fig. 12.3 Hand motion
detection in the y-axis with
the output data rate of 400 Hz

Fig. 12.4 Hand motion
detection in the z-axis with
the output data rate of 400 Hz
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Figure 12.6 looks similar to Fig. 12.7 because y-axis and z-axis direction
angles are similar in the testing case. Since the hand is approximately still, the
mean and standard deviation of both angles show similar values.

Both the moving average and median filters smooth the input data high
frequency noise. The median filter is especially good for smoothing the impulse
noise. For a small window size of 4, only a small amount of storage is required and
it allows for the fast computation speed for the moving average and median filter
implementations. However, if the window size becomes bigger, both the moving
average and median filters will create data lags.

12.4 Kalman Filter

In comparison to the moving average filter and the median filter methods which
require past measurements, the Kalman filter uses only the present measurements
and the previously calculated state [7].

The measurements from accelerometers are perturbed by noise. In this work, all
process and measurement errors are assumed to have Gaussian distributions. The

Table 12.3 Mean and standard deviation for accelerometer data with output data rate 400 Hz

Original data Moving average Median

X-axis mean 1.123325 1.127214 1.130681
X-axis standard deviation 0.244906 0.09544 0.111451
Y-axis mean 5.260033 5.259894 5.267801
Y-axis standard deviation 0.372795 0.167936 0.187202
Z-axis Mean 5.385482 5.386154 5.392974
Z-axis standard deviation 0.363293 0.166385 0.186787

Fig. 12.5 Standard deviation for hand motion detection schemes in the x-axis direction
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accelerometer measurement is modeled as a linear dynamical system according to
the Kalman filter framework in the following equations. X(t) is the vector that
includes the accelerometer x-axis, y-axis, z-axis angle measurements as well as the
angular speed signals: mx(t), my(t), mz(t), vx(t), vy(t), and vz(t). X(t) and X(t - 1)
are the internal states of the process at time t, and time t - 1 respectively. X(t) is
represented as:

X tð Þ = F*X t � 1ð Þ + W tð Þ ð12:1Þ

Fig. 12.6 Standard deviation for hand motion detection schemes in the y-axis direction

Fig. 12.7 Standard deviation for hand motion detection schemes in the z-axis direction
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F =

1 0 0 dt 0 0
0 1 0 0 dt 0
0 0 1 0 0 dt
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775

ð12:2Þ

X tð Þ¼ mx tð Þmy tð Þ mz tð Þ vx tð Þ vy tð Þ vz tð Þ½ �T ð12:3Þ

dt = 1 ð12:4Þ

Where W(t) is the process noise which has zero mean and covariance Q, All
speed signals are normalized based on the time interval of dt equal to 1.

Moreover, Z(t) is the vector representing the noisy accelerometer x-axis, y-axis
and z-axis angle measurements according to the following equations.

Z tð Þ ¼ H � X tð Þþ V tð Þ ð12:5Þ

H =
1 0 0 dt 0 0
0 1 0 0 dt 0
0 0 1 0 0 dt

2
4

3
5; ð12:6Þ

Where V(t) is the measurement noise which has zero mean and covariance M.
To solve the above equations, the Kalman filter provides computational means

to obtain the state of the process using the prediction Eqs. (12.7) and (12.8), the
Kalman gain Eq. (12.9) and the update Eqs. (12.10), (12.11), and (12.12)
recursively. The P matrix is the error covariance matrix and the final filtered output
matrix is OUTX. The Kalman gain is optimized to minimize the error covariance
matrix. One advantage of the Kalman filter is that the new state estimate only
requires the estimated state from the previous time step and the current
measurement.

Xprediction = F * Xestimation ð12:7Þ

Pprediction = F * Pestimation � FT + Q ð12:8Þ

Kgain¼ H * Pprediction
T

� �
� H * Pprediction

T � HT + R
� ��1 ð12:9Þ

Xestimation = Xprediction + Kgain � Z� H * Xprediction

� �
ð12:10Þ

Pestimation = Pprediction - Kgain � H * Pprediction ð12:11Þ

OUTX = H *Xestimation ð12:12Þ

In Figs. 12.8, 12.9 and 12.10, the Kalman filter is applied to the same data used
in Figs. 12.2, 12.3 and 12.4 with the output data rate of 400 Hz.
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In Fig. 12.8, the mean is 1.1074 and the standard deviation is 0.0688 for the
x-axis accelerometer data with the output data rate of 400 Hz.

In Fig. 12.9, the mean is 5.1836 and the standard deviation is 0.1374 for the
y-axis accelerometer data with the output data rate of 400 Hz.

In Fig. 12.10, the mean is 5.3082 and the standard deviation is 0.1362 for the
z-axis accelerometer data with the output data rate of 400 Hz.

Compared with the other schemes used in Table 12.3, the Kalman filter method
gets the best standard deviation for the filtered result based only on the present
measurements and the previously calculated state.

12.5 Conclusion and Future Work

Different noise reduction schemes are studied in this paper for hand motion detection
using the accelerometer ADXL3365 and the rabbit RCM3365 module. In general,
reducing the output data rate lowers the noise level. For real-time operation, both the
moving average filter and the median filter techniques require the small window size

Fig. 12.8 Kalman filtered
hand motion detection in
x-axis direction

Fig. 12.9 Kalman filtered
hand motion detection in
y-axis direction

Fig. 12.10 Kalman filtered
hand motion detection in
z-axis direction
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in order not to get data lag. For the small window size such as four samples, the
moving average filter and the median filter techniques have similar performance
when they are applied to the accelerometer data. The Kalman filter scheme has the
best standard deviation compared with the other methods. Furthermore, it is based
only on the present measurements and the previously calculated state, which will
allow for the real-time implementation of the noise reduction.

In this work, the different noise reduction schemes for hand motion detection are
studied. However, the advantage of the Kalman filter scheme is only studied for the
data post processing using software. In the future, further study will be explored to
implement the Kalman filter scheme on hardware in real-time to allow noise
reduction and tracking of hand motion for more complicated gesture recognition.
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Chapter 13
Development of Precision High Speed AC
Power Monitoring Device for Power
Regulation and Control

Aditya P. Kulkarni and N. K. S. Rajan

Abstract Precision measurement of AC power at conversion rates comparable to
the driving frequency is a challenging task but is a desirable feature in applications
involving regulation of power, loaded on a device. Practically, the application
assumes significance, typically in developing a test-bench for characterization of a
power generation system such as engine (DG set), or to measure and manage the
power load in a specified pattern. A good analysis of demands and deliveries of
power loads require capturing of transient responses, leading to a need for faster
conversion rates in the measurement. Since the AC power measurement involves
RMS integration, known to be inherently a slower process, the transient phe-
nomena like a step loading tends to get smudged during measurement and often
could lose its identity. It is known that typical conversion rates of commercially
available power meters are about 0.5–1 Hz. In the approach presented here, a
specifically developed analog circuitry, that is built using industrially common
analog devices is shown to provide a high definition RMS integration of the AC
power (with a typical conversion rate better than 35 Hz for a 50 Hz signal source)
that is developed, tested and qualified for its functional integrity.

Keywords Analog circuitry � Engine testing � Higher conversion rates � Power
regulation � Precision AC transient capture � RMS measurement
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13.1 Introduction

Quality of electrical power is an important factor for the life today, with the AC
power being made as the widest from of energy distribution and consumption. To
maintain a good quality of service, having backup power generation units and in the
other upcoming trend of having distributed power generation, use of engines of
appropriate size is becoming more practical. This leads to an important need for
assessment and qualifying of the engines on their performance in meeting the power
demands for varied applications in tandem with fuel efficiency. With medium to
small engines, this performance testing is a lucid indicator of its economic viability
and evaluating this critically for varying loads is not a commonly addressed problem.
In addressing this aspect, precision of measurement of power under transient states of
operation is necessary for evaluating the compliance of the system under test.
Building a test rig that has ability to load the system in a designated pattern is another
important factor to render such tests carried out. In designing such a facility, a
common and most important link is the high quality measurement system. The
commercially available true RMS meters generally have a limited functional scope
as regards to their response times and are not quite adoptable for using them for
generating a control signal and in analyzing the transients cost effectively. The
approach presented imbibes a cost effective electronic circuitry that is designed, built
and tested in an attempt to address the issues mentioned.

The device presented has been developed and tested with an intention for
producing an affordable industry standard electronic unit (EU) and is expected to
enhance the scope of measurement of AC power to applications that are currently
limited as mentioned before. The design imbibes multi-functionality to the module
allowing it to be used also as precision voltmeter and ammeter, each of which can
be independently used.

In realizing the test facility discussed, that calls for a regulated or controlled
power levels that effectively corrects for fluctuations in power inputs and on
fluctuations in load the design needs a control with an error correcting system
having feedback loop of power output. The EU designed provides options for
using precision feedback control of voltage and thereby controlling the RMS
power of the system. This serves to either to regulate the power to constant value
or to control it precisely in a predefined pattern. This aspect of control could also
be found useful in certain other applications such as establishing of constant fluid
flow rate or in constant torque devices.

13.2 Approach

The design concept involves rendering a high speed and a strongly linearized
conversion of analog AC signals that correspond to the applied current and voltage
on the device drawing the power, into the true RMS of power with all the signals
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processed in analog condition. The analog design adopted in the present approach
is an important aspect that eliminates the ‘conversion time’ involved in a digital
processing. The design is focused on a reliable measurement of power and uses
lower number of components. The unit is designed to respond faster, to be better
than half of the cycle period of the source signal. Active filters are integrated to
selectively and dynamically filter out the ripples resulting at the integrators. The
ripple free output could be reliably used in the high quality measurements or in
controlling of external devices for power regulation or for other sub-systems with
pre-designated actions such as power loading panels.

The operational schematics of the design features are shown Fig. 13.1. The input
stages draw signals from a current transformer (CT) or from an alternate current
sensor and another input from voltage transformer (PT) or an alternate sensor for it, to
acquire separately the ‘current’ and ‘voltage’ of the monitored power device con-
currently. The inputs are individually conditioned to suit subsequent processing.

The conditioned AC signals are rendered non–negative with a precision rectifier
built out of active components and Schottky diodes [1, 2]. The output of this stage
is fed to a two stage integrator taking care to see the integration is manage to be
linear enough by selecting suitable range of charge pump. A bank of two analog
low pass active filters of Butterworth design is introduced in cascade with a cut off
frequency of 25 Hz (with the background that the source under measurement is at
50 Hz) that determines the adequateness of the response of the RMS conversions
of the parameters—voltage and current. Two independent and identical processing
streams consisting of these functional blocks of precision rectification, RMS
Integration and low pass active ripple filtering constitute the analog linearized AC
to DC converter for the current and voltages being measured. These parameters are
multiplied in the analog state using AD632—a precision device from analog
devices [3] that provides the quantity of power derived from the product of current
and voltage signals. Provisions for adjustable gain and offset corrections are
embedded at suitable points for end-use customization.

The design uses standard analog devices such as op-amps and other passive
devices allowing for an option for standardization of the EU built for this at the
end-user level. The required design information on the components is available in
corresponding data sheets of the devices concerned. The design of active filter
used, is based on the earlier well-established and long standing research activities
as reported in [4–7].

13.3 The EU Built and Tested

The EU was built to test the designed circuitry.
Figure 13.2 gives a schematic capture of the circuit designed and Fig. 13.3 give

the view of the test bench model built. The test board is powered by an AC power
pack and commercially available CT and PTs are used as the sourcing sensors as
can be seen in the Fig. 13.3.
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13.4 Salient Operating Features

The EU has functionally three distinguishable operations. Sequence of their
occurence in the measurement process is as listed.

1. Capturing and conditioning of inputs from voltage and current sensors.
2. Integration of the conditioned signals with true RMS feature.
3. Analog processing for multiplication of the filtered RMS outputs from the

above stage rendering it to be the measure of the power.
CTs and VTs (used in this testing) but could be changed to more The mea-

surement of voltage and current, the components for the power measurement is
drawn from signals from sensors like precision sensing devices like Hall sensors or
resistive sensors for a more reliable and linear measurements.

Fig. 13.1 Schematic block
diagram of the design
indicating the features
involved
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The signals from the transformers are conditioned (gained and trimmed off with
offsets, if any) in two independent channels allowing for finer corrections on the
inputs. Care is taken to include a rectifier with low small signal error [8, 9] before
passing the signal on to an integrator. The integrator section has two stage inte-
gration and the RC combinations used are to reduce the non-linearity during the
integration. The integration stages are allowed to have significant ripple factor,
inherently to retain a better dynamic response.

Fig. 13.2 Schematic capture of the circuit designed
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A cascaded two stage active low pass filters of third order Butterworth design
[10, 11] is used in sequence to these integrators so as to have the signal passing
through them get off with the ripples and still retain the dynamic response at their
best. While it is known that integration of the ACs will impose a loss of dynamic
response the aspects discussed above take adequate measures in limiting this loss
to a practical lower limit, thereby enabling an achievable best dynamic response
for the unit.

Low pass active filters are designed for a cut off center frequency of 25 Hz. This is
center frequency is selected to see that the major frequency component of the ripples
being at around 100 Hz (twice the line frequency due to the rectification) would be
well be eliminated and still will be responsive enough to the input variations. In this
consideration, the EU selectively responds to variation of power (the parameter
measured) and not to the native AC components of the signal. It can be viewed that
the design stands at an optimum point having a trade–off between the fastest tran-
sients captured over the allowable ripple factors in the output. The active filter
provides a good enhancement in the achievable frequency with no loss of mea-
surement accuracy. Fine tuning options are provided to render the usage of the EU
offering wider range in measurement and in meeting larger requirements. This is to
make the unit more field–worthy. Distinct sample points for a diagnostic data
acquisition were used for characterizing and studying the performance of the EU.

Fig. 13.3 Assembled unit on laboratory test
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13.5 Results and Discussions

The EU was tested for its compliance to the design and its performance has been
validated with a set of field as well as simulated test conditions [12]. The diag-
nostic data at different stages of the circuit useful in evaluation and character-
izations was captured. With the AC power signal running 50 Hz, a sampling
interval of 1 ms was chosen to capture the transient responses at different test
points with adequate time resolution. During the tests, a PC based data acquisition
system with eight channels of acquisition at 12 bit resolution for the digital con-
version was used.

The tests were conducted in two categories, one with simulated signals for the
inputs so as to capture the response characteristics of the unit and to evaluate it for
its compliance to the design features and the other set of tests in field condition
(with the inputs received from CT and PT, as in Fig. 13.3) to validate its usability
and reliability.

Simulated signals from a controllable analog function generator were used for
the two AC input signals representing current and voltage components of the
power being measured. This arrangement allowed for creating different test con-
ditions and to get comprehensive performance characterization of the EU.

Figure 13.4 represents the capture of transient response of the integrator and
active filters. It can be seen clearly that the ripple factors that have the dominating
harmonics of the rectification peaks that runs at the double the native frequency of
the signal are considerably high at a magnitude of about 5 % of the peak. This is
filter off in the subsequent stage of active filters with virtually no loss of additional
response, as one can infer from the figure. The response reaches to its asymptotic
steady value for the step input in about 80 ms indicating that the large signal
response to be easily crossing 10 Hz while the dynamic response for small signal
variations would be about much higher than that.

Fig. 13.4 Transient feature
monitored as captured
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The response seen in Fig. 13.5 shows the behavior of the true RMS capture
during the AC integration. In the test carried out a simulated train of signal that
switches between sine to triangular waves are given at the inputs (both current and
voltage) and the transients are captured as seen in the figure. One can clearly
observe that for the amplitudes of the shifted waves are set nearly being same the
integrator output and the final dc output of the unit have shifted swiftly on the
changeover indicating its good characteristics of having true RMS capture. It can
also be seen that the change in the wave forms has resulted in a transient settlement
in less than 1 ms indicating that small signal dynamic response is easily better than
50 Hz, the native frequency of the AC signals. This shows one of the important
design features established.

The Fig. 13.6 shows a history of estimated errors. Expectedly the errors near zero
inputs for a rectifier is higher since zero crossing ideally cannot be captured. How-
ever, with the use of improved precision rectifier [13] this error is reduced to man-
ageable low and the range of measurement is enhanced. The estimate of error is made
by providing same simulated signals for both voltage and current and the error is

Fig. 13.5 Illustration of true
RMS measurement

Fig. 13.6 History of
estimated error in
measurement
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estimated as the difference between the calculated RMS–square of the input signals
and the output. One can see that the error band comes down to less than 5 % when the
inputs cross 10 % of the peak measurable range and much less than less than 1 % in
the other zones. Taking off the stray noises in the plot, one can see that the unit
provides a good response that goes with a nominal error band of 0.1–0.5 % and is
expected to be good in the industrial standards for such measurements.

The analysis of the behavior shown up in the test indicates clearly that all the
design features are realized and system is functioning satisfactorily. Subsequent
these simulated tests, field tests made with an electrical loading panel have shown
a good consistency and performance.

13.6 Concluding Remarks

Though AC power measurement is not a new concept and many alternatives for
this measurement are available, fast responding devices with good precision for
such measurements are not seen commonly. More distinctly analog based
approaches for such measurements are not in practice. However, for a cost
effective delivery of the criteria considered, analog designs can provide a good
alternative as compared to the digital approaches. In the present effort, this line of
thinking is pursued and a distinctly convincible alternative is arrived at.

It may be useful to note that this development was a result of a need felt for
providing a power regulation of the test load for an engine at the laboratory for a
critical transient measurement and the device built on this concept was success-
fully used for in controlling with the analog feedback derived from this device.
Another quick reference for a good usage comes out in its high usability in
managing excellently the load sharing of an engine in a set of synchronized
engines. In this context, the concept presented is considered to have addressed the
technology gap wherein normally available power measurement devices do not
capture the transients well and are seldom useable for good control logic.

The design concept presented is built, tested and found to have met the design
criteria and the analysis and characterization presents show the benefits of the
design concept clearly that stand out as an alternative to relatively highly
expensive digital devices that match to this class of performance. In the back-
ground of the benefits the design concept presented could offer, it is considered to
be of a good contribution in the area of power monitoring and regulation.
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Chapter 14
The Co-Design of Test Structure and Test
Data Transfer Mode for 2D-Mesh NoC

Ying Zhang, Ning Wu and Fen Ge

Abstract NoC(Network-on-Chip) has been proposed as a new solution to deal with
the global communication problem of complex SoC(System-on-Chip). However,
there are many difficulties in testing and verification for NoC. We propose novel
co-design of test architecture and data transfer schemes for 2D-Mesh topology NoC
to improve the parallelism of test packets transmission. The testing efficiencies of
different structures or transfer modes are evaluated under a coverage-driven and
hierarchical NoC testbench, which is based on the VMM verification methodology
and SystemVerilog language. The evaluation results of testing cost, testing time and
hardware overhead show that the shortening of transmission path and parallel testing
effectively decreases the power consumption and testing time. Furthermore, one of
these test structures can be proved to the optimal scheme.
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14.1 Introduction

With the development of the semiconductor industry and growing scale of the chip
design, NoC (Network-on-Chip) will become the solution to the design of
complicated system chip instead of traditional bus system chip SoC (System-on-
Chip), which will also pose the greatest challenge to associated validation and
testing. Furthermore, validation and testing are expected to account for more than
70 % of the whole design work for complex system chip [1]. There is urgent
demand for novel testing methods or schemes aiming at testing complicated
system chips, especially NoCs.

However, there are many difficulties in NoC testing. Such as the controllability
and observability are poor for the network structure and communication scheme,
GALS (Global Asynchronous Local Synchronous) method make it necessary for
adopting various testing clocks and there is no standard benchmark for evaluation
NoC testing, etc. As far as the first difficulty is concerned, the test structure of NoC
should be distributed to cooperate with the communication architecture and decrease
the hardware overhead. The test control components are inserted to the network and
the basic strategy is to transmit test vectors to resources under test through tested
components [2]. There are two steps of NoC testing, the first one is to test com-
munication fabric when the router (switch) can be regarded as a IP core and we can
apply the same test vectors to all the routers, the second one is to reuse the com-
munication fabric as the test access to resources and transfer test data packets
through particular testing input. The verification of communication fabric can be
accomplished by the associated testbench [3–5], while the key problem of the second
step is how to choose or configure the testing input.

Authors of [6] choose one switch to be connected to the source of test data
(called Test Access Switch, TAS) and all the test data are broadcasted from TAS.
Though the test scheme is prior to traditional bus-based SoCs in test time and
power consumption, it needs complicated routing algorithm and may cause the
increase of test time especially for large NoCs. The same situation may be worse
when the TAS is the center of the network [7]. Because the center switch will be
the hot-spot when all its neighbors communicate with it, the congestion will
happen and greatly increase the test time. The solution to this problem is to
increase the input/output port number so as to improve the efficiency of parallel
testing. Sedghi et al. [8] apply two TASs, one is located on the lower left of the
network and the other is at the upper right. The advantage in test time was showed,
but the location of TASs can not change and specific routing algorithm is needed.

On the other side, the parallelism of test data transfer is needed to consider
[9, 10]. Network communication technology of test data has been widely applied
for NoC testing process [11–13]. The communication means can be divided into
unicast (point-to-point packet transfer) and multicast (one-to-many packet trans-
fer). Among them, multicast can efficiently improve the parallelism of data
transmission, so how to apply multicast transfer mode to testing is worth
studying. Fang Fang et al. [9] proposed a multicast paths testing method which
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modify multicast communication protocol for test and improve the testing paral-
lelism based on Virtual Channels. However, the testing scheme is based on
ordinary test structure.

We propose a novel test structure of 2D-Mesh NoC which has configurable
TASs and applied with multicast transfer mode. It is greatly adaptable for parallel
testing of routers and resources. The evaluation on the VMM-based testbench
shows the reasonable test structure configuration is effective in improving testing
efficiency and reducing testing cost.

Hereafter, Sect. 14.2 give a brief introduction of the NUT (NoC Under Test) and
the associated testbench. Section 14.3 presents the co-design of NoC test structures
and multicast test data transfer. Section 14.4 explains the results of performance
evaluation for the test schemes. Section 14.5 draws the conclusions.

14.2 NOC Under Test and the Testbench

14.2.1 NoC Under Test

NoCs can be defined as a set of structured routers and point-to-point channels
interconnecting IP cores (Resources). The topology of NoC can be represented as an
undirected connected graph G(N,L), where N = {n1,n2,…ni} is the set of nodes and
L = {l1,l2, …lj} is the set of links in the corresponding network. The widely applied
topologies are Mesh, Torus, Ring, Hypercube and Fat-tree [14]. Figure 14.1 shows a
4 9 4 2D-Mesh network, which is the structure of our NoC.

For regularity of its structure, Mesh network are easy to implement and have
good scalability. Each node in Mesh network is connected to neighbors through
regular grid point-to-point links.

The key component of the network fabric is communication node (router). Our
router under test is realized in RTL description. The architecture of router is shown
in Fig. 14.2. It includes SRAM, Cross Switches, Read/Write control, Routing

IP

IP

IP

IP

IP

IP

IP

IP IP

IP

IP

IP IP

IP

IP

IP

Router

Router

Router

Router

Router

Router

Router

Router Router Router

RouterRouter

Router Router

RouterRouter
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module, Arbiter, Transfer control, Input/Output control, and Network Interface
(NI).

Each router has four input channels and four output channels and one network
interface for providing communication service to resource nodes. The input
control port will test the first packet, checking 32 bits data is in accordance with
the parity, if parity checking is correct, data will be written into SRAM, otherwise
it will be rejected and retransmission request will be sent to the upper router.
Routing module obtains the destination address from the packet header and
transfer data with the confirmation of Arbiter. Routing and arbitration module can
be adjusted according to certain routing algorithms.

Our NoC employs XY routing algorithm, which is the most commonly used
deterministic routing algorithm. XY routing algorithm is related to source node
and destination node addresses while irrelevant to network status. It is suitable for
2D-Mesh topology and other similar topology NoCs. It is known to be deadlock-
free in meshes (unicast mode) and easy to implement in hardware.

NoCs typically use the message communication model and messages are
formed in packets. Each packet is composed of a header and some payloads [15].
The original data packets format of our NoC is shown in Fig. 14.3.

Packet_Type demonstrates the type of data packets, Destination_ID and Sour-
ce_ID are destination and source address, Packet_length gives the total packet
number of the message, Reserve field is for extension or user-defined function. HEC
is used to validate the packet. Payload is the actual communication data.

The header of Multicast data packet has many flits, in addition to original
unicast packet header information, it will also define the sorting of each destination
node of the data in the whole multicast data packets. If the number of the
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destination nodes is more than two, the destination nodes information will be
added to the header flits, at most 32 destination nodes address. The last flit of the
header is the length of sub-packet information, which is the flits number of each
sub-packet.

14.2.2 Coverage-Driven and VMM-Based Testbench

The hierarchical NoC testbench is based on the VMM methodology, which
integrates assertions, abstraction, automation, and reuse mechanism to improve
validation efficiency and productivity [16]. The testbench consists of Test Layer,
Scenario Layer, Function Layer, Instruction Layer and NoC Under Test. The
transmission between different layers is achieved through channel mechanism [17].

The test process contains four steps and they are generating random stimuli,
establishing the testbench environment, executing the test and producing the
verification report.

Each module of the testbench is realized in the form of certain class, the UML
class diagram to explain their relationship is shown as Fig. 14.4.

The Environment class is the core of the NoC testbench. It is almost related to
all the modules and controls the building, operating and ending of test process.

The Config class determines whether send packets to the specific node or not and
the quantity of packets, etc. According to the configuration information, RU_gen-
erator is responsible for generating random packets with constraints and sending
them to next layer through the channel.

The Driver receives packets from RU_generator, then sends them to NoC and
transmits to the Scoreboard through callback at the same time. Monitor concen-
trates on output packets from NoC and transmit data to the Scoreboard and
Coverage class. Scoreboard achieves the expected packets from Driver, gets
actual packets from Monitor, then compares them and induces the result.

Packet_Type Destination_ID Source_ID Packet_Length Reserve HEC

0731 28 24 20 17

3bit 4bit 4bit 3bit 10bit 8bit

Payload 1

Payload n

031

031

Fig. 14.3 Format of transmission data packets
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The Coverage class defines the related cover point and can modify restraint
based on the result of simulation. Function coverage is the important parameter to
evaluate the efficiency of the testbench, which refers to the validated function of all
functions percentage.

Adopting different random seeds and modifying design repeatedly, our test-
bench finally achieves 100 % function coverage. The testbench can accomplish
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function verification effectively with good adaptability and expansibility. Only
provided the packets format and the transmission timing sequence are known, the
testbench can be easily applied to different NoCs without the consideration of
topology structure or routing algorithm.

14.3 Design of NoC Test Structures and Test Data
Transfer Mode

We propose the test structure which adopts edge of Mesh as TASs, as shown in
Fig. 14.5. ATE and peripheral circuits are connected in four directions, while TAS
selection can be flexible with the configuration of related circuit. The structure has
less test pins and can greatly shorten the transmission path of test data packets, which
will be helpful to the parallel testing and decrease testing time as well.

The structure of periphery circuits is shown in Fig. 14.6. The input of periphery
circuits comes from output ports of routers and input ports of ATE, while the output
of periphery is connected to input ports of routers and output ports of the ATE.

Test data packets are transferred from the ATE and sent to certain router
according to the input configuration. Test response packets are sent into the
peripheral circuits and passed through selectors to output port of the ATE. Moreover,
the arbitration mechanism is added to prevent the competition between routers.

In order to reduce the area overhead, we can configure partial peripheral circuits
as shown in Fig. 14.7. Only two ports are selected in each direction. The number
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Fig. 14.5 Test structure of NoC with 16 TASs
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and position of TASs can be adjusted according to the network size and the
application characteristic.

The NoC test data transfer modes can be divided into unicast transmission mode
and multicast mode. Unicast mode is sending packets from one port to other single
port, while multicast is from one port to more than one ports. Compared with unicast
mode, multicast has average shorter delay and smaller network bandwidth, which
will improve the efficiency of the NoC testing. Moreover, its advantage will be more
apparent when the number of transmission nodes increases.
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However, there is a key problem need to be solved for multicast mode, that is
deadlock avoiding. Provided that the transfer information is test data, we proposed
the deadlock-free routing schemes as Figs. 14.8 and 14.9 show.

As the design of test structure is described, source node is located in the
external 12 router of NoC. When the source node belongs to one of the four
corners, shown in Fig. 14.8, starting from the source node, draw a line cross all the
routers, the first destination node is the last multicast node while the last desti-
nation node is the first multicast one. The destination node sequence for Fig. 14.8
is 0010, 0110, 1001, and 1011.

When the source node is the other eight edge routers, the line starts from source
node, connected to the four corners of the router firstly and then line to the desti-
nation node in the same way as the source nodes is the four corners, the sorting mode
is shown in Fig. 14.9.

Furthermore, XY routing algorithm also needs to be improved when multicast
transfer mode is applied. The rules are as the follows.

(1) The line turning to the 1808 angel is not allowed;
(2) When data packets are sent to the last destination node in one row, if the next

destination node of the X direction underside the line in the current node (as
shown in Fig. 14.8, destination node 1001 is on the next column of 0110), the
packet will send along the Y direction to next node;

(3) For source nodes not located in four corners of the router, packet is transmitted
to nearest source node in the four corner routers.

After the improvement of destination node sorting and routing algorithm,
multicast transmission path become a forward line, which will never repeat the
path has taken, so as to efficiently avoid the deadlock.

14.4 Performance Evaluation

For 4 9 4 Mesh network, Fig. 14.10 give four testing schemes with different TAS
configuration and each resource chooses the nearest TAS for test vectors
transmission.

0000 0001 0010 0011

0100 0101 0110 0111

1000 1001 1010 1011

1100 1101 1110 1111

0000 0001 0010 0011

0100 0101 0110 0111

1000 1001 1010 1011

1100 1101 1110 1111

source

destination

Fig. 14.8 Sorting method and transmission path when source node in four corners
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How to choose TASs greatly affects test cost, test time and corresponding
synthesis area. The test cost mainly refers to test power, which is relevant to the
number of test packets and the length of transmission path [18, 19]. The test time
can be evaluated by the modified VMM-based testbench and the area overhead of
Scheme (a) and Scheme (b) are calculated and compared with the original Mesh
NoC on Synopsys EDA platform.

0000 0001 0010 0011

0100 0101 0110 0111

1000 1001 1010 1011

1100 1101 1110 1111

0000 0001 0010 0011

0100 0101 0110 0111

1000 1001 1010 1011

1100 1101 1110 1111

source

destination

Fig. 14.9 Sorting method and transmission path when source node not in four corners

(a) (b)

(c) (d)

Fig. 14.10 Schemes of different test ports configuration. a 16 test ports. b 8 test ports. c 4 test
ports. d 2 test ports
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14.4.1 Estimation of Test Cost

For simplifying and standardizing the estimation of test cost, we assume that the
number of test data packets for each resource to be constant C. NRi and NCi are
respectively the number of routers and channels in the test path for Resourcei and
NCi = NRi - 1. TR and TC are respectively the average cost of test packets
passing through one router and through one channel. n is the total number of
resources, so the total test costs Tall can be calculated as follows.

Tall ¼
Xn

i¼1

ðNRi � TR þ NCi � TCÞ � C

¼
Xn

i¼1

½ðNRi � TR þ ðNRi � 1Þ � TC� � C

¼
Xn

i¼1

½ðTR þ TCÞ � NRi � TC� � C

ð14:1Þ

Most parameters in equation (14.1) are constants except NRi, so the total test
cost can be measured by

Pn
i¼1 NRi; that is the number of routers in test paths for all

resources. Test costs of four schemes in Fig. 14.10 are shown as Table 14.1.
It is evident that the test cost increases with the decrease of TASs and obviously

Scheme (c) and scheme (d) have too high test costs to be good testing schemes.
Scheme (a) has lowest test cost but 16 TASs will lead to unacceptable size
overhead. Compared with Scheme (a), Scheme (b) has a little increase on test cost
and much decrease on test ports, so it should be optimal scheme. Reasonable
choice of the position and number of TASs is extremely important especially when
the scale of network increases.

14.4.2 Evaluation of Test Time

For the function verification, the driver and monitor module of the testbench are
connected to each router to verify the communication between resources. How-
ever, for the testing, the driver and monitor module should be connected to
periphery circuits to make the original test platform equivalent to the ATE.

Table 14.1 Comparison of test costs

Scheme NRi = 1 NRi = 2 NRi = 3 NRi = 4 Sum

(a) 12 4 0 0 20
(b) 8 8 0 0 24
(c) 4 8 4 0 32
(d) 2 4 6 4 44
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The test time of four testing schemes is shown in Fig. 14.11. X axis is the
number of test data packets received by each resource node and Y axis is the time
when the last packet is received. When packets number is small, there is no
obvious different in test time for all the schemes, however, with increase in packets
number, the test time of four schemes gradually increase and the difference
between them also becomes increasing. The increase of TASs greatly enhances
testing parallelism and effectively reduces the test time.

The average delay time between sending test data packets and receiving response
packets is shown as Fig. 14.12. With the decrease of TASs, the average delay also
increases gradually, because average path from TAS to resource gets longer.
However the difference between Scheme (a) and Scheme (b) is not obvious.

Based on the analysis of the test time with variable packets number and the
statics of test packet transmission time, we can conclude that test time is mainly
affected by the number of test ports, especially when the amount of communica-
tion information increases greatly.
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14.4.3 Evaluation of Area Overhead

For the advantage in test cost and test time, the Scheme (a) and Scheme (b) were
synthesized and optimized based on Synopsys DC Compiler and SMIC 0.18
CMOS technology library. Table 14.2 gives the area overhead of original Mesh
network and the Scheme (a) and (b). The ratio of increase is relative to the
synthesized area of original Mesh network.

The majority of synthesized areas are interconnection lines, so the increase of
TASs will surely increase the area overhead. The results of Table 14.2 show the
Mesh network with additional test structure has bigger size than original Mesh
network and Scheme (b) is superior to Scheme (a) on size overhead.

The testability design can reduce the testing time, but it would increase the cost of
the area. We manage to find the strategy to make balance between two aspects. This
paper puts forward four testing schemes, Scheme (b) is the best one which has
relatively shorter test time and delay time, small synthesized area and its test costs is
modest.

14.5 Conclusion and Future Work

We proposed a configurable co-design of test structure and test data transfer mode
for 2D-Mesh NoC and given four practical schemes with different TASs config-
uration. The evaluation platform is the coverage-driven and VMM-based testbench
which is originally designed for communication verification on NoC. By adjusting
the packet format and routing mechanism, the testbench is applied to evaluating
the performance of different testing schemes. Combined with the circuit synthesis
results, the optimal scheme can be verified. The experimental results showed that
the shortening of transmission path and parallel testing effectively decreases the
test cost and test time.

We will research on the optimization of test schedule algorithm based on the
designed test structure later.

Table 14.2 Area overhead comparison

Original Mesh
(lm2)

Scheme(a)
(lm2)

Ratio of
increase

Scheme(b)
(lm2)

Ratio of
increase

Combination
logic

959583.24 972296.74 1.325 % 964227.32 0.484 %

Sequence logic 2134660.71 2156475.23 1.022 % 2145984.61 0.530 %
Interconnect 30881190.62 31257792.38 1.220 % 31008210.76 0.411 %
Total size 33975434.56 34386564.36 1.210 % 34118422.69 0.421 %
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Chapter 15
Overhead- and Performance-Aware
Fault-Tolerant Architecture
for Application-Specific Network-on-Chip

Fathollah Karimi Koupaei, Ahmad Khademzadeh
and Majid Janidarmian

Abstract Defect in manufacturing of integrated circuits is almost inevitable, and
fast scaling in technology has caused the components of a Network-on-Chip (NoC)
to be more susceptible to faults. Therefore, it is crucial to sustain chip production
yield and reliable operation in the presence of defects. The permanent faults are a
consequence of manufacturing defects that occur during fabrication or aging
defects that occur during system lifetime. A fault-tolerant application-specific NoC
should be able to detect a fault and recover the system to correctly operate the
mapped application. In this paper, a fault-tolerant NoC architecture designed in
VHDL and synthesized using Xilinx ISE is presented which not only is able to
recover from single permanent router failure, but also improves the average
response time of the system in the different traffic loads. As hardware overhead is a
major issue while considering fault tolerance, a new component, called Link
Interface (LI) is also developed to reduce cost overhead. The Video Object Plan
Decoder (VOPD) and MPEG-4 core graphs are used as two real applications in
this study.
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15.1 Introduction

The number of processor, memory and accelerator cores on systems-on-chip is
rapidly increasing to support evolving standards and new applications. Compu-
tation and communication complexity is skyrocketing, and scalability-centric
design paradigms are critically needed [1]. Networks-on-Chip (NoCs) have
emerged as the best alternative to provide high performance in communication for
futures Systems-on-Chip (SoCs) with dozens of cores integrated on a single silicon
die. Mapping an application to on-chip network is the first and the most important
step in the design flow as it will dominate the overall performance and cost [2].
Several approaches have been proposed in literature in the context of topological
mapping in NoCs [3]. Mapping algorithms are mostly focused on 2D mesh
topology which is the most popular topology in NoC design due to its layout
efficiency, good electrical properties and simplicity in addressing on-chip
resources. Another concern in NoC implementation is selecting an efficient routing
strategy while providing freedom from deadlock. The routing algorithm deter-
mines the path that each packet follows between a source–destination pair. In the
future chip generations, faults will appear with increasing probability due to the
susceptibility of shrinking feature sizes to process variability, age-related degra-
dation, crosstalk, and single-event upsets. To sustain chip production yield and
reliable operation, very large numbers of faults will have to be tolerated [4, 5]. This
argument strengthens the notion that chips need to be designed with some level of
built-in fault tolerance. Furthermore, relaxing the requirement of 100 % correct-
ness in the operation of various components and on-chip channels profoundly
reduces the manufacturing cost as well as cost incurred by test and verification [6].

This paper is an extension of [7], and the remainder of this paper is organized as
follows: in Sect. 15.2, an overview of some fault-tolerant research efforts in NoC is
given. Section 15.3 illustrates the basic concepts of application-specific NoC
design, and a new fault-tolerant architecture is introduced in Sect. 15.4. Simulation
results i.e. average response time and hardware overhead will be presented in
Sect. 15.5 followed by the concluding remarks in Sect. 15.6.

15.2 Related Work

Scaling of interconnects exacerbates the already challenging reliability of on-chip
networks. As process technology scales, the integration of billions of transistors
comes with an increased likelihood of failures. Smaller dimension circuits are
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getting more sensitive to a particle strike, increasing the probability that the charge
due to a high-energy particle flips the value in a cell [8]. With technology trends in
device scaling, high clock frequencies, and supply voltage decreases, fault rates
are increasing, which makes a reliable design a real challenge. Transient and
Permanent errors are two main kinds of errors which generally occur in an NoC.
The most common transient error recovery technique is the retransmission
mechanism following error detection techniques like coding [9]. Many recently
developed solutions focus on methods keeping the system working in spite the fact
that some parts of the system are shut down [10]. Permanent faults in NoCs due to
fabrication challenges in sub-65 nm CMOS technologies and due to wear-out
underscore the need for fault-tolerant design [11]. Fault-tolerant routing algorithms
are recently investigated to bypass the failed hardware. The inherent redundancy in
NoCs due to multiple paths between packet sources and sinks can greatly improve
communication fault resiliency [11]. Fault-tolerant routing algorithms should be
able to find a path from source to destination in presence of the faults in NoC with
a certain degree of tolerance [12]. Many algorithms in this area have been
proposed which follow their own optimization aims. To name just a few, in [11],
the authors propose a novel low-overhead neighbor aware, turn model based
fault-tolerant routing scheme (NARCO) for NoCs which combines threshold-
based replication in network interfaces, a parameterizable region-based neighbor
awareness in routers, and the odd–even and inverted odd–even turn models.
Shi et al. [13] presents the scalable and fault-tolerant distributed routing (SFDR)
mechanism. It supports three routing modes including corner-chains routing,
boundary-chains routing and fault-ring routing. Inspired by divide-and-conquer
concept, system is partitioned into nine regions. Each region promises fault-
tolerance of one’s own when packets bounded into its area to guarantee total fault
tolerance. The main problem with the fault-tolerant routings is that if a router fails,
considering mesh architecture, recovery cannot be accomplished only by
rerouting. In addition, hardware redundancy is inevitable in order to repair the lost
connection to the network of the core directly connected to the failed router.
A fault-tolerant mesh-based NoC architecture with the ability of recovering from
single permanent failure is presented in [14]. This method adds a redundant link
between each core and one of its neighboring routers, resulting in significant
improvement in reliability while has little impact on performance. In this archi-
tecture, only one spare router should be selected among all possible alternative
ones. This has an influential effect on overall performance in terms of the average
response time and reliability of the system. Regarding to this work, in [15] a new
fast and optimum algorithm based on performance measurement and extra
communication cost is proposed to find the best configuration that also results in a
more reliable system. It also shows that mapping algorithm has a great impact on
mentioned parameters. Following this concept, in this paper, a hardware and
performance-aware design for the fault-tolerant NoC architecture is presented
which takes into account the specific application mapped onto mesh topology.
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15.3 Prerequisites of Application-Specific NOC Design

15.3.1 Mapping Problem

To formulate mapping problem in a more formal way, we need to first introduce
the following two concepts borrowed from [16]:

Definition 1 The core graph is a directional graph G V;Eð Þ whose each vertex
vi 2 V shows a core, and a directional edge ei;j 2 E illustrates connection between
vi and vj. The weight of ei;j that is shown as commi;j, represents the communication
volume from vi to vj . The IP core along with a router connected to it by Network
Interface (NI) is displayed as a tile.

Definition 2 The NoC architecture graph is a directional graph A T ; Lð Þ, whose
each vertex ti 2 T represents a tile in the NoC architecture, and its directional edge
that is shown by li;j 2 L shows a physical link from ti to tj.

The core graph mapping G V;Eð Þ on NoC architecture graph A T ; Lð Þ is defined
by a one to one mapping function.

map : V ! T ; s:t:mapðviÞ ¼ tj; 8vi 2 V; 9tj 2 T ; jVj � jT j

Mapping algorithms are mostly focused on 2D mesh topology (Architecture
Graph) which is the most popular topology in NoC design due to its suitability for
on-chip implementation and low cost. The definitions are presented in Fig. 15.1.

15.3.2 Routing Algorithm

The routing algorithm determines the path that each packet follows between a
source-destination pair. Routing algorithms noticeably affect the cost and perfor-
mance of NoC parameters i.e. area, power consumption and average message
latency [17]. Due to determined sources and destinations in application-specific
NoC, minimum-distance routing algorithms are mostly considered in this area
which the routing is computed off-line and admissible paths stored into the routing
tables.

In general, every routing algorithm should include deadlock freedom feature
[18]. So channel dependency graphs (CDG) is used to avoid any possible dead-
locks. The CDG is a directed graph with the network channels as the vertices and
the direct dependencies between the two channels as the edges. A dependency
exists between the links li,j and lj,k whenever there is a path to route packets from vi

to vk through vj which uses those links. An extension to CDG as a sub graph is the
concept of application specific channel dependency graph (ASCDG) introduced in
[19]. The ASCDG is a sub graph of the CDG and an edge in CDG between
channels, li,j and lj,k is removed if there was no application-specific dependency
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between li,j and lj,k. Deadlock is inevitable when there are any cycles through
ASCDG graph. A cycle in the ASCDG is a succession of application specific direct
dependencies, D = {d1,d2,_,dn}, where d [ D is a pair (li,j, lj,k) with li,j, lj,k [ L. If
there is any cycle, we need to break it. By removing a dependency, all of the
corresponding paths to that dependency will be removed. Using this method
guarantees that routing algorithm is still deadlock-free. It is worth noting that using
deterministic routing algorithm and efficient mapping algorithm, a few existing
cycles can be easily broken.

Fig. 15.1 Mapping problem
concepts
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Although the proposed methodology is topology and application agnostic,
the state-of-art mapping algorithm proposed in [18] is used to map Video Object
Plan Decoder (VOPD) cores onto mesh topology. We have also used two
minimum-distance routing algorithms in mesh i.e. XY and YX. In XY (YX)
routing algorithm, a packet is routed first in the X(Y) direction and then along the
perpendicular Y(X) dimension. Because of using both algorithms together to route
and reroute the packets, deadlock problem which is easily solved by described
ASCDG graph should be taken into consideration.

15.4 The Proposed Fault-Tolerant Application-Specific
Architecture

In the mesh-based architecture which is the simplest and most dominant topology
for today’s regular network-on-chips, each core is connected to a single router as
depicted in Fig. 15.1. If a failure occurs in a router in this topology, the failed
router cannot be used any more for routing packets and the directly connected core
obviously loses its communication with the network, so the expected requirements
of the mapped application are not satisfied and the whole system breaks down. As
shown in Fig. 15.1, each router consists of five identical input/output ports and
each port is a bidirectional link with a circular FIFO on its input side. In order to
recover the inaccessibility of the core, a fault-tolerant architecture which each core
is connected to two routers i.e. main and spare have been proposed [14] shown in
Fig. 15.2. The spared router is used while a permanent fault is detected in the main
one and in this situation; average response time of the system degrades due to
rerouting phase. All essential modifications in Network Interface (NI), routers and
packets were explained in [14]. The authors also supposed that fault detection is
done by self-testing facilities embedded in each router which is responsible for
continuously testing its operation. A router can inform the neighbors about its
faulty status by setting a fault_status flag. This flag is checked by the neighboring
routers and cores before starting any communication with the router.

Adding one port to all non-edge routers in this architecture leads to a great
waste of hardware. Although it is able to tolerate one permanent router failure,
it does not exploit the full potential of the architecture. However, in this paper the
provided path diversities between adjacent routers are used to improve perfor-
mance of the system and a new component called Link Interface (LI) instead of
router port is developed to reduce hardware overhead.

According to the mentioned architecture shown in Fig. 15.2, after mapping an
application onto mesh topology, an efficient spare router selection should be
considered to find the best spare router for any core. To minimize the hardware
cost, only one of the possible spare routers for a core is chosen [14]. On the other
hand, with respect to the possible places for each core as shown in Fig. 15.2, there
are two constraints to select a spare router.
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1. Each router is limited to be linked as a spare by only one core.
2. Each core is located in the neighborhood of its local and adjacent routers and all

cores should be placed in different locations.

The spare router selection algorithm in [15] called FERNA results in better
average response time, extra communication cost and system reliability than
greedy algorithm and has a polynomial time complexity. Since both main and
spare routers can be used at the same time in the developed solution, we need to
modify FERNA algorithm with regards to more routing path opportunities
(explained in details in Fig. 15.3).

As you can see in Fig. 15.4, in the proposed architecture, each core is connected
to its router via main local port and to the links using Link Interface via backup
local port. The architecture of LI will be discussed in the following subsection.

In this architecture, if both main and spare routers are working properly, the
best (minimum-distance) paths to send and receive packets are derived from path
diversities and if main (spare) is faulty, spare (main) will be responsible to transfer
packets through rerouting paths. Because this architecture is supposed to recover
from only single permanent failure, all the best and rerouting paths are easily
found while are deadlock-free by applying the ASCGD concept. For example, the
ASCDG graph has been drawn in Fig. 15.5 while all routers are working properly.
All admissible paths are offline stored into the routing tables and used with regards
to routers conditions.

Fig. 15.2 The proposed
architecture in [14]

15 Overhead- and Performance-Aware Fault-Tolerant Architecture 191



15.4.1 Link Interface

In the previous design [14], it is necessary to add one port to all non-edge routers
resulting in much hardware redundancy. In order to reduce the overhead, in this
section a Link Interface is suggested. After entrance of header flit into this module,
destination address is decoded. As an example, if the address shows that connected
core is the destination, header and its following flits will be sent to backup network
interface of the core, otherwise they are routed to another output towards next
router.

This module has been implemented with three processes which run concur-
rently; therefore it is able to transmit three dataflow as shown in Fig. 15.6. This
module has been also designed without using clock pulse that leads us to achieve
better response time and power consumption. To this end, as soon as data_ready
line is activated; the input port will run its process of management and data control
flow to guide flits towards output port. It is worth noting that if two input ports

Fig. 15.3 The pseudo code of spare router selection algorithm
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simultaneously request one output port, priority mechanism is used to tackle with
this problem (Fig. 15.7). In order to prevent overwriting, a flag has been also
considered for each output port to inform its free or busy status.

Fig. 15.4 The proposed fault-tolerant architecture in this paper

Fig. 15.5 The ASCDG when all routers are working properly
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15.5 Experimental Results

In order to compare the average response time and hardware cost of the reliable
architecture and traditional mesh, they have been designed in VHDL and syn-
thesized using Xilinx ISE (on FPGA—Xilinx VitexE). Janidarmian et al. [15]
shows the effect of mapping algorithm on system reliability, so Video Object Plan
Decoder (VOPD) and MPEG-4 as two case studies have been mapped on a 4 9 4
mesh topology using the best mapping technique proposed in [18]. For our
experiments, packets are generated according to a uniform distribution with the
rates extracting from communication volumes in the VOPD or MPEG-4 core
graphs. It means that the number of packets generated in the source cores are
derived from the core graph edges and in order to increase the traffic load, com-
munication volumes are multiplied by a traffic factor i.

As can be seen in Fig. 15.8, it takes 137,265 cycles to reach all packets to the
destination routers in the traditional mesh when the traffic factor i is 1 and VOPD
application is considered. As mentioned before, the proposed architecture is able to
tolerate one router failure and guarantees the 100 % packet delivery.

Because it potentially is possible both main and spare routers are used to send
or receive packets by each core, the proposed architecture also significantly
decrease the average response time on the faultless and 16 possible faulty routers
compared with the mesh architecture as illustrated in Fig. 15.8. It should be
pointed that it actually is a great achievement to develop a fault-tolerant NoC
design which also has better performance. To explain in details, when all routers
are correctly operating, new architecture improves the average response time by
41 % comparing to mesh. The worst observed average response time (123,377
cycles) occurs when the eleventh router fails, and in this case it also improves the

Fig. 15.6 The proposed link
interface

Fig. 15.7 The possible
conflict in the link interface
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response time by 10 %. Conclusively, we observe that the proposed approach
allows to decrease the response time of system by 27 % and tolerate permanent
failure of each single router (Fig. 15.9).

To better estimation, the proposed architecture has been simulated in different
traffic loads form traffic factor 1–10 for VOPD core graph. As shown in Figs. 15.10
and 15.11, much more improvements are achieved for higher traffic loads even when
the worst scenario happens. The worst case (failure of the router 7) signifies that we
have the minimum improvements in this situation while comparing performance in
all traffic loads.

Fig. 15.8 Number of simulation cycles when all packets are received by the destinations (traffic
factor = 1)

Fig. 15.9 Comparing
proposed architecture with
mesh in terms of average
response time (all situations
are considered)
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This procedure has been also applied on MPEG-4 core graph shown in
Fig. 15.12 and obtained results while traffic factor i is equal to 1 are depicted in
Fig. 15.13. Without loss of generality, the edges of the graph are not considered
bidirectional and in this case, the improvement of average response time is about
23 % compared to mesh.

To recover from a permanent fault, hardware redundancy is mandatory and
reduction of this overhead has always been an important issue in this area. In our
design, we do not add any router port contrary to what [14] does and instead a link
interface was developed which helps to achieve less hardware overhead.

The router port and LI have been designed and implemented in the VertexE
FPGA (v50ecs144-6). Synthesized results (Fig. 15.14) indicate that LI overhead
translates to approximately 32 % of the router port area. Therefore, the proposed
fault-tolerant architecture (with only 6 LI) introduces better overhead compared to
previous work in the literature.

Fig. 15.10 Comparing proposed architecture with mesh in terms of average response time in the
different traffic loads

Fig. 15.11 Comparing proposed architecture with mesh in terms of average response time in the
different traffic loads
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15.6 Conclusion

In this paper, a new fault-tolerant application-specific network-on-chip was pro-
posed which is able to tolerate one router failure and guarantees the 100 % packet
delivery. Considering fault tolerance in designing forces us to accept performance
degradation. However, this architecture also improves the average response time
of system by 27 and 23 % comparing to traditional mesh for VOPD and MPEG-4
applications, respectively. It was also shown that our architecture obtains more
improvements in terms of performance in the higher traffic loads.

Link Interface as a solution for reducing hardware redundancy was suggested
and synthesized results demonstrated that each new router port is almost equal to

Fig. 15.13 Number of simulation cycles when all packets are received by the destinations (traffic
factor = 1)

Fig. 15.12 MPEG-4 core graph
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three Link Interfaces in terms of hardware overhead. Although the proposed
methodology is topology and application agnostic, best mapping algorithm to map
Video Object Plan Decoder (VOPD) and MPEG-4 cores onto 2D mesh topology
was simulated and investigated.
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Chapter 16
Co-Existance of High Assurance
and Cloud Based Computing

William R. Simpson and Coimbatore Chandersekaran

Abstract Cloud computing is emerging as an attractive, cost effective computing
paradigm. However, many of the applications require high assurance, attribution
and formal access control processes including defense, banking, credit, content
distribution, etc. Current implementations of cloud services do not meet high
assurance requirements. The high assurance requirement presents many challenges
to normal computing and some rather precise requirements that have developed
from high assurance issues for web service applications. The challenges of high
assurance associated with cloud computing are primarily in five areas. The first is
virtualization and the loss of attribution that accompanies a highly virtualized
environment. The second is the loss of ability to perform end-to-end communi-
cations. The third is the extent to which encryption is needed and the need for a
comprehensive key management process for public key infrastructure, as well as
session and other cryptologic keys. The fourth is in monitoring and logging for
attribution, compliance and data forensics. The fifth is in cloud content storage.
We explore each of these challenges and discuss how they may be able to be
overcome. Our view of high assurance and the issues associated with web services
is shaped by our work with DoD and the Air Force, but applies to a broader range
of applications, including content delivery and rights management.
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16.1 Introduction

This paper is based in part on a paper published in WCECS [1]. Cloud computing
has come to mean many different things. To some, it is simply putting one’s data
on a remote server. However, in this paper, we utilize the definition provided by
NIST [2]. They define five essential characteristics of any cloud computing
environment:

1. On demand self-service,
2. Broad network access,
3. Resource pooling,
4. Rapid elasticity, and
5. Measured service.

It is important to note that multi-tenancy and virtualization are not essential
characteristics for cloud computing. For our discussion we will assume no
multi-tenancy, which adds the largest element of security complication.

Arguments below do not require either. Cloud computing is, at its core, a
service. There are three primary models of this service. In the lowest level
Infrastructure as a Service (IaaS), storage, computation, and networking are
provided by the cloud provider to the cloud consumer. In the next level up of
Platform as a Service (PaaS), all of the trappings of IaaS plus an operating system
and perhaps some application programming interfaces (APIs) are provided and
managed by the cloud provider. The highest service model is Software as a Service
(SaaS), in which the cloud provider provides an end-user service such as webmail.
The higher the service model, the more control the cloud provider has as compared
to the cloud consumer.

There are four different models for deploying cloud services. Primarily, they are
public or private clouds. In a public cloud, the infrastructure—although generally
not the data on it—may be used by anyone willing to agree to its terms of use.
Public clouds exist off the premises of the cloud consumer. Private cloud infra-
structure is used only by one organization. It may exist either on or off the
organization’s premises. There are two twists to these infrastructures. In a
community cloud, a group of organizations with similar interests or needs share a
cloud infrastructure. That infrastructure is not open to the general public. The
community may adopt a single security approach and the same security mecha-
nisms or it may not. Community clouds are best formed in this manner. In this
form the shared cloud is similar to an enterprise with restricted sharing. In the
latter there is a restricted form of multi-tenancy which may lead to security issues
unless low assurance satisfies the basic requirement. In a hybrid cloud, two or
more cloud deployment models are connected in a way that allows data or services
to move between them. An example of this would be an organization’s private
cloud that makes use of a community cloud during loads of high utilization.
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16.2 Cloud Computing

Cloud computing benefits emerge from economies of scale [2]. Large cloud
environments with multiple users are better able to balance heavy loads, since it is
unlikely that a large proportion of cloud consumers will have simultaneously high
utilization needs. The cloud environment can therefore run at a higher overall
utilization, resulting in better cost effectiveness. In a large cloud computing
environment, rather than having a number of information technology generalists,
the staff has the ability to specialize and become the masters of their own domains.
In many cloud environments this balancing is done by virtualization and the use of
a hypervisor. With regard to information security, the staff can become even more
specialized and spend more time hardening platforms to secure them from attacks.
In the homogeneous cloud environment, patches can be rolled out quickly to the
nearly identical hosts.

16.2.1 Drawbacks of the Cloud

Cloud computing is not without its drawbacks. In cases where services are
outsourced, there is a degree of loss of control. This can affect compliance with
laws, regulations, and organizational policies. Cloud systems have additional
levels of complexity to handle intra-cloud communications, scalability, data
abstraction, and more. To be available to cloud consumers, cloud providers may
need to make their services available via the Internet. And critically, many clouds
use multi-tenancy, in which multiple organizations simultaneously utilize a single
host and virtualization. If one tenant organization is compromised or malicious, it
may be able to compromise the data or applications of the other organizations on
the same host. The load balancing may use a single identity for all instances of a
service whether it is virtual or real.

16.2.2 Differences from Traditional Data Centers

Cloud computing relies on much of the same technical infrastructure (e.g., routers,
switches, operating systems, databases, web servers) as traditional data centers and
as a result, many of the security issues are similar in the two environments. The
notable exception in some cases is the addition of a hypervisor for managing
virtual machines. The Cloud Security Alliance’s security guidance states ‘‘Security
controls in cloud computing are, for the most part, no different than security
controls in any IT environment. Cloud computing is about gracefully losing
control while maintaining accountability even if the operational responsibility falls
upon one or more third parties.’’ While many of the controls are similar, there are
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two factors at work that make cloud computing different: perimeter removal and
trust. With cloud computing, the concept of a network or information perimeter
changes radically. Data and applications flow from cloud to cloud via gateways
along the cloud perimeters. However, since the data may be stored in clouds
outside the organization’s premises or control, perimeter controls become less
useful. In exchange for the lack of a single perimeter around one’s data and
applications, cloud consumers must be able to trust their cloud providers. A lack of
trust in a cloud provider does not necessarily imply a lack of security in the
provider’s service. A cloud provider may be acceptably secure, but the novelty of
cloud computing means that many providers have not had the opportunity to
satisfactorily demonstrate their security in a way that earns the trust of cloud
consumers. Trust must be managed through detailed Service Level Agreements
(SLAs), with clear metrics and monitoring mechanisms, and clear delineation of
security mechanisms [3].

Cloud computing benefits emerge from economies of scale [4]. Large cloud
environments with multiple users are better able to balance heavy loads, since it is
unlikely that a large proportion of cloud consumers will have simultaneously high
utilization needs. The cloud environment can therefore run at a higher overall
utilization, resulting in better cost effectiveness. In a large cloud computing
environment, rather than having a number of information technology generalists,
the staff has the ability to specialize and become the masters of their own domains.
In many cloud environments this balancing is done by virtualization and the use of
a hypervisor. With regard to information security, the staff can become even more
specialized and spend more time hardening platforms to secure them from attacks.
In the homogeneous cloud environment, patches can be rolled out quickly to the
nearly identical hosts.

16.2.3 Some Changes in the Threat Scenario

There are clear differences in many of the threat scenarios as detailed below [2]:

1. Loss of governance (or visibility and/or control of the governance process),
2. Lock-in (threats may be present and locked into the cloud environment),
3. Isolation failure (e.g., hypervisor attack, lack of accountability),
4. Compliance risks (if provider cannot provide compliance evidence or will not

permit audit by customer, lack of accountability),
5. Management interface compromise (and or inheritance of threats and/or

malicious code from other users of the cloud),
6. Data protection (how does customer verify protection, lack of accountability),
7. Insecure or incomplete data deletion,
8. Malicious insider (often the cloud insider is not vetted as well as the organi-

zational insider, and insiders from other customers could bring in contagious
viruses—see 5 above).
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16.3 High Assurance Computing

While the current implementations of Cloud Computing provide efficient and
operationally friendly solutions to data computing and content distribution, they
are not up to the challenge of high assurance. In certain enterprises, the network is
continually under attack. Examples might be; banking industry enterprise such as a
clearing house for electronic transactions; defense industry applications; credit
card consolidation processes that handle sensitive data; both fiscal and personal,
medical with concerns for privacy and statutory requirements; content distributor’s
worried about rights in data, or theft of content.

The attacks have been pervasive and continue to the point that nefarious code may
be present, even when regular monitoring and system sweeps clean up readily
apparent malware. Despite this attack environment, the web interface is the best way
to provide access to many of its users. One way to continue operating in this envi-
ronment is to not only know and vet your users, but also your software and devices.
Today we regularly construct seamless encrypted communications between
machines through SSL or other TLS. These do not cover the ‘‘last mile’’ between the
machine and the user (or service) on one end, and the machine and the service on the
other end. This last mile is particularly important when we assume that malware may
exist on either machine, opening the transactions to exploits for eaves dropping,
ex-filtration, session high-jacking, data corruption, man-in-the-middle, masquerade,
blocking or termination of service, and other nefarious behavior. Before we examine
the challenges of Cloud Computing systems, let us first examine what high assurance
architecture might look like.

16.3.1 Architectural Features

In order to build an architecture that conforms to these tenets, there must be
elements that insure that they are built into the systems. In the architecture we
espouse, the basic formulation is based on web services and uses Organization for
the Advancement of Structured Information Standards (OASIS) standards of
security [5].

16.3.1.1 Naming and Identity

Identity will be established by the requesting agency. To avoid collision with the
names, the identity used by all federated exchanges shall be the name as it appears
on the primary credential provided by the certificate authority. The name must be
unique over time and space which means that retired names are not reused and
ambiguities are eliminated. Naming must be applied to all active entities (persons,
machines, and software).
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16.3.1.2 Credentials

Credentials are an integral part of the federation schema. Each identity (all active
entities) requiring access shall be credentialed by a trusted credentialing authority.

16.3.1.3 Bi-Lateral End-to-End Authentication

The requestor will not only authenticate to the service (not the server), but the
service will authenticate to the requestor. This two way authentication avoids a
number of threat vulnerabilities.

16.4 Challenges in Bringing the Cloud and High Assurance
Together

Despite the obvious advantages of cloud computing, the large amount of virtual-
ization and redirection poses a number of problems for high assurance. In order to
understand this, let’s examine a security flow in a high assurance system
(Fig. 16.1).

The application system consists of a web application (for communication with
the user), one or more aggregation services that invoke one or more exposure
services and combines their information for return to the web application and the
user, The exposure services retrieve information from one or more Authoritative
Data Sources (ADSs).

Once the authentication is completed, an SSL connection is established between
the requestor and the service provider, within which a WS-Security package will
be sent to the service. The WS-Security [5] package contains a SAML token
generated by the Security Token Server (STS) in the requestor domain. The
primary method of authentication will be through the use of public keys in the
X.509 certificate, which can then be used to set up encrypted communications
(either by X.509 keys or a generated session key). Session keys and certificate keys
need to be robust and sufficiently protected to prevent malware exploitation. The
preferred method of communication is secure messaging using WS Security,
contained in SOAP envelopes. The encryption key used is the public key of the
target (or a mutually derived session key), ensuring only the target can interpret the
communication.

The problem of scale-up and performance is the issue that makes cloud envi-
ronments and virtualization so attractive. The cloud will bring on assets as needed
and retire them as needed. Let us first examine scale-up in the unclouded secure
environment. We will show only the web application, although the same rules
apply to all of the communication links between any active elements shown in the
Fig. 16.2. The simplest form of dividing the load is to stand up multiple
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independent instances and divide users into groups who will use the various
instances. Dependent instances that extend the thread capabilities of the server are
considered single independent instances. Remember, all independent instances are
uniquely named and credentialed and provisioned in the attribute stores. A rep-
resentation that is closer to the cloud environment is shown in Fig. 16.3.

A traffic cop (load balancer) monitors activity and posts a connection to an
available instance. In this case all works out since the new instance has a unique
name, end-point, and credentials with which to proceed. All of this, of course
needs to be logged in a standard form and parameters passed to make it easy to
reconstruct for forensics. We have shown a couple of threats that need mitigation
where one eavesdrops on the communication and may actually try to insert himself
into the conversation (man-in-the-middle). This highlights the importance of
bi-lateral authentication and encrypted communications. The second is present on
instance 4 and highlights the need to protect caches and memory spaces.

When a cloud environment runs out of resources for computing, it builds
additional instances, some of these may be thread extension schemas, and some
may be independent instances. The traffic cop here is often called a hypervisor and
it keeps track of the instances and connections. Figure 16.3 shows notionally how
this operation works. When thread capacity is saturated at the server, the hyper-
visor would nominally redirect the request to an independent virtual or real
instance of the web application. If none exists, it will build one from elements in
the resource pool as depicted in instance 4 on the chart. If the last user signs off of
an independent virtual or real instance (instance 3 in the Fig. 16.3), the hypervisor

Fig. 16.1 High assurance security flows
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tears down the instance and places the resources back into the resource pool. This
provides an efficient re-allocation of resources.

There are several steps that must be taken to preserve the security, if we are
interested in a high assurance computing environment. The number of independent
instances must be anticipated. Names, credentials and end points must be assigned
for their use. The attribute stores and HSMs must be provisioned with properties and
key to be used. The simple re-direct must be changed to a re-post loop as in Fig. 16.3.
The user will then have a credentialed application to authenticate with bi-laterally
and an end point for end-to-end message encryption. Key management is complex
and essential. When a new independent instance is required it must be built, and
activated (credentials and properties in the attribute store, as well as end point
assignment). All of these activities must be logged in a standard format with refer-
ence values that make it easy to reassemble the chain of events for forensics. When a
current independent instance is retired, it must be disassembled, and de-activated
(credentials and properties in the attribute store, as well as end point assignment).

All of these activities must be logged in a standard format with reference values
that make it easy to reassemble the chain of events for forensics. The same threats
exist, and the same safeguards must be taken. In fact, in Fig. 16.3 nefarious code is
built right into the virtual or real instance 4, which underscores the need for trusted
and verified software to do the virtualization, and protection of the resources while
they are in the resource pool.

Fig. 16.2 High assurance load balancing
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A recap of these challenges is listed below:

1. Shared Identities and credentials break the accountability paradigm.

• Each independent instance of a virtual or real machine or virtual or real
service must be uniquely named [6, 7] and provided a PKI Certificate for
authentication. The Certificate must be activated while the virtual machine is
in being, and de-activated when it is not, preventing hijacking of the certifi-
cate by nefarious activities. Each instance of an independent virtual or real
machine or virtual or real service must have a unique end point. This means
that simple re-direct will not work. Extensions of the thread mechanism by
assigning resources to the operating system may preserve this functionality.

2. Multi-tenancy (multiple tenants using a single host) must be prohibited.
3. No virtualization across machines (each virtual machine must reside in a

single real machine).
4. Each potential independent instance of a service must have an account

provisioned with appropriate elements in an attribute store. This is required for
SAML token issuance.

5. A cloud based Security Token Service (STS) needs to be installed and
implemented and it must meet all of the requirements listed her for uniqueness
of names and end points as well as instantiated certificates and cryptographic
capability.

Fig. 16.3 High assurance virtualized hypervisor activity
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6. The importance of cryptography cannot be overstated, and all internal
communications as well as external communications should be encrypted to
the end point of the communication. Memory and storage should also be
encrypted to prevent theft of cached data and security parameters.

7. Private keys must reside in Hardware Storage Modules (HSMs).

a. Stand-up of an independent virtual or real machine or virtual or real
service must link keys in HSM, and activate credentials pre-assigned to
the virtual service.

b. Stand-down of an independent virtual or real machine or virtual or real
service must de-link keys in HSM, and de-activate credentials
pre-assigned to the virtual service.

c. Key Management in the virtual environment is a particular concern and a
complete management schema including destruction of session keys must
be developed.

8. Proxies and re-directs break the end-to-end paradigm. When end points must
change, a re-posting of communication is the preferred method.

9. Resource pools must be protected from persistent malicious code.
10. All activities must be logged in a standard format with reference values that

make it easy to reassemble the chain of events for forensics.

The aforementioned challenges are daunting, but provisions must be made if
high assurance computing environments are take advantage of the cloud
computing environment.

16.5 Content in the Cloud

In the high assurance enterprise, content stored in general cloud areas can only be
protected in one of two ways. The first is total isolation and restrictive gateways
for access, which is contrary to the cloud computing paradigm. The second is in
encrypted form when unauthorized access is an issue. The latter implies a rights
management system of some type.

16.5.1 The Rights Management Function

The Rights management is a collective concept that includes the automated and
manual processes to accomplish the steps below:

a. The information asset must be labeled for access and distribution; this is done
by the author. Defaults may be assigned absent author input.

b. The information asset must be signed by the author for content integrity
(additional signatures may be affixed for authority).
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c. Generation of associated metadata for search and discovery.
d. Assignment of an identity (name)—defaulted by the system but can be changed

by the user.
e. Author assignment of the actual storage location on the network and filing of

the cross-reference between the location and the identity of the asset. The
location may be physical or logical.

f. Presentation of a rights information request page (defaulted to read/write/delete
rights to the creator and read/delete rights to all others and signature. If addi-
tional rights are required (e.g., interest group, special-access group), these are
specified at this time.

g. Examination of the access control labels and where an information asset is
restricted and not available to all (internal/external), encryption of the infor-
mation asset and the attachment of an appliqué to the information asset which is
used to communicate to the Rights Manager for access control. If the infor-
mation asset is not access control labeled and is available to all internal and
external, the information asset is not encrypted. As a consequence, both
encrypted and unencrypted assets may be further distributed without
consequence.

To access an information asset, the appliqué attached to the content program for
the information asset examines the information asset and if it is encrypted
communicates to the Rights Manager via a secure web session to verify claims.

16.5.2 The Components of a Stored Information Asset

The components of a stored information asset are provided in Fig. 16.4 and must
be created in steps as described below:

Formatted Document Section a. Information Labeled
Provided by the rights management software with defaults based upon user

interest group memberships or by user from approved list, also includes ‘‘draft’’,
‘‘final’’, or Approved as previously described.

Formatted Document Section b. Information Asset Signature(s)
The author’s signature (and others) are added and further changes to the

information asset at this point are prohibited.
External Information c. MDE Metacard
The Meta Data Environment (MDE) Metacard is prepared. This involves a

number of items described below: It should be noted that most information assets
are not directly retrievable and it must be retrieved by the content retrieval service
for checking of ACLs, MAC issues and restricted authorities. The exception is
unclassified, unlimited distribution.

• Access Control Labels

These are taken directly from the trusted labeling of the information asset.
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• Key Word MetaData

The key words are developed from full information asset text scan and/or can
be manually entered.

• ACL Lists and Associated Data

The primary ACL is provided by the author (example, ‘‘MyGroup’’). Once the
label is chosen the rights manager inserts this as a delegatable claim of the author.

• Reference Identity and Information asset Description

This is the mechanism for retrieval. The rights manager software defines the
identity to prevent duplication, ambiguity or confusion in the information asset file
keeping system.

• Information asset Name

The rights management software will provide a default name. It may be
modified by the author.

• Information asset Description

The rights management software will suggest a description based upon a title or
lead heading. It may be modified by the author.

Information Asset
with labels

Author Signature for 
Integrity (automatic) 
Additional signatures authority 
(optional)

}Content stored

Remote or local store for 
Search function Indexing 

performed by search MetaCard Containing:
•Access Control Labels
•Indexing metadata
•Document Access 

Control Claims
•Reference Identity 
•Document Name
•Description
•Storage Location

Author generated group and delegated to intended 
recipients

Automatically generated

Author generated group and delegated to intended 
recipients

Automatically generated

Automatically generated

Automatically generated

Automatically generated

Crypto
Binding

(a)

(b)

(c)

Fig. 16.4 Authoritative content information asset format
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• Storage Location(s)

This is the actual storage location of the information asset in network asset
store. Each time an unmodified copy of the information asset is stored in a different
location, the appliqué provides that location and the unique id of the information
asset to the rights manager for updating the metacard. The metacard may contain
any number of storage locations. This latter allows cleanup when archiving old
content.

16.6 Summary

We have reviewed the basic approaches to clouds and their potentials for savings
in computing environments. We have also discussed at least one high assurance
architecture and its’ requirements which provide direct challenges to the way
cloud computing environments are organized. Notably the extensive use of vir-
tualization and re-direction is severe enough that many customers who need high
assurance have moved away from the concept of cloud computing [8, 9]. Content
storage in high assurance cloud environments is also a concern requiring some
tools and processes. We believe, however, that a precise statement of the high
assurance requirements will lend themselves to solutions in the cloud computing
environment, and expand the potentials use of this technology. These concepts are
part of a more comprehensive enterprise architecture for high assurance that is
web-service based and driven by commercial standards. Portions of this archi-
tecture are described in references [10–14].
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Chapter 17
Estimation of Susceptibility to Hot
Tearing in Solidifying Casting

Norbert Sczygiol and Zbigniew Domański

Abstract Hot tearing, also called hot cracking, is a serious defect that appears
during the solidification of an alloy. Due to the low recurrence of the phenomena
occurring during alloy solidification, such as the evolution of grained structure or
stress redistributions, the casting’s susceptibility to hot tearing can be estimated
only in an approximate way. Predicting the appearance of hot tears in alloys is thus
an important issue in industrial practice. This work concerns with a new criterion
for hot tearing evaluation in castings. An algorithm for the computer simulations
of the phenomena accompanying the casting formation is introduced and
discussed.

Keywords Casting � Computer simulation � Hot tears � Finite element method �
Solidification processing � Susceptibility

17.1 Introduction

The production of castings is an important technology that involves many factors
of significant impact on the quality of the finished product. In shape casting, an
equiaxial structure is formed. During solidification processes in the solid–liquid
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areas various types of defects may appear. Among them the shrinkage leads to
macro-porosity or/and micro-porosity effects, while the stress reveals the so-called
hot tearing in the casting. Hot tearing of solid–liquid areas occurs when the
stresses acting on them are able to break the backbone of solid phase, filled with
the liquid phase.

Hot tearing of castings was and still is of founders and scientists interest [1, 2].
Initially, the problems of hot tearing formation were solved by experimental
estimation of the hot tearing susceptibility of foundry alloys. Then, the mathe-
matical models have been developed. Unfortunately, the studies, predominantly
focused on the formation of a single crack, were not relevant to industrial practice.
The next step in the development of testing methods for hot tearing occurrence
was the use of advanced numerical methods, through the computer simulations [3].

Approaches based on computer simulations can be divided into two groups. The
first group concerns the analysis of development of a single crack, whereas the
second group involves a comprehensive analysis of thermo-mechanical phenom-
ena, accompanying the production process of castings. The analysis of thermo-
mechanical phenomena attempts to draw conclusions for assessing the degree of
risk of the appearance of defects in the continuity in the entire casting or in its
selected parts [4]. Such an approach would allow to built up commercial engi-
neering programs. However, such programs do not contain any criteria for hot
tearing evaluation in castings. Users have to decide which of the calculated values
characterizing the state of stress and/or deformation are appropriate to the rupture-
susceptibility evaluation. It should be noted, however, that such an analysis is very
time consuming, requires good knowledge of the phenomena in casting formation,
skills in simulation of these phenomena and possessing specialized engineering
software, usually based on a finite element method.

In this paper, we are focused on the analysis of the susceptibility to hot tearing
during an equiaxial structure casting. We propose a new stress criterion to assess
the level of risk of rupture in selected fragments of the casting. The evaluation of
castings hot tearing with the use of this criterion is possible only after conducting a
series of calculations, according to the algorithm proposed here. The result is the
information about the degree of rupture risk in selected areas of the casting.
Studying the susceptibility to hot tearing by means of the method proposed here is
time-consuming, but the already achieved calculations’ speed will result in
applications of the proposed solutions in foundry practice.

17.2 The Criterion for Hot Tearing Evaluation

Metal alloys often solidify by increasing equiaxial dendrites. It can be assumed that
initially each dendrite grows individually. As the dendrites are in contact with each
other they form the backbone of the solid phase. Dendrite arms are intertwined with
the arms of their neighbors. From this point, there appears tension in the solidifying
solid–liquid area, carried by each entangled dendrite arm. The dendrites are
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separated by layers largely filled with the liquid phase. Such two-phase areas (con-
sisting of the growing equiaxial grains and separating them layers of the liquid phase)
in the numerical modeling are represented by hexagonal solid phase grains and the
surrounding layers of the liquid phase. The solid phase is presented using regular
hexagons, while the liquid phase by means of flattened hexagons. The relevant parts
of these two types of hexagons are on the border area, see Fig. 17.1. The size of both
areas (solid and liquid phases) is characterized by the participation of the solid phase,
calculated at the stage of solidification simulation.

Modeling solidifying casting area enables operating at the micro level of
analysis separately for growing grains and for narrowing layers of the liquid phase.
Solidifying metal grains almost always are much smaller than finite elements used
in calculations and in the macroscopic stress analysis. In the macroscopic analysis,
a two-phase area is treated as isotropic, ignoring the grain nature of the casting
construction. However, since the solidification simulation is carried out based on
the coupled model, i.e. macro-microscopic, so after the solidification simulation
there can be easily reconstructed the accumulation of grains in two-phase areas,
which combined with the analysis of stress at a microscopic level enables to
analyze the phenomena that could lead to hot tearing.

The most important causes of stress in the casting are uneven temperature
gradients and the resistance posed by the wall of the mold to the shrinking casting.
Conditions of heat evacuation from the casting to the mold and to the environment
determine the speed of the alloy solidification, i.e. the equiaxial grains growth
speed, but also the speed of the stress generated in the casting.

To evaluate hot tearing of the solidifying casting there is a new stress criterion
proposed that takes into account the stress-speed ratio of effective stress in the
layers separating the congealed particles to the speed of effective strain in these
grains. The proposed criterion is expressed by the so-called local coefficient of
susceptibility to hot tearing, marked as H. This is the criterion, which deals with
stress states in micro scale, but these conditions are obtained under the stress states
in a macro scale. During the solidification, the changes in geometry (size) of grains
and separating layers are obtained from microscopic analysis conducted on the
basis of macroscopic modeling. This is possible because in the macroscopic
modeling the growth of equiaxial grains is represented by the connection of dif-
fusion phenomena (micro scale) with thermal phenomena (macro scale). The
calculation of the local coefficient of susceptibility to hot tearing proceeds in the
following time steps, beginning with the participation of the solid phase, in which
the backbone of solid phase is formed, until complete solidification. Effective
strain rate can be written as:

_�r ¼ D�rj j
Dt

; ð17:1Þ

where: D�r is the effective stress increment in the time step Dt. The study shows,
however, that much better results are obtained by an introduction of relative
effective stresses to the criterion. Therefore it can be written that:
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H ¼ D�rlj j
D�rg

�� ��
�rg

�rl
; ð17:2Þ

where: l is a sub-layer separation, while g denotes the sub-grain-solidified parts.
The quotient of relative increment of effective stress in the layers and the grains
tends to zero with increasing fraction of the solid phase. Thus, for the sake of
clarity, the criterion for hot tearing may be transformed to the form:

H ¼ � ln
D�rlj j
D�rg

�� ��
�rg

�rl

 !
: ð17:3Þ

The application of the criterion Eq. (17.3) requires a computer simulation in the
macro scale, and then in the micro scale. At the macro level macroscopic (stan-
dard) finite elements are used, while at the micro level we use microscopic ele-
ments covering the macroscopic element area. Also, formulating the finite element
method is different for both types of simulation. At the macro level it is a tradi-
tional formulation, e.g. based on the method of weighted residuals, while at the
micro level a hybrid formulation was used [5–7].

The local coefficient of susceptibility H given by Eq. (17.3) describes the local
susceptibility to hot tearing of a small macroscopic area, corresponding to one finite
macroscopic element, subdivided into two areas, i.e. grains and layers separating
them. Used in Eq. (17.3) stress values and their increments are determined for the
subdivisions of layers and grains, receiving two tensors which describe the resultant
state of stress in all the grains and the resultant state of stress in all the layers of
separation, which belong to the analyzed area. Tensors are obtained as a result of the
so-called homogenization, based on the integration of the stress function in the
above-mentioned subdivision, and then dividing the resulting value by the area of
integrated subdivision.

Fig. 17.1 Model of a two-
phase area for the alloy
solidifying in the form of
equiaxial grains
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Large values of factor H indicate high susceptibility to hot tearing. However,
the value of H increases with increasing equiaxial grain, as a result of stress
growing with an increasing solidification area. Therefore, the criterion H does not
indicate a specific limit value, above which the casting will crack. H values are
used to indicate the areas of analyzed casting, where a damage, i.e. the rupture, is
most likely to appear. The criterion H can also be used to determine the conditions
most conducive to the production of a given type casting.

17.2.1 Algorithm for Preparatory Calculations of Factor H

Computation of factor H is possible after a complex computer simulations that
provide data on which you can only determine (estimate) the susceptibility to the
casting hot-tearing. At this stage, a number of preparatory tasks are performed.
The steps leading to denoting the casting susceptibility to hot tearing cover the
following.

• Simulation of solidification. For succeeding time steps the temperature field, the
distribution of the solid phase participation and the mean radii of equiaxial
grains, are determined.

• Calculating distributions of stress in consecutive time steps.
• Identification (selection) of subdivided areas for the hot tearing analysis.
• Division of the macroscopic finite elements into the microscopic-hexagon-

hybrid-finite elements in order to obtain the solid–liquid areas.
• Calculation of the stress in all solid–liquid areas corresponding to the macro-

scopic finite elements.
• Calculation of the value of H for each macroscopic finite element in the selected

areas.
• Preparation of the scale of susceptibility to hot-tearing based on the simulations

and calculations carried out for all the analyzed variants of the task.
• Execution of the local distribution coefficient diagrams for susceptibility to hot

tearing for different variants of the task.
• Drawing conclusions.

The first two steps are described in literature [8]. Therefore, only the remaining
steps will be described below.

17.2.2 Identification of Subdivisions

There is no point in conducting the analysis of the susceptibility to hot tearing for all
the macroscopic finite elements of the casting. As the practice indicates, the cracks
appear only in selected, easy identified, fragments of the casting. To proceed to the
identification of such fragments, a group of finite elements and the area around, must

17 Estimation of Susceptibility to Hot Tearing in Solidifying Casting 219



be selected beforehand. This selection can be done with the help of the probability of
the hot tearing localization. The group of selected macroscopic elements should be
slightly greater than the area of the analysis. There should be also a group of
macroscopic elements (of a similar number of the elements) selected for the analysis
in the area least subject to hot tearing. If there is a suspicion about the possibility of
hot tearing appearance in other parts of the casting, then another group of elements
should be created and analyzed. For the casting shown in Fig. 17.2, three groups of
elements were selected.

The major group is located in the central part of the casting and includes
elements collected under infusion and forming a notch around the bottom of the
casting. This is the group at high risk of hot tearing. In the group of the elements
located on the left, in the casting arm, there is no danger of hot tearing. Rupture
should not occur either, by design, in the third group, comprising the area around
the ‘notch’ connecting the right shoulder with the casting ‘head’ located at its end.

Comparing the areas selected for the analysis with the size of the entire area of the
casting (Fig. 17.2) shows that the number of elements selected for analysis is rel-
atively small in comparison to the number of finite elements in the whole casting.

17.2.3 Figures Division of the Macroscopic Finite Elements
into the Microscopic Finite Elements

Macroscopic finite elements belonging to the group of the elements analyzed from
the point of view of susceptibility to hot tearing are divided into hybrid micro-
scopic finite elements [8]. The hybrid finite element mesh is generated on the basis
of the characteristic dimension of the grains (grain radius), determined in the
solidification simulation. The formed mesh can also be taken into account in
further analysis of two areas of material properties: densely tangled dendrites
(solid phase) and the layers separating them in a solid–liquid state [9].

The number of microscopic finite elements is determined by the surface area of
a macroscopic finite element. Whatever its original shape, the hybrid elements
mesh is always built on a rectangular plan (similar to a square) with an area equal
to or close to the macro element area. Such an approximation of projecting a
macroscopic element to microscopic elements is dictated by the polygonal shape
of hybrid elements.

In the areas of separating layers there is not only the liquid phase, but also the
solid phase in the form of dendrite arms. Therefore, the participation of the grains
area in the region of the whole solid–liquid area can be written as:

q ¼ Ag

A
¼ fs 1� uð Þ

1� u � fs
; u 2 0; 1h i ; ð17:4Þ

where: u is the part of the solid phase in the separating layers, while fs is a
volumetric solid state fraction. The course of q, depending on the fraction of the
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solid phase, including a displacement of half share of the solid phase to the area of
layers (u = 0.5) and assuming that all of the solid phase is in the grain area
(u = 0), is shown in Fig. 17.3.

Grain growth due to the increase in solid phase participation in the analyzed
solid–liquid area was implemented through the appropriate displacement of the
finite element mesh nodes, according to the relation:

x ¼ xc �
ffiffiffiffi
q

q0

r
xc � x0ð Þ; ð17:5Þ

where: x is the coordinate of the node, xc is the coordinate of the so-called measure
of the solid phase increase, while the primes denote the current location of the
node and the output quotient of the grain area.

17.2.4 Calculation of the Stress in Microscopic Areas

The macroscopic calculation yields a number of instantaneous fields. Among them,
the temperature profile, the characteristic grain’s size and the stress field are relevant
for further simulations. In the selected area the macroscopic finite elements are
isolated from the rest of the elements mesh of the casting. The parameters describing
the state of the macro elements are used as input for further calculations leading to
the determination of the susceptibility to hot tearing. The equiaxial grain radius
assigned to the macro element is used to determine the dimension of the hybrid finite
elements. The solid phase participation function fs(t) and the temperature profile
T(t) are used to control the growth of the grains area and the change in material
properties in successive time steps. The appropriate boundary conditions are
formulated with the help of the stress tensor r(t) (see Fig. 17.4). Due to the lack of
symmetry for loading the system, the stress tensor is converted into an equivalent
tensor of main stresses. As the result of this approach it is possible to analyze only a
quarter of the system, suitably mounted on symmetry axes and charged by the main
stress. For the purpose of numerical modeling of the solid–liquid center cracking it
was necessary to separate the macroscopic properties as the properties of the two
subdivisions appointed in an experimental way before. The ‘‘amount’’ of the sub-
division is determined by the share of its surface area q in the whole solid–liquid
area. Thus, the value of material property W is:

Fig. 17.2 Location of
selected groups of
macroscopic elements for the
analysis of hot tearing
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W ¼ qWg þ 1� qð ÞWl; ð17:6Þ

where: Wg is the value of material properties for the solid phase area (grains),
while Wl is the value of material properties for the area of separating layers.
Furthermore, it has been assumed that the material properties in the subdivisions
are in a relationship expressed as:

Wl
Wg
¼ p; p 2 0; 1ð � : ð17:7Þ

Unlike pure metals, alloys solidify over a range of temperatures. Thus, Eq.
(17.7) involves the distribution p = p(T) of material properties that can be defined
as follows

p Tð Þ ¼ TL � T

TL � TS
; ð17:8Þ

where: TL and the TS are the liquidus and the solidus temperatures, respectively.
These temperatures determine the range of the solidification temperatures.
Substituting Eq. (17.7) to (17.6) we obtain the relationship describing material
properties for the solid phase:

Wg ¼
W

pþ 1� pð Þq : ð17:9Þ

The microscopic finite element mesh, covering the analyzed solid–liquid area,
is charged by the macroscopic state of stress. The boundary conditions are updated
on grains arising from the simulation at the macro level. Material properties of
sub-grains and separating layers are also determined with the use of the current
temperature values. The calculations are carried out from the ‘appearance’ of
stress, i.e., when the solid phase fraction exceeds a critical value (e.g. 25 %) until
the complete solidification.

Fig. 17.3 The course of the function q for different u values
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17.2.5 Calculation of the Value of H for the Macroscopic
Finite Element

The values of the local coefficient of susceptibility to hot-tearing H are calculated
according to Eq. (17.3). Since different areas of the casting solidify at different
time intervals it is convenient, for the sake of further analysis, to present the course
of H in the function of the solid phase fraction. A sample graph presenting such a
course is shown in Fig. 17.5. The presentation of the results in the function of the
solid phase fraction enables a direct comparison of the coefficient value H of all
the solved task variants.

Fig. 17.4 The division of macroscopic (hybrid) finite elements and the way of supporting and
loading of the analyzed area
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17.2.6 Drawing Up the Scale of H

In order to compare the values H for different tasks, different conditions for pouring
and solidification have been drawn up on the scale of susceptibility to hot tearing,
based on the critical value Hcr. It was assumed that the scale is dependent on the
participation of the solid phase. The critical value Hcr is determined from the
maximum values H for all the variants of the simulation for the solid phase par-
ticipation, ranging from 50 to 95 %, in steps of 5 %. On the basis of the received
values the function determining critical values of H in the function of the solid phase
may be constructed. This function is the basis for determining the degrees of the
susceptibility to hot tearing. Thus one should decide whether further analysis of
susceptibility to hot tearing will run for four degrees. Values H larger and equal to
Hcr have been adopted as a high (the highest) degree, as the average-values from 0,
9Hcr to Hcr, as low degree-values from 0, 8Hcr to 0, 9Hcr. For values H below 0,
8Hcr the lack of susceptibility to hot tearing is accepted.

17.2.7 Execution of Diagram of H Distribution

Proposed in the previous section, the scale is the basis for drawing up diagrams
(maps) of the coefficient H distribution for the main group of elements and for the
control groups (see Fig. 17.2). The maps are drawn up for certain selected values
of the solid phase participation (see Fig. 17.6).

Since the factor H distribution maps are only comparative, there are compared
elements with the same fraction of the solid phase in a single casting. So they do
not represent any real situations, i.e. those which may occur in the solidifying
casting. Such maps are made to indicate that while the main group values H
indicates the possibility of hot tearing, in the control groups the coefficient values
H are so small, that they are not at risk from cracking.

Fig. 17.5 Sample courses of
T for given casting conditions
(temperature of the mold/
casting temperature)
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17.2.8 Conclusions From the Simulations

After preparing maps of the coefficient H distribution some relevant, for the
casting practice, conclusions arise. These conclusions may involve the casting hot
tearing at different stages of solidification. What is also important, is the evaluation
of infusion conditions, which determine the temperature of the mold or flooding
temperature, to ensure obtaining sound castings.

17.3 Example of Application of the New Criterion

Application of the proposed criterion for the hot tearing evaluation has been
illustrated by the simulations and analysis of the casting made of Al-2 % Cu alloy,
solidifying in a metal form. For all the simulations, the initial mold temperature
was set to 300 K. The variable parameter was the pouring temperature, that was
equal to: 930, 960 and 990 K, respectively. Distributions of the local coefficient of
susceptibility to hot tearing for the major group and control groups are presented in
Fig. 17.7. The upper distributions were made for the pouring temperature 930 K,
the middle—for 960 K and the lower distributions for 990 K.

The analysis shows that in all the cases, there is a high risk of the rupture of hot
casting. It is therefore concluded that the initial mold temperature is too low. The
obtained results were confirmed by experimental research. The hot tearing
occurred for an initial mold temperature of 300 K, while raising the temperature to
600 K guaranteed to receive a sound casting.

Fig. 17.6 Sample map of the coefficient H distribution (a darker color means a grater
susceptibility to hot tearing)
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17.4 Summary

The proposed new stress criterion for hot tearing estimation in alloy castings is a
local criterion, covering the area of a single macroscopic finite element. The
application of this criterion for compact groups of finite elements, in selected casting
areas, allows for a global evaluation of the casting susceptibility to hot tearing. The
analysis of the susceptibility to hot tearing can be carried out jointly for several
ranges of the initial and the boundary conditions. From the point of view of the
rupture risk this analysis yields the most advantageous variant of the casting.

930T K

960T            K

990T            K

Fig. 17.7 The distribution of H for the solid phase fraction of 60 % in each macroscopic finite
element
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Prediction of hot tears appearance using simulation software is a complicated task
because it requires detailed information about the evolution of stresses and strains in
solidifying casting. Nevertheless some physically based indicators, as e.g. our H
factor [9], RDG [3], PSD [10] or other criteria [11], can be derived using the data
from the numerical simulation of solidification and then help engineers to manu-
facture defect-controlled alloys. Application of the proposed H criterion is time-
consuming because it requires a lot of preparatory work and computer simulations.
However, modern computing systems are powerful enough, so that our criterion can
be taken into account and yield valuable results.

In contemporary manufacturing of metallic composites the designer has to relay
on robust failure criteria that can be applied to optimize alloy performance and to
control production processes. In the near future we plan to merge the presented
estimation of susceptibility to hot tearing with some optimization procedure [12, 13]
and apply them to modeling the mechanical properties of steel castings.
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Chapter 18
On Mathematics Software Equipped
with Adaptive Tutor System

Hisashi Yokota

Abstract In this article, we describe how an educators’ knowledge structure map
is utilized to assess a knowledge state of a learner in college mathematics courses
such as calculus and linear algebra. We also describe how an adaptive tutoring
system is implemented into our mathematics learning software JCALC using the
relative distance and the knowledge score.

Keywords Adaptive tutoring system � Concept map � Knowledge score �
Knowledge state � Knowledge structure map � Relative distance

18.1 Introduction

Well known effective educational model for less prepared learners is one-on-one
tutoring [1]. But, one-on-one tutoring is not a realistic solution for many learners
because of cost. This motivated us to develop Intelligent Tutoring Systems (ITSs)
with one-on-one tutoring capability for calculus and linear algebra for college
level learners. Even though ITSs are becoming popular among learners at pre-
college level mathematics courses [4], designing ITS which accurately diagnose
learners’ knowledge structure, skills, and styles is not easy. According to [7], to
diagnose learners’ knowledge structure, the generated question should be short
answer question but not multiple choice questions.
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In this article, how educators’ knowledge structure map can be utilized to
diagnose a learner’s knowledge structure is shown. Then how the knowledge score
can be used to assess a learner’s understanding of the material is shown.
Furthermore, how the relative distance is utilized for implementing an adaptive
feedback system into JCALC is shown.

18.2 Assessing Learner’s Knowledge

18.2.1 Experienced Mathematics Educator’s Knowledge Structure

It is often said that experienced mathematics educators can often tell what causes
him/her to make a mistake in the exam or what types of problems learners might
fall into by grading exams or looking at what learners are writing. This forces us to
study that how experienced mathematics educators can tell the cause of problems
by reading a learner’s solution written on the paper. Here, ten experienced
mathematics educators are chosen from the mathematics department of our school.
Then they are given the following learner’s responses, and asked why these
learners made mistakes.

(1) A learner writes 2(x2 ? 3x)3(2x ? 3) as to the question of ‘‘Find the derivative
of (x2 ? 3x)4’’.

(2) A learner writes -sin(3x ? 1) as to the question of ‘‘Find the derivative of
cos(3x ? 1)’’.

(3) A learner writes -2/(x ? 1)2as the answer to the question of ‘‘Find the
derivative of (x - 1)/(x ? 1)’’.

(4) A learner writes xex ? x ? c as the answer to the question of ‘‘Evaluate
$xexdx’’.

(5) A learner writes det
�1 0
1 2

� �
as the answer to the question of ‘‘Find the

(1, 2) minor of
1 3 2
2 �1 0
0 1 2

0
@

1
A’’.

(6) A learner writes det
2 0
0 2

� �
as the answer to the question of ‘‘Find the (1, 2)

cofactor of
1 3 2
2 �1 0
0 1 2

0
@

1
A’’.

(7) A learner writes
1 3 2
2 �1 0
0 1 2

0
@

1
A as the answer to the question of ‘‘Find the

cofactor expansion of det
�1 0
1 2

� �
along the 1st row’’.
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The learners’ responses are collected and sorted and shown in Table 18.1.
The experienced mathematics educators’ responses can be explained by using a

concept map. For example, consider the response (1). The experienced mathe-
matics educators read the learner’s solution 2(x2+3x)3(2x+3). Then they compared
the learner’s solution to the right solution. To do so, they have differentiated the
given function by themselves. In other words, they have to recall the chain rule and
apply it correctly. Furthermore, they have to recall the differentiation of the power
function and apply it correctly within a short period of time. With all these process,
they have noticed that the derivative of power function is essentially in the right
form. Furthermore, the chain rule is applied correctly. Therefore, the experienced
mathematics educators’ response for the question (1) becomes like the one in
Table 18.1.

Now notice that every experienced mathematics educator used the chain rule
and the derivative of the power function. Thus, every experienced mathematics
educators’ knowledge structure is very similar. Even though the knowledge of an
individual expert consists of both a cognitive element—the individual’s view-
points and beliefs, and a technical element—the individual’s context specific skills
and abilities [2, 6], experienced mathematics educators’ knowledge structure can
be used as the basic knowledge structure about how to solve problems in calculus
and linear algebra.

Table 18.1 Typical responses by experienced mathematics educators

(1) Every experienced mathematics educator has responded by saying that this learner knows
how to differentiate the composite function and how to apply the chain rule. But the
learner somehow made a mistake multiplying by 2 instead of multiplying by 4

(2) Most of the experienced mathematics educators responded by saying that this learner knows
how to differentiate the cosine function. But the learner probably does not know how to
apply the chain rule

(3) Most of the experienced mathematics educators agreed that this learner knows what to do.
But this learner somehow memorized the quotient rule in the wrong way

(4) Most of the experienced mathematics educators agreed that this learner knows about the
integration rule called by parts. But the learner did not apply the integration rule
correctly. So, the learner’s knowledge about integration is not enough

(5) Most of the experienced mathematics educators responded by saying that this learner knows
that the minor of a matrix is given by determinant. But the learner does not know how to
find it

(6) Most of the experienced mathematics educators responded by saying that this learner may
know a little bit about cofactor. But forgetting a sign means that his/her knowledge about
cofactor is not enough

(7) Most of the experienced mathematics educators responded by saying that this learner has no
idea about cofactor expansion
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18.2.2 Assessing Learner’s Knowledge by the Relative Distance

By defining the ratio or the difference of the evaluated values of a learner’s input
and a generated correct answer, it is possible to assess a knowledge state of a
learner. As in [10, 11], we first define the distance d: Let vin and vca be defined as
follows:

vin ¼ the value of the input evaluated at certain point:

vca ¼ the value of the correct answer evaluated at certain point:

Then define the distance d as follows:

d ¼
the difference of vin and vca

the ration of vin and vca

( )

For if a learner’s input value is far from the correct value, the distance
d becomes large. This type of phenomena can occur if a learner does not know a
material at all or some. In this case, even an experience educator cannot conclude
whether the learner knows a material a little or none. Thus, it is necessary for
alternative way to assess learner’s understandings.

Define rd by the following equation:

rd ¼ d

evaluated value of correct answer
ð18:1Þ

If the value rd is large, then d must be very large compared with the evaluated
value of the correct answer. Then it is quite natural to assume that the learner does
not know much about the material. On the other hand, if the value rd is small, it is
natural to assume that the learner knows the material a little. With this reason the
value of rd is called the relative distance, now to assess a learner’s knowledge
structure, the following example explains the usage of the relative distance.
Suppose that the system generated question is given by ‘‘Differentiate
2(x2 ? 3x)4’’ and a learner’s input is 2(2x ? 3)(x2 ? 3x)2. Furthermore, the
system generated solution is 8(x2 ? 3x)2(2x ? 3). Then the evaluated value of
the learner’s solution at x = 1.315 is equal to 2057.11, and the evaluated value of
the system generated solution at x = 1.315 is 8228.45. Since the evaluated values
of these two expressions are not equal to each other. Thus, it is possible to tell the
learner’s solution is wrong. Now, calculate the relative distance defined above.
Then

rd ¼
8ðx2 þ 3xÞ3ð2xþ 3Þj1:315 � 2ð2xþ 3Þðx2 þ 3xÞ3j1:315

h i

8ðx2 þ 3xÞ3ð2xþ 3Þjx¼1:315

¼ 3
4

ð18:2Þ

Here rd is given by the simple fraction 3/4. Note that by the Sect. 18.2.1, the
experienced mathematics educators assess the learner’s knowledge structure by
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checking each step necessary to obtain the right solution. This tells us that the
learner’s knowledge structure can be assessed by checking the relative distance.
We also note that the experienced mathematics educators concluded that the
learner probably made the simple mistake. Therefore, the relative distance is given
by the simple fraction implies that the learner’s knows the material, but made a
careless mistake.

18.2.3 Assessing Learner’s Knowledge Structure
by the Experienced Mathematics Educator’s
Knowledge Map

To assess a learner’s knowledge structure, one well known method is concept
mapping. According to [7], to construct a good concept map, it is important to
begin with a domain of knowledge structure that is very familiar to the person
constructing the map. Following this suggestion, we first made sure that the
learning outcomes of the subject such as calculus and linear algebra usually taught
in college mathematics. Then the performance criteria for each concept for which
learners are expected to learn is created. An example of the differentiation is
shown in the following Table 18.2.

Table 18.2 Performance criteria

Differentiation Polynomials Sum of derivatives
Difference of derivatives
Constant multiples

Rational
functions

Sum of derivatives
Difference of derivatives
Constant multiples
Quotient rule

Trig functions Differentiation formula of sin x, cos x, tan x, sec x
Sum, difference, product, quotient rule
Differentiation formula of inverse trig functions

Composite
functions

Composition of polynomials, rational functions, trig
functions, exponential functions, logarithmic functions,
inverse trig functions, hyperbolic functions

Differentiation formula of composite functions
Derivatives of composite functions

Higher order
derivatives

Property of the second derivatives
nth derivatives
Leibnitz formula

Applications of
derivatives

Tangent line
Normal line
Taylor, MacLaurin expansion
Estimating remainder term
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In the process of deciding what to expect for students, we learned that a
relational is helpful. Note also that superior performance is dependent not only on
domain knowledge but also on intimate familiarity with the relational structure of
domain objects in a problem situation [5, 8]. This suggested that it is necessary for
our mathematics software to be equipped with not only concept maps but also
relational structures.

Now to check to see whether the learners understand the concept, questions
containing necessary knowledge must be created and tested. This suggests that
questions generated by our system must be split into finer questions which are
more familiar to the learner. Then by examining how well learners answer to the
finer short-answer questions, a concept map for each learner can be created. Note
that in the analysis for the use of abstract concepts, a larger number of links were
expected to be attached to abstract concepts in the high performer network than in
the low network. Now using the knowledge structure of experienced mathematics
educators, it is possible to identify the key concepts that apply to this domain.
Thus, the concept map of experienced mathematics educators’ knowledge
structures is used to refine a short-answer question.

For example, the concept map of the differentiation of composite function is
shown in the following Fig. 18.1.

Experts characteristically use more abstract concepts to solve a problem than
novices [9]. Since experts chunk or group their knowledge differently, their mental
models should be characterized by groupings around abstract concepts.

Now to implement the concept map into JCALC, we introduce the ‘‘knowledge
score’’. The marks such as 0.2 and 0.3 on arrows are called ‘‘knowledge score’’
which indicate the basic knowledge needed to obtain a correct concept. Note that
the knowledge scores on top row adds up to 1, and the knowledge score added
vertically adds up to the one of top scores. In other words, to be able to differ-
entiate a composite function, the knowledge about composite function consists of
20 %, the knowledge about the chain rule consists of 50 %, and the knowledge
about the basic rules of differentiation consists of 30 %. These percentages are

Derivative of Composite Functions

Composite Functions Rules of Differentiation

Functions

Chain Rule

Basic Differentiation Formula

Product Rule

Fig. 18.1 The concept maps for derivative of composite functions
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derived by adding the necessary knowledge needed to acquire before completing
the top row knowledge.

The explained knowledge structure map is shown in the following Fig. 18.2.

18.3 Adaptive Tutoring System JCALC

18.3.1 How to Tell a Right Answer from a Wrong Answer

Look at the question of finding the integral of the function ‘‘1/1 ? sin x’’. Then a
learner’s input such as ‘‘tan x - sec x ? c’’ is a right answer. But another
learner’s input ‘‘2 tan x

2

�
1þ tan x

2

� �
þ c’’ is also a right answer. Thus to judge a

learner’s input is a right answer or not, it is not possible to list the right answers
and compare words by words. For this reason, it should be noted that any system
which produces multiple choice questions and answers is not suited for college
level mathematics. This suggests that to develop an adaptive system for college
level mathematics, any system should be able to handle short-answer questions.
Furthermore, according to [4], short-answer questions have the advantage of
avoiding cueing rather than selecting or guessing from options supplied. Thus, in
our system, a learner must enter his/her answer in the form of mathematical
expressions. This also suggests that our system must be able to read a learner’s
input and be able to tell whether it is a right answer or not.

The expressions for right answers are not unique, rather unlimited. Thus,
preparing all expressions for right answers in database, and checking whether
learners’ answer is in database to decide the learners answer is correct is not

Fig. 18.2 Educators’ knowledge structure map
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plausible. So, developing some other way to tell right answers form wrong answers
is expected.

Look at the values of the power of x, say at x = 1.3. Then the values of the
power of x are given as follows: x2 = 1.69, x3 = 2.197, x4 = 2.8561,…. Now
note that the last digit’s decimal place increases one place each time. This means
that the counting the decimal places appear in expression, it is possible to tell
which power of x the expression contains. Which in turn implies that two poly-
nomial expressions are evaluated to be equal imply that they are exactly the same
expressions. So to decide the learner input is a right answer or not, it is only
necessary to evaluate the learner’s input and the system generated solution at some
point. Noting that every elementary function can be approximated by the poly-
nomial, we can determine that a learner input is right answer or not by checking
the value of a learner input and a correct answer at some point. More detailed
discussion is given in [10].

18.3.2 Inferring Learner Knowledge Structure

It was shown in the Sect. 18.3.1 that it is possible to determine the learner input is
right or not by evaluating the correct answer generated by JCALC and a learner
input at certain value. We studied this method carefully to notice that when the
value of the correct answer and the learner input are different, their difference or
ratio has some tendency among group of learners. Suppose that a displayed
question is ‘‘find a derivative of (x2 ? 2x ? 3)4’’ and a learner’s input is
‘‘(x2 ? 2x ? 3)3(2x ? 3)’’. Furthermore, the correct answer generated by JCALC
is ‘‘4(x2 ? 2x ? 3)3(2x ? 3)’’. Looking at the learner’s input, anyone with cal-
culus teaching experience judges that the learner has the knowledge of derivative
of composite function because he/she has took care of derivative of power function
then worked inside function.

Suppose this time that the learner input is ‘‘4(x2 ? 2)2’’. Then again anyone
with calculus teaching experience would say that this learner did not master the
rule of derivative of composite functions. It is because the derivative of the
inside function is taken before the derivative of the power function. This time it
is not easy to design our system to judge the same way as the experienced
mathematics educator. For learners inputs vary many ways and it is impossible
to cover all.

Now as explained in Sect. 18.2.3, the knowledge score for each performance
criterion is calculated. Then by adding the knowledge scores to the learner’s
knowledge structure, the complete knowledge structure of the learner can be
obtained. Thus to infer a learner’s knowledge structure, adding the knowledge
scores for each question is only thing to do.
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18.3.3 Feedback

It is noted in [3] that any educational software needs to give a quick feedback to
encourage a learner to study more. This suggested that our system ought to have a
few types of feedbacks. For example, using the relative distance explained in
Sect. 18.2.2, the simple fraction rd can give the feedback like ‘‘Careless mistakes.
Try again’’. The small value of the relative distance can give the feedback like
‘‘Close to the right answer. Try again’’. One more feedback needed to our system
is the statement such as ‘‘Expression has not been simplified’’. One way to
accomplish this is to compare the number of terms in the generated solution and
the learner’s solution. After a learner’s input are read, interpreted, and the relative
distance and the knowledge score are calculated, three different types of hints will
be displayed. Since the knowledge score is supposed to assess a learner’s
knowledge structure, the sum of knowledge scores gives more valuable informa-
tion about how much learner knows.

Now to show how adaptive hints are generated and displayed, all subjects and
performance criteria of calculus and linear algebra are checked. Then short-answer
questions are divided into 44 groups depending on the number of steps used to solve
these questions. For example, when to generate a question of differentiating a
product of functions, a collection of techniques which gives a product rule is sear-
ched. Then using the function generated, a hint explaining what to do to solve this
question is displayed. If a knowledge score is less than 1, then using the displayed
question, hint for which experienced mathematics educator might give will be
displayed. If learner cannot get a right answer, another hint will be displayed.

18.4 Conclusion and Future Work

We implemented the assessing method explained above into JCALC and tested the
assessing method is valid or not. To verify whether the hypothesis is true or not,
we use the hypothesis test for slope of regression line. The null hypothesis is the
slope = 0. Then we obtain the following results: the standard error SE is given by
SE = 0.253, T-score is given by T = 1.926. From these, we obtain that
P(t [ 0.1926) = 0.0415. This shows that the p-value is less than the significant
level (0.05), and we cannot accept the null hypothesis.

We are currently running our system JCALC on web and collecting learners’
data as much as possible. The data collected contains the following information:
learner’s ID, subject selected, section selected, and number of questions tried,
number of right answer, time spent for solving each question, expression inputted
by learner, which type of feedback is shown, system generated solution. From the
information above, each generated question is rated for difficulties. Then using this
rating, the future system should be able to provide questions which emphasize to
fill the learner’s week point.

18 On Mathematics Software Equipped with Adaptive Tutor System 237



Acknowledgments This work was supported in part by Shibaura Institute of Technology, Grant-
in-Aid for Scientific Research in 2011–2012.

We thank all colleagues and learners participated in this project and suggested useful ideas to
refine our adaptive learning system.

References

1. Ainsworth RG (1995) Turning potential school dropouts into graduates: the case for school-
based one-to-one tutoring. Research report 95–07. National Commission for Employment
Policy, 35

2. Alavi M, Leidner DE (2001) Knowledge management and knowledge management systems:
conceptual foundations and research issues. MIS Q Rev 25(1):107–136

3. Bana P (1999) Artificial intelligence in educational software: has its time come. Br J Educ
Technol 30(1):79–81

4. Bloom BS (1984) Taxonomy of educational objectives. Pearson Education, Boston
5. Brehmer B (1980) In one word: not from experience. Acta Psychol 45:223–241
6. Keyes J (1990) Where’s the ‘‘expert’’ in expert systems. AI Expert 5(3):61–64
7. Newble D, Cannon R (2000) A handbook for teachers in university and colleges: a guide to

improving teaching methods. Kogan page Ltd, London
8. Rentsch J, Heffner T (1994) Group Organ Manag 19(4):450–474
9. Sembugamoorthy V, Chandresekaren B (1986) Functional representation of devices and

compilation of diagnostic problem-solving systems. In: Kolodner JL, Reisbeck CK (eds)
Experience, memory, and reasoning. Erlbaum, Hillsdale

10. Yokota H (2006) On development of e-math-learning system for short-answer type questions.
Res Bull HIT, 40:319–325

11. Yokota H (2011) On a development an adaptive tutoring system utilizing educator’s
knowledge structure. Lecture notes in engineering and computer science. In: proceedings of
the world congress on engineering and computer science 2011, WCECS 2011, 19–21 October
2011, San Francisco, pp 260–264

238 H. Yokota



Chapter 19
Effect of pH on the Floatability of Base
Metal Sulphides PGMs

Ayo Samuel Afolabi, Edison Muzenda
and Saka Ambali Abdulkareem

Abstract This study investigated the effect of pH on the recovery and grade of the
Platinum Group Metals (PGMs) and base metal sulphides from the UG2 ore of the
bushveld complex. This was achieved through running a series of test work in a
Denver flotation cell at varying pH 6–11 at constant reagent dosage. The UG-2
reef is characterized by two predominant gangue phases i.e., chromite and silicate,
that have significantly different physical and chemical properties. The test work
was aimed at evaluating which pH produces the best recoveries, and finding the
effect of the chrome content in these recoveries. A pH of 9 produced the highest
recovery compared to other pH values. However, the highest PGM grade was
attained at a pH of 6 which is slightly acidic. Ideally this trend could be expected
since the collectors (xanthates) are more stable in alkaline medium. The higher
PGM recovery was also accompanied by higher chrome content as a result of their
similar chemical properties.
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19.1 Introduction

This is a continuation and extension of our previous work on effect of pH on the
recovery and grade of base metal sulphides by flotation [1]. Flotation is described
as a physio-chemical process that exploits the differences in the electrochemical
properties of mineral surfaces. It depends directly on the nature and properties of
mineral-water interface. Flotation therefore, depends directly on the nature and
properties of mineral-water interface. Other two important factors that influence
the flotation process are the interaction of water molecules with the mineral sur-
face, both in liquid and gaseous environments, and the electrical double layer at
solid-water interface [2]. Flotation depends on a number of factors that affect the
degree of recovery of the mineral to be extracted. For instance, the platinum group
metals are extracted by selective process that can be used to achieve specific
separation from the ore and this is flotation. One needs to grind the pulp so as to
liberate the minerals and separate them using flotation. The froth flotation process
is used to extract the desired mineral from the unwanted gangue; this is done by
treating a finely ground ore with chemical reagents. The efficiency of flotation is
dependent on a number of factors which among others are: particle size, pulp
density, reagent dosage and pH. The principle of unlocking the minerals is induced
by comminution process. Most minerals are finely disseminated and intimately
associated with the gangue, they must be initially ‘‘unlocked’’ or liberated before
separation can take place or can be undertaken. This can be achieved by com-
minution, in which particles size of the ore is progressively reduced until the clean
particles of minerals can be separated by such methods as are available as flotation
[3]. The effectiveness of froth flotation is limited to a narrow particle size range of
about 10–100 lm [4]. For the sizes above or below the range the effectiveness is
reduced/decreased. Over grinding leads to particles being too fine to float and the
loss of minerals to slimes [5]. Under grinding on the other hand hinders the
valuable metals to float due to the unlocked metal bearing mineral, therefore this
will increase the tailings grade thereby reducing the overall recovery. Pulp density
is another parameter that plays an important role in the addition of reagents as the
dosages are calculated in grams per ton, therefore it is of utmost importance to
maintain a constant pulp density throughout for the correct dosages to be main-
tained. Also affecting the efficiency of froth flotation is the reagent dosage. The
addition of reagents to the pulp is for the manipulation of the pulp chemistry and to
enhance differences in the surface hydrophobicity to facilitate separation [6]. In
optimising a flotation plant it is important to consider the effect of the various
parameters on the recovery and grade of precious metals. The process is some-
times complicated due to the presence of gangue phase that has a severe conse-
quence in the downstream processing of flotation concentrate. The reagents
normally used are in the froth flotation process are collectors, frothers, depressants
and activators.

The addition of flotation reagents in the flotation process is to selectively render
the surfaces of mineral particles either hydrophobic or hydrophilic as a result of
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the ionic interactions and exchanges that can occur at the double layer. During
which the hydrophobic particles become attached to air bubbles and are carried
upwards through the slurry to a froth layer that forms at the top of the flotation cell.
This froth layer is removed and usually becomes the concentrate. Hydrophilic
particles remain in the slurry in the flotation cell. It has been reported that most
minerals are naturally hydrophilic i.e., polar in molecular structure and they
need collectors to render them hydrophobic (non-polar in molecular structure).
Collectors are heterogeneous compounds with a functional inorganic group and a
hydrocarbon chain. There is a difference in electric charge on the ends of the
inorganic group caused by an uneven distribution of polar bonds on its ends. The
hydrocarbon chain is non-polar and has no difference in charge between its ends.
The inorganic group is the portion which adsorbs on the mineral surface (provides
hydrophobicity), causing the mineral to attach itself to the bubble. The most
common mineral types that are recovered this way are sulphides and the widely
used sulphide collectors are sodium and potassium salts of certain acids containing
a hydrocarbon group. These are anionic collectors and include xanthates and
dithiophosphates [7–9]. The use of co–collectors or promoters in flotation is well
established [10]. For instance, it has been reported that the most important aspects
of froth flotation is the formation of a froth in which the valuable minerals are
retained for further Upgrading. Thus the presence of a surface-active or frothing
agent, either as a neutral frother or in the dual function as collector and frother, is
vital to the process [11]. When mineral surfaces have been made hydrophobic by
the use of a collector, they have to attach to a stable air bubble for them to be
recovered. The stability of the bubble depends on the type of frother used. A good
frother should have no collecting power but should be stable enough to ensure that
the floated minerals are transferred from the float cell to a collecting launder [12].
Frothers are therefore, heteropolar organic reagents which are capable of being
adsorbed on the air–water interface. The heteropolar structure of the frother
molecules makes non-polar group to orientate towards air and the polar groups
towards water. Frothers must be to some extent soluble in water, otherwise they
would be distributed very unevenly in an aqueous solution and their surface-active
properties would not be fully effective. The alcohols (OH) are the most widely
used frothers, since they have practically no collector properties, and in this
respect are preferable to other frothers, such as the carboxyl, which are also
powerful collectors [12]. During froth flotation, the ore is crushed and ground to a
specific size sufficient for mineral liberation. The ore is then suspended in slurry
and mixed with reagent or collectors. The collectors react with sulphide mineral
particles to make them hydrophobic. The treated ore is introduced to a water-filled
aeration tank and a frother (usually alcohol based) is added. Air is then induced
and the air bubbles attach to the hydrophobic minerals are skimmed off. These
skimming are generally subjected to a cleaner-scavenger cell to remove excess
silicates and to improve the grade of the final product which is sent for down-
stream processing [12]. It is therefore important to state that in practice, selectivity
in complex separation is dependent on a delicate balance between reagent con-
centration and pH [3]. This is an indication that the reagents together with pH
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should have an optimum balance so as to get optimum results. This study reports
the effect of pH on the floatability of base metal sulphides on PGMs recovery of
UG2 ore. This is aimed at evaluating the effect of varying pH on the recovery of
PGMs. This project is carried out using the UG2 ore of the Rustenburg Bushveld
complex.

The Bushveld complex is the world’s largest known source of PGMs with very
complex sulfides and PGMs mineralogy. Depending on the type of reef and
geography the Bushveld complex is the predominant PGM mineral types and their
association and can vary to a great degree [13]. There are about fourteen type
locality platinum minerals that have been discovered in the Bushveld deposit.
There are also 150 unnamed and, the most part, inadequately characterized plat-
inum group phases are recorded from the Bushveld complex. Over 50 % of these
unnamed minerals are documented from the UG2 chromitite, majority of which
are platinum phases. The UG2 layer is the host unit of most Bushveld minerals
such as Iridium, Osmium, Rhodium, Ruthenium, Platinum and Palladium [14–17].

19.1.1 Importance of pH

It is evident that from the fore going that pulp alkinity plays a very important and
complex role in flotation. In practice, selectively the separation is dependent on a
delicate balance between reagent concentration and pH. Flotation where possible
is carried out in a alkaline medium, as most collectors including xanthates are
stable under these conditions [6]. The alkalinity of the pulp is maintained by
addition of lime (sodium carbonate) to a lesser extent sodium hydroxide or
ammonia. The lowering of the pH can be attained by the addition of sulphuric acid
or sulphurous acid. These chemicals are often used in very significant amounts in
almost all flotation operations [6].

The pH regulators are cheaper than the frothers and collectors, however the
overall costs is generally higher with the pH regulators per ton of ore treated. For
example: the cost of lime in sulphide minerals flotation is roughly double the
amount of the collector used, so the significant operation cost saving can be
attained by proper selection of the pH regulators [6]. Lime being the cheapest, is
widely used to regulate pulp alkalinity and used in the form of milk of lime, a
suspension of calcium hydroxide particle in a saturated aqueous solution. Lime or
soda ash is often added to the slurry prior to flotation to precipitate heavy metal
ions from solution. In this sense the alkali is acting as ‘‘deactivator’’ as these heavy
metal ions can activate sphalerite and pyrite and prevent their selective flotation
from lead or copper minerals. Since the heavy metal precipitated by the alkali can
dissociate to a limited extent and thus allows ions into solution, cyanide is often
used with the alkali to complex them. The hydroxyl and hydrogen ions modify the
electrical double layer and the zeta potential surrounding the mineral; hence the
hydration of the surface and their floatability is affected.
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19.2 Mineralogy of the UG2 Ore Body

The UG2 ore is a platinum- bearing chromitite rich ore that contributes a growing
proportion of platinum group metals production from the Bushveld Ingenious
complex in the northern region of South Africa. This ore is ideal for study of
entrainment as it contains two major gangue phases which are chromite and
pyroxene that are significantly different in chemical and physical properties
however, poses certain problems and challenges [18]. High recovery of valuable
minerals from UG2 is accompanied by high chrome recoveries to the concentrate
and this is detrimental to the downstream smelting process. This is due to spinal
formation, which is an insoluble species in respect to the conditions that prevail in
the smelters Furthermore; these species are of intermediate density (between matte
and slag) and form a mushy layer at the matte-slag interface [18].

The UG2 consists mainly of Chomitite of about (60–90 %) and Cr2O3 content
averages of 43.5 %. The dominant base metal sulphides are mainly pemtalandite and
chalcopyrite, with lasser pyrrhotite, pyrite, arsenopyrite, bornite chalcocite, covellite
galena and millerite. Approximately 85 % of base metal sulpides are present at grain
boundaries, 4 % occur within chromite and the remainder occurs within silicates grains
[19]. The platinum group metals (PGMs) assemblage of UG2 chromitite is dominated
by Pt–Pd sulphides (35 %) and laurite (30 %) with Pt–Fe alloy and intergrowths
(21 %), Rh sulphide (11 %) and Pd alloys (3 %) [19]. Figure 19.1 illustrates the first
metallurgical stage in the production of Platinum group metals and gold which is the
production of a concentrate as a feedstock to the smelter. The smelter—converter stage
is followed by a refinery of the base metal oxides and lastly the precious metal refinery
which process the final products which are the PGMs and gold [20].

19.3 Materials and Methods

A UG2 ore sample was crushed in stages using a laboratory jaw and cone crusher
to 45 % passing 75 lm. The crushed ore was then blended and rotary split to 1 kg
representative sub-samples for the test work. The test work was carried out in a

Concentrator Smelter
Base 
metal
Refinery

Precious 

metal

Refinery

Copper and 

Nickel
PGMs and 

Gold

Fig. 19.1 The platinum group metal supply chain
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Denver flotation cell of 1 kg capacity. All tests were conducted using the standard
flotation procedure. The milled ore was then agitated in a Denver machine to
ensure homogenous suspension of solids. Reagents specific to each test were added
and conditioned as illustrated in Table 19.1, thereafter air was manually induced
using an air rotameter. The concentrates were collected by manually scraping the
froth using scraper blades. Either sulphuric acid or lime was used to achieve the
desired pH. The flotation studies were performed at pHs of 6, 8, 9, 10 and 11. To
ensure reproducibility the runs were carried out in quadruplets. The runs were
carried out in 4 batches. Sulphuric acid and lime were added in a proportion so as
to achieve the desired pH. The following pHs were studied 6.0, 8.0, 9.0, 10.0, 11.0.
The pH prior flotation was measured; sulphuric acid or lime was used as a pH
regulator added to get the desired pH. After flotation, wet samples were dried in an
oven, then weighed and lump broken. Concentrates and tailings were put in sep-
arate packages to avoid contamination and these were analyzed for PGMs.

19.4 Results and Discussion

Figure 19.2 shows PGMs recovery versus cumulative recovery. The highest grade was
achieved at pH of 6 while the highest recovery was obtained at a pH of 9. According to
Wills [6], the pulp alkalinity plays a very important role in flotation. Xanthate which is
the collector used in this work is stable in alkaline medium. It selects mineral water
repellent by adsorption of molecule or ions to the mineral surface [21]. The grade and
recovery of PGMs are at the lowest values at a higher pH of 11. This is because the
collection capacity of xanathates is reduced when they become more stable at higher
pH values. Wills [6] emphasized the balancing of reagents suites with pH for maximum
activation for all reagents to achieve both high grades and recoveries.

UG2 ore has a lot of chrome content with similar chemical properties to those of
the PGMs and base metals. During flotation the amount of chrome recovered with
PGMs need to be minimized to avoid smelter feed containing high chrome content.
The relationship between chrome grade and recovery is shown in Fig. 19.3.

Table 19.1 Reagent dosages and floatation times

Milling (45–75 %) Time (mins) SIBX (g/t) Sascol 105 M47 DF 200 (g/t)

Condition 1 2 40 40
Condition 2 2 40 10
Float 1 2 2
Float 2 4 4
Condition 3 2 2 10 10
Condition 4 2 10 10
Float 8 8
Float 8 8
Float 8 8
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The highest chrome grades are achieved at pH of 11 whilst the highest recovery
is at pH of 9. High recoveries for both PGMS and chrome were achieved at pH of 9
supporting the theory that higher PGMs recovery is coupled with high chrome
recoveries. The high recovery of valuable minerals from UG2 ore accompanied by
high chrome recoveries to the concentrate is detrimental to the downstream
smelting process. This is due to spinal formation, which is an insoluble species in
respect to the conditions that prevail in the smelters. In addition, these species are
of intermediate density (between matte and slag) and form a mushy layer at the
matte-slag interface [17]. For effective flotation of valuable minerals, gangue
materials in the pulp should be depressed. This is complicated as certain silicate
gangue phases are activated in alkali solutions [21]. Figure 19.4 shows recovery
versus time relationship. The highest and lowest recoveries with time were
achieved at pH values of 9 and 11 respectively.
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The recovery of copper and nickel at various pHs is represented in Fig. 19.5.
Highest recovery was achieved at pH of 6 indicating that the recovery of base
metals is favoured by acidic conditions. About 40 % of the recovery was achieved
at pH of 6 compared to about 10 % at pH of 11. As discussed above the high grade
of PGMs attained at low pH is accompanied by high recovery of base metals.

19.5 Conclusion

This work demonstrated the importance of pH and its balancing with reagent
dosages to improve both recovery and grade. In future studies it is recommended
to widen the pH range and to find ways of reducing high chrome recoveries
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associated with high PGM recoveries. The recovery behaviour of chrome with
time and its dependence on pH was found to be similar to that of PGMs. The
results of this work can be used to optimize industrial flotation plants.
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Chapter 20
Investigation of Cu (II) Removal
from Synthetic Solution by Ion Exchange
Using South African Clinoptilolite

John Kabuba, Edison Muzenda, Freeman Ntuli
and Antoine Mulaba-Bafubiandi

Abstract The objective of this study was to investigate the effect of NaCl, KCl and
acid (HCl), on South Africa clinoptilolite used as an adsorbent in the ion-exchange
process for the removal of cations (Cu II) from wastewater. The kinetic parameters such
as DH, DS and DG affecting the adsorption of Cu (II) ions were studied. The adsorption
of Cu (II) from synthetic waste water was found to be dependent on pH, temperature,
contact time and initial adsorbate concentration. The pH was varied from 2.5–6 and the
optimum pH for Cu (II) removal was found to be 4.0. The removal of Cu (II) ions
increased with time and attained saturation in about 60–70 min. The equilibrium data
showed that the adsorption was endothermic in nature. Kinetics data showed that at
higher temperatures, the rate of adsorption is higher for the clinoptilolite in natural
zeolite and that Langmuir equation successfully described the adsorption process.

Keywords Adsorption � Clinoptilolite � Copper removal � Langmuir equation �
Ion exchange � Kinetics � Saturation

J. Kabuba � E. Muzenda (&) � F. Ntuli
Department of Chemical Engineering, University of Johannesburg,
Doornfontein, PO Box 17011 Johannesburg, 2028, South Africa
e-mail: emuzenda@uj.ac.za

J. Kabuba
e-mail: johnk@uj.ac.za

F. Ntuli
e-mail: fntuli@uj.ac.za

A. Mulaba-Bafubiandi
Faculty of Engineering and the Built Environment,
School of Mining, Metallurgy and Chemical Engineering,
Minerals Processing and Technology Research Center,
University of Johannesburg, PO Box 17011
Johannesburg, South Africa
e-mail: amulaba@uj.ac.za

H. K. Kim et al. (eds.), IAENG Transactions on Engineering Technologies,
Lecture Notes in Electrical Engineering 170, DOI: 10.1007/978-94-007-4786-9_20,
� Springer Science+Business Media Dordrecht 2013

249



20.1 Introduction

This work is an extension of our previous work [1]. Heavy metals are common
pollutants found in various mining and industrial discharges. As environmental
regulations on heavy metals discharge are getting stricter and tighter, more efficient
remediation methods for waste water are required [2]. Waste streams containing low
to medium levels of heavy metals are usually found in metal plating facilities, mining
operations, fertilizers, chemical, pharmaceutical, electronic device manufacturing
and many others [3]. The United States Environmental Protection Agency in 1978
published a list of organic and inorganic pollutants including copper found in
wastewater, and which constitute serious health hazards. Copper is one of the most
important metals often found in industrial effluents such as acid mine drainage,
galvanizing plants, natural ores and municipal wastewater treatment plants. It is not
biodegradable and it travels through the food chain via bioaccumulation [4].

Removal of copper from waste water is crucial and its toxicity for human beings is
at levels of 100–500 mg/day [5, 6]. The World Health Organization in 2006 rec-
ommended 2.0 mg/l as the maximum acceptable concentration of copper in drinking
water. Recently, various studies have focussed on the removal of toxic heavy metal
ions from sewage, industrial and mining waste effluents. The presence of heavy
metals in streams and lakes has been responsible for several health problems in
animals, plants and human beings [7]. Available methods for heavy metal remedi-
ation include chemical precipitation, the most economic but inefficient for dilute
solutions; adsorption and reverse osmosis, generally effective but have the drawback
of fouling as well as high maintenance and operation costs. Ion exchange is among
the few promising alternatives for this purpose especially when low cost natural
adsorbets such zeolites, clay material and agricultural wastes are used [8].

Natural zeolites are alumino silicate minerals with high cation exchange capac-
ities and heavy metals selective properties [9]. The zeolites structure consist of a
three dimensional arrangement of SiO4 and AlO4 tetrahedral. The aluminum ion is
small enough to occupy the position in the center of the tetrahedron of four oxygen
atoms, and isomorphous replacement of Al3+ for Si4+ results a negative charge in the
lattice. The net negative charge is balanced by the exchangeable cation (sodium,
potassium and calcium) and these are exchangeable with certain heavy metal cations
in the solution. The relative innocuous nature of zeolite exchangeable ions makes
zeolites suitable in the remediation of heavy metals from contaminated streams [3].

Society is eager for new and innovative ideas particularly in health and envi-
ronmental matters. Zeolites offers a low cost and environmentally safe method of
treating municipal water supplies, domestic, industrial and mining waste-water
discharge.

The aim of this work was to remove copper from synthetic water using South
African clinoptilolite zeolite. In this study the temperature, pH, time and as well as
zeolites and synthetic Cu2+ solution concentrations were varied.
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20.2 Adsorption Isotherm Studies

Ion-exchange isotherms studies are of fundamental importance in the design of
ion-exchange systems because they indicate the nature of partitioning between the
adsorbent and liquid phases at equilibrium as a function of ion concentrations [10].
When adsorbent and ion solutions are in contact, the concentration of ions on the
adsorbent will increase until a dynamic equilibrium is reached.

At this point, a defined distribution of ions between the solid and liquid phases
exists [10, 11]. Adsorption isotherms are widely used and are of importance in the
optimum use of adsorbents.

Freundlich and Langmuir isotherms were used in this study to describe the
adsorption process.

20.2.1 Langmuir Isotherm

The Langmuir isotherm is applied to the ion-exchange data using the linear
expression of [12] in Eq. (20.1).

Ce

qe
¼ 1

Klb
þ Ce

Kl
ð20:1Þ

where qe is the amount of cation-exchanged per unit weight of clinoptilolite at the
equilibrium (mg/g) and is expressed as in Eq. (20.2).

qe ¼ ½ðCo�CeÞV�=M ð20:2Þ

V is the volume of solution, M the amount of clinoptilolite added to the solution,
Ce is the metal concentration in the aqueous phase, b is the maximum adsorption
capacity and K1 is the Langmuir constant related to the ion-exchange capacity and
energy of ion-exchange respectively.

20.2.2 Freundlich Isotherm

It is one of the widely used mathematical descriptions which fit experimental data
over a wide range of concentrations.

The Freundlich Isotherm [13] expressed as in Eq. (20.3) relates the ion
exchange capacity to surface heterogeneity as well as the exponential distribution
of active sites and their energies.

log qe ¼ log K þ 1
n

log Ce ð20:3Þ
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Where K is the Freundlich constant related to the ion exchange capacity of the
sorbent, and 1/n is the Freundlich constant related to the energy heterogeneity of
the system and the size of the exchanged molecule.

20.3 Materials and Methods

20.3.1 Materials

The Natural zeolite used in this study was supplied by Prattely South Africa
and was sourced from the Vulture Creek in KwaZulu Natal province of South
Africa. The sample was crashed and pulverized to 80 % passing -75 lm then
analyzed using a scanning electron microscope (SEM). Synthetic wastewater was
prepared at five different Cu2+ ion concentrations of 0.361, 1.099, 1.969 and
2.748 g/l [14].

20.3.2 Experimental Procedure

Fifty-two clinoptilolite zeolite samples were prepared and these were exposed to
different conditions to optimize the removal of Cu2+ ions. For pH variation, 16
zeolite samples of 10 g each were prepared. These were activated at 30 �C for
24 h at varying HCl concentration of 5.726, 3.181, 1.725 and 0.255 M. The
adsorption studies were performed at varying pHs of 2.5–6. The rest of the samples
were prepared for temperature, zeolite concentration and time variation investi-
gations. These were activated at a pH of 4 corresponding to a concentration of
0.255 M at 30 �C for 24 h. The procedure involved the continuous mixing of
zeolite samples in aqueous solutions in rolling bottles for 24 h. The solids were
separated from solution by filtration. The filtrate was titrated with 0.1 M NaOH
solution to determine HCl concentration after adsorption. The zeolite solids,
separated from the solution, were dried at 90 �C and then analyzed by SEM. For
pH variation, 10 g/l of zeolite was mixed with 1L synthetic water solution at
concentration of 0.361, 1.099, 1.969 and 2.748 g/l and held in a closed polyeth-
ylene flask at 90 �C for 24 h. Zeolite concentrations were varied from 4 to 10 g for
the same pH variation conditions. Temperature was varied from 30 to 90 �C at pH
of 4 and the same conditions used to study the influence of pH and zeolite con-
centration were employed. To study the effect of contact time, samples were
analyzed at 10 min intervals at pH of 4 and temperature of 90 �C. Zeolite and
synthetic waste water concentrations were the same as for pH and temperature
variation [1].
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20.4 Results and Discussion

20.4.1 Clinoptilolite Characterization

The mineralogical composition for natural and activated clinoptilolite zeolite is
shown in Table 20.1. After the activation with HCl, clinoptilolite was incorporated
with significant amount of Cl-.

The SEM micrographs of natural and activated zeolite are shown in Figs. 20.1
and 20.2 respectively. The SEM micrographs show a more open structure of the
activated clinoptilolite compared to natural zeolite due morphological changes
brought by acid activation [1].

20.4.2 The FTIR Analyses

20.4.2.1 The FTIR for Original and HCl Activated Clinoptilolite Forms

The FTIR-spectra in Fig. 20.3 gives a clear picture about the effect of chemical
conditioning on the clinoptilolite. Acid treatment is said to remove the non-zeolitic
components thus increasing the concentration of zeolite minerals.

In Fig. 20.3 at the range of 4000 and 3000 cm-1 the original and 0.04 and the
0.02 M HCl-activated forms of clinoptilolite showed distinct stretching at this
range which are typical of water absorption. This shows that water adsorption and
retention by clinoptilolite is increased by HCl activation at 0.02 M concentration.
At the range of 2000 and 1500 cm-1, the 0.02 M HCl-activated clinoptilolite
showed two intensive peaks and yet again the original and the 0.04 M activated
forms showed none. This could be attributed to the washing out the non zeolitic
impurities present in the original clinoptilolite as confirmed by XRD, XRF and
SEM–EDS when activated with 0.02 M HCl. The disappearance of these peaks

Table 20.1 Composition of
the natural clinoptilolite as
determined by XRD

Ion in clinoptilolite Raw zeolite Activated zeolite
Abundance (%) Abundance (%)

SiO2 74 70
Al2O 12.4 11.6
K2 O 3.8 2.6
Fe2 O3 1.5 1.0
Na2O 1.3 0.9
CaO 1.5 1.3
MgO 1.1 0.8
Cu2+ 3.5 3.5
Cl- – 3.4
TiO2 0.2 0.2
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with the 0.04 M HCl-activated form could be due to the higher acid strength
resulting in the destruction of the active sites observed with the 0.02 M HCl
activated clinoptilolite. There were peaks observed for all the clinoptilolite forms
at 1558 cm-1 which may be due to the bending vibrations of adsorbed water. This
was expected given the porous clinoptilolite structure thus, desiccation of the
zeolite at temperatures above 50 �C will increase its hydrophilic (water

Fig. 20.1 SEM micrograph of original clinoptilolite at X250 magnification

Fig. 20.2 SEM micrograph of HCl activated clinoptilolite at X250 magnification
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absorption) properties. Zeolites that have K+ in high amounts have low water
absorption capacity. This could probably explain why the original clinoptilolite
does not show such peaks. It is also possible that the K+ in the acid activated
zeolite was leached out by the acid. The intensity of the peak at this range is more
pronounced with the 0.02 M HCl-activation than it is with the 0.04 M HCl-
activated and the original form. Since this is a water sorption peak, it could be
possible that water sorption capacity is low with original clinoptilolite, high with
0.02 M HCl-activated clinoptilolite and an increase in HCl-activation to 0.04 M
concentration diminishes the water sorption capacity of the zeolite [14].

The stretching between 1500 and 1000 cm-1 observed in Fig. 20.3 indicates
the presence of a high content of calcite in the sample as confirmed by XRD
results. The strong band at 1341 cm-1 (due to Si–O stretching) is the main
characteristic band for quartz. The peaks observed between 1000 and 600 cm-1

are present in all the forms of clinoptilolite, one characteristic band appears at
836 cm-1 for all the forms. This is the quartz band. Quartz is common with
zeolites, especially those of the Heulandite family. The peak that appears at
753 cm-1 for the original clinoptilolite form appears at 759 cm-1 for the acti-
vated zeolite. There is a peak that appears at 686 cm-1 for the original form
while for the acid-activated forms it appears at 635 cm-1. This shift could be
attributed to the action of the acid [14].

It has been documented that acid treatment of natural clinoptilolite improves
its sorption properties in ion exchange applications which is due to decatina-
tion, dealumination and the dissolution of amorphous silica fragments blocking
the channels. A study by Mamba et al. (2009) also revealed that there is a
change in the clinoptilolite structure after acid treatment with dilute acid
activations accounting for improved heavy metal removal capacity of the
clinoptilolites [14].
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Fig. 20.3 The FTIR spectra for original and HCl-activated clinoptilolite forms at concentrations
of 0.02 and 0.04 M
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20.4.2.2 FTIR for the KCl- and NaCl-Activated Clinoptilolite Forms

In essence, the KCl- and NaCl-activated clinoptilolite samples were comparable to the
HCl-activated samples. The difference was in the intensities and a slight shift in the
positions of the peaks i.e. they were less pronounced in the KCl- and NaCl-activated
clinoptilolite forms than in the HCl-activated forms as observed in Fig. 20.4.

There were peaks between 2000 and 1250 cm-1. These indicate the presence of
a high content of calcite in the sample. The strong band at 850 cm-1 is the main
characteristic band for quartz. Other characteristic quartz bands appear between
850 and 500 cm-1. The positions of the peaks appear to have shifted when
compared to the HCl-activated forms. This could be attributed to the mild action of
the KCl and NaCl. The 0.04 M K-activated and Na-activated clinoptilolite showed
an FTIR spectra that was super imposable over their 0.02 M activated counter-
parts, as a result only the 0.04 M activated clinoptilolite’ spectra is shown. It can
therefore be deduced that the two concentrations used did not markedly change the
zeolite’s structure. One may therefore expect these activations to differ only
slightly in performance from the acid activated clinoptilolite [14].

20.4.2.3 Effect of pH

An optimum pH of 4 was obtained for all initial Cu2+ ion concentrations. The mech-
anism of adsorption at the clinoptilolite zeolite surface reflects the nature of physi-
cochemical interaction of the metal ions in solution and the zeolite active sites [15].
Acid treatment of natural clinoptilolite improves its adsorbent properties [16, 17].

This is due to de-cantination, de-alumination and the dissolution of amorphous
silica fragments blocking the channels. The availability of sites relates to the
equilibrium behaviour whereas accessibility relates to the kinetic behaviour of the
ion exchange system (Fig. 20.5).
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20.4.2.4 Effect of Temperature

Effect of temperature on adsorption of Cu (II) ions was investigated by varying
temperature from 30 to 90 �C at various initial concentrations at a pH of 4 for 24 h
and adsorption was found to be temperature dependent. It is proposed that tem-
peratures above 50 �C increase the pore size of the zeolites, enhancing the rate of
intraparticle diffusion of ions (Fig. 20.6).

Fig. 20.5 Effect of pH on adsorption of Cu (II) ions

Fig. 20.6 Effect of temperature on adsorption of Cu (II) ions
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20.4.2.5 Effect of Contact Time

The removal of Cu (II) ions increased with time and attained saturation in about
60–70 min (Fig. 20.7) as was previously observed [16].

The synthetic wastewater was prepared at five different Cu2+ ion concentra-
tions, at 0.361, 1.099, 1.969 and 2.748 g/l.

20.4.2.6 Effect of Zeolite Concentration

Adsorption increased with increase in zeolite amount for fixed initial concentration
(Fig 20.8). This is because the increase in zeolite amount leads to increase
adsorption surface area and available active sites [17].

20.4.2.7 Adsorption Isotherm Studies

The correlation coefficient (R2) of the adsorption isotherm data shown in
Table 20.2, and Figs. 20.9, 20.10 confirms that adsorption of Cu (II) ions on
clinoptilolite zeolite gave the best fit using the Freundlich isotherm model.

Table 20.2 Estimated Thermodynamic Parameters for Cu 2+ at 90 �C and pH of 4

Isotherm models Estimated isotherm parameters

Langmuir equation R2 K(mg/g) b (l/g)
Ce
qe ¼ 1

Klb
þ Ce

Kl
0.9345 0.24 88.9

Freudlich Equation R2 K(mg/g) n
log qe ¼ log K þ 1

n log ce 0.9768 4.23 3.21

Thermodynamic Parameters DG DH DS
-15.81 8.31 0.0442
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The Langmuir constant b, increases with the increase in temperature as sorption
capacities and intensities are enhanced. The nature of adsorption is indicated by
the separation factor (RL) [18] expressed in Eq. (20.4).

RL ¼
1

1þ K1C0
ð20:4Þ

Co is the initial cations concentration and K1 the Langmuir constant. For RL = 0
(irreversible), 0 \ R L \ 1 (favourable) and RL = 1 (unfavourable) [18] (Fig. 20.9).
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The RL value obtained for the data in Table 20.2 was 0.202, showing that adsorption
was favourable.

20.5 Conclusion

The removal of Cu (II) ions from synthetic waste water was dependent on pH, amount
of adsorbent, initial concentration of waste water solution and contact time. The
optimum pH was 4 and equilibrium saturation was reached after 75 min. Thermo-
dynamic parameters such as DG, DH and DS were highly dependent on temperature.
The adsorption process was endothermic in nature and the rise in temperature
increased the randomness of the solid–solution interface. The Freundlich isotherm
model fitted the adsorption of Cu (II) ions into clinoptilolite better compared to the
Langmuir model. The calculated values of the dimensionless separation factor RL

from the Langmuir isotherm constants confirm favourable sorption of Cu (II) onto
clinoptilolite zeolite.
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Chapter 21
Performance of RANS, URANS and LES
in the Prediction of Airflow and Pollutant
Dispersion

Salim Mohamed Salim and Kian Chuan Ong

Abstract The performance of 3 different CFD numerical approaches, namely
RANS, URANS and LES are evaluated to determine their suitability in the pre-
diction of airflow and pollutant dispersion in urban street canyons. Numerical
results are evaluated against wind tunnel experimental data available from an
online database (www.codasc.de

Keywords Air pollution � CFD � LES � RANS � URANS � Urban street canyon

21.1 Introduction

Air quality in urban and industrial complexes has garnered great interest because
of numerous implications on human health, pedestrian comfort and environmental
concerns. There is need to understand the mechanism of pollutant dispersion in
urban street canyon and its ramifications to environmental and structural engi-
neering practices. This has resulted in continuous development of new simulation
tools and improvement of existing numerical modelling techniques in order to
assist regulators, policy makers, architects and urban planners to mitigate air
pollution problems in their cities. This is in addition to enabling emergency
authorities develop evacuation plans following natural disasters, accidents or
deliberate release of harmful airborne matter.
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This has motivated a number of field, experimental and numerical investiga-
tions to assess the interaction of buildings, trees, moving vehicles and other
obstacles with the atmospheric boundary layer flow and resulting pollutant accu-
mulation and/or dissipation patterns within urban and industrial complexes,
including the effects of thermal stratification. Computational fluid dynamics (CFD)
is the preferred tool of investigation at the micro scale [1, 2] especially with the
ever increasing computer resources available to civilian researchers.

However, many previous CFD studies have employed conventional Reynolds-
averaged Navier–Stokes (RANS) turbulence closure schemes, which although
performed qualitatively well, poorly predicted the pollutant levels and distribution
in comparison to wind tunnel (WT) experiments. The assumption of steady-state
solution in the analyses has been identified as one of the major shortcomings and
possible cause of the discrepancies [3–5].

Recently, Salim et al. [6, 7] compared RANS against large eddy simulation
(LES) to evaluate their respective performances and corresponding computational
cost. LES, although more resource demanding, was observed to predict better than
RANS because it resolved the unsteady fluctuations in the flow field, thus
accounting for the turbulent mixing process that the dispersion of pollutants rely
on. Similar inferences were reported in a study by Tominaga and Stathopoulos [8].

A question than arises as to whether unsteady RANS (URANS) would perform
equally well, as it also solves for the transient solution similar to LES but at a
fraction of the computational cost. This is addressed by Salim et al. [9] and
presented extensively in this chapter.

The simulation of wind and pollutant dispersion within an urban street canyon
of width to height ratio, W=H ¼ 1 is examined using 2 steady-state and unsteady
RANS models i.e., the standard k - e and RSM; and LES to evaluate their relative
performance. The numerical results are validated against WT measurement data
available from the online database CODASC www.codasc.de [10].

The findings of the study are not only limited to environmental issues in urban
areas, but can be applied to any flow simulation where large scale eddies dominate
and resolving transience is paramount to achieving accurate and reliable results.

21.2 Methodology

21.2.1 Computational Domain and Boundary Conditions

In the present study, CFD is employed to evaluate the prediction performance of
RANS, URANS and LES using the commercial software FLUENT� carried out
with the aim of reproducing the WT experiment by Gromke and Ruck [11, 12].
The computational domain and boundary conditions are summarized in Fig. 21.1
above.

An inlet boundary condition is defined at the entrance and no-slip conditions are
applied for the building walls and floor. Symmetry conditions are specified for the
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top and lateral sides of the domain to enforce parallel flow. At the face downwind
of the obstacles an outflow boundary condition is imposed to ensure all the
derivatives of the flow variables to vanish.

A high resolution computational grid is generated using hexahedral cells with a
total mesh count of 1 million, incorporating recommendations based on the wall y+

approach by Salim et al. [13]. Cells are arranged in a horizontally-structured and
vertically-structured grid with fine resolution close to the wall and in regions with
large flow gradients (with half the total cells placed in the sub-domain defining the
vicinity of the street canyon: see Fig. 21.1). A minimum spacing of 0.05 H in the x, y,
and z direction is set with an expansion ratio of below 1.2 between consecutive cells.

Velocity profile and turbulence quantity profiles are modeled numerically using
user defined functions (UDFs) and based on wind tunnel measurements, were
assumed to follow the power law profile:

u zð Þ ¼ 4:7
z

0:12

� �0:3
; ð21:1Þ

while turbulent kinetic energy and dissipation rate profiles are specified as

k ¼ u2
�ffiffiffiffiffi
cl
p 1� z

d

� �
ð21:2Þ

and

e ¼ u3
�

kz
1� z

d

� �
: ð21:3Þ

where u is the vertical velocity profile, z the vertical distance, k the kinetic energy
profile, e the dissipation rate profile, d is the boundary layer depth (&0.5 m),
u� ¼ 0:54 ms�1 the friction velocity, j the von Kàrmàn constant (= 0.4) and
Cl ¼ 0:09.

Fig. 21.1 Computational domain and boundary conditions for the CFD simulation setup
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21.2.2 Numerical Scheme

Steady-state RANS mean solutions are computed using standard k-e and RSM
turbulence closure schemes. Second order upwind scheme is selected for the
transport equations to improve accuracy and reduce numerical diffusion except for
pressure, where STANDARD interpolation is employed instead. The scaled
residual for all flow properties are set at 10-6. The RANS equations are

oui

oxi
¼ 0; ð21:4Þ

and

uj
oui

oxj
¼ � 1

q
op

oxi
þ t

o2ui

ox2
j

� u
0
j
ou

0
i

oxj
: ð21:5Þ

A non-dimensional time step of 4 9 10-2 is implemented for the unsteady (i.e.,
time-advancement) solution in the URANS simulations. All other settings are
maintained as above. The equations are

oui

oxi
¼ 0; ð21:6Þ

and

oui

ot
þ uj

oui

oxj
¼ � 1

q
op

oxi
þ t

o2ui

ox2
j

� uJ
oui

oxj
: ð21:7Þ

The flow properties are disintegrated into their mean and fluctuating compo-
nents and integration over time (i.e., time-averaging) is performed for the RANS
approach. The difference between steady-state and unsteady RANS is that an
addition unsteady term is present in the later.

For LES simulation, the dynamic Smagorinsky-Lily sub-grid scale (SGS) model
is selected. Bounded central differencing scheme for momentum, 2nd order time-
advancement and 2nd order upwind for energy and species transport equations are
chosen. PRESTO and SIMPLEC are employed for pressure and pressure–velocity
coupling, respectively. Convergences at 1 9 10-3 for the scaled residual are set. A
dimensionless time-step of 2.5 9 10-3 is chosen. The LES equations are

oui

oxi
¼ 0; ð21:8Þ

and

oui

ot
þ uj

oui

oxj
¼ � 1

q
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o2ui

ox2
j

� osij

oxj
: ð21:9Þ
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The over-bar signifies spatial filtering, and not time-averaging as is the case of
RANS. It is worth identifying that the filtered (i.e., LES) momentum equation is
similar to the RANS equation. The spatial-filtering is an integration just like time-
averaging, the difference being that the integration is in space and not over time as
in the case of RANS.

All simulations were performed in parallel on an Intel� Xeon� workstation
(4 CPU processors). Further details regarding the different numerical schemes can
be obtained from FLUENT� user manual [14].

21.2.3 Pollutant Dispersion

The advection–diffusion (AD) method is employed for modeling the dispersion of
pollutants species and FLUENT� computes it as follows for turbulent flows:

J ¼ � qDþ lt

Sc

� �
rY : ð21:10Þ

Where D is the molecular diffusion coefficient for the pollutant in the mixture,
lt is the turbulent eddy viscosity, Y is the mass fraction of the pollutant, q is the
mixture density. Line sources are used to model the release of traffic exhaust and
are simulated by ear-marking sections of the volume in the geometry and
demarcating them as source volumes, with Sulfur hexafluoride (SF6) discharged at
a rate of Q ¼ 10 gs�1, acting as the pollutant species.

The position of the line sources in the WT setup and computational domain are
presented in Fig. 21.2.

21.3 Results and Discussion

21.3.1 Steady-State Versus Transient Solution (RANS versus LES)

First, mean solution obtained by the conventional steady-state RANS are com-
pared to LES in order to demonstrate the necessity for resolving the transience for
the flow field within the street canyon.

The normalized concentration of pollutant concentration at the leeward wall
(Wall A) and windward wall (Wall B) are compared to WT measurement as
illustrated in Figs. 21.3 and 21.4.

In Fig. 21.3, it can be seen that LES reproduces the pollutant concentration
distribution much better than the 2 steady-state RANS turbulence models. This is
particularly evident in the vicinity of the centerline y=H ¼ 0ð Þ at both walls,
where the maximum concentration occurs and is determined to be the most critical
zone especially when considering pedestrian exposure.
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The quantitative comparison of the vertical concentration profiles along dif-
ferent locations on the leeward and windward walls are illustrated for the 2 CFD
techniques in Fig. 21.4. LES not only predicts much better than RANS, but pro-
vides more consistent results in relation to WT data. It predicts well for all
locations along the leeward wall and only slightly overpredicts along the windward
wall. The standard k-e and RSM on the other hand have varying degree of accu-
racies at different locations, overpredicting at some locations and underpredicting
at others.

Figure 21.5 demonstrates the mean normalized velocities and pollutant con-
centration contours along the mid-plane y=H ¼ 0ð Þ within the street canyon.

Fig. 21.2 Position of line sources a sketch, b computational domain (FLUENT) and c wind
tunnel (CODASC database)

Fig. 21.3 Mean concentration profiles along the leeward wall (Wall A) and windward wall
(Wall B) obtained by RANS, LES and WT
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RANS turbulence models predict an accumulation of pollutant towards the
leeward walls; whereas LES reproduces a better spread and this can be explain by
the fact that it resolves the turbulent mixing within the canyon by accounting for
the inherent fluctuations in the flow field as further illustrated in Fig. 21.6 for the
wall concentrations.

Flow variables are shown to vary significantly over time and LES is able to
capture pockets of intertwining bubbles of opposing velocities.

Fig. 21.4 Mean concentration profiles at different locations along the a Leeward wall and
b windward wall comparing RANS and LES against WT experiment
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21.3.2 Transient Solution (URANS Versus LES)

It has been determined in the previous section that there is a need to resolve the
unsteadiness of the flow field within the street canyon in order to obtain accurate
predictions. Therefore, 2 transient CFD techniques, namely URANS and LES, are
evaluated in this section to determine their relative performance.

Comparison of numerical results between URANS and LES at the mid-plane of
the canyon i:e:; y=H ¼ 0ð Þ, and at the leeward (Wall A) and windward (Wall B)
walls are presented in Figs. 21.7 and 21.8. LES resolves the fluctuations of the
flow variables, which are shown to vary significantly over time thus capturing
transient mixing which is important to accurately predict pollutant dispersion.

URANS are only suitable for non-stationary flows such as periodic or quasi-
periodic flows involving deterministic structures (for example, they can occa-
sionally predict vortex shedding i.e., largest unsteady scales) and falls most often
short of capturing the remaining eddy scales [14]. This is because they still solve

Fig. 21.5 a Normalized vertical velocity contours and b normalized concentration contours
comparing k - e, RSM and LES
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for the mean flow equations but perform ensemble averaging instead (i.e., real-
izations of the mean flow over many instances).

The ratio of the approaching boundary layer thickness to the obstacle height
plays an important role on the resulting flow structure, especially in the separation

Fig. 21.6 Time-evolution of the normalized concentration along Wall A and Wall B at different
time, obtained by LES

Fig. 21.7 URANS against LES for unsteady simulations at different time instances showing the
mid-plane normalized vertical velocities and corresponding normalized concentrations
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Fig. 21.8 URANS against LES for unsteady simulations at different time instances showing the
wall concentration levels
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regions upstream and downstream of the obstacle. In the present study, the ratio is
d=H ¼ 5 explaining why the URANS calculations failed to detect periodic motion
within the street canyon and in the wake region behind the leeward building, thus
reproducing similar poor predictions to RANS.

There is evidence in the literature that a thick and turbulent boundary layer tends
to suppress periodic motion. For example, Castro [15] did not observe periodicity in
the wake region of a cube in a thick boundary layer, d=H ¼ 6:6 during his experi-
mental investigations. On the other hand, strong periodicity for a vertical square-
cross section cylinder with W=H ¼ 1=3 placed in a relatively smaller boundary
layer of thickness of 0.8 H was observed by Sakamoto and Haniu [16].

The present study suggests that the fluctuations dominate the flow field over a
possibly weak mean field. Unlike LES, both RANS and URANS are unable to

account for fluctuating velocity and turbulent quantities, i.e., u
0
i ¼ 0 which are

clearly seen in Fig. 21.6.

21.4 Conclusion

Three different CFD techniques, namely steady-state RANS, unsteady RANS
(URANS) and LES were employed for the simulation of airflow and pollutant
dispersion within an urban street canyon and validated against wind tunnel
experimental data, to evaluate their relative prediction performance.

It is shown that in order to accurately reproduce the flow and concentration
fields within urban street canyons, it is imperative to account for the transient
solution by resolving the internally and externally induced fluctuations on which
the dispersion of pollutants depends on.

Steady-state RANS poorly predicted the pollutant concentrations and did not
give consistent results. URANS was unable to account for the fluctuations of the
flow field, although solving for the transient solution, as it is limited to externally
induced fluctuations (i.e., periodic motion) which is absent due to the relatively
large turbulent boundary layer of d/H = 5. Therefore, although URANS is com-
paratively cheaper than LES in terms of computational cost, it is not a suitable
replacement for air pollution problems, or any other flow situation where small
scale eddies are prominent in the flow field development.

Pollutant concentrations at the leeward wall are underestimated in the RANS/
URANS simulations, while both slightly over- and under-estimate at the windward
wall.

The study also suggests that typical urban street canyon in atmospheric
boundary layer flows could be treated as statistically stationary for high d/H
parameter values since periodic flow motions are negligible. Fluctuations domi-
nate the flow field over a possibly weak mean field, supporting why LES was able
to reproduce the solutions most accurately and consistently, as it resolved the small
scale unsteady fluctuations.
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The combination of wind tunnel experimental and LES can provide viable
approach to investigate pollutant dispersion in street canyons, to obtain the nec-
essary data for assessment, planning and implementation of exposure mitigation in
urban areas.
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Chapter 22
Methodology for Extraction of Soluble
Non-Starch Polysaccharides and Viscosity
Determination of Aqueous Extracts
from Wheat and Barley

Rodica Caprita and Adrian Caprita

Abstract Cereal grains contain various amounts of non-starch polysaccharides
(NSP), which are composed predominantly of arabinoxylans, b-glucans and
cellulose. The detrimental effect of soluble NSP is mainly associated with the
viscous nature of these polysaccharides and their physiological effects on the
digestive medium. Our study had in view to investigate the influence of some
extraction conditions on the viscosity of wheat and barley aqueous extracts. Water
extract viscosities (WEV) appeared to be related to the particle size, the extraction
time and temperature, and to the time elapsed after isolation of the extract. The
experiments revealed as optimum conditions for obtaining the soluble NSP extract
from wheat and barley and for WEV determination: granulation of 0.5 mm size,
extraction temperature 40 �C, extraction time 60 min, and viscosity measurements
immediately after extract isolation.

Keywords Arabinoxylans � Barley � Dynamic viscosity � b-glucans � Non-starch
polysaccharides � Wheat
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22.1 Introduction

Polysaccharides are widespread biopolymers, which quantitatively represent the
most important group of nutrients in botanical feed. Carbohydrates constitute a
diverse nutrient category ranging from sugars easily digested by the monogastric
animals in the small intestine to dietary fibre fermented by microbes in the large
intestine [1].

Dietary fibre (DF) is now defined as food material, particularly plant material,
that is not hydrolysed by enzymes secreted by the human digestive tract but that
may be digested by microflora in the gut.

The types of plant material that are included within the definitions of DF may
be divided into two forms, based on their water solubility.

• Insoluble dietary fibre (IDF) which includes celluloses, some hemicelluloses and
lignin;

• Soluble dietary fibre (SDF) which includes b-glucans, pectins, gums, mucilages
and some hemicelluloses.

The IDF and SDF compounds, apart from lignin, are known collectively as non-
starch polysaccharides (NSP), which was one of the earlier definitions of DF.

In animal nutrition, as ‘‘non-starch-polysaccharides’’ are summarized poly-
saccharides, which cannot be degraded by endogenous enzymes and therefore
reach the colon almost indigested. Individual NSP groups have different chemical
and physical characteristics that result in various effects on physiology of intestine
and on organism in general.

Non-starch polysaccharides are principally non-a-glucan polysaccharides of the
plant cell wall. They are a heterogeneous group of polysaccharides with varying
degrees of water solubility, size, and structure.

Non-starch polysaccharides, according to Ebihara and Kiriyama [2], and Eng-
lyst and Hudson [3], refer to all carbohydrate fractions and types of dietary fibre,
with the exception of lignin, either soluble or insoluble. Included are pectic sub-
stances, hemicelluloses, celluloses and gums (guar) and mucilages [4, 5].

Cellulose, hemicellulose and pectic substances are known as plant cell wall
NSP since they comprised 80–90 % of the plant cell wall [5]. Resistant starch,
theoretically, falls outside the NSP concept, but practically it depends on the
method used to eliminate starch. Southgate [4] divided NSP in plant foods into
structural and non-structural polysaccharides. Table 22.1 illustrates major types of
NSP in plant foods.

Sasaki et al. [6, 7] classified NSPs into water-soluble and water-insoluble
fractions which delineate their functions and chemical structure [8–10]. The sol-
ubility of NSP is determined not only by their primary structure, but also by how
they are bound to other cell wall components (protein and lignin). Water-soluble
NSP have opposite effects on water binding capacity and viscosity than the
insoluble fiber fraction [7].

276 R. Caprita and A. Caprita



The water insoluble fraction include cellulose, galactomannans, xylans, xylo-
glucans, and lignin, while the water-soluble fibers are the pectins, arabinogalac-
tans, arabinoxylans, and b-(1,3)(1,4)-D-glucan (b-glucan) [11].

Cereal grains contain various amounts of non-starch polysaccharides, which are
composed predominantly of arabinoxylans (pentosans), ß-glucans and cellulose [12].
The detrimental effect of soluble NSP is mainly associated with the viscous nature of
these polysaccharides and their physiological effects on the digestive medium.

The NSP content and type differ among grains. The NSP content relative to dry
matter is lower in wheat kernel (11.4 %) than in rye (13.2 %) and barley (16.7 %).
Arabinoxylans are the predominant NSP in wheat (6–8 %) and rye (8.9 %), while
b-glucans are the predominant NSP in barley (7.6 %) [13].

b-Glucans are glucose polymers containing a mixture of b1-3 and b1-4 linkages
that make their physicochemical properties totally different from cellulose that is a
straight-chain glucose polymer with only b1-4 linkages. Barley contains a high
level of mixed-linked b-glucans (3–4 %) [14]. Barley also contains an appreciable
amount of soluble NSP other than b-glucans [15].

The structures of cereal pentosans (arabinoxylans) are composed predominantly
of two pentoses, arabinose and xylose, and their molecular structure consists of a
linear b1-4-xylan backbone to which substituents are attached through O2 and O3
atoms of the xylosyl residues [16]. Most of the arabinoxylans in cereal grains are
insoluble in water, but the arabinoxylans not bound to the cell walls can form
highly viscous solutions and can absorb about ten times their weight of water.

Soluble NSP increase the viscosity of the small intestinal chime, generally
hampering the digestion process, whereas insoluble NSP impede the access of
endogenous enzymes to their substrates by physical entrapping [17, 18].

Table 22.1 Major types of NSP in plant foods

Primary source Major
groups

Components
present

Summary of
structures

Distribution
in foods

Structural
materials of the
plant cell wall

Cellulose Long chain
b-glucans

All cell walls

Non-cellulosic
polysaccharides

Pectic
substances

Galacturonans Mainly in fruits
and vegetables

Hemicelluloses Arabinogalactans Cereals
Arabinoxylans Cereals
Glucurono-

arabinoxylans
Cereals

Glucuronoxylans Fruits and
vegetables

Xyloglucans Fruits and
vegetables

b-Glucans Cereals
Non-structural

polysaccharides
Gums,

mucilages
Wide range of

heteropoly-
saccharides

Seeds and fruits
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The anti-nutritive effect of soluble NSP is manifested through inhibition of
digestion of starch, lipid and protein in the foregut [19]. The mechanism of action
of soluble NSP is thought to involve increased viscosity of digesta which limits
contact between digestive enzymes and substrates, and contact between nutrients
and absorption sites on the intestinal mucosa [20–22].

The retention time of digesta during the passage through the gastrointestinal
tract under the presence of NSP is an important factor for digestion and absorption
of nutrients. Soluble NSP lead to a prolonged passage rate in the preceacal
digestive tract, while insoluble NSP mostly showed no or only slight influence
[23]. Soluble NSP in the form of b-glucans showed viscosity-elevating effects due
to an increased stimulation of digestive juices secretion, which was also observed
for insoluble NSP, and to their enormous water-binding capacity [24, 25]. While
most experiments examine the influence of NSP on gastric emptying, there are
only a few which consider physiological effects in the small intestine.

In addition to changed retention times in the digestive tract, the intestine
motility inhibiting effects of soluble NSP play an important role [26–28]. The
formation of a water layer between digesta and mucosa, and decreased motility
lead to a reduced contact between digestible substrate and the specific enzymes
and might cause problems involving nutrient absorption due to a reduced contact
between resorbable substrates and mucosa.

The degree of thickening when exposed to fluids depends on the chemical
composition and concentration of the polysaccharide [13]. Concentration, con-
formation and molecular weight distribution of soluble NSP is important for
rheological properties such as viscosity and gel formation.

Measurement of WEV in cereals is an indirect means of estimation of their
soluble non-starch polysaccharide content [29, 30].

Experiments were conducted to investigate the influence of some extraction
conditions: granulation, extraction temperature and time, on the viscosity of wheat
and barley aqueous extracts, and to optimize the method for obtaining the soluble
NSP extract [31].

2.2 Experimental

The water-soluble fraction was obtained without endogenous enzyme inactivation,
using a simple water extraction, with constant shaking, at three different temper-
atures: 20, 40 and 60 �C. Incubation was performed for 15, 30 and 60 min for each
temperature.

The grains were milled by a laboratory grinder to pass through a 500 lm sieve.
The extracts were obtained at a ratio of flour to deionised water of 1:2, by shaking
the mixtures at 150 rpm in a LabTech LSB-015S water bath.

The extracts were centrifuged with a Hettich 320R centrifuge for 10 min at
5,000 rpm and 25 �C.
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Following the centrifugation, an aliquot of 0.5 mL supernatant was removed
and assayed for dynamic viscosity at different times after the extract separation.
Viscosity measurements were carried out at 25 �C using a Wells Brookfield Cone/
Plate Digital Viscometer Model DVIII Cone CP-40. All results were expressed in
cP and calculated also as values relative to that of water.

22.3 Results and Discussion

First experiment studied the effect of granulation on WEV. Grinding grain samples
breaks cell walls that contain NSP (cellulose, arabinoxylans, b-glucans) that are
resistant to digestive enzymes [32, 33] and facilitates exposure of digestible
components (starch, protein) to the action of digestive enzymes. Grinding
increases the total surface relative to volume and thus exposure of nutrients to the
action of digestive enzymes is improved [34]. Grinding contributes to digestive
fluid, better mixing nutrients with digestive enzymes, and implicitly to more
efficient use of cereals [35].

WEV appeared to be related to the particle size of the meals obtained after
grinding. We studied the relationship between WEV and grain size for three
granulations: 0.3, 0.5, and 1 mm. The results of experiments show that viscosities
of aqueous extracts of wheat and barley samples have maximum values at 0.5 mm
size. At lower or higher granulation the observed viscosities are lower and
approximately equal (Fig. 22.1).

Second experiment studied the effect of extraction temperature and time on the
dynamic and relative viscosity of aqueous extracts. The influence of the time
elapsed from the extract isolation until the viscosity measurement (time after
centrifugation) on WEV was also studied. In order to observe better the variations
in viscosity values, all experiments were carried out with wheat and barley grains
milled by a laboratory grinder to pass through a 500 lm sieve.

The experimental results are presented in Tables 22.2 and 22.3. WEV values
for barley were higher than those for wheat, because of the presence of very high
molecular weight b-glucans in barley.

0

1
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0 0.3 0.5 1 mm

cP

wheat barley

Fig. 22.1 The effect of
particle size on the dynamic
viscosity of the soluble
fraction in wheat and barley
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Graphic representations of WEV obtained from wheat and barley at 20 and
40 �C (Figs. 22.2 and 22.3) reveal higher dynamic viscosities for extraction at
40 �C compared with extraction at 20 �C, NSP solubility increasing with tem-
perature in this range.

The viscosity of the extracts prepared from wheat and barley raised consider-
able when the extraction temperature was increased from 40 to 60 �C. The sig-
nificant increase of WEV at 60 �C was probably caused by the gelatinization of the
starch. The increase in WEV might be also explained by an aggregation of the
polymers. Therefore, we consider that the optimum temperature for extraction of
soluble NSP is 40 �C.

The results demonstrated that the viscosities of the water extracts increased
with the extraction time up to 60 min. The increase in viscosity with extraction
time is the result of the NSP slowly solubilizing, so we recommend an incubation
period of 60 min for a good soluble NSP extraction.

WEV values of aqueous extracts obtained at 40 �C and 60 min extraction time
show a decrease as the time elapsed from the extract isolation increased up to
60 min (Fig. 22.4). Soluble NSP were hydrolyzed by endogenous enzymes and
consequently their molecular mass was reduced. The dynamic viscosity decreased
with 22 % for barley and 17 % for wheat when measured after 60 min from the
extract isolation.

All cereal grains possess enzymes able to degrade the endosperm cell walls and
make accessible starch granules to amylolytic attack during seed germination. Low
levels of endogenous activity detectable in cereal flour [36] appear constantly
present during grain storage and may slowly degrade soluble NSP.

Careful management of endogenous activity during feed processing could
reduce or remove the need for exogenous addition. More usually, however, ther-
mal methods of feed processing rapidly destroy endogenous activities. In addition,
thermal processing encourages the release of soluble NSP.

Table 22.2 Dynamic and relative viscosities of wheat extracts

Incubation
temperature (�C)

Incubation
time (min)

Time after
centrifugation (min)

Dynamic
viscosity (cP)

Relative
viscosity (cP)

20 15 0 1.94 2.20
20 30 0 2.20 2.50
20 60 0 2.30 2.61
20 60 60 2.08 2.36
40 15 0 2.34 2.65
40 15 60 2.04 2.31
40 30 0 2.36 2.68
40 30 60 1.93 2.19
40 60 0 2.46 2.79
40 60 30 2.30 2.61
40 60 60 2.04 2.31
60 15 0 7.20 8.18
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Germination of the grains either before or after harvesting decreased b-glucan
and pentosan content and viscosity, due to the activation of endogenous enzymes.
Newly harvested wheat is often reported to cause nutritional problems in broilers.
Prolonged storage of the grains tends to reduce the b-glucan content of barley [37].

The endogenous enzyme content of barley grain was shown by Burnett [38] to
be the main reason for the differences found in the nutritive value of U.S. barleys.

Table 22.3 Dynamic and relative viscosities of barley extracts

Incubation
temperature (�C)

Incubation
time (min)

Time after
centrifugation (min)

Dynamic
viscosity (cP)

Relative
viscosity (cP)

20 15 0 2.44 2.77
20 30 0 2.64 3
20 60 0 2.74 3.11
20 60 60 2.60 2.95
40 15 0 2.80 3.18
40 15 60 2.40 2.73
40 30 0 3.11 3.53
40 30 60 2.70 3.07
40 60 0 3.32 3.77
40 60 30 2.98 3.38
40 60 60 2.60 2.95
60 15 0 6.9 7.84
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Preece and McKenzie [39] had previously identified endogenous enzyme systems
in barley grain responsible for the decrease in viscosity without an increment in
reduced sugars content; that is, these enzymes had the capacity to modify the
structure, but not the content of b-glucans. As long as barley grain has endogenous
enzyme activity, there could be a transformation from soluble to insoluble
b-glucans (with a concomitant decrease in viscosity). Thus, the existence of endo
1-3 b-glucanase activity in barley is possible.

22.4 Conclusion

The experiments revealed as optimum conditions for obtaining the soluble NSP
extract from wheat and barley and for WEV determination:

• granulation of 0.5 mm size
• extraction temperature 40 �C
• extraction time 60 min
• viscosity measurements immediately after extract isolation.
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Chapter 23
Selective Ti-Based Homogeneous Catalyst
for Ethylene Dimerization Using New
Haloethane Promoters and Electron
Donor Ligands

Seyed Hamed Mahdaviani, Davood Soudbar and Matin Parvari

Abstract This research deals with investigation of the effects of two haloethanes
as new promoters and two electron donor compounds as suitable ligands in the
presence of triethylaluminum (TEAl) as activator for ethylene dimerization to
1-butene. We first compared effects of tetrahydropyran (THP) and 2,5-dime-
thoxytetrahydrofuran (2,5-DMTHF) as donor ligands on the catalyst performance
in the absence of promoters. The experimental results showed that in general the
performance of the catalyst system containing 2,5-DMTHF was better than that
containing THP in the selected reaction conditions. Then, the effects of chloro-
ethane (CE) and bromoethane (BE) as new promoters were examined on the
Ti(OC4H9)4/TEAl/2,5-DMTHF catalyst system over a very wide promoter/Ti
molar ratio. The data obtained from the relevant experiments showed that ethylene
conversion, overall selectivity to 1-butene, and yield of reaction were all higher for
the CE compared to BE in the aferomentioned catalyst system. The further
postulations were drawn for elucidation of the suitable effect of these promoters.
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23.1 Introduction

Linear a-olefins (LAOs) such as 1-butene, 1-hexene, and 1-octene are important
co-monomers for the production of linear low-density polyethylene (LLDPE) or
high-density polyethylene (HDPE), PVC plasticizers, alcohols, aldehydes, car-
boxylic acids, and detergents. LAOs are predominantly produced by metal-cata-
lyzed oligomerization of ethylene, which usually leads to a mathematical
distribution of a-olefins like the Schulz-Flory or Poisson with different chain
length that frequently does not match the market demand and provides a serious
challenge to subsequent separation processes to economically obtain the specific
desirable LAOs [1, 2]. Increasing the selectivity of these processes by developing
better catalysts is therefore one of the major challenges. Accordingly, there is a
driving force behind the multiple endeavors to perform the scientific investigations
and the industrial developments for finding new catalytic systems in the selective
di-, tri-, and tetramerization of ethylene that leads to the production of the certain
LAOs (1-butene, 1-hexene, and 1-octene) [3–5].

1-butene, a basic petrochemical building block of captive requirements, is the
first member of LAOs. Although the properties of LLDPE (for example tear
resistance) prepared by using 1-hexene and 1-octene as co-monomers is superior to
the properties of LLDPE prepared by using 1-butene as co-monomer [6], but
conventional full range producers of LAOs have to meet a formidable challenge to
match the market demand. On the basis of a scientific report, the average annual
increase in demand for 1-butene is 5.3 % from 2006 to 2020 even more than
estimated average annual growing rate for 1-hexene production (i.e. 4.7 %) [7].
Since 1-butene is a versatile chemical intermediate to a wide variety of the
industrial products with a desirable price, a considerable amount of research effort
has been dedicated both recently and in the past to the development of the
improved ethylene dimerization processes [7–9]. On the other hand, the dimer-
ization of ethylene has been of great interest from both academic and technological
viewpoints, since there are a number of different processes that can happen during
the reaction, some of which lead to isomers of 1-butene, linear oligomer formation,
and polymeric products [10, 11]. By investigation of previously reported studies,
two mechanisms for the ethylene dimerization are more valuable: (1) The bime-
tallic Titanium-Aluminum complex that was proposed by Angelescu et al. [8, 12].
It has been depicted in Fig. 23.1. (2) Cyclic intermediate mechanism which pro-
ceeds by four steps involving the complexation of two molecules of ethylene on a
titanium atom affording a Ti(IV) cyclopentane intermediate species. Subsequently,
it is converted to the p-bonded 1-butene complex via b-H transfer and indeed
reductive elimination is occurred. Finally, Ti species are regenerated [12]. This
mechanism has been shown in Fig. 23.2.

Generally, the process of ethylene dimerization is conducted in liquid phase
with the homogeneous catalytic system e.g. Ti(OC4H9)4–Al(C2H5)3-modifier (an
electron donor compound) [7]. Ti(OC4H9)4 is the main catalyst [12]. TEAl is an
activator which can release free coordination sites in titanate complex and generate
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one or more Ti–C bonds by exchanging its ethyl groups with the butoxide groups
of the titanate complex [12]. It also enhances the dimerization rate and has a
profound effect on the course of the reaction. Usually, the catalyst modifiers are
polar additives (such as tert-phosphine, phosphate, amine, and cyclic ether) which,
when added to the catalyst system, provide better selectivity for the reaction.

Fig. 23.1 Dimerization of ethylene to bimetallic titanium–aluminium complex

Fig. 23.2 Schematic representation of the cyclic intermediate mechanism
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The modifiers influence the mode of linkage of ethylene molecules and inhibit the
formation of heavy compounds [9]. Several studies were conducted to elucidate
the necessary characteristics of these ligands to catalyze the selective dimerization
[9, 11, 12].

Promoters, which almost always are halide compounds, have been extensively
studied in tri- and tetramerization of ethylene [13–17]. The promoters play an
important role in assisting the central metal of the relevant catalyst system to
achieve high selectivity in favor of formation of the desired product and high
catalytic activity [16]. This account is based on the findings of research studies of
Yang et al. [13] and Chen et al. [15]. They reported that the addition of geminal
chloro compounds and halides to the catalyst systems at ethylene trimerization and
tetramerization reactions resulted in significant improvement of selectivity to 1-
hexene and 1-octene, respectively.

To our knowledge, there is not any report in literature on the use of halocom-
pounds as promoters for titanium-based catalysts in homogeneous ethylene dimer-
ization reactions. In our previous research work, we introduced 1,2-dichloroethane
(DCE) to be a suitable vicinal chloro compound for use in the ethylene dimerization
reaction [18]. This result indicated that promoters suitable for the titanium-catalyzed
ethylene dimerization are different from those suitable for chromium-based catalysts
in the tri- and tetramerization of ethylene. Also in another study, we could find
another new promoter i.e. ethylene chlorobromide which was effective in combi-
nation with 2,5-dimethoxytetrahydrofuran (2,5-DMTHF) as electron donor com-
pound for production of 1-butene in the dimerization of ethylene [19].

In the present study, we first compared effects of two electron donor ligands i.e.
tetrahydropyran (THP) and 2,5-DMTHF as modifiers on the homogeneous
Ti(OC4H9)4/TEAl catalyst system. The experimental results showed that the
performance of the catalyst system containing 2,5-DMTHF was generally better
than that containing THP. Then we proceeded to investigate the influences of the
addition of two halohydrocarbons to the Ti(OC4H9)4/TEAl/2,5-DMTHF catalyst
system in the various molar ratios of promoter/Ti. Indeed, this paper is the
extended of our recent study [20] with more details of our results.

23.2 Experimental

23.2.1 Materials and Instruments

2,5-DMTHF, THP, CE (2 M solution in diethyl ether), and BE were purchased
from Merck. TEAl was obtained from Crompton Chemicals and was diluted to a
0.5 M solution in heptane before use. n-Heptane was distilled from anhydrous
sodium carbonate under dry nitrogen and stored over pre-activated molecular
sieves (4 Å) until its water content was below 1 ppm. Other chemicals were
obtained commercially and used as received.
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A 1-L double-walled stainless steel büchi pressure reactor equipped with an
external circulation bath for temperature control, a magnetically driven mechanical
stirrer for saturation of inlet gas in the liquid phase, an internal thermocouple, gas
inlet and outlet ports, and a liquid sampling port was used. The reactor was set up
with a büchi multi channel data system (BDS MC) to display and record the
temperature, pressure, and stirrer speed profiles with reaction time. A schematic
representation experimental set-up used in this research is depicted in Fig. 23.3.

Gas chromatography with flame-ionization detector (GC/FID) analyses of
reaction products were carried out on a Varian 3800 chromatograph using a CP Sil
8 capillary column (25 m 9 0.53 mm). The column oven temperature of the GC
was programmed to run from 40 to 280 �C at a rate of 10 �C/min.

A TA4000 system differential scanning calorimeter (DSC) was used for exact
identification and characterization of the polymers formed in certain runs based on
the thermal properties (i.e. melting and degradation behavior and degree of
crystallinity). The DSC measurements were recorded during second heating/
cooling cycle with the heating rate 10 �C/min.

Fig. 23.3 Schematic set-up of the büchi reactor used in this study
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23.2.2 Reaction Procedure and Product Analysis

All manipulations involving air- and moisture-sensitive materials have been per-
formed under atmosphere of dry nitrogen using standard Schlenk techniques.

Before conducting a catalytic batch experiment, the reactor was heated to
100 �C for an hour to eliminate traces of water, air, and impurities. Then, it was
cooled to ambient temperature and was swept with dry nitrogen for 30 min.
Thereafter, the reactor was charged with 400 ml of n-heptane as solvent to provide
sufficient liquid height to ensure successful operation of the gas entrainment stirrer
for both mass and heat transfer. Subsequently, the reactor was heated to a tem-
perature lower than the desired temperature. It is noteworthy that the internal
temperature of the reactor was adjusted to a level 4–6 �C lower than the desired
value because of the highly exothermic character of ethylene dimerization. Eth-
ylene was then introduced into the reactor to the desired pressure. The temperature
inside of the reactor was controlled using cooling fluid, if required. Then, the
calculated quantities of Ti(OC4H9)4, TEAl, ligand, and promoter were immedi-
ately injected into the reactor. At this moment, agitation was started. The speed of
the stirrer was initially set to 900 rpm. As the reaction progressed, a drop in the
ethylene pressure was observed. The speed of the stirrer was also reduced with
increasing reaction time.

The volume of ethylene introduced through the inlet was measured using a
Brooks mass-flow controller (MFC). Also, the total volume of gaseous compo-
nents was measured by means of a gas flowmeter. After the dimerization was
allowed to proceed for 0.5 h, the reaction was terminated by switching off the gas
entrainment stirrer and the products were withdrawn.

A gas sample was collected in a 150 ml stainless steel bomb and then was
analyzed by GC-FID. A liquid sample was distilled to remove catalyst and TEAl.
Finally, a sample was analyzed with GC-FID. The polymers formed in certain runs
were removed, washed with hexane, dried in a vacuum oven at 100 �C, weighed,
and ultimately characterized by differential scanning calorimetry (DSC). The
melting and degradation points were measured as 129 and 221 �C, respectively,
and the degree of crystallinity was 57 %. It was found that the polymers formed
were polyethylene (PE).

The conversions and product selectivities were evaluated from the mass balance
for ethylene consumption based on measured values from the MFC, flowmeter and
GC analyses of the gaseous and liquid products, the liquid product weight and the
gas volume.

The yield of the reaction was calculated as:

Yield %ð Þ ¼ ethylene conversion %ð Þð Þ � overall selectivity to 1� butene %ð Þð Þ
100

ð23:1Þ
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23.3 Results and Discussion

23.3.1 Comparison of Two Electron Donor Ligands

In present work, we first examined the influence of 2,5-DMTHF and THP as
modifiers under selected operating conditions. Table 23.1 lists the effects of these
electron donor ligands on the properties of the Ti(OC4H9)4/TEAl/ligands catalyst
systems. Fig. 23.4 is a schematic chemical structure of the electron donor com-
pounds as modifiers.

As shown in Table 23.1, the performance of the Ti(OC4H9)4/TEAl/2,5-DMTHF
catalyst system is better than Ti(OC4H9)4/TEAl/THP catalyst system in terms of
conversion and yield in the selected operating conditions. A slight decrease of
overall selectivity to 1-butene in the catalyst system containing 2,5-DMTHF
compared with that containing THP may be probably due to inductive electron-
withdrawing effect of two methoxy groups on the oxygen atom of THF ring which
leads to the decrease of oxygen atom basicity of THF ring and consequently the
coordination power of 2,5-DMTHF ligand over titanium active center is decreased
and Ti(IV) complex is not well stabilized. It is also necessary to mention that a
considerable feature obtained from our results for two aforementioned catalyst
systems was the enhancement of PE produced in the catalyst system containing
2,5-DMTHF about 5-10 mg. This disparity in the results obtained may conceiv-
ably be due to reaction of the methoxy moiety of the ligand with the TEAl
co-catalyst which is a Lewis acid [21].

From examination of the results in Table 23.1, it was apparent that the increase
of ligand/Ti molar ratio from 2 to 4 led to increases in ethylene conversion,
1-butene selectivity and yield to a maximum value. However, when the ligand/Ti

Table 23.1 The effects of electron donor ligands on the ethylene dimerization

No. L* symbol L/Ti (mol/mol) Con. (%) Overall selectivity
to product (%wt)

PE (mg) Yield (%)

1-C4 Oligomers

1 2 72.24 74.77 25.23 45 54.00
2 3 74.82 75.32 24.68 40 56.35
3 (a) 4 77.45 75.90 24.10 32 58.78
4 5 75.38 74.96 25.04 45 56.50
5 6 70.66 73.62 26.38 50 52.00
6 2 71.88 74.86 25.14 40 53.81
7 3 73.55 75.41 24.59 35 55.46
8 (b) 4 76.12 76.10 23.90 30 57.92
9 5 74.90 75.20 24.80 35 56.32
10 6 70.22 73.97 26.03 40 51.94

Reaction conditions: reaction temperature: 55 �C, initial pressure of ethylene: 25 bar, reaction
time: 45 min, solvent: n-heptane, Al/Ti = 4 molar ratio
* L is ligand (modifier)
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molar ratio was further increased, the values fell. This is expected since any excess
ligand can interfere with the formation of the active Ti species or may prevent
coordination of ethylene at the active dimerization sites [19].

23.3.2 Effect of CE and BE as New Efficient Promoters
in the Ethylene Dimerization

Based on the four-membered homogeneous titanium catalyst system
[Ti(OC4H9)4)/2,5-DMTHF/TEAl/halide compound], effects of CE and BE as
haloethanes with various molar ratios of haloethane/Ti on ethylene conversion,
overall selectivity to 1-butene, and yield were investigated. The results are sum-
marized in Table 23.2.

According to the Table 23.2, it is apparent that an increase of halide/Ti molar
ratio until 6 resulted in a continuous enhancement of ethylene conversion, overall
selectivity for 1-butene, and yield (runs 12–17 and 23–28). Further augmentation
of halide/Ti molar ratio had a negative effect on the catalytic performance (runs
18–21 and 29–32). The detrimental effect of halide/Ti at high molar ratios is due to
a coordinative loading of the active sites by more than one halide per metal atom
and thus it leads to the preventing ethylene coordination [13, 15]. On the other
hand, this trend can be rationalized that any excess promoter may interfere with the
formation of the active Ti species or by over-reduction of active Ti species [18,
20]. From Table 23.2, it is seen that conversion, overall selectivity for 1-butene,
and yield (respectively 86.10, 83.12, and 71.56 %) in the optimum molar ratio of
halide/Ti equal to 6 of the catalyst system containing CE is better than of a
corresponding BE. This result can be likely attributed to the steric environment of
the Br atoms around the catalyst center [15]. It is proposed that since the spatial
encumbrance of BE is greater than CE, it can suppress the process of facile
coordination and repetitive insertion of ethylene molecules at the metal center.
Also, the steric hindrance of the Br atoms is responsible for a decrease in the
amount of b-hydrogen transfer process and hence the liberation of the dimer from
the active sites. Indeed, considering that the coordination ability of the bromo
group towards the central metal of the catalyst may be stronger than the coordi-
nation ability of the chloro group towards the central metal of the catalyst [16, 22],
it may be suggested that the better improvement effect of chloride on both the
ethylene conversion and the overall selectivity to 1-butene is due to more suitable
coordination ability with titanium center.

(a) (b)

OFig. 23.4 Schematic
chemical structure of electron
donor ligands. a 2,5-DMTHF,
b THP
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With more depth investigation on the remarkable effect of CE in the afore-
mentioned catalytic system, the following concluding remarks can be drawn:

Generally, because of compatibility of aluminum alkyls and chlorinated
hydrocarbons, an electrophilic process generating what may be looked on as a
carbonium counter ion pair, a free carbonium ion, or a well-defined polar complex
Et3Al ? RX� [R]+ [Et3AlX]- (1) (at this complex X represents Cl group) which
then may react further depending on the reaction conditions and the nature of
reactants [23]. Indeed, owning the acidity of TEAl and nature of CE and with
polarization of the C–Cl bond, the compatible polar complex (1) is generated at
reaction media which its chemical property and consecutive specific interaction in
a head-on orientation toward metal center of the catalyst system may cause
monomeric TEAl is released [13]. Considering the fact that the conventional
homogeneous catalyst system of ethylene dimerization is a dual functional catalyst
system, monomeric TEAl can modify spatial and electronic properties of Ti active
sites giving concomitant generation of the increased number of these active

Table 23.2 The effects of promoters on the ethylene dimerization

No. P* P/Ti (mol/mol) Con. (%) Overall selectivity to product (%wt) PE (mg) Yield (%)

1-C4 Oligomers

11 0 77.45 75.90 24.10 30 58.78
12 1 79.41 77.47 22.53 27 61.52
13 2 80.66 78.66 21.34 25 63.45
14 3 81.93 79.52 20.48 22 65.15
15 4 83.14 80.72 19.28 20 67.11
16 CE 5 84.88 81.85 18.15 15 69.47
17 6 86.10 83.12 16.88 10 71.56
18 7 85.15 82.34 17.66 15 70.11
19 8 82.56 80.80 19.20 20 66.71
20 9 78.22 77.83 22.17 25 60.88
21 10 73.60 74.10 25.90 30 54.54
22 0 77.45 75.90 24.10 30 58.78
23 1 79.00 76.33 23.67 27 60.30
24 2 80.50 77.10 22.90 25 62.06
25 3 81.77 78.15 21.85 22 63.90
26 4 82.83 79.24 20.76 20 65.63
27 BE 5 84.43 80.17 19.83 17 67.69
28 6 85.90 81.16 18.84 14 69.71
29 7 84.14 80.64 19.36 18 67.85
30 8 81.91 78.12 21.88 25 63.99
31 9 78.11 75.82 24.18 30 59.22
32 10 73.40 72.45 27.55 35 53.18

Reaction conditions: reaction temperature: 55 �C, initial pressure of ethylene: 25 bar, reaction
time: 45 min, solvent: n-heptane, Ti(IV)/2,5-DMTHF/TEAl molar ratios = 1:4:4
* P is promoter
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species whereby the dimerization component of dual functional catalyst is pro-
voked and finally amounts of polymeric compounds are suppressed. As another
proposal, the suitable coordination ability may exist between chloro group of CE
and central titanium of five-membered Ti metallacyclic transition state which may
generate a specific structural arrangement of catalyst system at reactional mixture
[20]. Therefore, the chemical micro-surrondings of titanium center in the catalyst
system is changed. This geometric regulation stabilizes titanium cationic complex
in a higher oxidation state which is responsible for the ethylene dimerization and
production of 1-butene.

The exact geometric structures of possible molecular complexes between the
halogen groups of the promoters used and the titanium center of the catalyst in the
reaction media should be detected by strong experimental evidence such as X-ray
crystallographic analysis and variable-temperature NMR spectroscopy. Also,
spectroscopic in situ measurements would certainly be preferable, but are not
straightforward due to the paramagnetic nature of titanium complexes and the fast
reaction. However, in order to elucidate the detailed mechanism of ethylene
dimerization in the catalytic cycle at presence of promoters, more extensive
research and studies by quantum chemistry calculations and density functional
theory (DFT) modeling are still needed.

23.4 Conclusion

In this research, we first investigated the effects of two electron donor compounds
as modifiers on the catalytic performance of the ethylene dimerization reaction. In
general with comparison of yields calculated, 2,5-DMTHF gave a better perfor-
mance than THP in the catalyst system. Then, we found the addition of a small
amount of halohydrocarbon as promoter had a significant effect on the relevant
catalytic system. Comparative studies showed that the CE-promoted [Ti(OC4H9)4/
TEAl/2,5-DMTHF] catalyst system was very active and selective for the dimer-
ization of ethylene.
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Chapter 24
Distribution of the Distance Between
Receptors of Ordered Micropatterned
Substrates

Zbigniew Domański and Norbert Sczygiol

Abstract We study the statistics of equally spaced pairs of receptors on a family
of ordered flat microsubstrates whose adhesive centers form regular tessellations.
We establish relationship between the symmetry of substrates and the probability
density of the end-to-end polymer separation in terms of the so-called Manhattan
distance.

Keywords Distance distribution �Micropatterned substrates � Polymer adhesion �
Surface chemistry � Tessellations � Zigzag path statistics

24.1 Introduction

Adhesion of polymers to metal and ceramics surface is the subject of extensive
theoretical and experimental studies. It is mainly due to such industrial applications
as composite manufacturing, electronic packaging or production of demanding anti
corrosive coatings. In this context the adherence using micropatterned nanosub-
strates is an important engineering problem, with very diverse applications ranging
from chemical processing to biological applications. Biopolymers play an impor-
tant role in the exploration of complex-polymer-adhesion processes. Detailed
knowledge of the attachment of biopolymers to different substrates is desirable to

Z. Domański (&)
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numerous biotechnologies, such as the fabrication of nanostructures for biomedical
applications [1].

The polymer adhesion depends not only on chemical and physical factors. The
structure of polymer-solid interfaces is modulated by the relative positions of
substrate uptake centers and polymer sticker groups. Therefore, the geometric
characteristics like surface topography and topology also come into the picture [2].
From the mathematical point of view a substrate receptor group can be represented
by the nodes of an appropriate flat lattice. The geometrical properties of lattices
still attract much attention, mainly due to progress in the fields of applied
information theory, computer science, statistical physics, biology, and nanotech-
nology. It is interesting to note that the micropatterned substrates are built with the
use of methods borrowed from the semiconductor industry [3, 4]. Such methods
generally employ the fabrication of highly ordered microscale structures [5, 6].
A very recent and challenging advancement in this field deals with protein-based
programming of quantum nanostructures, as e.g. the self-assembly of quantum dot
complexes using nanocrystals capped with specific sequences of DNA [7].

The objective of this work is the theoretical analysis of the polymer adhesion in
terms of polymer sticker groups and substrate receptor groups [8]. The problem we
consider is the polymer chain trapped by the receptors placed within the nodes of an
ordered lattice. In order to enhance the adhesion to the substrate our polymer is
functionalized by addition of specified stickers to its ends [9]. In the proximity of the
substrate’s surface the functionalized polymer feels an attractive, non-homogenous
electrochemical potential generated by the receptors. In such circumstances the end
points of the polymer do not move freely. They are forced to slide mainly between
the nodes, and thus their trajectories resemble zigzag lines. We focus our analysis on
the distribution of distances between the end points of the polymer trapped on the
ordered surface depending on the surface’s symmetry. Because of the already
mentioned zigzag-like-shaped trajectories we think that the Euclidean norm is not
appropriate to measure the distance traveled by the sticker. Instead of the Euclidean
norm the end-point-path lengths are measured in terms of the Manhattan distances.

24.2 Theory and Methodology

In this section, we present an approach we use to calculate, for a given finite substrate,
the number of pairs of receptors that are separated by a prescribed distance.

24.2.1 Technological Aspects

In the field of biotechnology micropatterned substrates serve as tools for the
creation of novel biologically-inspired materials and for studying mechanisms of
cell function [6, 10–12]. The mechanical properties of the substrate to which
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polymers adhere mediate many aspects of polymer physicochemical function,
as e.g. the DNA ability to take up different signaling molecules. Current efforts to
understand the efficiency of adhesion are focused on the surface engineering
aspects, whereas the influence of the substrate-receptor-group symmetry is less
pronounced and sometimes ignored.

24.2.2 Substrate Space Geometry

Artificial substrate surface architectures employ the lattices which have edges and
vertices formed by a regular tiling of a plane, so that all corners are equivalent. For
instance in biomedicine, in the context of micropatterned substrates the so-called
Archimedean lattices [13] are of special interest. This is because the patterns of
extracellular matrix proteins of varying geometries modulate the organization of
cells grown on the patterns. Three of the Archimedean lattices: triangular, square
and hexagonal are drawn in a plane such a way that all faces are the same whereas
the remaining eight lattices need more than one type of a face. The former lattices
belong to the regular tessellations of the plane and the latter ones are called
semiregular lattices. Another important group of lattices contains dual lattices of
the Archimedean ones. The given lattice G can be mapped onto its dual lattice DG
in such a way that the center of every face of G is a vertex in DG, and two vertices in
DG are adjacent only if the corresponding faces in G share an edge. The square
lattice is self-dual, and the triangular and hexagonal lattices are mutual duals. The
lattices are labeled according to the way they are drawn [13]. Starting from a given
vertex, the consecutive faces are listed by the number of edges in the face, e.g.
a square lattice is labeled as (4, 4, 4, 4) or equivalently as (44). Consequently, the
triangular and hexagonal lattices are (36) and (63), respectively. Other, frequently
encountered lattice is (3, 6, 3, 6)—called Kagomé lattice. In some ways these four
lattices are representative to study polymer adhesion problems in two dimension.
The regular lattices form pairs of mutually dual lattices and also share some local
properties as e.g. the coordination number z being the number of edges with
common vertex. One of the most interesting lattices in two dimension is the
Kagomé lattice. Each its vertex touches a triangle, hexagon, triangle, and a hexa-
gon. Moreover the vertices of the lattice correspond to the edges of the hexagonal
lattice, which in turn is the dual of a triangular lattice. The Kagomé lattice is also
related to the square lattice, they have the same value, z = 4, of the coordination
number. The regular lattices and the Kagomé lattice are presented in Fig. 24.1.

24.2.3 The Manhattan Distance

Many questions lead to a problem of the analysis of properties of random walk
path and end-to-end distances distributions on regular networks [14, 15]. Examples

24 Distribution of the Distance Between Receptors 299



include, but are not limited to, material science or biology. For instance, in the
field of computer science an important problem concerns the allocation of
processors to parallel tasks in a grid of a large number of processors. This problem
relays on the nontrivial correlation between the sum of the pair-wise distances
between the processors allocated to a given task and the time required to complete
the task [16].

The common question of the above mentioned problems is how many pairs of
points separated by a given number q of steps can be found in a bounded region of
a two-dimensional lattice. Such number q is referred to as the so-called Manhattan
distance.

More specifically, because the distance should be measured in terms of a
process and its activities, therefore functional distance should take into account the
symmetry of the underlying lattice. A distance measure that accounts for the
symmetry can be constructed around the p—norm

xk kp¼
X

i¼1;...;n
xij jp

� �1=p
: ð24:1Þ

For p = 2 we have the familiar Euclidean norm and for p = 1 we get the
Manhattan norm also called the taxicab norm.

This definition is equivalent to the definition of the distance between nodes in
the graph that represents the lattice, i.e. the distance between two nodes u and v in
a graph is the length of the shortest path from u to v.

(a) (b)

(c) (d)

Fig. 24.1 Two dimensional
lattices used in this work.
They are represented by
tessellations with: a square,
b triangular, c hexagonal, and
d Kagomé symmetries. For
all tessellations the receptors
are identified by the nodes.
The edges form the shortest
allowed paths between the
pairs of receptors
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24.2.4 Graph Theory Approach

Graphs are useful for representing networks. In this subsection, we briefly present
some definitions and background on the graph theory and the method that we use to
count the pairs of substrate’s nodes separated by a given value of the Manhattan
distance. This question belongs to an ample class of the combinatorial properties of
Archimedean lattices. It is efficient to study such properties by using tools provided
by the graph theory. To do this we map an ordered micropatterned substrate onto a
finite, connected graph G(V, E) whose vertices (nodes) vi=1,…,n[V represent recep-
tors, n is the number of vertices in G. Two vertices are adjacent if they are connected
by an edge in E. A walk is a sequence of vertices each of which is adjacent to the
previous one. If all vertices are distinct the walk is called a path. The length of a path
is the sum of the lengths of all component edges. Since our graph represents the
Archimedean lattice then all its edges have the same length and, consequently, the
path length is given by the number of visited edges.

An useful concept in the graph theory is the correspondence between graphs
and so-called adjacency matrices, sometimes called connectivity matrices. An
adjacency matrix AG of G is the n 9 n matrix whose entries (AG)ij = 1 if vi and vj

are adjacent and zero otherwise. An adjacency matrix is very convenient to work
with. For instance, let AG

k = AG…AG be the k-times matrix product of AG, then
(AG

k )ij is the number of walks of the length k from vi to vj in G.
Our approach consists of two steps:

• with the help of the family of matrices AG
k , each pair of nodes is assigned the

smallest value of k so that the corresponding entry of AG
k is nonzero;

• for each value of k we count the number of pairs of nodes related to this value.

Since the graph is finite, this approach yields a partition of Manhattan distances.

24.3 Results

We present the detailed calculations of distance distributions for three regular
tessellations and for the Kagomé lattice.

24.3.1 Square Lattice

First we analyze the square lattice of receptors with the lattice constant a : 1.
Without loss of generality, let us assume that the substrate has the shape of a square
whose side contains L nodes. Thus, the maximum value of the end-to-end distance
qmax = 2(L - 1) corresponds to two pairs of receptors located in the opposite
corners of the substrate. On the other hand qmin = 1 is related to the number of pairs
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of nodes connected by edges of the substrate. Each of the L rows and columns
contain L–1 edges and this means that there are 2L(L–1) such distances. Following
the approach described in Sect. 24.2.4 we obtain an expression that describes the
number N(L, q) of distances q within the square-shaped substrate

N L; qð Þ ¼
2Lq L� qð Þ þ 1

3 q2 � 1ð Þq; q� L;
1
3

2L� qð Þ2�1
h i

2L� qð Þ; L\q� 2ðL� 1Þ:

8<
: ð24:2Þ

In Fig. 24.2 we show N(L, q) for different values of L. Equation (24.2) can be
written in the form of the probability distribution function of distance with the help
of the normalization condition, namely

P L; qð Þ ¼ 2
L2 L2 � 1ð ÞN L; qð Þ: ð24:3Þ

Probability distribution function Eq. (24.3) is useful for small substrates. When
L grows significantly an appropriate description is based on the concept of
probability density function. The probability density function can be introduced as
follows. Let a � 1! ~a ¼ 1=L, thus all distances are scaled by the factor 1/L. Due
to this scaling, P(L, q) Eq. (24.3) is replaced by the probability distribution
function ~P1=L xq

� �
for the discrete set of distances

xq = q/L in the unit square with the step 1/L, i.e.

Fig. 24.2 Distribution of the
receptor–receptor distance for
the square lattice related to
two values of the substrate’s
length L. The lines are drawn
using Eq. (24.2) and they are
only visual guides
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~P1=L xq

� �
¼ 2

3 L� 1=Lð Þ�

6xq 1� xq

� �
þ x3

q � xq=L2; xq� 1;

2� xq

� �3� 2� xq

� �
=L2; 1\xq� 2� 2=L:

( ð24:4Þ

Keeping only terms of the order 1/L in Eq. (24.4) we approximate ~P1=L xq

� �
by

g(xq)dxq with dxq = 1/L. In the limit of L ? ?, g becomes the probability density
function of Manhattan distance inside the unit square

g xð Þ ¼
4x 1� xð Þ þ 2

3 x3; x� 1;
2
3

2� xð Þ3; 1\x� 2:

8<
: ð24:5Þ

Function g(x) Eq. (24.5) is presented in Fig. 24.4.

24.3.2 Deformed Square Lattice

Here we analyze the case of the substrate with square symmetry of the underlying
receptor’s group, whose shape has been changed, for example, under the influence
of shear stress as illustrated in Fig. 24.3.

Assume that we start from the unperturbed square-shape substrate and then we
smoothly increase the stress. Under a sufficiently strong deformation the path
between at least one pair of nodes appears. The distance along this path will be
shorter than that in the original substrate. Thus, shear deformations shift the mean
value of the distribution of distances toward the smaller value in comparison with
nonstressed substrates, as it is seen in Fig. 24.4. Below we present formulas
obtained for heavily distorted substrate, i.e. under shear stress generating an
effective triangular symmetry among the node’s positions. The number of
distances Eq. (24.2) takes the following form

Fig. 24.3 Deformation of the square reduces the diagonals marked by dashed lines
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N L; qð Þ ¼
q L� qð Þ 3L� qð Þ þ 1

6
q2 � 1
� �

q; q� L;

1
6

2L� qð Þ2�1
h i

2L� qð Þ; L\q� 2 L� 1ð Þ:

8><
>:

ð24:6Þ

The corresponding probability density function of distance Eq. (24.5) now is
given by

g xð Þ ¼
2x 1� xð Þ 3� xð Þ þ 1

6
x3; x� 1;

1
6

2� xð Þ3; 1\x� 2:

8><
>:

ð24:7Þ

The probability density functions Eqs. (24.5) and (24.7) are shown in Fig. 24.4.

24.3.3 Rectangular Lattice

The statistical characteristics (Eqs. 24.2–24.5) of the square-shaped substrates
arise from the more general expressions corresponding to the rectangular-shaped
substrates. These expressions are reported here to exhaust all possible symmetric
arrangements of receptors with the underlying square symmetry. Consider a
rectangular array of receptors with LX and LY = LX receptors in rows and
columns, respectively. Let l = Min (LX, LY) and L = Max(LX, LY). Then, the
number N(LX, LY, q) of distances q is equal to

N LX ; LY ; qð Þ ¼

2LX � LY q� LX þ LYð Þq2 þ 1
3

q� 1ð Þq qþ 1ð Þ; q� l;

l � Lþ 1
3

l2 � 1
� �h i

l� l2q; l\q\L;

1
3

LX þ LY � qð Þ2�1
h i

LX þ LY � qð Þ; L� q� LX þ LY � 2:

8>>>><
>>>>:

ð24:8Þ

0.5 1.5 2.0
0.0

0.4

0.8

1.2

g(x)

x

Fig. 24.4 Probability density
of distances Eq. (24.5) within
the square-shaped substrate
(dashed curve) compared to
that one Eq. (24.7) for the
same set of receptors but
within the deformed substrate
(solid curve)

304 Z. Domański and N. Sczygiol



With the help of the normalization condition the probability distribution
function reads

P LX ; LY ; qð Þ ¼ 2
LX � LY LX � LY � 1ð ÞN LX ; LY ; qð Þ: ð24:9Þ

The Eqs. (24.8, 24.9) reduce to the forms given by Eqs. (24.2, 24.3) only for
LX : LY, i.e. for the square. It is interesting to note that for l \ q \ L the function
N(LX, LY, q) (Eq. 24.8) is linear with respect to q. Such linear dependence of the
distance distribution was previously observed in granular compaction experiments
carried out on single-layers of compounds created by welding ball bearings
together [17]. The angular shape of the compounds prevents them from the rota-
tion and thus, near the jamming, they change positions in such a way that their
trajectories resemble zigzag lines.

24.3.4 Triangular Lattice

Discussed in Sect. 24.3.2, a highly deformed square-shaped substrate possesses
triangular lattice of receptor locations. Here and in the following subsections we
analyze the triangle-shaped substrates. Such shape is rather artificial. Nevertheless,
it is worth analyzing it because the triangular, the hexagonal and the Kagomé
lattices are built around the same set of nodes, see Fig. 24.5, and this will enable us
to directly compare the results. Our approach applied to the graph represented in
Fig. 24.5a yields the distance distribution in the form

N L; qð Þ ¼ 3
2

q L� qð Þ L� qþ 1ð Þ; q ¼ 1; 2. . .; L� 1 : ð24:10Þ

Thus, the corresponding probability distribution of distances P(L, q) and
probability density g(x) are as follows

P L; qð Þ ¼ 12
L2 � 1ð ÞL Lþ 2ð ÞN L; qð Þ; ð24:11Þ

g xð Þ ¼ 18x 1� xð Þ2: ð24:12Þ

The lattice size L C 2 is shown in Fig. 24.5c.

24.3.5 Hexagonal Lattice

The hexagonal lattice, see Fig. 24.5b, viewed as a graph, possess fewer nodes and
edges than the graph of the underlying triangular lattice presented in Fig. 24.5a.
Thus, within the same support, all functions representing the hexagonal symmetry
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take smaller values than these related to the triangular symmetry. The functions
appropriate to the hexagonal symmetry read

N L; qð Þ ¼ 3
8

Lq L� 2qþ 4ð Þ � 3

þ 3
8

q qþ 1� �1ð Þq

2

� �
q� 4ð Þ; q ¼ 1; . . .; L� 1;

ð24:13Þ

P L; qð Þ ¼ 32
L� 2ð Þ Lþ 6ð Þ L2 þ 4L� 8ð ÞN L; qð Þ; ð24:14Þ

The lattice size L C 4 is shown in Fig. 24.5c.

(a) (b)

(c)

L 1 

2

3 

4

5 

6 

7 

8 

9 

10

Fig. 24.5 Finite triangular lattice (a) viewed as an undirected graph. Subgraphs of this graph
represent the hexagonal lattice (b) and the Kagomé lattice (c). In part (b) it is seen how the
hexagonal lattice emerges from the triangular one. The lattice size L is shown in (c)
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24.3.6 Kagomé Lattice

Arguments, similar to these stated in the case of the hexagonal symmetry, make
the relevant functions defined as follows

N L; qð Þ ¼

3
4

L2; q ¼ 1;

3
16

5q� 2ð Þ L� qð Þ L� qþ 2ð Þ; q ¼ 2; . . .; L� 2;

3
8

Lþ 1� qð Þ 2qþ 1ð ÞLþ 3� q 2q� 1ð Þ½ �; q ¼ 3; . . .; L� 1:

8>>>>>><
>>>>>>:

ð24:16Þ

and

P L; qð Þ ¼ 128
3L Lþ 2ð Þ 3L2 þ 6L� 8ð ÞN L; qð Þ: ð24:17Þ

The lattice size L C 2 is shown in Fig. 24.5c.

24.4 Conclusion

As micropatterned substrates play an increasing role in the understanding of basic
cell biology, there is an increasing need to understand the interplay between sub-
strate geometry and surface chemistry. In this paper we have studied a minimalist
model of an earlier stage of a polymer adhesion to flat ordered substrate. Our results
could serve as an initial class of probability density functions of the end-to-end
distance.

They can also be applied to other problems concerning the movement of the
system components restricted to zigzags. Such movements occur, e.g. in granulates
near the jamming transition. Grains close to jamming become stuck and only few of
them change their positions in such a way that their trajectories resemble zigzag
lines. Thus, we believe that the Manhattan-like distance measure is the metric
appropriate to highly compacted granulates. Some of the above mentioned results,
concerning the square and the triangular symmetries, have been obtained elsewhere
[18, 19]. It is worth to mention that apart from the four tessellations discussed here
other two dimensional tessellations have already been analyzed in the context of
statistical properties of micro-flows through flat, microfluidic devices [20].
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Chapter 25
Quantification of Athlete’s Heart
Condition: A Detrended Fluctuation
Analysis

Toru Yazawa, Yukio Shimoda and Albert M. Hutapea

Abstract Detrended fluctuation analysis (DFA) technology was used to check the
heartbeats of athletes in the Indonesian olympic training center. We report results
of time series analysis of heartbeat on subjects who underwent ergometer exercise.
The objective of this research was to determine whether DFA could function as a
useful computation method for the evaluation of the subject’s quality of cardio-
vascular system. Since there are no 2 individuals that are identical physiologically,
we present case studies but novel findings regarding how wellness of subjects can
be evaluated by the electrocardiography. Even from the case studies, we can
propose a general conclusion that DFA is a new, useful numerical method for
quantifying the degree of wellness through the heartbeat recording.
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25.1 Introduction

Cardiovascular disease is one of major social health problems. While the default
setting is in general good health, there is always an onset of a process of alteration
to an anatomical remodeling or a disease that never returns to the default health.
Particularly, in the heart, this onset may result in ‘‘silent’’ angina, and a ‘‘silent’’
heart attack as the worst-case scenario. Early detection of the onset is a crucial
technological solution to combat this pathogenesis, and making prediction of the
‘‘onset’’ is one of the main goals of science.

Cardiac remodeling is typically associated with disease but also occurs in the
athlete’s heart as an adaptive physiological response. The aim of our work was to
detect the onset of a process of a cardiac remodeling, i.e., compensatory gradual
changes in structure and function which will be leading the heart to pathogenic
condition or adaptation [1]. Bio-medical computation could be very suitable
method in investigating how to detect the onset of a cardiac remodeling. There-
fore, our ultimate aim is to quantitatively analyze the heart condition, thus making
numerical prediction.

Traditionally, cardiac studies employ heart rate variability (HRV) to detect the
onset of cardiac problems, including the disorders of the autonomic nervous
system. Problems arise, however, when patients are usually assumed to be healthy
before the appearance of symptoms associated with HRV. The detrended fluctu-
ation analysis (DFA) [2] was proposed as a potentially useful method in deter-
mining a sign of cardiovascular disease [3], however, it has not yet developed to be
a practical medical tool such as the electrocardiogram (EKG). (We prefer the word
‘‘EKG,’’ instead of ‘‘ECG,’’ with due respect to the inventor, Dutch physiologist,
Nobel laureate, Willem Einthoven.)

We recently tested practical usefulness of DFA with using the heart of
crustacean-animal models. In the test, we succeeded to show that DFA can dis-
tinguish the beating of intact hearts from isolated hearts [4]. In that study, we
found that the scaling exponent of the isolated hearts shifted and approached to
0.5. In turn, the scaling exponent of the intact hearts showed a value about 1.0. As
the results, we realized that DFA was reliable and useful, because DFA probably
accurately reflects cardiac and systemic physiology. Unlike HRV, the excelling
point for DFA is that it has a baseline value of one (1), like a standard body
temperature (37 �C), a standard blood pH (7.4), and so on. Therefore, DFA was
simple as a tool, we hypothesized.

One (1) is nonlinearly determined as ‘‘healthy’’ outcome resulted from complex
interactions between structure and function of molecules, cells and organs. Thereby
we have a hope that DFA can ‘‘numerically’’ determine the state of health through
the quality of the functioning of the heart. DFA seemed to be reflecting the state of
not only the heart itself but also its physiological interaction with the nervous
system. We considered that DFA might be a tool to detect the onset of cardiac
remodeling, including functional changes of the autonomic nervous system.
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In this chapter, we show case studies of heartbeat analysis of subjects who
performed exercise on ergometer stationary bicycle to provide empirical evidence
for the practical usefulness of DFA and a new EKG amplification device that
facilitates automatic DFA computation in practical use. We will show that DFA is
a potentially helpful engineering tool for the early identification of physiological
disorders, as it reveals information that is not provided by an EKG.

25.2 Materials and Method

25.2.1 Peak Detection

Interval analysis requires detection of the precise timing of the heartbeat. A
consecutive and perfect detection without missing any beat is necessary.
According to our preliminary tests, about 2,000 consecutive heartbeats were
required for obtaining a reliable computation of scaling exponent. We hypothe-
sized that longer recording of the heartbeats would results in a better diagnosis.
However, we found that long recording was not justifiably useful and a recording
of about 2,000 consecutive heartbeats is preferable.

To detect the timing of the heartbeats, one may assume that common EKG
recording is sufficiently useful. However, the problem with conventional EKG was
the drifting of the baseline of the recording. Due to the drift and the contamination
of unexpected electric power-line noise, recording failures may happen.

Another obstacle arose from the premature ventricular contraction (PVC).
Among the ‘‘normal’’ subjects (age over 40 years old), about 60 % of subjects
have PVC arrhythmic heartbeats. Normally, this PVC is believed to be benign
arrhythmia, and in fact during our recording, we found many healthy-looking
individuals exhibited this arrhythmia. However, PVC is an obstacle to a perfect
detection of the timing of the heartbeat, because the height of its signal could
sometimes vary much. If the baseline of EKG recording could be extremely stable,
the heartbeats would automatically be detectable even when irregular beats
appeared sporadically. Unfortunately, in commercial EKG recording devices,
baseline of the record is not stable.

25.2.2 Stable Baseline

To capture heart beat peaks without missing any detection, we made an EKG
amplifier that stabilizes baseline of the recording. Important issue was: we
discovered that time-constant for input-stage of recording must be adjusted to an
appropriate level.
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Having stable baseline recording was an advantage to our DFA research.
However, in some cases, inevitable noises would contaminate the recording. In
such case, we removed the noises by identifying them visually on PC screen thus
making a perfect (without miscounting) heartbeat interval time series. We have
already identified how this inconvenience came about. About one-half of these
cases were due to the sweat on the skin under the electrodes. We were able to
overcome this problem by cleaning the skin with an appropriate solution.

25.2.3 DFA: Background

DFA is based on the concepts of ‘‘scaling’’ and ‘‘self-similarity’’ [5]. It can identify
‘‘critical’’ phenomena because systems near critical points exhibit self-similar
fluctuations [2, 5, 6], which means that recorded signals and their magnified/
contracted copies are statistically similar. Self-similarity is defined as follows: In
general, statistical quantities, such as ‘‘average’’ and ‘‘variance,’’ of fluctuating
signals can be calculated by taking the average of the signal through a certain
section; however, the average is not necessarily a simple average. In this study, we
took a squared average of the data. The statistical quantity calculation depended on
the section size. The signal was self-similar when the statistical quantity was
ka times for a section size magnified by k. Here, a is the ‘‘scaling exponent’’ and
characterizes self-similarity.

Stanley and colleagues considered that scaling property can be detected in
biological systems because most of these systems are strongly nonlinear and
resemble the systems in nature that exhibit critical phenomena. They applied DFA
to DNA arrangement and EKG data in the late 1980s and early 1990s and
discovered the usefulness of the scaling property [2, 6], and emphasized the
potential utility of DFA in the life sciences [6]. Although DFA technology has not
progressed to a great extent, nonlinear technology is now widely accepted, and
rapid advances are being made in this technology.

25.2.4 DFA: Technique

We made our own computation program based on the previous publication [2],
which is described in one of the references [7].

25.2.5 EKG Recording

For EKG recordings, we used a power lab system (AD Instruments, Australia). For
EKG electrodes, a set of ready-made 3 AgAgCl electrodes (+, -, and ground;
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Nihonkoden Co. Ltd. disposable model Vitrode V) were used. Wires from EKG
electrodes were connected to our newly made amplifier. These EKG signals were
then connected to a power lab system.

25.2.6 Volunteers and Ethics

EKG recordings were performed at Indonesian national olympic training center in
Bandung. Subjects were selected at random at the Indonesian olympic training
center. All subjects were treated as per the ethical control regulations of our
universities, Tokyo Metropolitan University, Tokyo Women’s Medical University
and Universitas Advent Indonesia.

25.3 Results and Discussion

25.3.1 Case Study 1 (Subject One)

Subject one is a 49-year old healthy looking Indonesian. His resting state heartbeats
were recorded for 28 min while the subject was sitting on ergometer, relaxing and
answering to several questions made by researchers. Two pre-matured ventricular
contractions (so called PVC) can be seen (Fig. 25.1). These PVCs (see also PVC in
Fig. 25.3) are a benign type of heartbeat, as classified by guidelines used by medical
doctors. It is described that PVCs are observable among 60 % of healthy persons over
the age of 40. However, we should acknowledge that a hypothesis associates the
occurrence of PVC with sudden death [8].

At the beginning of EKG recording, his heart rate was about 90 beat per min
(BPM) (Fig. 25.1, interval 0.6 s, see also Fig. 25.4). In 3 min, the heart rate was
approaching over 100 BPM after the start of the recording (Fig. 25.4). He seemed
to be nervous because the measurement equipment as well as the foreigner
researcher doing the recording were new to him. During the period for 28 min of

Fig. 25.1 Heartbeat recording from subject one at rest. Figure shows 2719 beats in total during
28 min, which were 100 % accurately detected, as shown in next Fig. 25.2
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resting stage measurement, he got relaxed by conversations with us, and his heart
rate gradually decreased (Fig. 25.1, interval about 0.7 s, see also Fig. 25.4).

At the start of the exercise stage his heart rate immediately increased to over
100 BPM, and kept slow increment until reaching a plateau before the end of the
exercise (Figs. 25.3 and 25.4).

After 20 min of the exercise he mentioned to us that he was not tired yet. He
also mentioned at the end of exercise session that he felt he could continue with
this low load (50 watt) aerobic exercise for another 30 min. One PVC appeared at
near the end of exercise (Figs. 25.3 and 25.4) as was seen at rest condition
(Fig. 25.1).

After obtaining heartbeat-interval time series, we proceeded to next step, calcu-
lating the scaling exponents (a) by our computing method the DFA (Table 25.1). One
can see that exercise increased a, which can be seen in overall slops (see Fig. 25.5). It
means that the scaling exponents were pushed up by exercise.

At rest, this 49 years old man exhibited healthy scaling exponents nearly 1.0
(see the windows, both 51–100 and 30–140 in Table 25.1 and corresponding
graphs of Fig. 25.5). From our previous studies we determined a guideline in
interpreting the scaling exponents to define whether an individual is healthy or
unhealthy (Table 25.2). We were surprised to discover that an apparently healthy
person (athlete’s heart) did get risky high value of the scaling exponent ‘‘during
exercise’’ (Table 25.1). Interestingly, we also discovered that the same exercise
induced an increase in the scaling exponents of the other subject, a swimmer girl
(see below).

From the results from subject one, we started to consider that ‘‘athlete’s heart,’’
which is a remodeling heart, may not be so healthy than we first believed. In the
class room, general physiology teaches that athlete’s hearts undergoes

Fig. 25.2 Example
recording of heartbeats and
accurate peak detections. The
heartbeat number 434 is PVC.
The figure shows that our
amplifier produced a steady
baseline EKG even though
subject was freely moving.
(Here, subject was answering
to question)

Table 25.1 Comparison
between at rest and during
exercise

DFA (a)

Box size Rest Exercise

51–100 1.01 1.32
30–140 0.99 1.25
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physiological cardiac hypertrophy instead of pathological hypertrophy, e.g.,
caused by hypertension. However, a literature pointed out difficulties associated
with distinguishing the athlete’s heart from hypertrophic cardiomyopathy (HCM).
HCM is the leading cause of sudden cardiac death in young athletes [1].

The EKGs of the other 3 subjects shown in this study were recorded at rest and
while engaging in exercise in the same room at the same environment, temperature
of 25 �C, together with the subject one aforementioned (Figs. 25.1, 25.2, 25.3,
25.4, 25.5).

25.3.2 Case Study 2 (Subject two)

Subject two, age 28, an Indonesian female swimmer. Her average-heart-rate at
resting state is rather high with unknown reason (Figs. 25.6 and 25.7). According to
the doctor’s guideline: the heart rate above 100 bpm is referred to as tachycardia.
However, we did not investigate the reason for this seemingly abnormal condition.
(We assume Indonesian tropical room-temperature, 25 �C, is the reason.)

Table 25.2 Our temporary
guideline (see [7])

DFA (a) Physiological interpretation

0.5 * 0.899 Stressfulness, PVC, Alternans, Naturally dying
0.9 * 1.199 Healthy, 1/f fluctuation
1.2 * 1.5 This heart is at risk of catastrophic circulation

stoppage

Fig. 25.3 The same subject shown in Figs. 25.1 and 25.2. Continuous recording from Fig. 25.1.
He started ergometer exercise, at the heartbeat number 1 (one) with a 50 watt load strength and a
96 rpm speed, lasting for 32 min. 1–3746 beats shown

Fig. 25.4 Entire time series
of subject one. Connected
data of Fig. 25.1 and
Fig. 25.3. Y axis, heart rate
(BPM). X axis, beat number
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After starting ergometer exercise, heart rate quickly increased (see *A in
Fig. 25.7). Heart rate soon attained a steady state, about 160 BPM. Apparently a
high rate was maintained over the period of exercise. This ability indicates that she
has athlete’s heart, i.e., her heart seems to have adapted to the physiological
demand of a long distance swimming.

Her heart rate quickly decreased at the end of exercise (see *B in Fig. 25.7).
A significant characteristic, ‘‘maintained’’ rate during exercise, were seen in both
subject one (Fig. 25.1) and two (Fig. 25.6).Therefore, we can conclude that both
subjects one and two, Case studies 1 and 2, show characteristics of ‘‘athlete’s heart.’’

From Fig. 25.7, one can clearly see an exponential rise (*A) and decay (*B).
This exponential behavior is due to the changes of the cardio-inhibitory nerve
activity, i.e., parasympathetic nerve activity, was switched-off and switched-on
(respectively, at *A and *B in Fig. 25.7). We have already described a mathe-
matical model for this exponential function of neurotransmitter release regarding
to cardio-inhibitory nerve control [9].

Fig. 25.5 DFA computation. Left graph, at rest. Right graph, at exercise. For the same subject
shown in Figs. 25.1, 25.2, 25.3, and 25.4. Y axis, variance. X axis, box size, from 10 to 1000. Log
scale in both axis (see original article [2] for the basics of DFA). The slope of the graph gives the
scaling exponent, which is calculated at various ‘‘windows,’’ i.e., ‘‘box size,’’ as shown in
Table 25.1

Fig. 25.6 Time series,
2471 beats for 28 min resting
state, and 5341 beats for
32 min exercise state. Y axis,
heart rate. X axis, beat
number. Ergometer exercise
session started at the
heartbeat number 2472 with a
50 watt load strength and a
96 rpm speed, lasting for
32 min, identical strength in
the case study 1
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Figures 25.6 and 25.7 indicate that fluctuation of the heartbeat interval, i.e.,
variability in rate, is greater at rest than during exercise. This must be due to a
change of vagal tone governing the heart: We can interpret that during exercise the
heart received a decreased discharge frequency in the inhibitory autonomic nerve
fibers innervating the heart. In other words, acceleration-dominant-state was
induced by exercise. From neurophysiological consideration, this acceleration-
dominant-state can be explained by reduction of inhibitory influence that caused
the acceleration (*A in Fig. 25.7), and thereafter getting dis-inhibition (*B in
Fig. 25.7). This consideration was experimentally proven: we have already
demonstrated real EKG data and mathematical model in crustacean heart [9].

The scaling exponents of the subject two are very low at rest (see Table 25.3) as
can be seen in the left graph where slope is less steep (Fig. 25.8) and the scaling
exponents ranges around 0.6–0.8 at rest (Table 25.3). We already know that if one
has perfect health condition, the slope must exhibit 45 degree, i.e., the scaling
exponent is one (1) at relaxed condition. This means that her general health
condition and especially heart condition is not perfect, although DFA cannot tell
the physiological reason(s) that contributes to this (see our temporary guideline
Table 25.2).

Fig. 25.7 Exponential rise and decay in heart rate. The same record as in Fig. 25.6 but X axis is
shown in time (min) instead of beat number (see Fig. 25.6). *A, exercise started. *B, exercise
stopped. Y axis, heart rate (beat per min)

Table 25.3 Comparison
between at rest and during
exercise (A female swimmer)

DFA (a)

Box size Rest Exercise

51–100 0.62 1.36
30–140 0.8 1.42
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When she was engaged in exercise, the DFA-slope became steeper in almost
entire ranges of window size (Fig. 25.8) and thus computed scaling exponents were
significantly increased. The values are astonishingly high, ranging from 1.3 to 1.4
(see Table 25.3). This significant increase of the scaling exponents during exercise
was also found in other athlete’s heart, subject one (see Case study 1). According to
our guideline (Table 25.2), we may interpret that this high values during exercise
may indicate that their hearts are at a risky state. If this consideration would be
proven in the future investigations, we must conclude that athlete’s heart that is
remodeled heart is not normal. It is intriguing that we have already found that a high
scaling exponent is associated with a subject who has ischemic heart, such as those
received stent placement and/or bypass implantation [10].

There are a lot of elements in the body such as molecules, cells, tissues and
organs. Nonlinear interactions between the elements of athlete’s body must be
contributing to this scaling behavior of the heartbeat.

25.3.3 Case Study 3 (Subject Three)

Subject three, age 29, an Indonesian male basketball player (Fig. 25.9 and
Table 25.4). It should be noted that here the load was 75 watt instead of 50 watt in
the case of other 3 subjects, which are case studies 1, 2, and 4.

It took long time before reaching a plateau phase due to higher load (Fig. 25.9).
Figure 25.9 shows that plateau started at about 5,500 in heartbeat number and
lasted until the end of exercise. He (subject three) mentioned to us that, at the end
of exercise, he was tired and he wished very much to stop the exercise session.

Here, one can see again that fluctuation during exercise is smaller than that at
rest. As is in the subject two (Table 25.3), again the scaling exponents during

Fig. 25.8 DFA computation. Left graph shows results at rest and right graph at exercise. The
same subject shown in Figs. 25.6 and 25.7. Y axis, variance. X axis, the box size from 10 to 1000.
Log scale in both axis
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exercise were very high (Table 25.4). His scaling exponent at rest is low
(Table 25.4) which characteristics are similar to the recording from the subject two
(Table 25.3). We conclude that his (subject three) heart system at rest is not
perfect in terms of DFA analysis.

25.3.4 Case Study 4 (Subject Four)

Subject four, age 27, male, an Indonesian futsal player (Spanish futbol de salon). In
this subject, the scaling exponents were increased by exercise as those shown by the
rest of the 3 cases in this study. However, his heart stayed in a healthy range of the
scaling exponent during exercise (see Table 25.5). He mentioned that, at the end of
exercise, he was not tired at all with 50 watt and 96 rpm. We may conclude that he is
the most appropriate sports-aspiring person among 4 subjects in this case study,
because he has no risky value, even in terms of DFA. During exercise, his autonomic
nervous system was still capable to send inhibitory command to the heart, which is
observable as sporadically occurring ‘‘slowing down’’ in heart rate (see enlargement
of time series, Fig. 25.10). This ‘‘slowing down’’ in heart rate is derived from
inhibitory discharge in the autonomic nerves, i.e., the parasympathetic nerve or the
vagus nerve. Figure 25.10 shows that his vagus nerve still regulates the heart
properly. He might be able to have much high load exercise though we have not yet
tested. His exercise period was not ‘‘up to the chin’’ condition. That is why his
scaling exponent shows nearly one (1), which means his heartbeat can behave
dynamically, that is, responding dynamically to internal demands. The ability to
meet demands is a good condition of the heart that can respond properly and

Fig. 25.9 Time series, of
subject three, 2438 beats for
28 min resting state, and
5224 beats for 32 min
exercise state. Y axis, heart
rate. X axis, beat number.
Ergometer exercise was
started at the heartbeat
number 2439 with a 75 watt
load and a 96 rpm speed,
lasting for 32 min

Table 25.4 Comparison
between at rest and during
exercise (a basketball player)

DFA (a)

Box size Rest Exercise

51–100 0.76 1.62
30–140 0.81 1.52
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dynamically to the internal and external environment. However, his heart condition
at rest shows that he might have a stress in terms of DFA analysis. This fact is similar
to that of both subjects two and three in this study.

Table 25.5 Comparison between at rest and during exercise

DFA (a)

Box size Rest Exercise

51–100 0.85 1.15
30–140 0.89 1.12

Fig. 25.10 Heartbeat-
interval time series of subject
four. A, 6072 beats in total.
B, C, D, partially enlarged to
show detail of the time series.
B, Beat number 2500–3000.
C, 2700–2800. D, 2770–279
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Athlete who has a healthy scaling exponent at rest in the present report, is only
subject one (Case study 1). The subject who has a healthy scaling exponent at
exercise, is only subject four (Case study 4).

25.4 Concluding Remarks

The techniques and experimental results in the present study are new as far as we
know. In the present observations with DFA computation we tried to find any
apparent correlations between the scaling exponent and the state of heart during
exercise. While data of the heartbeat time series were obtained from subjects who
were healthy looking individuals, 3 of 4 subjects (Case studies 1, 2, and 3)
exhibited surprising results: exercise brings them to a risky state in terms of the
scaling exponents. We would like to suggest that their state of heartbeats during
exercise is the state that the heart is ready to stop any time, as demonstrated before
in animal model experiments and human ischemic cardiac conditions [10].

Athlete’s heart is believed to be a benign adaptation [1]. Four subjects in this
study have obviously different genomic structure from each other. However, out-
come of control system commanding the heart performance was all identical:
exercise increases the scaling exponents, that is, to a normal level in one subject and
to an alarming level in the rest of 3 subjects in this study. This is probably normal
function of healthy subjects who have complex internal nonlinear physiological
interactive pathways. However, it is important to know that there has been some
debate over whether the athlete’s heart is a truly physiological phenomenon or
whether long-term, chronic exercise training is maladaptive and leads to heart
disease or sudden cardiac death [11]. This investigation may cause a stir in the
debate.

Preliminary work has been appeared in a proceeding [12].
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Chapter 26
Black Globe Temperature Estimate
for the WBGT Index

Vincent E. Dimiceli, Steven F. Piltz and Steve A. Amburn

Abstract The wet bulb globe temperature (WBGT) index is used in industry,
sports and other areas to indicate the heat stress level for humans and animals. One
of the values needed to calculate the WBGT Index is the black globe temperature.
The black globe temperature is measured using a Black Globe Temperature Sensor
which includes a black globe with a thermometer inserted in the center. However,
the Black Globe Temperature Sensor can be costly and many of these instruments
may be needed to get measurements in many locations. The lead author has
derived a formula to estimate the black globe temperature using readily available
data collected by the National Weather Service (NWS). The formula was derived
from a formula suggested by Kuehn, which was based on heat transfer theory. The
resulting equation was a fourth degree polynomial in terms of the black globe
temperature. It was determined that the black globe temperature can be very
accurately approximated by taking a fourth degree polynomial in terms of the
black globe temperature to create a linear approximation for black globe tem-
perature. Some preliminary tests indicate accuracy within 0.5 �F.
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26.1 Introduction

One of the government regulations instituted by the Occupational Safety and
Health Administration (OSHA) is heat stress management [4]. The manual states
in Section III: Chapter 4 the second paragraph of the introduction:

‘‘ …Outdoor operations conducted in hot weather, such as construction, refining, asbestos
removal, and hazardous waste site activities, especially those that require workers to wear
semipermeable or impermeable protective clothing, are also likely to cause heat stress
among exposed workers…’’.

A rating is calculated which indicates the safe amount of time a person can
work outside on a hot day. This quantity is called the Wet Bulb Globe Temperature
Index (WBGT). In the past, WBGT data has been collected manually using a
portable instrument. The OSHA manual includes the following formulas for the
WBGT [11]:

1. For indoor and outdoor conditions with no solar load, WBGT is calculated as:

WBGT ¼ 0:7NWBþ 0:3GT

2. For outdoors with a solar load, WBGT is calculated as

WBGT ¼ 0:7NWBþ 0:2GTþ 0:1DB

Where: GT = globe temperature
NWB = natural wet-bulb temperature
DB = Dry-bulb temperature
This index is important to the military, sports teams, construction workers, and

anyone who will be exerting effort in hot weather. The American Academy of
Pediatrics references this index [2] for child safety in hot temperatures. Also,
athletes should cancel any outdoor training activity when the WBGT Index is
above about 82 degrees Fahrenheit (about 28 degrees Celsius) [3]. The value at
which marines will cease all outdoor training activity is about 90 degrees Fahr-
enheit (about 32 degrees Celsius).

The International Standards (ISO) number 7243 is also based on the WBGT.
Parsons [12] gives a good description of how the WBGT Index can be applied
globally by considering ISO 7243. One drawback can be the cost of the WBGT
device, as well as having personnel trained to use the device.

Recently, the crews that were working on the Gulf oil spill in the summer of
2010 needed this index all along the Gulf Coast. However, in order to collect the
data necessary for calculating the WBGT, a relatively expensive device was
needed for many different locations along the Gulf coast making this task cost
prohibitive. Consequently, the National Weather Service (NWS) was asked to
provide the WBGT using only data that is routinely collected by the NWS. The
main problem is that one of the variables in the equation to calculate the WBGT
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index is the ‘‘globe temperature’’. This temperature is found by using a copper
globe painted in black matte paint with a thermometer inserted so that the bulb is
in the center of the globe. This temperature is not routinely collected by the NWS.

Turco et al. [13] derived equations to estimate the black globe temperature
based on meteorological data. However, their model was a statistical model, not a
physical model. The equations derived were regression equations computed from
meteorological data. Although the equations were extremely accurate, a more
accurate model may be derived from the heat equations for the black globe.
According to the authors:

‘‘The models developed resulted in great performance to predict the black globe
temperature, allowing the estimation of bioclimatic indices to assess the conditions
of the environment, to accomplish regional studies, and to indicate best house
designs for animals’’ [13].

‘‘This paper shows how the globe temperature can be approximated using only
data routinely collected by the NWS. A fourth degree polynomial equation is
derived for globe temperature with the coefficients dependent on readily available
data. Then, it is shown that the fourth degree polynomial can be reasonably
approximated by a linear equation, thus making computation less costly and time-
consuming. Finally, some experiments were done to verify the accuracy of the
estimate using the linear expression in terms of temperature’’ [6].

26.2 Derivation

The theory to support this derivation may be found in Kwuhn [1]. The following
heat equation was taken from a paper by Hunter and Minyard [6], with the
exception of the constant (h) in the second term on the right:

1� asps

� �
SðfdbSsp þ ð1þ aesÞfdif þ 1� aspl

� �
reaT4

a ¼ erT4
g þ hu0:58 Tg � Ta

� �

ð26:1Þ

The coefficient in the second term on the right side of equation (h) is from the
convective heat transfer coefficient. It was determined during testing that this
coefficient varied according to the Solar Irradiance and the cosine of the zenith
angle. A multiple power regression was performed to determine an equation for
h in terms of S and cos(z), where z is the solar angle to zenith. The equation that
approximates h is:

h ¼ a Sb
� �

cos zð Þ½ �cð Þ ð26:2Þ

where a, b and c are determined experimentally from data using multiple power
regression. Now, putting all Tg terms on the left of Eq. (26.1), and dividing by er
we get:
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T4
g þ

hu0:58

er
Tg ¼

1� asps

� �
S f dbSsp þ 1þ aesð Þf dif

� �
þ 1� aspl

� �
reaT4

a

er

þ hu0:58

er
Ta

ð26:3Þ

The values of all variables except Tg are either given or can be calculated from
available data from the NWS. The following values are provided below.

Globe albedo for short and long wave radiation:
asps ¼ aspl ¼ 0:05 so 1� asps ¼ 1� aspl ¼ 0:95:
Black globe emissivity: e = 0.95.
Stephan–Boltzman constant:r = 5.67 9 10-8 is used.
Albedo for grassy surfaces: aes ¼ 0:2:
When these values are entered into Eq. (26.3) we get:

T4
g þ

hu0:58

0:95 5:67� 10�8ð Þ Tg ¼
0:95S f dbSsp þ 1:2ð Þf dif

� �
þ 0:95 eað ÞrT4

a

0:95 5:67� 10�8ð Þ

þ hu0:58

0:95 5:67� 10�8ð Þ Ta ð26:4Þ

Hunter and Minyard, in their paper [9], show that Ssp ¼ 1
4 cos zð Þ, where z is the

solar angle to zenith. Putting this into (26.4), we get

T4
g þ

hu0:58

5:3865� 10�8ð Þ Tg ¼ S
fdb

4r cosðzÞ þ
1:2ð Þ
r

fdif

� �
þ eaT4

a þ
hu0:58

0:95r
Ta ð26:5Þ

where S is solar irradiance, fdb is the direct beam radiation from the sun and fdif is
the diffuse radiation from the sun. The Stefan–Boltzman Constant is r and h is the
convective heat transfer coefficient. The convective heat transfer coefficient is
calculated experimentally as indicated above. Finally, the ambient temperature is
represented by Ta and the wind speed by u in meters per hour. All of these are
given or may be calculated directly from data given by the NWS.

The last parameter on which the globe temperature depends is the thermal
emissivity, ea. According to Hunter and Minyard [6], thermal emissivity can be
calculated using

ea ¼ 0:575eð1=7Þ
a ð26:6Þ

where ea is atmospheric vapor pressure, which may be calculated by

ea ¼ exp
17:67 Td � Tað Þ

Td þ 243:5

� �
� 1:0007þ 0:00000346Pð Þ

� 6:112 exp
17:502Ta

240:97þ Ta

� �
ð26:7Þ

where P is the barometric pressure and Td is the dew point temperature.
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When we take into consideration the fact that all parameter values in Eq. (26.5)
are constants that can be entered at constant time intervals, we can reduce the
equation to

T4
g þ CTg ¼ Bþ CTa; ð26:8Þ

where

C ¼ hu0:58

5:3865� 10�8ð Þ and B ¼ S
fdb

4r cosðzÞ þ
1:2
r

� �
fdif

� �
þ eað ÞT4

a :

By doing this, we can treat (26.8) as a fourth degree polynomial in terms of Tg.
The values of Tg in which we are interested are in the interval [20, 60], since
values below 20 �C are too cold to cause heat stress and values above 60 �C, in
general, do not occur. Figure 26.1 shows a graph of y ¼ t4 þ ct and y1 = Ct –
7,680,000 (the tangent line approximation for the function y at t = 40) on the
interval [20, 60] (C was calculated for a wind speed of about 15 mph).

Notice that the curve appears to be very close to the linear graph. We compute
the curvature for y to see how close to a linear function y is. The curvature of
y ¼ t4 þ ct is given by

k ¼ 12t2

3t3 þ cð Þ 3=2ð Þ ð26:9Þ

In order to get an understanding of the magnitude of the curvature, consider the

graph (Fig. 26.2) of the function k t; uð Þ ¼ 12t2

3t3þc uð Þð Þ 3=2ð Þfor u between 1 mph and

40 mph (1,690 meters per hour to about 65,000 meters per hour) and t between
20 �C and 60 �C.

Notice that the curvature is on the order of 4 9 10-10 or less on the domain of
interest. This confirms the assumption that y is nearly linear for values of t and u
that make sense for this context. It is therefore reasonable to use a linear

Fig. 26.1 The graph of y ¼ t4 þ ctand y1 = Ct-7,680,000 for C & 8,389,000 and t between 20
and 60. As can be seen in the graph, the two graphs are so close on the interval it is hard to
distinguish between the two
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approximation for y to solve for t (=Tg). In other words we may use a linear
approximation on the left side of Eq. (26.8) to estimate the value of the globe
temperature.

Using differential calculus to find the equation of the tangent to the curve at
t = 40 (the midpoint of the interval [20, 60]), we find that the left side of
Eq. (26.8) may be substituted by.

yest ¼ CTg þ 256000Tg � 7680000: ð26:10Þ

Putting this in place of the left side of Eq. (26.8) and solving for Tg, we get

Tg ¼
Bþ CTa þ 7680000

C þ 256000
ð26:11Þ

with B, C and Ta as defined previously. Now we have an estimate of Tg dependent
only on values which are either readily available from the NWS or may easily be
calculated from data available from the NWS. Also, the equation is linear making
for easier computation than what was necessary to solve the original fourth degree
polynomial.

26.3 Preliminary Tests

In September 2010, three preliminary tests were conducted to test the accuracy of
the globe temperature estimate. A Black Globe Temperature Sensor for heat stress
was created by an employee of the NWS using specifications from an article by
Purswell and Davis [8]. A picture of the unit is included in Fig. 26.3. This unit was
used to get some preliminary readings to check for accuracy of the equation.

The first preliminary test was done on September 9, 2010 in front of the NOAA
offices in Tulsa, Oklahoma. The weather conditions were hazy that day with air
temperature 86 �F, and dew point temperature 69 �F. The barometric pressure was

Fig. 26.2 Pictured above is
the curvature of y for
20 \ t \ 60 and
1 \ u \ 76,000
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30.08 in. of Hg (about 993 mb for pressure not adjusted for sea level) and the solar
irradiance was 336 W/m2. The wind speed averaged around 5–6 mph during the
measurement. The globe temperature was measured to be 91 �F using a black
globe as described earlier in this paper. Using Excel, a spread sheet was created to
use the derived equation to estimate globe temperature. The equation estimated the
globe temperature to be about 91.434 �F.

Another preliminary test was performed on September 10, 2010. The conditions
were sunny with air temperature 93 �F and dew point temperature 76 �F. The
barometric pressure was 29.75 in. of Hg (about 982 mb for pressure not adjusted
for sea level) and the solar irradiance was 754 W/m2. The wind speed was mea-
sured at about 7 mph during the measurement. The globe temperature was mea-
sured to be 103 �F using a black globe. The equation estimated the globe
temperature to be about 102.757 �F.

The third preliminary test was performed on September 17, 2010. The condi-
tions were similar to the conditions on September 10. The air temperature was
94 �F and dew point temperature 76 �F. The barometric pressure was 30.05 in. of
Hg (about 992 mb for pressure not adjusted for sea level) and the solar irradiance
was 579 W/m2. The wind speed was measured at about 3.7 mph during the
measurement. The globe temperature was measured to be 105 �F using a black
globe. The equation estimated the globe temperature to be about 105.175 �F.

The three preliminary tests indicate that the formula used to estimate the globe
temperature is very accurate. If the estimate is within 1 �F, it is sufficient to
estimate the WBGT index. As can be seen from the preliminary tests, the estimates
are within about 0.5 �F. The main problem with our tests was that we had to
estimate the wind speed and the formula is very sensitive to the value of the wind
speed. However, the estimates for wind speed should be within about 0.5–1 mph.
Also, these tests were all done at about the same time of day. Therefore, the solar
irradiance and the cosine of the zenith angle were about the same for all pre-
liminary tests.

Fig. 26.3 Black Globe Temperature Sensor used in preliminary tests (left). Black Globe
Temperature Sensor for Heat Stress used to verify equations at the Oklahoma Mesonet test
facility in Norman Oklahoma (right)
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26.4 Tests with Official WBGT Sensor

An official black globe was set up at the Oklahoma Climatological Survey site in Norman
Oklahoma for data collection in June, 2011. The data from this site was then analyzed to
determine accuracy of the black globe temperature equation. After extensive analysis
and the derivation of the Multiple Power Regression Equation for the heat transfer
coefficient, h, Eq. (26.11) was successful in calculating the black globe temperature to
within one degree Celsius. An Excel document has been included in the appendix
indicating the accuracy of the equations for different times of the day on two days in July.

The instrument was set to collect data every minute. The data collected included the
black globe temperature, natural wet bulb temperature, ambient temperature, and rel-
ative humidity. Wind speed at two meters above ground, solar irradiance, and baro-
metric pressure were collected, as well. The data was then retrieved via the internet.

As can be seen from the Excel document in the appendix, the black globe
temperature was estimated to within 0.666 �C in every case. Since the factor for
the black globe temperature in the WBGT Index equation is 0.2, this error will
contribute less than 0.15 �C to the WBGT Index error.

26.5 An Algorithm

In this section, an algorithm is created for the calculation of globe temperature
estimates. First, we will consider the values readily available from the NWS.
These will be input values to be entered at the beginning of the program.

1. The values to be entered are wind speed (u in meters per hour), ambient
temperature (Ta in degrees Celsius), dew point temperature (Td in degrees
Celsius), solar irradiance (S in Watts per meter squared), direct beam radiation
from the sun ðfdbÞ and diffuse radiation from the sun ðfdif Þ

2. The zenith (z) angle may be entered or calculated. (The angle, z, must be in
radians for Excel.)

3. The thermal emissivity must be calculated next. Using the following two equations:

a.

ea ¼ exp
17:67 Td � Tað Þ

Td þ 243:5

� �
� 1:0007þ 0:00000346Pð Þ

� 6:112 exp
17:502Ta

240:97þ Ta

� �

b.

ea ¼ 0:575eð1=7Þ
a

4. Now B and C can be calculated using the following equations

330 V. E. Dimiceli et al.



a.

B ¼ S
fdb

4r cos Zð Þ þ
1:2ð Þ
r

fdif

� �
þ eað ÞT4

a

b.

C ¼ hu0:58

5:3865� 10�8

where h is computed using (26.2).

5. Finally the estimate for globe temperature is calculated using Eq. (26.10).

Tg ¼
Bþ CTa þ 7680000

C þ 256000

26.6 National Weather Service Applications

The National Weather Service produces forecasts and observations of numerous
meteorological parameters. One of these is the apparent temperature or Heat
Index, based on work by R.G. Steadman [5]. In this work, Steadman constructed a
table which uses relative humidity and dry bulb temperature to produce the
‘‘apparent temperature’’ or the temperature the body ‘‘feels.’’ The OSHA uses a
more detailed approach based on the WBGT Index [4] which provides guidelines
to protect workers. In an effort to provide decision makers with forecast infor-
mation on the WBGT, the National Weather Service in Tulsa has implemented and
is testing the algorithm described earlier in this paper.

The algorithm is being tested for feasibility and accuracy in the forecast and
also the hourly analysis of WBGT. In the current test phase, the first goal is to
provide real-time, hourly estimates of WBGT across the WFO Tulsa forecast area
of eastern Oklahoma and northwest Arkansas. The second goal is to make fore-
casts of WBGT out seven days to provide decision makers with important planning
information. Ultimately, the algorithm will be offered to all National Weather
Service Offices across the United States and elsewhere.

The National Weather Service uses a forecast system called the Graphical
Forecast Editor, or simply GFE [7]. Virtually all weather variables are included in
the system in a gridded format at either 2.5 km resolution or 5 km resolution. Grid
fields of forecast parameters such as air temperature, dew point temperature, wind,
pressure, cloud amount, the probability of rain, rainfall amounts, and many others
are produced through a forecast period of seven days. From these parameters, an
assortment of secondary forecast variables can be created through various algo-
rithms. Some of these currently include relative humidity, wind chill index, heat
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index, icing index, wild fire spread index, and others. The WBGT algorithm
described here will be tested and eventually added to the suite of products issued
by WFO Tulsa.

An example of the WBGT Index graphics page can be found at http://
www.srh.noaa.gov/tsa/dsp/element.php?element=WBGT. The example indicates
the variability of the index across the forecast area due to differences in the
contributing parameters. The darker areas indicate higher index values. Graphical
forecasts of the WBGT may eventually be available to the public and decision
makers, along with point forecasts of WBGT for any location on the map.

26.7 Conclusion And Future Work

The black globe temperature, until now, has either been measured using a Black
Globe Temperature Sensor on site, or by using a regression equation to estimate
the WBGT. One example of this equation is used by the Australian Bureau of
Meteorology, but ‘‘does not take into account variations in the intensity of solar
radiation or of wind speed’’ [10]. Dimiceli has derived a linear expression to
estimate the black globe temperature to within about 0.666 �C, thus estimating the
WBGT Index to within about 0.333 �C or .733 �F. More tests have been

Table 26.1 Preliminary tests

9/9/2010 9/10/2010 9/17/2010

Fdb 0.67 0.75 0.75
Fdif 0.33 0.25 0.25
Ta �F �C 86, 30 93, 33.89 94, 34.44
Td �F �C 69, 20.56 76, 24.44 70, 21.11
P in. of merc 30.08 29.75 30.05
S W/m2 336 754 579
z degrees 38.44 36.65 41.41
u mph 6 7 3.7
Rh 67.5 54.27 52
Tw �C 26.77550 26.575561 26.34527
Ea 22.64868 28.487086 22.48619
Epsa 0.897936 0.9278434 0.897013
B 3614652151 7098450550 56176782
C 1197110170 1309071170 90440592
Tg �C �F 33.02, 91.43 39.31, 102.76 40.65, 105.18
E 28.54383 28.584421 28.24707
actual Tg �F �C 91, 32.78 103, 39.44 105, 40.56
WBGT
Dimiceli 28.35, 83.02 29.85, 85.74 30.02, 86.03
Actual 28.30, 82.94 29.88, 85.79 30.00, 86.00
Australia 32.17, 89.90 34.39, 93.9 34.57, 94.23
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performed using an official Black Globe Temperature Sensor. These tests provided
data to get a multiple power regression equation to estimate the convective heat
transfer coefficient (h) used in the estimation of the black globe temperature in the
formula (26.11) by Dimiceli.

The formula has been added to an internal experimental web page in order to allow
computation of the WBGT Index for a limited area. This web page allows interested
parties to calculate the WBGT Index for their local area by entering the ambient
temperature (Ta) and approximate average wind speed at their location. A tool which
will be available to anyone interested in computing the danger of heat stress at their
particular location is being created at the writing of this article. By doing this, the
NWS will give sports teams, construction companies, military personnel, and other
affected people, the ability to determine the danger of working in the heat at different
times of the day. Eventually an application for cell phones will be designed to
calculate the WBGT Index. It is the investigators’ hope that this index will eventually
be used nationally (or even internationally as Parsons [12] proposed in his article) by
the NWS to indicate the dangers of heat stress in any location in the country.

After further research it has been determined that the direct beam irradiation
and the diffuse beam irradiation values have more of an effect on the accuracy of
the black globe temperature estimate than previously thought. In order to improve
the estimate for the black globe temperature, equations will be derived to calculate
these values. The direct beam irradiation and the diffuse beam irradiation equa-
tions will be a function of time of day, sun angle, and cloud conditions. The NWS
has cloud data and the other two variables are readily available. Table 26.1, 26.2.

Table 26.2 Some results from official Black Globe Sensor

7/3/2011; 13:00 7/10/2011; 13:00 7/10/2011; 13:00

Fdb 0.75 0.75 0.75
Fdif 0.25 0.25 0.25
Ta (�C) 28.8 29.5 31.06
Td (�C) 17.57 16.2 16.59
P mb 973.71 971.03 971.37
S W/m2 448.7 173 387.98
cos(z) 0.9244 0.9689 0.9226
u (mph) 2.164 2.734 3.86
Rh 50.7 44.65 41.86
H 0.1325695 0.098524678 0.127660528
Tw (�C) 21.454124 20.46198409 20.86084154
Ea 18.591840 16.74872176 16.93891306
Epsa 0.872970592 0.860047363 0.86143581
B 3979819932 1506448296 3444243993
C 444878843.2 378649115.5 599274858.9
Tg (�C �F) 37.74, 99.93 33.5, 109.1 36.8, 92.3
E 20.00916235 18.471 18.8050
actual Tg �C 37.16 33.58 37.47
Error -0.58139651 0.103869211 0.665554019
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Chapter 27
Using MOEAs to Outperform Stock
Benchmarks in the Presence of Typical
Investment Constraints

Andrew Clark and Jeff Kenyon

Abstract Portfolio managers are typically constrained by turnover limits, mini-
mum and maximum stock positions, cardinality, a target market capitalization and
sometimes the need to hew to a style (such as growth or value). In addition,
portfolio managers often use multifactor stock models to choose stocks based upon
their respective fundamental data. We use multi-objective evolutionary algorithms
(MOEAs) to satisfy the above real-world constraints. The portfolios generated
consistently outperform typical performance benchmarks and have statistically
significant asset selection.

Keywords Asset selection � Financial constraints � Multi-objective evolutionary
algorithms (MOEA) �Multi-period MOEAs �Mean-variance optimization (MVO) �
Portfolio construction

27.1 Introduction

In finance, a portfolio is a collection of assets held by an institution or a private
individual. The portfolio selection problem seeks the optimal way to distribute a
given monetary budget on a set of available assets. The problem usually has two
criteria: expected return to be maximized and risk to be minimized. Classical
mean-variance portfolio selection aims at simultaneously maximizing the expected
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return of the portfolio and minimizing portfolio risk. In the case of linear equality
and inequality constraints, the problem can be solved efficiently by quadratic
programming, i.e. variants of Markowitz’s critical line algorithm. What compli-
cates this simple statement of portfolio construction are the typical real-world
constraints that are by definition non-convex, e.g., cardinality constraints which
limits the number of assets in a portfolio and minimum and maximum buy-in
thresholds. In what follows, we use multi-objective evolutionary algorithms
(MOEAs) as an active set algorithm optimized for portfolio selection. The MOEAs
generate the set of all feasible portfolios (those portfolios meeting the constraints),
calculates the efficient frontier for each and also their respective Sharpe ratio. The
portfolio with the best Sharpe ratio becomes the portfolio used for the next time
period. We chose MOEAs to solve a non convex optimization problem because
there are certain outstanding problems in terms of their use:

1 In the literature MOEAs have not been used to solve multi-period financial
problems (or multi-period problems in general),

2 The number and types of constraints in a real world financial portfolio problem
exceeds what has been done with MOEAs so far, and

3 It is not known if MOEA stock selection is statistically significant.1

We answer all of these questions with a yes thereby advancing the understanding
and use of MOEAs.

27.2 Financial Theory

We will briefly define the modern portfolio theory terms used in the problem and
its solution [4].

The first term is efficient frontier. This frontier is calculated by trading off mean
stock returns and their related variances. In essence, a combination of stocks, often
referred to as the portfolio, is called efficient if it has the best possible expected
level of return for its level of risk (where risk is usually proxied by the standard
deviation of the portfolio’s return). Every possible combination of stocks can be
plotted in risk-expected return space and the collection of all such possible port-
folios defines a region in this space. The upward-sloped part of the boundary of
this region, a hyperbola, is called the efficient frontier.

The Sharpe ratio is a measure of the excess return (or risk premium) per unit of
risk in an investment or a trading strategy. The Sharpe ratio is the standard
measure of the risk premium when an efficient frontier is calculated. So the Sharpe
ratio is used to characterize how well the return of a portfolio compensates the
investor for the risk taken. The higher the Sharpe ratio the better the portfolio
trades off risk and return.

1 Asset selection is a test performed to determine if the portfolio outperformance is due to stock
selection skills.
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When comparing portfolios with differing expected returns against the risk-free
rate (in our case 3-month U.S. Treasury bills), the portfolio with the higher Sharpe
ratio gives more return for the same risk. Investors are often advised to pick
investments with high Sharpe ratios. The best Sharpe ratio on the efficient frontier
is by definition the best portfolio to invest in.

The Information ratio is another measure of the risk-adjusted return of a financial
portfolio. The Information ratio is often used to gauge the skill of managers of mutual
funds, hedge funds, etc. In these cases, it measures the expected active return of the
manager’s portfolio divided by the amount of risk that the manager takes relative to
her benchmark. The higher the Information ratio, the higher the active return2 of the
portfolio given the amount of risk the manager has taken. Top-quartile investment
managers typically achieve information ratios of about one-half.

Generally, the information ratio compares the returns of the portfolio with those
of a benchmark such as the yield on three-month Treasury bills or an equity index
such as the S&P 500.

27.3 Multi-Objective Optimization

A multi-objective optimization problem (MOP) differs from a single objective
optimization problem because it contains several objectives that require optimi-
zation. When optimizing a single objective problem, the best single design solu-
tion is the goal. But for multi-objective problem with several (possibly conflicting)
objectives, there is usually no single optimal solution. Because of this the decision
maker is required to select a solution from a finite set of possible solutions by
making compromises. A suitable solution should provide acceptable performance
over all objectives. Given a set of multi-objective solutions, some of the set will be
dominated by others in this set. Those that are not dominated by any others form
what is called the Pareto set. In objective space, the set of objective vectors
corresponding to the Pareto set is called the Pareto front.

Any single point on the Pareto front is called Pareto optimal. It is usually not
optimal in the single objective sense since it usually does not minimize each of the
objectives. However it represents a compromise such that if any solution exists
that improves upon one objective then that solution will be worse on at least one
other objective.

The Pareto set for any problem contains for each objective a point that truly
minimizes that objective. For example, if you are trying to find a bridge design that
has minimal mass, minimal cost and whose construction has a minimal carbon
footprint, we can expect three solutions on the Pareto front to be the best possible
solutions amongst those members of the vector X that are feasible bridge designs [5].

2 Active return is defined as the return in excess of the compensation for the risk borne.
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The main motivation for using evolutionary algorithms (EAs) to solve multi-
objective optimization problems is that EAs can deal simultaneously with a set of
possible solutions which allows us to find several members of what is called the
Pareto optimal set in a single run of the algorithm. This differs from deterministic
mathematical programming techniques where a series of separate runs is required.
Additionally EAs are less susceptible to the shape or continuity of the Pareto front,
e.g., they can easily deal with discontinuous and concave Pareto fronts. Discon-
tinuity and concavity problems are known obstacles for deterministic mathemat-
ical programming.

Any solution on the Pareto front can be identified formally by the fact that it is
not dominated by any other possible solution. A solution X is said to be dominated
by solution Y if Y is at least as good on all counts (constraints) and better on at
least one constraint. Stated mathematically (and assuming all the constraints are to
be minimized): fiðYÞ � fiðXÞ 8i ¼ 1;M and fiðYÞ\ fiðXÞ for some i.

Adapting any stochastic optimization algorithm (such as an EA) so it can
perform a multi-objective optimization requires a change to the method of
archiving possible solutions. As several possible solutions can be generated, an
archive of the non-dominated (Pareto optimal) solutions needs to be maintained.
A possible archiving scheme is:

• All feasible solutions (Pareto optimal vectors) generated are candidates for
archiving.

• If a candidate solution dominates any existing members of the archive, the
dominated solutions are removed.

• If the new solution is dominated by any existing member of the archive, the new
solution is not archived.

• If the new solution neither dominates nor is dominated by any members of the
archive, the new solution is added to the archive.

Using such a scheme as the search progresses, the archive will converge to the true
trade-off surface between constraints.

27.4 Evolutionary Algorithms

A generic EA assumes a discrete search space H and a function f : H ! <.
The general problem is to minimize f given X 2 H where X is a vector of the

decision variables and f is the objective function.
With EAs it is customary to distinguish genotype—the encoded representation

of the variables from phenotype—the set of variables themselves. The vector X is
represented by a string (or chromosome) s of length l made up of symbols drawn
from an alphabet A using the mapping c : Al ! H.

If the domain of c is total, i.e. the domain of c is all of Al, c is called a decoding
function. The mapping c is not necessarily surjective. The range of c determines
the subset of Al available for exploration by an evolutionary algorithm.
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The range of c, N where N � Al is needed in order to account for the fact that
some strings in the image Al under c may represent invalid solutions to the original
problem.

The search space N can be determined by either Shannon or 2nd order Renyi
entropy. If the decision variables X are independent, Shannon entropy applies. If
the decision variables are correlated then 2nd order Renyi entropy applies. A
minimization of either entropy will help define the feasible search space N.

The string length l depends on the dimensions of both H and A with the
elements of the string corresponding to genes and values to alleles. This statement
of genes and alleles is often referred to as genotype-phenotype mapping.

Given the statements above, the optimization becomes one of minimize g given
S 2 L given the function gðsÞ ¼ f ðcðsÞÞ.

With EAs it is helpful if c is a bijection. The important property of a bijection as
it applies to EAs is that bijections have an inverse, i.e. there is unique vector X for
every string and a unique string for each X.

In the implementation of EAs mechanisms inspired by evolution such as
reproduction, mutation, recombination, selection and survival of the fittest are
used. Candidate solutions to the optimization problem play the role of individuals
in a population and the objective function determines the environment within
which the solutions ‘‘live.’’ Evolution of the population then takes place after the
repeated application of the above operators.

In this process, there are two main forces that form the basis of EAs, recom-
bination and mutation, which create the necessary diversity and thereby facilitate
novelty. Selection acts as a force increasing quality.

Many aspects of EAs are stochastic. Changed pieces of information due to
recombination and mutation are randomly chosen. On the other hand, selection
operators can be either deterministic or stochastic. In the latter case, individuals
with a higher fitness have a higher chance to be selected than individuals with a
lower fitness but typically even weak individuals have a chance to become a parent
or to survive.

To mathematically define the EA operators and functions we will define the EA
fitness function first. As H is a nonempty set, c : Al ! H and f : H ! R, we can
define the fitness scaling function Ts : R! R and a related fitness function
U,Ts � f � c.

In this definition it is understood that the objective function f is determined by
the application while the specification of the decoding function c and the fitness
scaling function Ts are design issues.3

Execution of an EA typically begins by randomly sampling with replacement
from Al. The resulting collection is the initial population denoted P.

3 If the domain of c is total, i.e. the domain of c is all of Al, c is called a decoding function. The
mapping c is not necessarily surjective. The range of c determines the subset of Al available for
exploration by the evolutionary algorithm.
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More generally a population is a collection P ¼ fa1; . . .; alg of individuals ai 2 Al.
The number of individuals l is referred to as the population size.

Following initialization, execution proceeds iteratively. Each iteration consists
of an application of one or more evolutionary operators. The combined effect of
the evolutionary operators applied in a particular generation t 2 N is to transform
the current population PðtÞ into a new population Pðt þ 1Þ.

In the population transformation, l; l0 2 Zþ (the parent and offspring popula-
tion sizes respectively). A mapping T : Hl ! Hl0 is called a population trans-
formation. If TðPÞ ¼ P0 then P is a parent population and P0 is the offspring
population. If l ¼ l0 then they are called simply the population size.

The population transform (PT) resulting from an evolutionary operatory (EO)
often depends on the outcome of a random experiment. In Merkle and Lamont [6],
this result is referred to as a random population transform (RPT) or random PT.

To define RPT, let l 2 Zþ and X be a set (the sample space). A random
function R : X! TðHl;[l02ZþHl0Þ is called a random population transformation.
The distribution of PTs resulting from the application of an EO depends on the
operator parameters, in other words an EO maps its parameters to a RPT.

Now that we have defined both the fitness function and RPT, we can define in
general an evolutionary operator: let l 2 Zþ, X be a set (the parameter space) and
X a set. The mapping

Z : X ! TðX; T ½Hl;[l02ZþHl0�Þ ð27:1Þ

is an evolutionary operator. The set of evolutionary operators is denoted as
EVOPðH; l;X;XÞ.

There are three common evolutionary operators: recombination, mutation and
selection. These three operators are roughly analogous to their similarly named
count
In Merkle and Lamont’s definition of the recombination operator [6],
r 2 EVOPðH; l;X;XÞ. If there exists P 2 Hl;H 2 X and x 2 X such that one
individual in the offspring population rHðPÞ depends on more than individual of P,
then r is referred to as a recombination operator.

A mutation is defined in the following manner. Let m 2 EVOPðH; l;X;XÞ. If
for every P 2 Hl, for every H 2 X and for every x 2 X and if each individual in
the offspring population mHðPÞ depends on at most one individual of P then m is
called a mutation operator.

Finally, for selection let s 2 EVOPðH; l;X � TðH;RÞ;XÞ. If P 2 Hl, H 2 X,
U : H ! R, in all cases and if s satisfies a 2 sðH;UÞðPÞ ) a 2 P then s is a
selection operator.

Choosing the numerical values or techniques that will compute/simulate mutation,
recombination and so forth tends to be heuristic. In the MOEA descriptions below,
we use standard procedures and values to set the evolutionary parameters. For those
interested in reading more about the various values and techniques that are used to
select evolutionary parameters, the authors suggest Deb [3].
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27.5 Problem Statement

The two optimization problems we face are: generate a series of monthly port-
folios that outperform the S&P 500 over the last 30 years and generate a set of
monthly portfolios that outperform the Russell 3000 Growth index over the last 15
years.

The constraints we will operate under are: turnover is not to exceed 8 % per
month, the minimum stock position is set at 0.35 % of the net asset value of the
portfolio, the maximum stock position is set at 4 % of the net asset value of the
portfolio and a target market capitalization constraint where the average market
capitalization of the portfolio must be greater than the average market capitali-
zation of all stocks available to purchase in the current month (this last constraint
will mean both portfolio sets will be what is called ‘‘large-cap’’ The S&P 500 and
the Russell 3000 Growth are large-cap benchmarks). Another constraint common
to both problems is we must choose stocks that maximize the scores generated by a
multi-factor stock model . This constraint typifies the use of what is called fun-
damental financial data to select stocks that are potential candidates for the final
monthly portfolios.

An additional constraint was added for the Russell 3000 Growth problem: we
cannot exceed the average book-to-price value of all stocks available for purchase
in the current month. Meeting this constraint will mean we will generate the
required growth portfolios for the Russell 3000 Growth pool.

We solve the issues of the constraints by breaking them into two sets and use
two MOEAs. The first MOEA generates potential portfolios that lie within the
bounds of all the constraints except turnover and position. In the second MOEA,
we trade off the turnover and position constraints as well as mean return and
variance (the last being the typical factors used in mean-variance optimization).
We set the rebalance period to quarterly versus monthly but stay within the stated
turnover constraint (not to exceed 8 % per month). The reader can view the pseudo
code which outlines the steps each MOEA takes to solve the problem, as well as
the values used for the EA operators, at [2].

27.6 Results

In Table 27.1 are the 1, 3, 5 and 10 year annualized (transaction cost adjusted)
returns for the large-cap MOEA portfolios and the S&P 500. The period covered is
from December 1979 through December 2009 (121 months).

Table 27.2 has the annualized risk and cumulative return on 10,000 USD for
the S&P 500 and the MOEA portfolios for the same time period.

In Table 27.3 are the 1, 3, 5 and 10 year annualized (transaction cost adjusted)
returns for the large-cap growth MOEA portfolios and the Russell 3000 Growth.
The period covered is from December 1996 through December 2009 (53 months).
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Table 27.4 has the annualized risk and cumulative return on 10,000 USD for
the Russell 3000 Growth and the MOEA portfolios for the same time period.

As seen in Tables 27.1, 27.2, 27.3, 27.4 the percent return and USD return of
the MOEA portfolios is approximately double the value of their benchmarks.

On a risk-adjusted basis, the results are somewhat mixed. The information ratio
for the large-cap growth MOEA is very significant while its Sharpe ratio is only a
little larger than the Russell 3000 Growth Sharpe ratio and both are little different
from 0 (zero). For the large-cap MOEA, its Sharpe ratio is significantly larger than
its benchmark, but its information ratio is very small. So it is not clear that the
MOEA portfolios are the better risk-adjusted portfolios in all cases. By not
underperforming their benchmarks on a risk-adjusted basis, the implication is that
at a minimum the MOEAs reside on a higher curve in risk-return space and could
be the more attractive portfolios to investors.

As to the other constraints:

1 In 100 % of all cases, the MOEA portfolios on a weighted market capitalization
basis met or exceeded the market capitalization constraint,

2 For the smallest and largest positions constraints based on net asset value, none
of the MOEA portfolios broke this constraint on either the minimum or maxi-
mum side, and

3 Turnover did occasionally exceed the 8 % limit per month. These occurrences
tended to happen early in the 1980’s portfolios just as the MOEA was getting on

Table 27.1 Annualized Returns: S&P 500 and MOEA

1 Year (%) 3 Year (%) 5 Year (%) 10 Year (%)

S&P 500 9 30 54 137
MOEA 13 44 84 239

Table 27.2 Cumulative and Risk Adjusted Returns: S&P 500 and MOEA

Sharpe ratio Information ratio Cumulative return on 10,000 USD

S&P 500 1.1 N/A 37,070
MOEA 1.8 0.14 49,500

Table 27.3 Annualized Returns: Russell 3000 Growth and MOEA

1 Year (%) 3 Year (%) 5 Year (%) 10 Year (%)

R3000 Growth 10 33 61 159
MOEA 14 48 93 271

Table 27.4 Cumulative and Risk Adjusted Returns: Russell 3000 Growth and MOEA

Sharpe ratio Information ratio Cumulative return on 10,000 USD

R3000 Growth 0.14 N/A 25,688
MOEA 0.24 0.32 31,298
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its feet. And the turnover limit was broken in a small number of later portfolios
as well. The authors conjecture that in the latter cases the non-dominated fea-
sible solutions handed off to the second MOEA were composed of individual
stocks different enough from the prior quarter’s portfolio that all the resulting
portfolios prevented the turnover constraint from being met. This is an open
question however and needs further investigation.

As to one of the reasons why we chose to use MOEAs—is the stock selection of
the quarterly portfolios statistically significant—we find the answer to be yes. As
measured by John Guerard the MOEA asset selection was very significant. This is
a very pleasant surprise to the authors, especially as the portfolios typically con-
tained 150–200 stocks. Our results demonstrate that MOEAs can generate statis-
tically significant asset selection while operating under real world constraints and
using fundamentally driven stock scores.

27.7 Conclusions

In this paper we demonstrate that MOEAs in the presence of real world constraints
can generate portfolios that have higher returns than their benchmarks, comparable
(if not better) risk adjusted returns versus their benchmarks and statistically sig-
nificant asset selection.

We arrive at these portfolios by dividing the MOEA in two: the first MOEA
generates all the non-denominated feasible sets that meet all the constraints except
turnover and minimum and maximum position. The second MOEA trades off the
last two constraints along with mean and variance to come up with the final
portfolio that has the best Sharpe ratio (or meets the maximum turnover if the other
constraints are not met).

Finally, as best as we know, this is the first multi-period use of MOEAs in stock
portfolio construction [1]. We are encouraged by the results and hope others will
extend and improve upon our work.4
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Chapter 28
Continuous Integration and Automation
for DevOps

Andreas Schaefer, Marc Reichenbach and Dietmar Fey

Abstract The task of managing large installations of computer systems presents a
number of unique challenges related to heterogeneity, consistency, information
flow and documentation. The emerging field of DevOps borrows practices from
software engineering to tackle complexity. In this paper we provide an insight in
how automation can to improve scalability and testability while simultaneously
reducing the operators’ work.

Keywords Administration � Automation � DevOps � eLearning � Heterogeneous
Systems � System Management

28.1 Introduction

A common sight at universities is a highly complex and heterogeneous computer
system infrastructure with low turnaround times in terms of both, hardware and
personnel. Ensuring a high quality of service is mandatory for both, teaching and
research, but many institutes find themselves hard-pressed for manpower. Thus,
the solution to the plethora of challenges presented by this setting is not to work
harder, but smarter. Working smarter almost always means that work is automated.
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The key to good automation is to make it flexible, so that it can be adapted to
various use cases. For instance instead of requiring the admins to manually search
for errors in the network, a set of automated tests should verify the availability of
all systems. Of course this set of tests needs to be tailored for each machine’s role
in the network. Another important example is the management of knowledge in an
eLearning system. A good practice for collaboration is to store all data in a
revision control system (RCS) such as Git. An RCS however needs to be interfaced
with the eLearning system (e.g. Moodle). Instead of manually synchronizing both
data stores, which is tedious and error prone, the eLearning system should auto-
matically fetch updates from the RCS repository.

In this context, continuous integration means that there are no monolithic
changes to the system configuration (e.g. major updates), but all updates ripple
through the systems in a series of small changes. This may initially sound like hell
to a sysadmin as each update may introduce new errors. But our approach makes
use of configuration management and systems monitoring, which together enable
the operators to test changes in an isolated environment before rolling them out
and to track failures in near real-time.

The network found at our chair [8] is of medium size, but high complexity. On
the one hand computer architects need fat nodes with lots of memory to carry out
synthesis and system simulation. On the other hand they require servers to house
FPGA boards with direct access to the PCIe bus. The high performance computing
folks need servers with lots of PCIe slots suitable for GPUs (Graphics Processing
Units), and also medium sized MPI [3] clusters. Those MPI clusters are then again
relevant to grid computing research, as they are well suited for high throughput
computing jobs. The constellation of our systems is illustrated in Fig. 28.1.

Previously, our approach to system administration was to have one or two
experts who would take care of all installed systems. Homogeneity was ensured by
running the same Linux distribution (Debian stable) on all nodes. This made it
easy to automate basic tasks such as backup and updates via homebrew scripts. But
as our chair grew and research interests became more diverse, this approach did
not scale: the GPU machines required frequent updates to the Nvidia drivers and
CUDA libraries while the systems sporting IBM Cell BE did not work well with
Debian, but did call for a Redhead based distribution. Additionally, the closed
source software for the hardware engineering tasks put the admins under unex-
pected load, since they were not familiar with the pitfalls of its installation.
In other words: users could not work efficiently because they had to wait for the
admins, who were feeling their powers spread thin between an increasingly
complex range of specialized servers.

The alternative was to move administrative powers to the actual users of the
system. Each admin could then use the best operating system and configuration for
his use case, and would only have to deal with software and hardware he is used to.
The challenge with this mode of operation is to prevent the individual admins from
being swamped by having to replicate basic functionality such as login services,
home directories and backup. We saw a need to reform our way of system
administration. Our goals for this were:
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1. high degree of automation, to keep the total workload low, despite maintaining
a steadily increasing number of servers,

2. flexibility, in order to be able to accommodate the heterogeneity of the servers
in use,

3. scalability, to share the load among all admins,
4. traceability, which allows admins to track down who made which changes

when and why,
5. don’t repeat yourself, an advice from Hunt et al. [5], teaches the avoidance of

redundancy. In our case this means to prevent systems from entering an
inconsistent state when two databases store different versions of the same data
(e.g. =etc=hosts storing IPs which differ from the actual host addresses),

6. testability, to quickly diagnose and remedy failures,
7. repeatability, for automatically applying the configuration to new machines (not

just already running ones), too, thereby greatly reducing the deployment
time—and cost.

Being software developers, we turned to DevOps practices. This allowed us to use
tools from software engineering (e.g. a revision control system) together with
dedicated administration tools (e.g. Puppet, Nagios). With respect to network
architecture, our basic approach was to outsource basic functionality to a new,
central head node, while leaving the details of specific expert hosts to their
corresponding admins. The next section describes the basic infrastructure we

CAE Server

1x HP DL385

Accelerator Server Accelerator Server

2x IBM LS22 Blade
3x IBM QS22 Blade

IBM BladeCenter H

1x Voltaire InfiniBand 
40 Gb Swtich

14x IBM LS21 Blade2x Cisco InfiniBand 
10 Gb Swtich

IBM BladeCenter H

14x IBM LS21 Blade

IBM BladeCenter H

2x Cisco InfiniBand 
10 Gb Swtich

Headnode

1x HP DL385

1x HP DL185

Backup Server

Wide Area Network /
uplink to Internet

1x Tyan S7015 1x Tyan S7015

Fig. 28.1 Map of the systems in our chair’s HPC laboratory and the network spanning across
them. What is most striking is the heterogeneity of the systems involved: while the LS21 blades
in the whistler cluster on the right are with just 8 GB RAM and 4 cores rather lightweight, the
CAE server has what constitutes a fat node: 96 GB of RAM and 48 cores. The accelerator servers
special pieces of hardware whose cases, board layouts and power supplies have been optimized to
provide a maximum number of PCIe 2:0 � 16 double width slots (8 in each node). They are used
for testing GPU codes and FPGA designs. The backup server is located off-site to increase
disaster safety
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build, while Sects. 28.3 and 28.4 describe the DevOps inspired parts. These
address the heterogeneity of the systems and the team oriented aspect of our
approach.

28.2 The Network

First, we identified a number of common services which each system would
require and which could be incorporated by the headnode.

1. shared user database
2. common home directories
3. secure backup of confidential user files
4. resource arbitration
5. monitoring of system health and performance
6. documentation of changes to the configuration

Afterwards we tried to identify the most suitable tools for each task. Perhaps the
crucial point was the network file system for the home directories. Since both,
hardware and high performance computing groups work with large datasets easily
in the Terabyte range, it needs to be fast. But, because for some of portions of the
data our users had to sign NDAs (for industry projects), it also needs to be secure.
Also, we wanted POSIX semantics to ensure compatibility with existing software.
We chose NFSv4 over InfiniBand, as this is fast enough for our uses, and also
allows for encryption. The user database is implemented using Kerberos and
LDAP. Thereby we can implement strict access control for NFS shares, while
simultaneously being open to other user databases, e.g. in order to import the
department’s list of student accounts. PAM plugins (e.g. pam listfile) allow us to
limit the access of users to certain systems, thereby preventing e.g. students from
swamping the staff’s CAE (computer aided engineering) server.

In our case resource arbitration refers to the task of automatically allocating
pieces of hardware to a given user for a certain period of time. Typically this is
done by a batch queuing system. Originally we planned to use this only to manage
the flow of jobs on our compute cluster, but soon we realized that we were facing a
similar problem on our PCIe servers: a varying number of users were competing
for a significantly smaller number of GPUs and FPGA boards. With a small user
base it was sufficient to use IRC to let the colleagues know who was using a certain
PCIe device, but as more and more students started using the devices for their
projects, we had to come up with an automated method for resource arbitration.

We chose the Sun Grid Engine [6] (SGE, now renamed to Oracle Grid Engine)
as a batch scheduler as it is one of the most mature systems freely available and
comes with all the features we need. The SGE consists of three types of nodes: the
execution hosts are those who run the actual jobs. Submission hosts are used to
send jobs to the system. The planning of when to run which job on what machines
is done by the host running the central scheduler. For this the scheduler maintains a
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number of queues. The queues basically function as FIFOs, but with a twist:
not just waiting time, but also job priorities and user/project fairness are taken into
consideration. This prevents individual users from clogging the queues with a high
number of jobs. Administrators can configure the queues to give certain user
groups (e.g. staff) prioritized access, while limiting the resource usage of other
(e.g. students).

However, setting it up for the PCIe servers was a bit of a challenge: in our
installation larger number (up to eight) PCIe devices may be located in a single
server, so the batch system should be able to schedule multiple jobs on a single
server, as long as their resource allocations permit this. For measurements however
the system should also allow jobs to use a node exclusively, e.g. for precise
performance measurements. Finally, a job might require multiple accelerators,
possibly on multiple nodes, in parallel.

Our initial approach was to create a single queue for the PCIe servers and let
them process one job after another. While this would allow the jobs to access all
PCIe devices exclusively, the resulting resource utilization was poor. Another
attempt was to create a queue for each requestable PCIe device. This would allow
us run multiple jobs on each server while still allowing exclusive scheduling where
necessary. However,jobs couldn’t reserve multiple accelerators simultaneously.
Our final setup uses a single queue gpu:q and each node has a number of
complex values. In the SGE these complex values can be used to model hardware
resources which a job can request and (temporarily) block. This is most commonly
used to model the available RAM or CPU cores, but can equally be used to
arbitrate a guaranteed IO bandwidth or, as in our case, available GPUs and other
PCIe devices.

When a job is started by the SGE and has reserved a number of devices, it needs
to know e.g. the corresponding CUDA device numbers. For this we wrote a custom
script alloc which maintains a database of all present and reservable resources. It
returns all required IDs for a given device and allocates the device to the current
job. Using this mapping, the tool can also free resources if a job has ended but
failed to deallocate its devices, so crashed jobs do not place a problem.

Monitoring needs to satisfy two demands: first of all we need an automated way
to check the functionality of our installation, similar to what unit tests are to
software. Examples include a working SSH daemon on all nodes or a running SGE
execution daemon. For this we chose Nagios, as its architecture allows for custom
tests and it is well suited for sending alarm messages on multiple channels.

Second, a metering tool is required to identify possible performance bottle-
necks, which may affect system availability in the future, e.g. temporary high load
situations or an exhausted network bandwidth on certain servers. Nagios is good at
telling if a certain measured value has crossed a certain threshold, but it is bad at
reporting how this value has developed across time. Therefore we use Ganglia,
which can provide plots of basic performance metrics for all nodes. It may be
extended with custom metrics, e.g. to plot the temperature measured by an external
probe.
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For disaster security our backup server is located in a different server room. We
need to ensure security in this context in multiple ways:

• The backups should not be lost if one or two disks fail. Therefore the backup
server features a RAID6 device which will only fail if three drives fail
simultaneously.

• The WAN connection between both server rooms is not to be trusted, so all
access has to be protected. We export storage using CHAP protected ISCSI
volumes.

• Multiple systems will store their backups on this system. Some may carry data
for which NDAs have been signed. So admins of the different systems should
not be able to access the backups of other systems. Thus we encrypt all backups
using LUKS. Only the servers mounting the shares can decrypt them. To be able
to restore data, the corresponding admins keep an offline copy of those keys.

28.3 Configuration Management

This section outlines how we use Puppet to automate the installation of packages
and changes to the systems’ configurations. The beauty of this approach is that
new nodes only need a basic operating system installed, along with the simple
Puppet client. All other configuration and installation work is then taken over by
Puppet. This greatly reduces our deployment time for new systems. Also, nodes
may be migrated from other forms of administration to this one step by step, as
Puppet’s configuration catalog may include setups tailored for each node indi-
vidually (see Figs. 28.2 and 28.3).

The infrastructure illustrated above requires an extensive configuration of each
node. If the configuration was static and all nodes would use the same Linux
distribution, we could use a system image to fill the node with a suitable initial
configuration. Our experience however is that the configuration needs to change
frequently (e.g. because new packages are installed) and also different Linux
distributions are most suitable for the different machines.

The standardized formulation of system configurations and their deployment
has gained a lot of attention in the recent years [2, 9]. We chose Puppet, as it is
more feature rich than the aging Cfengine, but is simultaneously more mature than
Chef. Puppet consists of a central configuration server which is being polled by
clients for changes to the configuration. The configuration itself is described via a
set of scripts written in a domain specific language. It offers a unified interface to
tasks like starting system services or handling packages, which may require
different actions on each operating system.

The different roles each of our systems need to play are reflected by a custom
class hierarchy as shown in Fig. 28.2. Basic services are defined in modules, which
are then included in the classes. For instance the root class UnixNode includes the
basic package and config file modules as well as—among others—the module
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Auth, which sets up LDAP and Kerberos clients and configures PAM to use those.
A short example of a custom Puppet module can be seen in Fig. 28.4.

The class CellBlade is specific to our IBM QS22 blades (each with two
PowerXCell 8i processors), which run Fedora. OpteronBlade refers to those blades
featuring two AMD Opteron six-cores, which are a lot beefier than the smaller

UnixNode
-BasicFiles
-BasicPackages
-Auth
-OpenMPI
-Parmetis
-Boost::Common
-Ganglia::Client

WhistlerBlade
-Visit

BasicClient
-Backup::Client
-NFSClient
-Exim::Satellite
-InfiniBand::Client
-SunGridEngine::Client
-NTP::Client

CellBlade
-CellSDK

OpteronBlade
-AtiStreamSDK
-CellSystemSim
-Visit
-VM

TeslaSystem
-AtiStreamSDK
-CellSystemSim
-Visit
-CudaToolkit

HeadNode
-AtiStreamSDK
-CellSystemSim
-Exim::Smarthost
-Backup::Headnode
-InfiniBand::Headnode
-Visit

Fig. 28.2 Class diagram of our Puppet setup. Each individual class stores the setup of one
category of nodes. For this it may inherit settings from another class and include a number of
modules

Fig. 28.3 Excerpt from our
Puppet installation’s manifest
file. Two nodes are
configured: faui36i is an
accelerator server which
mainly houses GPUs, while
whistler01 is an LS21 blade
and part of our medium sized
cluster computer
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WhistlerBlades, and are thus suited for a larger range of applications. For instance
running VisIt [1]—our tool of choice for visualizing the 3D results of our simu-
lation codes. The classification TeslaSystem is used by the PCIe servers, which
were originally only used to house Nvidia Tesla GPUs, but changed over the time
to accommodate all sorts of accelerators, including AMD GPUs and FPGA boards.
The HeadNode has a dedicated class, which shares some modules with the client
classes, but generally needs tweaks to its configuration as it mostly runs the server
parts of the services. We found it useful to keep the headnode’s configuration in
the Puppet repository, too, even though no other node needs to duplicate it,
because this makes it much easier to trace changes.

For some packages, especially those that communicate via the network, we
have to have the same version installed on each node. That feature may not be
achievable with the stock packages available in the different Linux distributions, as
their versions may differ. Therefore custom puppet modules handle the installation
of the OFED InfiniBand drivers, our MPI environment Open MPI[4] and the SGE.
The class hierarchy allows us to examine new packages and modules selectively
on single nodes and only enable them on all nodes after they have been thoroughly
tested.

Fig. 28.4 Example for a Puppet module. In this case we see the client part of our Ganglia
installation. It first installs the monitor package, which unfortunately has different names on each
Linux distribution, and then ensures that the service is up and running. It gets restarted each time
the configuration file (also managed by Puppet) is updated
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Puppet itself handles the distribution of configuration changes to the nodes, but
it does not facilitate the communication and documentation of these changes
among a group of administrators. We therefore decided to place our puppet
configuration in a Mercurial (HG) repository and let a Trac (by Edgewall)
installation interface with it. Trac’s integrated Wiki allows the users to maintain
system documentation in a single place. We use the ticket system to assign tasks to
the different admins. One benefit of a single, integrated system is that the wiki,
tickets, commit messages and files in the repository may reference and interact
with each other (e.g. tickets may be automatically closed via certain commit
messages and the wiki may link to parts of the source code).

28.4 Tracking Changes

This section is meant to give an overview of how we use our setup to manage the
systems’ configurations.

The core is the Mercurial repository, which stores the configuration data.
An admin would first update his local copy of the repository by pulling changes
from the server. After making modifications and committing these locally, he
would push them back to the server. The client machines regularly poll the Puppet
server and apply the retrieved configuration catalog. Admins can view changes to
the repository in Trac’s timeline. Also, after making changes to the configuration,
it is often sensible to update the user documentation, which is then accessible to
users, too.

Figure 28.3 shows an excerpt of our manifests=site:pp file which defines the
setup for all client nodes. faui36i is one of the PCIe servers, which we mainly use
to house GPUs. Its type is set to teslasystem, a historical name which stems from
the node’s first use. It will—among a variety of other packages—install Nvidia’s
GPU drivers (and update them after each kernel update) and additionally the
CUDA toolkit and SDK. whistler01 is one of the smaller blade servers. The
debian net config passage defines whistler01’s network setup. While this first
appears to be inferior to running an DHCP server, we actually found this approach
to better fit our needs: by placing the address information within Puppet, we avoid
repeating the same data across different databases (e.g. =etc=hosts and the DHCP
server) and can furthermore automatically extract the data and reformat it for other
uses (e.g. the aforementioned host file).

Because of the high number of nodes with identical configurations, we wrote a
short Ruby script which can generate the manifest from a short template. This
means that we have to maintain significantly less code (the manifest is slightly
larger than 13 kB while the generator script weights only less than 3 kB) and also
adding a new node (with an configuration identical to some previous node) now
boils down to adding a single line of code to the generator script.
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28.5 Application Specific Infrastructure

In the previous section, we presented a hardware and software environment with
an automated system maintenance infrastructure. The usage was limited to
standard architectures e.g. servers, PCs, GPUs. Also, most of the software was
developed for these standard architectures. Hence, there was no need to implement
a custom tool set. In a more specialized environment we have to extend our
infrastructure by developing secure and fast tools for automated setup and easy
maintenance. Therefore, we will present in this section methods for the handling of
heterogeneous, application specific infrastructures. As an example we use a remote
hardware laboratory as part of an online lecture.

In our hardware development lectures for students, we gained the experience
that most of the practical time was wasted to understand the development tools and
to set up the working environment, e.g. window manager and rc scripts. Therefore,
we decided to create a new virtual lecture, where the students can do their
exercises at their PCs at home. But it is not possible that every student can get an
experimental hardware board from the university for the practical tests. On the
other hand, practical experience is important for the appreciation of the topic.
Therefore, we created a remote hardware laboratory, based on FPGAs, were the
students can test their own hardware projects on real hardware via a remote
connection over the internet. Hence, our online hardware lecture contains two
parts, which were firstly described in [7]. First the content management system
which provides the lectures content and second the remote hardware laboratory,
for practical hardware tests. In the following, we describe how this application
specific architecture is integrated in our chair computer infrastructure system.

eLearning Content. To create eLearning content some challenges have to be
meet. First the content should be provided in HTML for online access, but also as
PDF for printing and archiving the lectures. Moreover a version control system is
required. Because such lessons are created from different employees of the chair
with special knowledge at their topic, an easy way to share the source is necessary.
Moreover, it is preferable to have a version history, where you can view, merge
and revert changes. Therefore, we chose an XML based flexible and automated
content creation flow, based on eLML, git and moodle.

For an easy creation of different output formats (PDF and HTML), an XML
based flow has been chosen. The eLML is a XML based markup language which
provides special tags for eLearning content such as lecture, exercise and so on.
With the help of XSL transformation scenarios, the source files given in eLML can
easily be transformed to the output formats like PDF or HTML. For an automation
of this process, saxon9 and fop is used. Because of using XML and, hence, the text
based development flow, the development process can gain efficiency by using a
version control system. Because of the local development strategy and the well
working index concept, we have chosen git. Git was developed for the Linux
kernel development and is now used for several large open source projects where
efficient version control is necessary. The last important point is, how the created
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content is published for the students. For this we are using a Content Management
System (CMS) called moodle which was immediately created for hosting
eLearning content. This CMS was written in PHP and allows a sufficient inte-
gration in our apache web servers. Unfortunately, no accessible interface was
created to allow an automated integration of content from an version control
system. Therefore, we implemented git hooks and a moodle interface for an
automated lesson import from git. Now, if a teacher commits and pushes changes
in their XML lessons to the git repository, the git hook is executed which updates
the content, executes the XSL transformation and publishes the results on the
moodle server. Moreover, it is possible to control the update process by writing a
commit message in a special syntax. This allows a flexible but easy to use interface
for the complex automated publishing process. Because the transformations of the
sources can take a view moments, a feedback in terms of an email response will be
created. Also the complete build process log is attached to this email to find
possible errors in the highly automated system.

Remote Hardware Laboratory. With the development of Field Program-
mable Gate Arrays (FPGA) a powerful device for hardware developers was cre-
ated for testing of user-specific circuits, from simple boolean functions up to
complex parallel multiprocessors. The SRAM based device allows a reconfigu-
rability, wherewith it is possible to load any hardware architectures as often as
required. Such programmable chips are an efficient trade of between performance
and flexibility compared to an Application-Specific Integrated Circuit (ASIC).

The usage of such FPGA devices at a remote hardware laboratory leads to a
very heterogeneous hardware setup, which has to be controlled by a PC
system.Because many small and different devices, e.g. the FPGA boards are
connected to this server, special requirements for controlling these devices have to
be meet. In contrast to this, a pure software systems, where every server is running
an operating system and is connected to the internal network, controlling and
communication can be done at a higher abstraction level. Moreover, no software is

Fig. 28.5 A lab client system an their web user interface after programming a board
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available for an automated setup, stable and secure operation and easy to use
maintenance of such a system. Therefore, we had to develop our own tool set to
handle these difficulties.

The FPGA is integrated in a board which contains several IO components, such
as LEDs, 7-segment display, switches and buttons. These boards are connected to a
PC, which is again connected to the internet, which is called lab client. Finally,
some of such lab clients can be connected together via the internet to offer more
FPGA resource, however, with the advantages of a single sign on and a centralized
user database. Hence, the students can connect to this system and program a board,
with their own hardware. Figure 28.5a shows a lab client, containing the PC at the
top, and the FPGA boards with webcams and IO boards at the bottom. The
problem is, that via remote access the visual outputs can not be seen and no
physically movements of switches and buttons are possible. To solve these two
problems, every FPGA board is captured by a webcam and connected to a so
called IO Board. The captured video data is send via the internet to the students at
home. To stimulate the FPGAs inputs, the FPGA board is connected via electrical
wires to an IO Board, which runs a web server. By accessing the web server the
wires are stimulated by the IO board and the FPGA can get the inputs. In Fig. 28.5
the user interface with video stream (28.5b) and IO control (28.5c) is shown.

To get the described system working, we developed a software system which
controls the programming of the FPGAs, the capturing of the boards via webcams
and the access to the IO boards for FPGA control. Also the system should fulfill
the requirements of high security, high stability, good performance, fairness of
usage, ability to system monitoring and easy scalability. All these requirements
could be met by implementing a software architecture containing daemons and end
user programs shown in Fig. 28.6. Every green blob figures out a daemon (Slave
Resource Manager) at the PC of a lab client. It handles and controls the resources
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which are attached locally. The arrows at the bottom show the control signals of
the components, where the PC is connected to. All of these Slave Resource
Managers are connected via TCP sockets to a Master Resource Manager, also a
daemon, which is located at an arbitrary server and is called lab server. The Master
Resource Manager handles all available resources of all Slave Resource Managers.
Thereby, the Slave Resource Managers can physically placed around the globe.
For example, we have tested an inter-continental connection from Argentina to
Germany with moderate latencies. There are some ways, you can interact with the
Master Resource Manager. The simplest way is a ssh connection to the server
where the Master Resource Manager is located. With a special program (fpgaprog)
and an additional security layer you can request FPGA resources to test your
hardware, analyze the video stream and make inputs utilizing the IO board. For
root access an other program (Root CLI) was developed to monitor and maintain
the system. A third interface, a web GUI is still in development and not finished
yet. This own development was mainly written in C for the daemons and CLIs. For
Database access SQL was used. Installing new and maintaining existing systems is
mainly done by using bash scripts. Every connection via the TCP sockets uses our
own protocol for remote hardware experiments and is encrypted by using SSL.

Coming back to the aforementioned requirements in the previous paragraph, we
can say that our system is highly secure and stable. Where it is possible, the rights
management system of the underlying Linux kernel for our security concept is
used. Moreover, the system is running for one year now, without any system crash
during this time. Also we could determine that our system is fast, because of the
application-specific C implementation. The fairness of usage is given by a
scheduler, which allows every user access to a board by assigning time slots, if
necessary. Because of storing every event of the daemons in a database, and every
important event to syslog, its very easy to monitor the system. Finally, the usage of
TCP sockets with SSL between the daemons, allows a distributed and secure
system around the globe. By using the install scripts, a new lab client can be set up
easily and integrated in the existing flexible system infrastructure.

28.6 Summary

We have presented a tool centric approach to collaborative system management.
It draws ideas from the DevOps movement to transform administration for the
most part into writing source code, which can be shared, reviewed and developed
in a team. Its heart is a set of scripts written for the Puppet configuration man-
agement system. The Puppet server and clients facilitate the communication of the
configuration catalog among the nodes, while Mercurial as a revision control
system and Trac are used to share and document changes among the developers/
operators and users. This approach is flexible enough not only for managing
hardware, but also information in an eLearning environment. The beauty of this
approach is that it allows us to achieve a high degree of automation, thereby
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removing the need for dedicated admins. Simultaneously it makes the process of
administration scalable and repeatable.
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Chapter 29
Verification of Virtual Prototypes
of Mining Machines for Technical
Criterion

Jarosław Tokarczyk

Abstract Methods for verification of virtual prototypes of powered roof support
and falling object protective structure (FOPS) for operator for technical criterion
were presented in the paper. In the case of powered roof support resistance strain
gauge measurements and geometrical measurements were used. Method of building
of computational models and their further modifications for the purpose of com-
parison of results was presented. Potential reasons of differences between results of
stand tests and results of virtual tests were showed. Virtual prototype of FOPS
protective structure was verified with use of reverse engineering method (RE).

Keywords Computational methods � Experimental test � Finite element method �
Reverse � Engineering � Stand test � Virtual prototyping

29.1 Introduction

Each machine or equipment in the Polish hard coal mining industry before its
actual use should be subjected to a series of obligatory stand tests, on the basis of
which Notified Body makes assessment of product conformity.

Depending on a type and range of use of a given machine or equipment, there is
a different range of required tests. Each machine designed for operation in
underground mining industry, e.g. machine that belongs to so-called longwall
system, is subjected to strict strength tests at the stage of product certification.

J. Tokarczyk (&)
Institute of Mining Technology KOMAG, ul. Pszczyńska 37, 44-101 Gliwice, Poland
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Most of the tests belong to non-destructive tests, although after which a given
machine can not be used. In the case of not meeting the assumed requirements it is
necessary to manufacture the next copy of the material prototype. Due to this, at
present before final manufacturing of machine or equipment, which is designed for
experimental tests, virtual prototyping is applied. Virtual tests, which are
conducted in this way at the KOMAG Institute of Mining Technology (Poland),
minimize a risk of not meeting the assumed requirements during conducting of
experimental tests. On the other hand, results of experimental tests are the basis for
verification of virtual prototypes. Due to higher and higher possibility of
complication of virtual prototype, which results from increasing computational
power of present computers and development of the next versions of software of
CAE (Computer Aided Engineering) class, it is possible to create complex finite
element meshes of computational models and to simulate wide range of physical
phenomena [1]. However, it requires continuous verification of virtual prototypes
with the results of stand tests. Verification of virtual prototype for strength
criterion [2] which belongs to the technical assessment criteria [3], and it needs
using the following measuring methods: resistance strain gauge measurements,
geometrical measurements and reverse engineering method (RE), was presented in
the paper on the basis of powered roof support and FOPS.

29.2 Powered Roof Support

Powered roof supports have to protect workers against roof fall during under-
ground mining of hard coal by a longwall system, which is especially popular in
Poland and in Europe [4]. Powered roof supports are a part of longwall system,
including also longwall shearer with armored face conveyor (AFC).

Main components of powered roof support are as follows, Fig. 29.1:

• Base (1).
• Canopy (2).
• Gob shield (3).
• Hydraulic legs (4).
• Lemniscate links (5).

Links with gob shield make the lemniscate system, which ensures rectilinear,
vertical movement of canopy in a required range of height of support.

29.2.1 Virtual Prototyping

On the basis of 3D geometrical model a solid computational model of powered
roof support was created. Boundary conditions of computational model were in
accordance with support scheme A.1.1a—A.2a, according to [5], Table 29.1. It is
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required to create a computational model consisting of solid elements, with use of
a tool for automatic creation of meshes of spatial elements, to include construction
details in a computational model at so complex geometrical model.

Due to this, computational model consisted of the following:

• 716081 nodes.
• 396443 TET10 solid elements.
• 48 MPC elements (articulated joints).
• 4 MPC elements (supports).
• 24 BEAM 1D elements (bolts).
• 38 BEAM 1D elements (virtual strain gauges).

Linear-and-elastic model of material of the following properties was assumed:

• Young’s modulus—205 [GPa],
• Poisson’s ratio—0.3.
• Density—7850 [kg/m3].

According to passive load, forces coming from front hydraulic legs F1, and rear
hydraulic legs F2, Fig. 29.2.

Values of forces were calculated on the basis of pressure in under-piston areas
of hydraulic supports during stand tests. Forces coming from masses of front legs

Table 29.1 Components of scenario of virtual prototyping

Type of supporting Scheme of supporting

Canopy Base

A.1.1a–A.2a

Fig. 29.1 3D geometrical
model of powered roof
support
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m1, rear legs m2, canopy m3 and gob shield m4 acted on the base. Frictional forces
between supporting beams and roof T1, T2 and supporting beam and floor T3 were
determined in supports, in which movement along OX axis is possible. Vectors of
frictional forces were directed in opposite direction to the movement of a given
support. Calculation of frictional forces (base—floor, canopy—roof) required
making of initial calculations for each load variant.

Values of active forces, which are in computational model of exemplary
support were as follows:

• F1 = 1.72 [MN].
• F2 = 1.22 [MN].
• T1,2,3 = N1,2,3 * l.
• P1 = m1*g ? m3*g.
• P2 = m2*g ? m4*g.

Where:

• m1 = 615 [kg].
• m2 = 368 [kg].
• m3 = 5270 [kg].
• m4 = 4030 [kg].
• m4 = 4030 [kg].
• l = 0.1—steel—steel friction coefficient.
• N—calculated values of reactions in points of support. These values depend on a

variant of support of powered roof support model.
• g—direction of gravity.

Additionally, virtual strain gauges (measuring points of strains) were created in
the computational model. These were beam elements of BEAM2 type of radius

Fig. 29.2 Boundary
conditions of computational
model of powered roof
support
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equal to 10-6 [m].They had common nodes with TET10 solid elements to obtain
identical values of deformations.

Beam elements were placed in accordance with the placement of measuring
strain gauges on a real object.

29.2.2 Experimental Test

According to the European standard requirements [5] within strength criterion, the
tests of powered roof supports include a cycle of static and fatigue loads at the test
stand prepared specially for that purpose. Such a stand is at the KOMAG Institute
of Mining Technology.

Stand tests, by suitable methods of loading of powered roof support, i.e.
methods of supporting of canopy and bases, recreate real conditions of mining in
laboratory conditions in a simplified way. According to standard assumptions,
different methods of supporting of powered roof support, which are applied during
static tests, can be distinguished. Selection of proper methods of supporting of the
system depends on a structure of tested powered roof support. Passive load of
support is realized by supplying the hydraulic components, which decide about
load bearing capacity of support, i.e. hydraulic legs, canopy cylinder. Active load
of the support system is realized by acting of stand roof on the support with
simultaneous control of increase of pressure in hydraulic components of support.
Both methods enable gradual increase of support load.

Applied schedule of loading of powered roof support include symmetrical and
asymmetrical methods of roof supporting.

During static stand tests of powered roof support the measurements of the
following amounts, which characterize load condition of support, are made:

• Values of strains in selected points of support sub-systems.
• Deflections (deformations) of basic support sub-systems (bases, gob shield,

canopy).
• Pressure in operational spaces of hydraulic components (legs, canopy cylinder).

29.2.3 Comparative Analysis of Results of Calculations
and Measurements

Observed differences between results of stand tests and FEM calculations are
caused mainly by arrangement of measuring and virtual strain gauges close to the
places where there is a high gradient of material deformation. Moreover,
discretization errors may additionally occur in those places. Such errors appear in
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finite elements, geometrical form of which is degenerated, i.e. in flattened or
shapeless elements. In the case of geometrically complex computational models
degenerated elements are in roundings of small radius, bevelling of edges, precise
mapping of screws in holes, notches, etc. Discretization error appears by high
gradient of resulted values between each node of a single degenerated finite
element.

Elimination of discretization errors requires re-making of FEM calculations
within global-and-local task, which is solved in this model area where such error
occurred. Solving of the task begins with densification of FEM mesh in a given
part of tested computational model. Moreover, geometrical model can not have the
features, which make creation of consistent finite elements mesh impossible. It is
difficult to identify them, especially in expanded geometrical models, such as:
installation clearances, edge adhesion of metal sheets and tangential connection of
cylindrical surface and flat surface.

29.2.3.1 Global Task

Global task includes computational model, which comprises all sub-systems of
analyzed machine or equipment. Tensors of axial deformation of measuring and
virtual strain gauges were compared. Obtained results are presented in a form of
diagram, Fig. 29.3.

Value of deformation of measuring strain gauge and beam component is
presented on a diagram on OY axle. Numbers of measuring strain gauges are on
OX axle.

Differences between values of strains of virtual and real strain gauges result
from the following reasons:

Fig. 29.3 Comparison of values of strains in measuring points for A.1.1a–A.2a support type
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• Strain gauges are placed in areas of high gradient of reduced stresses, where
even a small change of placement of measuring point causes a big difference in
the results (Fig. 29.4 area A).

• There are differences between placement of real and virtual strain gauges. These
differences result form uncertainty of measurement of placement of strain
gauges on a powered roof support.

• Computational model is made strictly according to the documentation, while in
a real object there are inaccuracies associated with tolerance of manufacturing
and clearances in bolt connections. These factors can disturb symmetrical
operation of powered roof support.

• There are differences in homogeneity of real material.
• Non-linear behavior of material after exceeding of yield point was not included.
• At test stand the roof is supported by 12 cylinders—there is a possibility of

temporary non-parallelism of roof and base.

Comparison of deformations (deflections) of the whole systems of powered roof
support is the other method for verification of virtual prototype for strength
criterion. Values of deflections of base and canopy are measured on their side
edge. Deflection is a relative value between vertical displacement of canopy ends
or base ends and vertical displacement of the middle part of the edge. During stand
tests location of measuring point at the edge of base or canopy is initially estimated
and corrected during strength tests. To obtain maximal value of deflection for a
given component it is required to determine deflection diagram.

Comparison of differences between maximal deflections of canopy and base
obtained from calculations and stand tests is included in Table 29.2.

Results obtained from FEM calculations were modified to read the value of gob
shield deflection. It was necessary because of movement and rotation of gob
shield, in the case of each method of supporting of powered roof support, what
made direct reading of deflection impossible.

Due to that, application started in the environment of AutoCad software was
created for that purpose. There were the following input data:

• Deformed, surface FEM mesh of gob shield upper surface.

A
Fig. 29.4 Map of reduced
stresses on a base, isometric
view
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• Coordinates of reference node—the node was created in the middle of diagonal
of gob shield upper surface and its location was in accordance with measuring
point at test stand.

Deformed FEM mesh and coordinates of node were exported in a file of Patran
Neutral File format. The results are shown in the Table 29.3.

Difference between deflection value that was calculated and deflection value
obtained on the basis of stand tests was observed. Clearances present in bolt
connections and tolerance of manufacturing of each part were not included in
computational model. Average value of deflection obtained from stand tests is
equal to 2.05 [mm], while value of clearance in bolt connection is equal to 1–2
[mm] between diameter of hole and diameter of shaft, due to what they have an
impact on obtained results [6].

Insensitivity to discretization errors is an advantage of the method of
verification by comparison of deflections of each sub-system. Additionally, value
of deflection of a given system is a determinant of its global exerting and this result
is not disturbed by local differences in values of stresses, what happens in the case
of strain gauge measurements.

29.2.3.2 Local Task

A part of computational model, which requires local densification of the mesh and
more accurate representation of design form, is extracted from the whole, Fig. 29.5
and treated as a separate task, including the boundary constrains that connect it
with the surrounding. These constrains are represented by displacements. In the
latest versions of computational software local task is a part of global task and it is
solved simultaneously.

For the task needs elastic-and-plastic model of material with linear strength-
ening of the following properties corresponding to material, which was used in
powered roof support, was defined:

Table 29.2 Components of scenario of virtual prototyping

Supporting variant Component Deflection value [mm] Difference [%]

Stand tests FEM calculations

A.1.1a–A.2a Base 5.4 5.11 5.37
Canopy 17.6 20.81 18.18

Table 29.3 Comparison of values of gob shield deflections for exemplary powered roof support

Type of supporting Value of gob shield deflection [mm] Difference [%]

Stand tests FEM calculations

A.1.1a–A.2a 2.7 2.13 21.11
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• Young’s modulus—205 [GPa].
• Poisson’s ratio—0.3.
• Density—7850 [kg/m3].
• Yield point—690 [MPa].
• Strength—930 [MPa].
• Elongation—10 %.

Due to the time of calculations, material of these properties was assigned only
to the small part of local model, in which exceeding of yield point should have
been expected. Linear-and-elastic properties were assigned to the rest part of the
model.

Selected parts of the model were covered with the mesh of TRIA6 surface
elements of the thickness equal to 10-6 [m]. This mesh is stretched in a local
coordinate system, in which one of the axles is in accordance with a direction of
virtual strain gauge. Elements of the mesh had joint nodes with TET10 elements of
solid model, what caused identical deformations.

Ranges of fields of deformations close to strain gauges were obtained in a result
of solving of global-and-local tasks with use of surface mesh. Comparison of
values of deformations of measuring strain gauges with the ranges of fields of
deformations obtained for surface elements is given in Table 29.4. ‘‘-’’sign means

Fig. 29.5 Point of measurement of deflection at test stand

Table 29.4 Ranges of fields of deformations around each elongation measuring point

No. of measuring
strain gauge

Elongation of measuring strain
gauge (stand tests) [%]

Range of field of deformation around
measuring strain gauge [%]

4 -0.49 -0.1 7 1.75
5 0.46 -5.9 7 7.45
8 0.41 -1.96 7 0.488
14 0.26 -0.426 7 0.2
16 -0.68 -1.14 7 -0.36
17 -0.85 -2.95 7 -0.494
18 -0.31 -1.66 7 2.6
19 -0.22 -2.00 7 1.52
20 -1.11 -4.77 7 0.733
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compression. The ranges in perpendicular direction to longitudinal axis of assessed
strain gauge were compared.

Obtained results confirm sensitivity of result of deformation to change of strain
gauge location. Due to the above, use of several independent methods of verifi-
cation is required to verify virtual prototype with the results of stand tests and to
obtain objective comparison. In some cases it is indispensable to use RE method.

29.3 Falling Object Protective Structure

Falling Object Protective Structure (FOPS) and roll-over protective structures
(ROPS) types, which protect operators of self-propelled vehicles are used in the
mining industry. FOPS protects the operator against falling rock slides, while
ROPS protects against crushing during vehicle overturn. These structures are
subjected to destructive tests, according to standards, which are in force [7, 8].
ROPS are also used in general automotive industry [9] and in special vehicles. The
results of virtual prototyping of protective structure for the operator of side-dis-
charge loader are verification subject. Verification for strength criterion was
conducted, i.e. protective structure was loaded by falling weight.

29.3.1 Virtual Prototyping

FOPS virtual prototyping for safety criterion was conducted by FEM method in
MSC.Dytran software environment [10]. Non-linear, time-dependent calculations
were carried out. Nonlinearities resulted from taking into account contact
phenomena and elastic-and-plastic phenomena of material model. Computational
model for the weight and FOPS protective structure was developed. A model of
weight of 520 [kg] consisted of 6074 TETRA 4 solid elements. Initial distance
between the weight and upper surface of FOPS was equal to 1 [mm]. A model of
weight had initial speed equal to 6.67 [m/s], what corresponds to free fall from the
height of 2.3 [m] from upper surface of of FOPS, to obtain impact energy of 11600
[J]. The following simplifications were assumed, basing on experience from
previously realized work [11], [Praca badawcza U/BDC-8643/OR: Obliczenia
wytrzymałościowe konstrukcji chroniącej operatora przed spadającymi przedmi-
otami. CMG KOMAG, Gliwice 2003 (in Polish)(unpublished)],[Praca badawcza
U/BDM—8752/OR: Badanie daszka ochronnego. CMG KOMAG, Gliwice 2004
(in Polish) (unpublished)]:

• Computational model consisted of QUAD 4 and TRIA 3 shell elements.
• Grooved joints of sheets were replaced by finite elements of thickness equal to

total thickness of sheets in a given joint.

The following material properties were defined:
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• Model of material: elastic-and-plastic,
• Young’s modulus E = 2.068*1011 [Pa].
• Poisson’s ratio g = 0.29.
• Yield point Remin = 330 [MPa].
• Tensile strength Rm = 490 7 630 [MPa].

The same supporting method as for the object at test stand: rigid anchoring at
the lower edges of vertical supports, was assumed for the computational model.

Calculation process was stopped, when the model of weight reached the speed
equal to 0 [m/s], i.e. when the verified construction took over the whole impact
energy (maximal values of displacements and stresses were reached). Values of
displacements and stresses present in FOPS structure were obtained in a result of
calculations. Displacements of node on the surface of lower sheathing of FOPS,
over operator’s head, were assumed as criterial ones.

Maximal deflection (elastic and plastic strain) of lower surface was equal to 10
[mm] and it did not exceed the value of 50 [mm] determined in a Standard as
permissible value. Maximal deflection was equal to 41 [mm] in the place of weight
drop after 0.011 [s] from the time of drop.

29.3.2 Experimental Test

Conducted laboratory tests aimed at checking of protective structure for operator
of loader against local puncture caused by impact load and indirectly by a method
for verification of ability of transferring of impact load [Praca badawcza niepub-
likowana SP/BDM—9877: Badania weryfikacyjne rzeczywistej konstrukcji
chroniącej operatora. CMG KOMAG, Gliwice 2005 (in Polish) (unpublished)].
The tests were conducted according to the Standard requirements [7]. Under lower
sheathing of structure, at the place of operator’s seat a DLV (Deflection—Limiting
Volume) model of space of dimensions determined in the Standard [12], which can
not be affected by deformable parts of the structure and by the weight itself, is
placed. View of test stand and DLV dummy are presented in Fig. 29.6.

The weight was hanged on a crane hook. The outline of the weight was marked
with a line to improve clarity of the picture. According to the Standard the energy
of weight impact should be equal to 11.600 [J]. It requires lowering of the weight
of 520 [kg] from the height H = 2.3 [m]. Microexplosive, which rapidly breaks
hoisting rope of the weight, is used for that purpose.

29.3.3 Comparison of Results

A reconstruction of upper sheathing after stand tests was conducted by RE method
[13] to verify virtual prototype of FOPS structure, Fig. 29.7.
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This method is used for reconstruction of real objects in computer environment.
Coordinate measuring machines, optical methods or laser scanning are used in RE
method.

At the same time initial positions of nodes of finite elements mesh was modified
in FEM post-processor on the basis of magnitudes and directions of displacement
vectors, obtained from deformed upper sheathing of the same FOPS structure,
Fig. 29.8. It is one of functions of present post-processors [14].

Shell models obtained form different sources were set together to compare
displacements of 25 points located in the same places. The were some differences
in displacement (point 4, Fig. 29.9) values as a result from repeated bounces of the
weight during stand tests. These phenomena were not included in computational

Fig. 29.6 View of test stand (a) and DLV dummy (b)

Fig. 29.7 Surface model of damaged protective structure—RE method
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model, due to the time of calculations. Use of RE method enabled verification of
calculations results by comparison of two geometrical models obtained from two
different sources.

This method is especially useful in the case of damaged objects of irregular
shape, where use of traditional measuring methods is difficult.

29.4 Summary

Verification of the virtual prototype enables to identify the reasons of differences
between results obtained during simulation and tests on a test stand. Verified
virtual prototype enables to assess future machine or equipment in conditions,
which can not be obtained at test stand or which are difficult to be obtained. High
cost of stand tests, especially in the case of destructive tests in a unit production
increases the final price of product that is sold. Additionally, it is required to repeat
the test in the case of its negative result, what needs manufacturing of the next
material prototype.

Work as regards virtual prototyping for strength criterion has been conducted at
the KOMAG Institute of Mining Technology for more than 10 years. In this time a
lot of research work on the basis of which the most significant reasons of differ-
ences between results obtained from simulation and stand tests was carried out.

Fig. 29.8 Modification of positions of nodes of computational model mesh—result of simulation

Fig. 29.9 Presentation of values of displacements of crossing points 1–25
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The following factors have the biggest impact on differences between results
obtained from virtual prototyping and stand tests:

• Differences between dimensions of geometrical model and real object.
• Boundary conditions.
• Material properties.
• Simplifications of computational model.
• Discretization errors.

Constant and methodical process of verification of virtual prototype enables to
develop a method for creation of computational model, on the basis of which
results of acceptable error are obtained for identified loading conditions. In this
way in the next step it will be possible to use computational methods for certifi-
cation of such products, which at present require obtaining of positive results of
strength tests at test stand. Taking into account increasing possibilities of CAE
software, newly designed machines and equipment will be multi-criterial assessed
and optimized.
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Chapter 30
Project Scheduling with Fuzzy Cost
and Schedule Buffers

Pawel Blaszczyk, Tomasz Blaszczyk and Maria B. Kania

Abstract The aim of this research was the trial of modelling and optimizing the
time-cost trade-offs in project planning problem with taking into account the
behavioral impact of performers’ (or subcontractors’) estimations of basic activity
parameters. However, such a model must include quantitative measurements of
budget and duration, so we proposed to quantify and minimize the apprehension of
their underestimations. The base of the problem description contains both safe and
reasonable amounts of work estimations and the influence factors matrix.
We assumed also the pricing opportunity of performance improving. Finally we
introduce fuzzy measurements for work amount. This paper is a revised, extended
version of Blaszczyk et al. 2011, presented on the World Congress on Engineering
and Computer Science 2011.
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30.1 Introduction

The time-cost trade-off analysis, allowing for establishment of such a project plan
which satisfies the decision-maker’s expectations for the soonest completion date
with as low budget as possible, is one of the basic multicriterial problems in
project planning. The first researches in this subject, conducted by [8, 13], have
been publicated in 1960’s. Precise reviews of temporary results were widely
described by several authors, for instance by [5]. The aim of the follow-ing
research is to consider the critical chain approach described by [9] in multiple-
criteria environment. The primal description of the method was based on verbal
language, rather than formal. The chain and time buffers quantification methods
were the results of successive authors. One of the detailed approaches was for-
mally described by [19]. The issues of buffering some project characteristics, other
than duration, were considered by [1, 10, 14]. The general critical chain approach,
widely discussed by various authors (compare [11, 17, 20]), is not drawback-free.
So that, the range of its practical implementation is not as wide as the regular CPM
and PERT methods. However, the critical chain has an important advantage
because of the behavioral aspects inclusion, what can make it more useful in the
real-life planning problem descriptions. Thus, by including the impact of the
human factor on measurable project features, we are capable of using it to improve
these features in return for financial equivalent. An example of such a solution,
with using the extraordinary premium fund, was described by [1]. The following
part of the paper is the consequence of continuing this research on buffering
different project features. Here we took into consideration the duration and budget
expectations by modelling the project with time and cost buffers. Apart from
temporary results in the described procedure, we introduced buffers on overesti-
mated amounts of labor which are given by employees or subcontractors. In this
paper we introduce fuzzy measure of amount of labor to represent the uncertainty
of afford estimations. Fuzzy approach to critical chain modelling has been con-
sidered by [7, 15, 18]. The model we are proposing assumes the opportunity to
motivate them to participate in the risk of delays and budget overrunning in return
for probable profits, in case of faster and cheaper realization.

30.2 The First Mathematical Model: Cost and Time Buffers

We consider project which consist x1; . . .; xn activities characterized by cost and
time criteria. We assume that only q factors has any influence on the cost and the
time of the project. Let us consider the following matrix X:

X ¼

x11 . . . x1q

..

. . .
. ..

.

xn1 . . . xnq

2
664

3
775 ð30:1Þ

376 P. Blaszczyk et al.



Elements of the matrix X equals 0 or 1. If xij equals 1 it means that factor j has
influence on the completion of activity xi. In the other case there is no influence of
factor j on activity xi. The matrix X we will call the factor’s matrix. Let

K ¼ ½kij�i¼1;...;n;j¼1;...;q ð30:2Þ

to be the matrix of cost’s ratios of all q factors for all activities and

Wm ¼ ½wm
1 ; . . .;wm

n � ð30:3Þ

to be the vector of minimal amounts of work for the activities x1; . . .; xn. On the
basis of matrix X and vector Wm for activity xi we can calculate the total amount of
work wi by:

wi ¼ fwiðxi1; . . .; xiq;w
m
i Þ ð30:4Þ

where fwi is a work assigning function. Moreover we assume that there is vector

R ¼ ½r1; . . .; rq� ð30:5Þ

describing the restrictions of accessibility of factors for whole project. Let

T ¼ ½tij�i¼1;...;n;j¼1;...;q ð30:6Þ

be the matrix of amounts of work for each factor in each activity. On the basis of
the matrix X; T and K we calculate the cost and the duration of each activity by:

ki ¼ fikðxi1; . . .; xiq; ti1; . . .; tiq; ki1; . . .; kiqÞ ð30:7Þ

and

ti ¼ fitðxi1; . . .; xiq; ti1; . . .; tiqÞ ð30:8Þ

where fik and fit are some functions. We called this functions the cost and the time
functions, respectively. Thus the total cost and the total duration of the project are
given by

Kc ¼
Xn

i¼1

ki ð30:9Þ

and

Tc ¼ max
i¼1;...;n

ESi þ tið Þ ð30:10Þ

where ESi is the earliest start of activity xi. Under the following assumptions we
minimize total cost of the project. If the functions fik and fit are linear functions
than this optimization problem can be solved by Linear Programming (LP). In
typical case the linear programming model is given by

30 Project Scheduling with Fuzzy Cost and Schedule Buffers 377



c � x �!min ð30:11Þ

A�x� b ð30:12Þ

x� 0 ð30:13Þ

where c; x;A; b are coefficient vector of object function, coefficient vector of
decision variables, matrix of coefficient of restriction and vetor of absolute terms
respectively. In our case we have the following linear programming model

Xn

i¼1

fikðxi1; . . .; xiq; ti1; . . .; tiq; ki1; . . .; kiqÞ

¼
Xn

i¼1

ki �! min

ð30:14Þ

X0 � T �R ð30:15Þ

X � T 0 ¼ W ð30:16Þ

ti� 0: ð30:17Þ

It leads to find the optimal work assignments for every factor in each activities.
From the set of alternate optimal solutions we choose this one, for which the total
duration of project is minimal. In this way we obtain the optimal solution in safe
case. According to the contractors’ safe estimations the amount of work could be
overestimated. It leads up to overestimations of the activities’ cost and duration
expected values and afterwards the total cost and the total duration of the whole
project. That means

ki ¼ ke
i þ kB

i ð30:18Þ

and

ti ¼ te
i þ tB

i ð30:19Þ

where ke
i ; t

e
i are the reasonable cost and reasonable duration for activity xi and

kB
i ; t

B
i are the buffers of budget and time for activity xi, respectively. Therefore we

can write the total cost and total duration of project by

Kc ¼ Ke þ KB ð30:20Þ

and

Tc ¼ Te þ TB ð30:21Þ

where Ke; Te are the reasonable cost and reasonable duration of the project and
KB; TB are the buffers of budget and time, respectively. To set the buffers KB; TB
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up we must estimate the most probable amounts of work. We do that by changing
appropriate elements xij in matrix X from 1 to 0 or vice versa. It means that some
factors which had influence on activity xi in safe estimation case does not have it in
real estimation case and vice versa. Than we using the function wi for each activity
xi. In this way we get the new factor’s matrix XI and the new vector of amounts of
work WI: Then we execute the same procedure for the most probable amount of
work but under additional condition tij� tIij for i ¼ 1; . . .; n; j ¼ 1; . . .; q, where

TI ¼ tIij

h i
is the matrix of amounts of work for each factor in each activity

calculated for the new data. Since that is unlikelihood that all factors will occur,
we can reduce the buffers for project by:

KB
r ¼ aKB ð30:22Þ

and

TB
r ¼ bTB ð30:23Þ

where a; b 2 ½0; 1� are the ratios revising amount of buffers.

KP ¼ Ke þ KB
r ð30:24Þ

and

TP ¼ Te þ TB
r ð30:25Þ

Part of saved money can generate bonus pool B and be divided between the
factors. Let us introduce the weight of importance of activities

S ¼ ½si�i¼1;...;n; ð30:26Þ

where si 2 ½0; 1�. To share the bonus pool we define function which depends on
saved amount of work, importance of activity xi and if the activity is critical or not
and on the reduced buffers of cost and time. In the general case that factor i can
receive the amount of money bi

bi ¼ fbiðsi;D
W
i ; c;D

K
B ;D

T
BÞ ð30:27Þ

where si is the importance of activity xi, DW
i is the saved amount of work for

activity xi, c ¼ 1 if the activity is on critical path or c ¼ 0 if it is not on the critical
path, DK

B is the amount of saved cost, DT
B is the amount of saved time and fbi is

some function. For example we can used the following function
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bi ¼

sj

s1

DW
j

D1 c1B if xi is on critical path

sj

s2

DW
j

D2 c2B else

8>><
>>:

ð30:28Þ

where B is the bonus pool c2\c1, c1 þ c2 ¼ 1, s1 is the sum of importances of
activities which is on critical path, s2 is the sum of importances of activities which
is not on critical path, DW

j is the sum of saved amounts of work for activity xi, D1
i is

the saved amounts of work for activities which are critical and D2
i is the sum saved

amounts of work for activities which are beside any critical path.

30.3 The Second Mathematical Model: Work Amount Buffer

In this section we discuss another mathematical model for the project considered
above, which was introduced in [2]. Like in the first model we introduce factor’s
matrix X, matrix of cost’s ratios K, vector of minimal amounts of work Wm, vector
R describing the restrictions of accessibility of factors and the matrix of amounts of
work for each factor in each task T (see (30.1)–(30.3), (30.5), (30.6), respectively).
On the basis of the matrix X; T ;K we calculate the cost and the duration of each
activity using formulas (30.7) and (30.8) and then using formulas (30.9) and
(30.10) the total cost and total duration of the project. Like in previous model we
minimize the total cost of the project. If the functions fik and fit are linear than this
optimization problem can be solved by LP. From the set of alternate optimal
solution we choose this one, for which the total duration of project is minimal.

For task xi the amount of work could be written as

wi ¼ fwiðxi1; . . .; xiq;w
m
i Þ ¼ we

i þ wB
i : ð30:29Þ

Therefore we can write the total amount of work of project by

Wc ¼ We þWB; ð30:30Þ

where We is the reasonable amount of work of the project and WB is the buffer of
amount of work. To set the buffer WB up we must estimate the most probable
amounts of work. We do that by changing appropriate elements in matrix X and
using the function wi for each task xi. In this way we get the new factor’s matrix X�

and the new vector of amounts of work W�. Since that is unlikelihood that all
factors will occur, we can reduce the buffer for project by:

WB
r ¼ ½a1; . . .; an�WB; ð30:31Þ

where a 2 ½0; 1� for i 2 f1; . . .; ng are the ratios revising amount of work for tasks
x1; . . .; xn. So the total project amount of work is given by
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WP ¼ We þWB
r : ð30:32Þ

The overestimation of amount of work leads up to overestimations of the tasks’ cost
and duration expected values and afterwards the total cost and the total duration of
the whole project. Because the amount of work changed the duration and cost of
project also changed. Therefore we can write the total cost and total duration of
project as in (30.20) and (30.21), respectively. Like in previous model part of saved
money can generate bonus pool B and be divided between the factors. The weight of
importance of tasks S is given by formula (30.26). The bonus pool for the factor i can
be shared by using function (30.27). Like above we can you the function (30.28).

30.4 Fuzzy Approach

Deterministic values in Classic Linear Programming model usually does not
correspond with real and uncertain conditions expected during project execution.
To deal with this problem we propose extention of the models above using fuzzy
approach. The proposed method use trapezoidal fuzzy numbers (TrFN). First, let
us introduce some basic facts, which we use in our fuzzy model extension.

Definition 1 Let A be a subset in some space X. A fuzzy set A in X is a set of
ordered pair

ðx; lAðxÞÞ : x 2 X ð30:33Þ

where

lA : X ! R ð30:34Þ

is membership function of set A.

For each x 2 A, lAðxÞ is called the grade of membership of x in A in the
literature it is often used AðxÞ instead lAðxÞ to describe the membership function of
set A. To define fuzzy number, first we must introduce some basic facts.

Definition 2 The set A is called normal if

hðAÞ ¼ sup
x2X

lAðxÞ ¼ 1: ð30:35Þ

Definition 3 The set

suppðAÞ ¼ fx 2 A : lAðxÞ[ 0g ð30:36Þ

is called the support of A.

Definition 4 Let a 2 ½0; 1�. The set
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Aa ¼ fx 2 X : AðxÞ� ag ð30:37Þ

is called alpha cut.

Definition 5 Let X ¼ R. A fuzzy number is such fuzzy set A 2 FðRÞ which
satisfy following conditions:

1. A is normal set,
2. Aa is closed for each a 2 ½0; 1�,
3. suppðAÞ is bounded,

Definition 6 The trapezoidal fuzzy numbers TrFNða; b; c; dÞ (see Fig. 30.1) is a
fuzzy number for which the membership function is given by the following formula

lðxÞ ¼

ðx� aÞ=ðb� aÞ for x 2 ½a; b�
1 for x 2 ½b; c�
ðd � xÞ=ðd � cÞ for x 2 ½c; d�
0 for x 62 ½a; d�

8>>><
>>>:

ð30:38Þ

The membership function l depends on expert’s judgment about availability of
factors, workers, materials etc.

Definition 7 Let x 2 R and � 2 ½0; 1� be sufficient small. The trapezoid fuzzy
number ex is called the fuzzy number close to real number x when is given by:

ex ¼ ðx� �; x; x; xþ �Þ ð30:39Þ

In the hereinafter of this article we denote the fuzzy number close to real number x by
bx We write that trapezoid fuzzy number Aða; b; c; dÞ� d, where d is some real
number, if a� d, A [ d, A� d for d� d and Aða; b; c; dÞ\d id d\d. If A;B are two
fuzzy subset of set a space X, than A�B mean that AðxÞ�BðxÞ for all x 2 X, or A is a
subset of B, A\B holds when AðxÞ\BðxÞ for all x. There is a potential problem with
the symbol � . In this article A�B for fuzzy numbers A;B means that A is less than or
equal to B.

Fig. 30.1 An example of
trapezoid fuzzy number
(TrFN)
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Definition 8 For two fuzzy numbers the basic four arithmetic operation are given
by the following formulas

lB¼A1�A2
ðyÞ ¼ sup

x1;x22X;y¼x1þx2

minflA1
ðx1Þ; lA2

ðx2Þg ð30:40Þ

lB¼A1	A2
ððyÞ ¼ sup

x1;x22X;y¼x1�x2

minflA1
ðx1Þ; lA2

ðx2Þg ð30:41Þ

lB¼A1
A2
ððyÞ ¼ sup

x1;x22X;y¼x1�x2

minflA1
ðx1Þ; lA2

ðx2Þg ð30:42Þ

lB¼A1øA2
ððyÞ ¼ sup

x1;x22X;y¼x1=x2

minflA1
ðx1Þ; lA2

ðx2Þg ð30:43Þ

In all above cases the result is also a fuzzy number, but not necessary trapezoid fuzzy
number. In the case when objective functions and and restrictions are given by fuzzy
numbers the Fuzzy Linear Programming (FLP) model is given by the following formula

ec � x �! min ð30:44Þ

eA � x� eb ð30:45Þ

x� 0 ð30:46Þ

where ec; eA; eb are fuzzy coefficient vector of object function, matrix of fuzzy
coefficient of restriction and vector of fuzzy numbers respectively.

Theorem 1 Let ~cj; ~aij be a fuzzy quantities. Than the fuzzy set ~c1x1 þ . . .þ ~cnxn

and ~a1x1 þ . . .þ ~anxn defined by the extension principle is again fuzzy quantity.

Detailed information about solving fuzzy linear programming can be found in
[6, 12, 16].

30.5 The Third Mathematical Model: Fuzzy Work Amount
and Fuzzy Buffers

In this section we discuss third mathematical model for the project considered above. This
model has been primarily introduced in [4]. Like in the first two models we introduce
factor’s matrix X, matrix of cost’s ratios K, vector of minimal amounts of work Wm,
vector R describing the restrictions of accessibility of factors and the matrix of
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amounts of work for each factor in each task T (see (30.1)–(30.3), (30.5), (30.6),
respectively). On the basis of the matrix X; T ;K we calculate the cost and the duration
of each activity using formulas (30.7) and (30.8) and then using formulas (30.9) and
(30.10) the total cost and total duration of the project. Like in previous model we
minimize the total cost of the project. If the functions fik and fit are linear than this
optimization problem can be solved by LP. From the set of alternate optimal solution
we choose this one, for which the total duration of project is minimal. Like in the
second model, for task xi, the amount of work could be written using the formula
(30.29). Therefore the total amount of work of project is given by formula (30.30). To
set the buffer WB up we must estimate the most probable amounts of work. In some
cases it could be hard to estimate the amount of work for task xi and therefore, for
some tasks, it could be impossible to set up deterministic value of amount of work. To
solve this problem we can use the trapezoid fuzzy numbers described in (30.38). For
the safe estimation the amount of work for task xi is given by real number. Before we
estimate the real amount of work we must rewrite this real numbers as a fuzzy number
close to real number using definition 7 and the formula (30.39). Now the amount of
work can be written using the following formula

ŵi ¼fwi
e þfwi

B: ð30:47Þ

where cwi is fuzzy number close to real number wi, fwi
e fuzzy number describing to

real estimation for work amount of the task xi and fwi
B is the buffer for the work

amount for the task xi. Therefore we can write the total amount of work of project by

fWc ¼ fWe þgWB ; ð30:48Þ

where fWe is the reasonable amount of work of the project and gWB is the buffer of

amount of work. The buffer gWB is setting by expert’s judgment about availability
of factors in the matrix X. Under the following assumptions we minimize total cost
of the project. If the functions fik and fit are linear than this optimization problem
can be solved by FLP. From the set of alternate optimal solution we choose this
one, for which the total duration of project is minimal. Since that is unlikelihood
that all factors will occur, we can reduce the buffer for project by:

gWB
r ¼ ½a1; . . .; an�gWB ; ð30:49Þ

where a 2 ½0; 1� for i 2 f1; . . .; ng are the ratios revising amount of work for tasks
x1; . . .; xn. So the total project amount of work is given by

gWP ¼ fWe þgWB
r : ð30:50Þ

The overestimation of amount of work leads up to overestimations of the tasks’ cost
and duration expected values and afterwards the total cost and the total duration of the
whole project. Because the amount of work changed the duration and cost of project
also changed. Therefore we can write the total cost and total duration of project as
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Kc ¼ Ke þ KB ð30:51Þ

fTc ¼ fTe þ fTB ð30:52Þ

where Ke;fTe are the reasonable cost and reasonable duration of the project and

KB;fTB are the buffers of budget and time, respectively. The fTe and fTB are
trapezoid fuzzy number.

Like in previous models part of saved money can generate bonus pool B and be
divided between the factors. The weight of importance of tasks S is given by
formula (30.26). The bonus pool for the factor i can be shared by using function
(30.27). Like above we can use the function (30.28).

30.6 Example

To illustrate the applicability of the fuzzy mathematical model we propose to
consider the model of project composed of seven activities: A1;A2; . . .;A7 by the
diagram shown on a Fig. 30.2.

Each of these activities could be realized by resources represented by number 1
in the binary influence matrix (Table 30.1).

The required work amounts to complete consecutive activities are uncertain,
depends on several conditions and are estimated by fuzzy triangular numbers
described in Table 30.2.

Costs of single unit of work are fixed for all resources in every activity and shown
in Table 30.3. The accessibility of resources is also known and fixed (E1-600, E2-
450, E3-650, E4-200, E5-350 man-hours). While the problem is defined as a need of
optimal resources distribution with minimal project cost and duration we introduce
planned individual employees workloads as decision variables in the model mini-
mizing the total project cost (including indirect work costs and bonus amounts
according to (30.27)) with respect to project limited resources availability and the

Fig. 30.2 Project diagram (Activity on Arc)
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structure of precedence. To solve this class of problems we use implement Fuzzy
Linear Programming algorith inthe Matlab enviroment. As an optimal solution of this
case we achieved the values of workloads shown in Table 30.4.

Table 30.1 The matrix of influence of resources on activities

Activity Employee 1 Employee 2 Employee 3 Employee 4 Employee 5

A1 0 0 1 1 0
A2 1 1 0 0 0
A3 0 0 0 0 1
A4 0 0 1 1 0
A5 1 1 0 0 0
A6 0 1 0 1 0
A7 1 0 1 0 1

Table 30.2 The triangular fuzzy estimations of work amounts

Activity Fuzzy workload

A1 180 200 225
A2 210 240 270
A3 140 150 165
A4 275 300 340
A5 300 340 380
A6 170 200 240
A7 600 690 750

Table 30.3 The unitary cost matrix

Activity Employee 1 Employee 2 Employee 3 Employee 4 Employee 5

A1 50 60 33 35 28
A2 45 50 52 48 35
A3 32 40 30 68 43
A4 67 55 63 57 47
A5 55 60 45 54 51
A6 45 42 50 50 38
A7 50 50 45 57 49

Table 30.4 The optimal workload distribution

Activity Employee 1 Employee 2 Employee 3 Employee 4 Employee 5

A1 0 0 30 175 0
A2 120 120 0 0 0
A3 0 0 0 0 150
A4 0 0 255 25 0
A5 268 60 0 0 0
A6 0 170 0 0 0
A7 5 0 395 0 200
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Optimal values of project duration and cost (including the bonus success fees)
should be obtained by scheduling the work of employee 1 in activities A2;A5;A7,
employee 2 in activityies A2;A5;A6, employee 3 in activities A1;A4;A7, employee
4 in activities A1;A4 and employee 5 in activities A3;A7.

30.7 Conclusion

According to the authors of the paper, in the project planning issues it is possible to
extract the safety buffers hidden in schedule estimations. The results of prior
researches indicate that this mechanism is useful in project budgeting processes.
The main thesis of our study, stating the existence of required labor overestimations,
seems to be justified as well. The theoretical consideration is compliant with the
project cost buffering approach, described in [1] in terms of the procedure of buffers
sizing and profits distributing. Another extension of the prior approach was done with
including the influence matrix describing the hypothetical dependence of resources
on several time and cost drivers. The introduction of fuzzy measures allowed us to
improve the representation of estimations on the required amounts of labor. It has to
be highlighted, though, that proving its efficiency requires further empirical study in
real-life conditions. It will be a subject of the next stage of this research.
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