
Chapter 12
The Development and Validation
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in the Classroom (ASAC) Observation Protocol:
A Tool for Evaluating How Students Participate
in Scientific Argumentation
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Introduction

Argumentation that is scientific in nature is often described as a form of “logical
discourse whose goal is to tease out the relationship between ideas and evidence”
(Duschl, Schweingruber & Shouse, 2007, p. 33) or a knowledge building and vali-
dating practice in which individuals propose, support, critique, and refine ideas in an
effort to make sense of the natural world (Driver, Newton & Osborne, 2000; Kuhn,
1993; Sampson & Clark, 2011). Scientific argumentation, as a result, plays a cen-
tral role in the development, evaluation, and validation of scientific knowledge and
is viewed by many an important practice that makes science different from other
ways of knowing (Driver et al., 2000; Duschl & Osborne, 2002). Yet, few students
are given a opportunity to develop the knowledge or skills needed to participate in
scientific argumentation or to learn how scientific argumentation differs from other
forms of argumentation by time they graduate from high school (Duschl, et al.,
2007; National Research Council, 2005, 2008) or as part of their undergraduate
science education (National Research Council, 1999; National Science Foundation,
1996).

In response to this issue, several new instructional approaches and curricula have
been developed over the last decade to give students more opportunities to acquire
the understandings and abilities needed to participate in scientific argumentation.
A continual challenge associated with this type of research, however, is the
difficulties associated with documenting the nature or quality of the scientific
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argumentation that takes place between students inside the classroom and tracking
how students’ ability to participate in scientific argumentation changes over time.
Many researchers, for example, assess argumentation quality by first video or audio
recording students as they engage in this complex practice, then they transcribe
the discourse, and finally code or score it using a framework that focuses on the
nature and function of the contributions to the conversation (Duschl, 2007; Erduran,
2007; Erduran, Simon & Osborne, 2004; Kelly, Druker & Chen, 1998; Kuhn &
Reiser, 2005; Kuhn & Udell, 2003; Osborne, Erduran & Simon, 2004; Sampson &
Clark, 2011). Yet, along with the various affordances that are associated with this
type of approach for assessing the quality of argumentation, there are numerous
constraints that stem from video taping, transcribing, and then “coding and
counting” (Suthers, 2006).

First, this type of analysis is often time-consuming and expensive. Researchers,
as a result, tend to study small samples of students or focus on a specific context.
Second, the various aspects of a verbal argument are often difficult to identify dur-
ing a discussion, which, in turn, tends to have an adverse effect on reliability (see
Duschl, 2007; Erduran, 2007; Erduran, Simon et al., 2004). Another barrier to this
type of approach is the nonlinear nature of scientific argumentation, which often
makes it difficult for researchers to follow a line or thought through an episode
of a multi-voiced argumentation or to define the boundaries of a unit of analysis.
An analysis that focuses on the nature or functions of contributions to a discussion
(e.g., the number of times the students support their claims or challenge the ideas
of others, etc.) also limits what researchers are able to measure and forces them to
disregard aspects of scientific argumentation that might be important or informa-
tive. For example, there are few studies that have examined the reasoning students
employ during an episode of argumentation, the criteria they use to assess the mer-
its of an idea, and how students interact with each other and the available materials
as a way to assess quality. An assessment of argumentation quality that relies on a
tabulation of the nature and function of contributions, therefore, is often limited in
scope and privileges certain elements of argumentation at the expense of others.

The field therefore needs to develop new instruments that researchers can use to
capture and score an episode of argumentation in a more holistic fashion, including
nonverbal social interactions, and will result in a more comprehensive assessment of
the overall quality of an event. Such an instrument also needs to be able to provide
researchers with a reliable criterion-referenced measure of students’ competency.
This type of instrument is needed, as Driver et al. (2000) suggests, “to inform edu-
cational interventions designed to improve the quality of argumentation” and “to
inform teachers about what to look for” (p. 295).

In this chapter, we will present a new instrument that researchers can use
to measure that nature and quality of scientific argumentation. This instrument,
which we call the Assessment of Scientific Argumentation inside the Classroom
(ASAC) observation protocol, is intended to provide a criterion-referenced tool
that targets the conceptual, cognitive, epistemic, and social aspects of scientific
argumentation. This tool can be used to assess the nature and quality of argumen-
tation that occurs between students inside the science classroom, to examine how
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students’ participation in scientific argumentation changes over time in response
to an intervention, or to compare the impact of different interventions on the way
students participate in scientific argumentation. In the paragraphs that follow, we
will first describe the method we used to develop and validate this new instrument.
We will then conclude the chapter with a presentation and discussion of our find-
ings, the limitations of work, and our recommendations about how and when to use
the ASAC.

Method

Framework Used to Establish the Validity and Reliability
of the ASAC

There is a large body of literature concerned with issues related to the validity and
reliability of the assessment instruments that are used in educational research. In this
methodological-focused literature, the legitimacy of drawing a conclusion about the
knowledge or skills of people from scores on an assessment instrument is of upmost
importance and shapes how new instruments are developed and validated. Many
instrument developers, for example, use experts to determine if a new instrument
measures what it purports to measure and estimates of internal consistency, such as
Cronbach Alpha or KR-20, to evaluate the reliability of the instrument as part of
the development and validation process (Burns, 1994). Although both are impor-
tant, these two approaches are not sufficient. Trochim (1999), for example, suggests
researchers need to focus on multiple properties of an instrument, such as the con-
struct and criterion-related validity of an instrument, as well as its reliability in order
to determine if an assessment actually measures what it is intended to measure. We
therefore developed the methodological framework provided in Fig. 12.1 to guide
the development and the initial validation of the ASAC.

In this framework, an instrument is deemed to possess good construct valid-
ity (i.e., the translation of a construct into an operationalization) if the theoretical
construct is well defined, based on the available literature, and measures only the

Fig. 12.1 The framework used to guide the development and initial validation of the ASAC
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targeted construct (content validity). The items included in the instrument also
need to be good translations of the construct based on expert opinion (translational
validity). In addition to construct validity, an instrument must also have strong
criterion-related validity in order to be considered credible and of high quality.
Criterion-related validity considers the conclusions that can be drawn based on
data generated by using the instrument. An instrument is deemed to possess strong
criterion-related validity if it results in scores that are expected based on the theoret-
ical construct (Trochim, 1999). An instrument with strong criterion-related validity,
for example, should give results similar to another method that measures the same or
a similar construct (convergent validity) and should be able to distinguish between
groups or individuals that it is expected to distinguish between (concurrent validity).
Assessment instruments, especially observation protocols, also need to have strong
inter-rater reliability in order to generate scores that are consistent and repeatable.

Development of the ASAC

The method that we used to develop the ASAC began with a search of the liter-
ature in order to define the construct to be assessed and continued through item
pool preparation, item refinement, and selection based upon expert review to ensure
construct validity. The development then concluded with an evaluation of the instru-
ment’s criterion validity and reliability (Borg & Gall, 1989; Nunally, 1970; Rubba
& Anderson, 1978). The seven-step process described below, which is based on rec-
ommendations outlined in the Standards for Educational and Psychological Testing
(American Educational Research Association, American Psychological Association
& National Council on Measurement in Education, 1999), was used to create a
high-quality assessment instrument that is both valid and reliable.

Step 1: Define the construct to be measured. A clear definition of the construct
that an assessment is intended to measure is needed in order to guide the devel-
opment of an instrument. The construct also needs to be well defined in order to
evaluate the content validity of the instrument and to determine how well an instru-
ment measures the construct of interest. Therefore, in order to guide our work, we
adopted a view of argumentation as a process where “different perspectives are
being examined and the purpose is to reach agreement on acceptable claims or
course of actions” (Driver et al., 2000, p. 291). This view of argumentation stresses
collaboration over competition and suggests that activities that promote argumen-
tation can provide a context where individuals are able to use each other’s ideas
to construct and negotiate a shared understanding of a particular phenomenon in
light of past experiences and new information (Abell, Anderson & Chezem, 2000;
Andriessen, Baker & Suthers, 2003; Boulter & Gilbert, 1995; deVries, Lund &
Baker, 2002; Veerman, 2003). In other words, argumentation is a social and collab-
orative process that groups of individuals engage in “to solve problems and advance
knowledge” (Duschl and Osborne, 2002, p. 41). An important distinction in this
definition stems from the focus on the process involved in argumentation, a less
researched phenomena, as opposed to arguments, the product of such activities that
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has received more attention. Given this theoretical perspective, we chose to define
the construct of scientific argumentation as a social and collaborative process of
proposing, supporting, evaluating, and refining ideas in an effort to make sense of a
complex or ill-defined problem or to advance knowledge in a manner that is consis-
tent with conceptual structures, cognitive processes, epistemological commitments,
and the social norms of science (see Driver et al., 2000; Duschl, 2008; Kuhn, 1993;
Sampson & Clark, 2009).

Step 2: Development of the instrument specifications (content coverage and item
format). Our goal at this stage of the development process was to ensure that the
instrument would measure each aspect of the target construct as defined by our
theoretical framework. To accomplish this goal, we decided to focus on three aspects
of scientific argumentation, which according to Duschl (2008), students need to
develop in order to be able to participate in this complex practice (p. 277). First,
an individual must be able to use important conceptual structures (e.g., scientific
theories, models, and laws or unifying concepts) and cognitive processes valued
in science when reasoning about a topic or a problem. Second, an individual must
know and use the epistemic frameworks that characterize science to develop and
evaluate claims. Third, and perhaps most importantly, individuals that are able to
engage in scientific argumentation must understand and be able to participate in the
social processes that shape how knowledge is communicated, represented, argued,
and debated within scientific community. We therefore decided to develop a protocol
that was divided into four sections to represent these various aspects, each with
a distinct focus for assessing an episode of scientific argumentation (conceptual,
cognitive, epistemological, and social).

At this stage in the development process, we also decided to include items in
the protocol that are observable during an episode of argumentation regardless of
context or topic of discussion. We felt that this was important decision to make at
the onset of the project because some elements of scientific argumentation, although
important, cannot be measured easily through direct observation (e.g., it only take
place within the mind of an individual, it only occurs when someone produces a
formal written argument, or it tends to only occur under certain circumstances).
Finally, and perhaps most importantly, we decided to craft the items so researchers
can use them to rate an element of each aspect of scientific argumentation on a scale.
We decided to use a rating scale rather than a simple dichotomous option (yes/no)
so researchers will be able to document the prevalence of each element of the four
aspects of scientific argumentation (e.g., not at all, often, etc.), which in turn, will
allow for a greater distribution of scores.

Step 3: Development of the initial pool of items. We generated an initial pool of
29 items based on important notions and issues raised in the argumentation litera-
ture. Each item contains a stem sentence describing a critical element of an aspect
of scientific argumentation and a detailed description offering insight into the aim
of the item. These initial stems were written based on recommendations made by
Edwards (1957) to reduce item error due to ambiguity. A Likert-style scale, which
ranges from 0 to 3, was also included for ranking the element based on the presence
and prevalence of the observable actions described in the stem sentence (0—not at
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all, 1—once or twice, 2—a few times, 3—often). A few items focused on undesir-
able actions in regards to quality scientific argumentation and, as such, the scaling
of these particular items is reversed for scoring.

Step 4: Initial expert review of the item pool. We then conducted an evaluation
of the content and translational validity of the initial pool of items. To complete this
evaluation, we asked a group of experts to review the items using an online survey
instrument. We identified 18 experts based on their significant contributions to argu-
mentation research and the relevant literature. We then sent the group of experts an
email to explain the objective of this project, a request for their service, and a link to
the online survey. We asked the reviewers to rank whether each item was an impor-
tant aspect of scientific argumentation and if it should be included in the protocol
on a scale of 1–5 (five being the highest). We also asked the reviewers whether the
description for each item was appropriate and offer suggestions about how an item
or the description of the item should be revised. The reviewers’ identities were kept
anonymous to allow for the utmost candor in their responses.

The online survey was kept active for a period of 2 months following the initial
email that was sent in order to solicit the services of the experts. In total, eight
thoughtful responses were received and used to make adjustments to the observation
protocol and the initial item pool. Items that received an average ranking of 4 or
higher (i.e., agree to strongly agree) were kept, the items with an average ranking
between 3 and 4 (neutral to agree) were revised or combined with other items based
on the reviewer’s comments, and the items that had an average ranking of between
1 and 3 (i.e., strongly disagree to neutral) were discarded. This process resulted in
the elimination of a total of eight items from the initial collection.

Step 5: The first field test of the instrument. The next phase of development
process involved the authors attempting to use the protocol to assess the quality
of several video-recorded episodes of argumentation. Our objective at this stage
of the development process was to ensure that a rater could observe the element
of argumentation targeted by an item and to ensure that all the items were clear
and the accompanying descriptions were detailed enough to produce reliable scores
across multiple raters. To accomplish this task, we viewed several videos of students
engaged in a task that was designed to promote and support scientific argumenta-
tion. The students, in a small collaborative working group of three, in these videos
were asked to read several different alternative explanations for why ice melts at dif-
ferent rates when placed different types of materials, to determine which provided
explanation was the most valid or acceptable and then to craft an argument in sup-
port of their chosen explanation. These videos of high schools students engaged in
an episode of argumentation were collected as part of another study (Sampson &
Clark, 2009, 2011).

The authors along with another rater viewed the videos together, but did not dis-
cuss their scores on each item until the video ended and each rater completed the
protocol on his or her own. Scores for each item were then compared and when
significant differences among the raters emerged, the item and the description of the
item were discussed, evaluated, and modified in order to reduce ambiguity. This pro-
cess resulted in numerous refinements to the stems and descriptions. An additional
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objective of this process was to identify and remove any items from the protocol that
targeted an aspect of argumentation that was too difficult to observe or assess. This
iterative refinement process was repeated over several cycles until the four raters
were relatively consistent in their scoring. At the end of this step of the project, the
protocol was reduced to a total of 20 items.

Step 6: A second expert review of the items. The observation protocol was sent
out to the same expert reviewer group for further comments and to evaluate the
translational and content validity of the revised items. Reviewer comments were
critically considered in making adjustments to the text of the items, with particular
attention paid to the descriptions for each stem as well as the inclusion of items
in one of the four broad categories used to structure the protocol. This round of
reviewer input resulted in responses from seven members of the panel (although
some reviewers did not rate or comment on each item). Guided by these responses,
the authors made several additional adjustments.

One item was deleted from the existing protocol due to its repetitive nature, as
identified by reviewers, and agreed upon by the authors. Another item was also
considered by the reviewers to be too similar to another specific stem, so the authors
condensed those two items into one. Another structural change suggested by the
reviewers, and agreed upon by the authors, was to combine two of the categorical
aspects (conceptual and cognitive) and their items into one, more cohesive grouping.
The resulting instrument contains 19 items that are divided into three categories
(conceptual and cognitive aspects, epistemological aspects, and social aspects of
scientific argumentation). The rating of the translational and content validity items
by the panel of experts, along with the literature used to develop them, can be found
in the Results.

Step 6: Analysis of the inter-rater reliability of the instrument. At this point, our
focus moved from instrument development to the process of initial validation. We
used the final version of the observation protocol from step 5 to score 20 differ-
ent videos of students engaged in an episode of scientific argumentation during an
actual lesson. All of the episodes took place during the “argumentation session”
stage of either the Argument-Driven Inquiry (ADI) instructional model (Sampson
& Gleim, 2009; Sampson, Grooms & Walker, 2009) or the Generate an Argument
(GaA) instructional model (Sampson & Grooms, 2010). The argumentation session
that is included in both of these instructional models is designed to give small groups
of students an opportunity to propose, support, critique, and revise an evidence-
based argument either by using data they collected through a method of their own
design (ADI) or from a corpus of data provided to them (GaA).

Two of the authors served as raters for all 20 episodes of argumentation. The
raters viewed the videos at the same time and recorded observation notes in the table
provided as part of the ASAC protocol (see Appendix). Then, at the completion of
each video, each rater assigned a score for each item on the protocol and recorded
some of their observations to justify their decision. Once the raters had completed
the protocol individually, the two raters compared their scores for each item. The
score assigned by each rater on each item, as well as the total score assigned to each
episode by the two raters, was recorded and then compared in order to evaluate the
inter-rater reliability of the ASAC observation protocol (see Results).
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Step 7: Analysis of the criterion-related validity of the instrument. To assess the
convergent validity of the ASAC, which, as noted earlier, is an instrument’s ability to
provide a similar score to other instruments that are used to measure the same con-
struct, we used the Toulmin Argument Pattern (TAP) framework (Erduran, Osborne
& Simon, 2004; Osborne et al., 2004; Simon, Erduran & Osborne, 2006) to score
a subset of 12 videos from the inter-rater reliably analysis. We then compared the
ASAC and TAP scores for each episode in order to determine if the two methods
resulted in similar conclusions about the overall quality of the scientific argumen-
tation (see Results). We decided to use this framework to help validate the ASAC
because it places a much greater emphasis on the structural components of an argu-
ment than the ASAC does; thus we predicted that there would be a strong correlation
between ASAC scores and TAP rankings but that there would also be more variation
in ASAC scores due to its more holistic focus.

In order to measure the quality of an episode of argumentation using the TAP
framework (see Erduran, Osborne et al., 2004), researchers must first transcribe a
discussion. In this case, we used the argumentation sessions we recorded during
the various classroom lessons. The argumentative operations of each conversational
turn are then coded using five different categories: (a) opposing a claim, (b) advanc-
ing claims, (c) elaborating on a claim, (d) reinforcing a claim with additional data
and/or warrants, and (e) adding qualifications. One of these codes is applied to each
conversational turn during the discussion that takes place during an episode of argu-
mentation. Researchers must then identify the structural components of an argument
(i.e., claim, counter-claim, data, warrants, rebuttals, etc.) that are found within and
across the conversational turns.

After identifying the argumentative operations of each conversational turn and
the various structural components of arguments voiced by the participants in the
discussion, the quality of an argumentation episode is assessed using the hierarchy
outlined in Table 12.1. The hierarchy is based on two major assumptions about
what makes one episode of argumentation better than another. First, higher quality

Table 12.1 TAP argumentation quality hierarchy developed by Erduran, Simon, and Osborne
(2004)

Quality Characteristics of argumentation

Level 5 Extended arguments with more than one rebuttal.
Level 4 Arguments with a claim with a clearly identifiable rebuttal. Such an argument may

have several claims and counter-claims as well, but this is not necessary.
Level 3 Arguments with a series of claims or counter-claims with data, warrants, or

backings with the occasional weak rebuttal.
Level 2 Arguments consisting of claims with data, warrants, or backings, but no rebuttals.

Osborne advocates further distinction at this level:
• Level 2B (2.5)—Arguments consisting of a claim supported by multiple

pieces of data, warrants, or backings, but no rebuttals.
• Level 2A (2.0)—Arguments consisting of a claim supported by a single

piece of data, warrant, or backing, but no rebuttals.
Level 1 Arguments that are a simple claim versus a counter-claim or a claim versus claim.
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argumentation must include arguments that consist of grounds (i.e., data, warrants,
or backing) rather than unsubstantiated claims. Second, episodes of argumentation
that include rebuttals (i.e., a challenge to the grounds used to support a claim) are “of
better quality than those without, because oppositional episodes without rebuttals
have the potential to continue forever with no change of mind or evaluation of the
quality of the substance of an argument” (Erduran, Osborne, et al., 2004, p. 927).

Next, we used 20 videos from the inter-rater reliability analysis to evaluate
the concurrent validity of the ASAC. Concurrent validity, as discussed earlier,
concerns that ability of an instrument to discern between theoretically different
groups. Therefore, if the ASAC has strong concurrent validity, we would expect
an expert group of individuals (e.g., graduate students who understand the epis-
temological commitments, cognitive processes, and social norms that govern how
people participate in scientific argumentation) to score higher on the ASAC than
a group of novices (e.g., high school students who have little or no experience
participating in scientific argumentation). We would also expect students to score
higher on the ASAC after having numerous opportunities to participate in scientific
argumentation.

The 20 videos were therefore divided into four theoretically distinct groups. The
first group consists of high school students without any genuine experience with sci-
entific argumentation (n = 3). The second group consists of undergraduate students
who were video recorded as they participated in lab activity designed using the ADI
instructional model for the first or second time at the beginning of a general chem-
istry lab course (n = 7). The third group also consists of undergraduate students;
however, these videos were recorded at the end of a semester of general chemistry
lab after the students had a chance to participate in four different ADI labs (n = 7).
The final group consists of science education graduate students (n = 3). We then
compared the average ASAC score of these four groups in order to determine if the
ASAC could be used to distinguish between them as we predicted (see Results).

Results

In this section, we describe the results of our analysis of the reliability and validity
of the ASAC in light of the methodological framework outlined in Fig. 12.1.

Construct validity. We evaluated the construct validity of the ASAC in two ways.
During the construction of the first iteration of the ASAC protocol, the authors
drew upon the argumentation literature to identify many common elements of
what researchers and science educators considered to be characteristics of qual-
ity argumentation. To further strengthen the theoretical foundation of these items
and their content validity, the authors relied on three important aspects of argu-
mentation which, according to Duschl (2008), are fundamental to the process and
make scientific argumentation different from the argumentation that takes place
between individuals in other contexts. These aspects, as noted earlier, include:
(1) the conceptual structures and cognitive processes used when reasoning scientifi-
cally; (2) the epistemic frameworks used when developing and evaluating scientific
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knowledge; and, (3) the social processes and contexts that shape how knowledge is
communicated, represented, argued, and debated (p. 277).

We also evaluated the translational validity of the items and content validity of
the instrument through two rounds of expert review. The comments and sugges-
tions generated during this process assisted in shaping the wording and structure of
the items, which, in turn, enhanced the translational validity of the instrument. The
first iteration of the ASAC protocol underwent several major structural changes,
resulting in an instrument comprised of 19 items measuring various aspects of qual-
ity argumentation, organized into three broad categories related to the theoretical
framework. The reviewers’ rating of the content and translational validity of each
item from the second round of review as well as the empirical or theoretical foun-
dation of each item is provided in Table 12.2. As illustrated in this table, the pool
of expert reviewers agreed that each item is an important aspect of scientific argu-
mentation and should be included in the instrument (min = 4.14/5, max = 5/5).
The expert reviewers also agreed that the items, with the exception of items 8 and
15 (which were moved to a different section based on their feedback), were placed
in the appropriate category and the corresponding section of the protocol (min =
4.17/5, max = 5/5).

The Conceptual and Cognitive Aspects of Scientific Argumentation section of the
ASAC consists of seven items. These items allow a researcher to evaluate important
elements of scientific argumentation, such as how much the participants focus on
problem solving or advancing knowledge, how often individuals evaluate alternative
claims, the participants’ willingness to attend to anomalous data, the participants’
level of skepticism, and the participants’ use of appropriate or inappropriate reason-
ing strategies. The Epistemic Aspects of Scientific Argumentation section contains
seven items. These items focus on important elements of scientific argumentation
such as the participants’ use of evidence, their evaluation of the evidence, the extent
to which the participants use scientific theories, laws or models during the discus-
sion, and how often the participants use the language of science to communicate
their ideas. Finally, the Social Aspects of Scientific Argumentation section contains
five items, which provides a means for assessing how the participants communicate
and interact with each other. These items assess important elements of argumen-
tation such as the participant’s ability to be reflective about what they say, their
respect for each other, their willingness to discuss ideas introduced by others, and
their willingness to solicit ideas from others.

Inter-rater reliability. We used the scores from 20 different episodes of argumen-
tation that were generated by two different raters to evaluate the inter-rater reliability
of the ASAC. We first calculated a correlation coefficient between the two sets of
total scores. The results of the analysis indicate that there was a significant and
strong correlation between the scores of the two raters, r(20) = 0.99, p < 0.001.
Figure 12.2 provides a scatter plot of the data points along with the equation for the
best fitting line and the proportion of variance accounted for by that line. This esti-
mate of the total score inter-rater reliability, R2 = 0.97, is high for an observational
protocol.
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Next, we calculated a correlation coefficient between the two sets of scores for
the items. The results of this analysis, once again, indicate that there was a signif-
icant and strong correlation between the scores of the two raters, r(380) = 0.89,
p < 0.001. Figure 12.3 provides a scatter plot of the 380 data points along with the
equation for the best fitting line and the proportion of variance accounted for by that
line (R2 = 0.795). This estimate of the inter-rater reliability for the items is also
high (although not as high as for the total score). The scatter plot in Fig. 12.3 also
illustrates that most of the observed discrepancies between the scores produced by
the two raters for the various items were with a single point. This indicates that even
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when the raters did not assign the same score on an item their evaluation was at least
similar. It is important to note, however, that this type of analysis does not take into
account chance agreement between the two raters. The influence of chance agree-
ment on estimates of inter-rater reliability is important to consider when a scale is
used because a scale limits choice and can artificially inflate the measure.

We therefore also used this corpus of data to calculate a Cohen’s Kappa value as
an additional estimate of inter-rater reliability. Cohen’s Kappa, which is often used
to measure the consistency and repeatability of scores between two raters, takes into
account chance agreement unlike correlations or measures of percent agreement.
The maximum value of Kappa is 1.0, which indicates perfect agreement, and a value
of 0.0 indicates that the observed agreement is the same as that expected by chance.
Landis and Koch (1977) suggest that values of Kappa above 0.60 indicate “good to
excellent” agreement between scores of two raters, and values of 0.40 or less show
“fair to poor” agreement. The inter-rater reliability of the ASAC, as measured with
Cohen’s Kappa, was 0.69. Thus, this analysis indicates that two different raters can
use the ASAC to score an episode of argumentation in a manner that is consistent
and repeatable.

Criterion-related validity. As a first test of this important aspect of validity, we
compared ASAC scores from 12 episodes of argumentation to the scores we gener-
ated using the TAP framework. We predicted, as discussed earlier, that these two
approaches would result in similar conclusions because they both are designed
to measure the same construct. We therefore calculated a correlation coefficient
between the two sets of total scores. The results of the analysis indicate that there
was a significant and strong correlation between the two sets of scores, r(12) = 0.96,
p < 0.001. Figure 12.4 provides a scatter plot of the 12 episodes of argumentation
that we scored using both measures. As illustrated in this figure, the videos of the
high school students engaged in argumentation received a total ASAC score in the
range of 8–22 (out of a possible 57) and a TAP ranking of Level 2B (2.5 out of
a possible 5). The videos of the undergraduate students were given a total ASAC
score in the range of 7–33 and TAP rankings between 2.5 and 4. The videos of the
graduate students, in contrast with the other two groups, received total ASAC scores
in the range of 47–53.5 and all earned a Level 5 TAP ranking. Overall, these find-
ings suggest that the ASAC and the TAP framework measure the same underlying
construct and the ASAC, as a result, has adequate convergent validity.

We then examined how well the instrument is able to distinguish between groups
that it should be able to distinguish between based on our theoretical framework
(i.e., students with different levels of knowledge and skills needed to participate
in scientific argumentation). A Kruskal–Wallis test (a nonparametric alternative to
an ANOVA) was conducted to evaluate differences among the four groups (high
school students, undergraduate students at the beginning of the semester, undergrad-
uate students at the end of the semester, and graduate students) on the median ASAC
score. The test, which was corrected for tied ranks, was significant, χ2 (3, N = 20) =
10.88, p = 0.01. Follow-up tests were conducted to evaluate pairwise difference
among the four theoretical groups, controlling for type I error across the tests by
using the Holm’s sequential Bonferroni approach. The results of these tests indicate
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a significant difference in the median ASAC scores between the high school stu-
dents and the graduate students, the undergraduate student group at the beginning
of the semester and the graduate students, and the undergraduate students at the
end of the semester and the graduate students. Figure 12.5 provides a boxplot of
the distribution in ASAC scores for the four different groups. Overall, this analy-
sis indicates that the instrument can distinguish between groups of students who
should have different argumentation skills as expected and therefore has adequate
concurrent validity.

Discussion and Limitations

The development of an ASAC observation protocol serves as another contribution to
the expanding field of research that examines argumentation in science education.
As the importance of developing students’ ability to engage in productive scien-
tific argumentation continues to grow, researchers and educators must have methods
for assessing how students participate in this complex practice. Several frameworks
have been developed in recent years that focus on the structure of the arguments
produced by students during an episode of argumentation in order to help fulfill
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this need (Berland & Reiser, 2009; Erduran, Osborne et al., 2004; McNeill, Lizotte,
Krajcik & Marx, 2006; Sampson & Clark, 2008; Sandoval, 2003). These approaches
have aptly focused on the general structure of arguments and their justifications, the
content validity of these products, and the epistemological appropriateness of them.
However, there has been less work that emphasizes and investigates another critical
component, the social process and activities involved in generating those arguments.

The ASAC observation protocol, as developed and initially validated through
this study, should serve as a useful tool to incorporate all of the aforementioned
elements as well as bringing the social activities involved in the process into consid-
eration. The research presented here helps to establish the construct validity of the
instrument by sharing the literature that was used to define the construct of scientific
argumentation and develop the items used to measure it. The construct validity was
further supported through the guidance and critique provided during instrument con-
struction by a panel of several expert reviewers comprised from science education
researchers with a research record in this topic. These stages of validation support
the assertion that the ASAC observation protocol does measure the construct of
scientific argumentation.

Likewise, the initial criterion-related validity of the ASAC, which is the abil-
ity of the instrument to provide scores expected on theoretical grounds, was also



12 The Development and Validation of the Assessment of Scientific. . . 251

established through the several different approaches. The ASAC, when used to
assess a collection of videos of students engaged in structured activities, resulted
in scores that varied substantially between groups of students that theoretically
should differ in argumentation skills. The authors also used the TAP framework
to help demonstrate that the ASAC and TAP both measure argumentation quality.
Finally, inter-rater reliability, an assessment of the possibility for researchers to pro-
duce similar and repeatable scores, was demonstrated through several quantitative
procedures. The satisfactory Cohen’s Kappa value obtained along with the strong
and significant correlations between two raters’ sets of scores provide evidence
that two raters can produce a similar, if not identical, assessment of an episode of
argumentation when using the ASAC.

The authors, however, readily acknowledge that the ASAC protocol presented
here and the validation measures described represent a first attempt to develop a
research instrument that can measure conceptual, cognitive, epistemological, and
social aspects of argumentation that emerge during classroom activities. Although
the data set used during this research provides sufficient evidence for the validity
and reliability of the ASAC protocol, additional data should be collected to further
strengthen the quantitative data set and related measures. Increasing the amount of
scores from further video reviews offers the potential to demonstrate further inter-
rater reliability and an increase in Kappa and correlation values. Another benefit
from an increased data set would be the capability to analyze each item in the instru-
ment using Kappa calculations. At this stage of our research, the data set was not
large enough to allow for these more detailed assessments. Increased data collec-
tion using the ASAC protocol could also increase the variety of contexts to which
the instrument is applied, beyond the structured “argumentation session” that were
used as a source of data in this study.

It is also important to note that the videos of the activities used in the data set
reported here represent a particular type of approach for promoting and supporting
student engagement in scientific argumentation, one that is structured to encour-
age students to share, critique, and refine evidence-based arguments that provide an
answer to a research question. The authors concede that using this type of activity
does provide a minimal amount of forced argumentation (because the argumenta-
tion sessions are design to foster it), excluding the validity of the instrument for more
naturally emerging instantiations of classroom-based argumentation. However, we
feel that this limitation should be considered to be an invitation to extend the use
of the ASAC protocol to a variety of contexts, particularly in light of its unique and
contextually bound social component.

The context of an episode of argumentation, especially the structure of the activ-
ity used to engage students in this practice, will influence the magnitude of the score
on the ASAC (or the score on any instrument for that matter). For example, any
classroom activity that does not allow students to collaborate with each other would
not be able to score as well on the instrument, and a classroom culture that discour-
ages verbal interactions between students will also result in lower scores. Another
contextual aspect of the activity that might influence ASAC scores is an opportu-
nity for students to generate their own data and explanations. We noticed during our
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review of the videos that the groups that were provided with a collection of data and
a list of explanation to select from were not as likely to engage in extended episode
of argumentation. Instead, these students seemed to select an explanation and then
search for confirming evidence. In activities where students generated their own
data, students had to make sense of it and develop their explanations, offering more
opportunities to engage in scientific argumentation. Thus, the nature of the activity
must be deeply considered when raters use the ASAC protocol to assess argumenta-
tion quality or to make comparisons across groups. However, we feel that this issue
is a potential strength of the instrument; it will allow researchers to examine how the
structure of activity influences the way students engage in scientific argumentation.

Another implication for using the ASAC protocol that can be noted from this
study involves the necessity of familiarization and training the raters that will use
the instrument. The authors of this chapter, who also served as raters, were involved
with every step of the instrument development; therefore they were rather famil-
iar with the content of the protocol. However, even in light of knowledge of the
instrument, the two raters still had to refresh their understandings and align their
interpretation of the items before beginning a scoring session. We found that watch-
ing a few practice videos, scoring them, and then discussing the discrepancies in
scores were all that was needed to “calibrate” the raters. Raters should complete at
least two “trail runs” by watching and scoring videos of an activity similar to the
one that will be assessed before scoring the actual data set in order to help ensure
the highest possible inter-rater reliability.

In conclusion, the ASAC observation protocol should serve educational
researchers well, as investigations into the benefits and effectiveness of argumenta-
tion in science classrooms continues to grow. This growth has potential to move into
other areas of concern, such as gender and cultural dynamics that can influence the
process and the product. The ability for researchers to measure quality over periods
of time within specific groups or environments can be facilitated through this instru-
ment. This use can allow researchers and teachers alike to measure the progress
of change in students’ abilities to engage in productive scientific argumentation
and enhancement of scientific argumentation skills. Thus, the ASAC instrument,
although nascent in its development, offers a much-needed tool to help researchers
understand and science education realize some of the visions of reform and literacy
underpinning many current efforts.

Recommendations for Using the ASAC

The ASAC, as noted earlier, is criterion-referenced assessment of the quality of an
episode of argumentation. The observers’ judgments should therefore not reflect a
comparison with any other instructional setting or event. The instrument contains
19 items. Seventeen items are rated on a scale from 0 (not at all) to 3 (often) and
two items, which target undesirable aspects of scientific argumentation, are rated in
reverse (0—often, 3—not at all). Possible scores range from 0 to 57 points, with
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higher scores reflecting higher quality scientific argumentation. The ASAC can be
used in a wide range of educational contexts and levels including middle schools,
high schools, and universities. It can be used to score a live event (e.g., to score
an episode of argumentation as it unfolds in the classroom, to score the nature of
argumentation inside a classroom where permission to video record students has
not been granted, etc.) or a video recording of a past event.

An observer should adhere to the following procedure when using the ASAC
(assuming that the observer has been trained about how to use the instrument and
has completed several trail runs with another rater to ensure that his or her inter-
pretations of the items are aligned with the content of the item descriptions). First,
the observer should turn to the record of events section (see Appendix) and take
observational notes in the provided table while watching the entire episode of argu-
mentation. After the episode is complete, the observer should then turn the section
of the protocol with the 19 items and score them. The observer should also include
observations they made in the space for comments under each item description in
order to support his or her ranking of an item. Finally, the rater should return to the
sections called observational information, group characteristics, and activity design
and fill in all the necessary background information based on his or her observa-
tions of the episode of argumentation and, if necessary, ask the classroom teacher to
provide any additional information that is needed.

We, however, recommend that only trained observers use the ASAC. Although
the protocol includes a detailed description of the aim of each item, raters need
to participate in a formal training program. This training program, at a minimum,
should include an opportunity for the trainees to examine the content and aim of
each item, observe videotapes of episodes of argumentation or an actual instance of
argumentation occurring in a classroom, score them using the ASAC, and discuss
their interpretations of the items with others. As part of this process, raters should
be encouraged to review videos together and discuss discrepancies in order to bring
their personal interpretations of the items into alignment with the actual content
of the item descriptions (e.g., raters tend to disregard an aspect of a description or
interpret the content of an item description in unintended ways). We also recom-
mend, as noted earlier, that raters watch several trail videos, score them, and discuss
any discrepancies in order to “calibrate” with the instrument and each other before
beginning a scoring session associated with a research study.

The ASAC can be used for several different research purposes. First, it can be
used in longitudinal studies to examine how students’ ability to participate in scien-
tific argumentation changes over time. Researchers, for example, can use the ASAC
to assess the quality of a series of subsequent events that provide students with an
opportunity to engage in an episode of argumentation in order to determine how
much students improve as a result of a new curriculum or new instructional method
over the course of a semester or a school year. Second, the instrument can be used
in comparison studies to examine the efficacy of a new curriculum or instructional
strategy as a way to improve scientific argumentation skills. It can also be used to
compare various designs of a new instructional method or ways of organizing the
structure of an activity as part of development project. Researchers, for example,
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might be interested in comparing the nature of the quality of the argumentation that
takes place between students when they are required to generate and make sense
of their own data as part of the activity versus being supplied with an existing data
(which we discussed earlier). Researcher can also use the ASAC to determine gains
in argumentation skills in an experimental or quasi-experimental research study that
uses a performance task as a pre–post intervention assessment.

Science teacher educators can also use the ASAC for professional development
purposes because science teachers often do not know “what to look for and how to
guide their students’ arguments” (Driver et al., 2000, p. 295) or how to monitor their
students’ progress as they learn how to participate in scientific argumentation. We
think the ASAC will help teachers with this difficult task. Science teacher educators,
for example, can train science teachers to use the observational protocol which, in
turn, would help science teachers develop a better understanding of what counts as
high-quality scientific argumentation (i.e., increase their understanding of scientific
argumentation). Once trained, these teachers could then use the ASAC in their own
classrooms to assess how well their students participate in argumentation. These
teachers could then use the information they gathered using the ASAC to guide their
own classroom practice and to plan future lessons. Thus, the ASAC should provide
science teachers, science teacher educators, and science education researchers with
a valid and reliable way to assess the quality of argumentation, so better curricular
and instructional decision can be made about what works and what needs to be fixed.
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Appendix

ASSESSMENT OF SCIENTIFIC ARGUMENTATION IN THE CLASSROOM OBSERVATION 
PROTOCOL 

OBSERVATION INFORMATION 

:loohcS:rehcaeT

:edarG:tcejbuS

:etaD:revresbO

Duration of the episode:  

GROUP CHARACTERISTICS 

Size:  2 
 3 
 4 
 5
 6 or More     
 Whole Class 

Number of times that these 
students have been placed into 
this same group before: 

 Never 
 1 
 2 
 3
 4 or more  
 Unknown  

Assignment 
to the Group:  

 Random 
 Self-Selected
 Achievement – Mixed  
 Achievement – High 
 Achievement – Low  
 Teacher choice – Other 
 Unknown 

Gender Composition:  All Male
 All Female 
 # of Males > # of Females  
 # of Females > # of Males 
 # of Females = # Males  

Racial/Ethnic 
Composition:  

Native Language 
Composition: 

ACTIVITY DESIGN 

Provide a brief description of (a) the way the activity or lesson was designed in an effort to promote and 
support argumentation and (b) the way the teacher encouraged students to engage in argumentation.  
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RECORD OF EVENTS 
In the space provided keep a running record of the events that occurred as the participants interacted with 
each other, the materials, and ideas. 

Time Description of Event 
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CONCEPTUAL AND COGNITIVE ASPECTS OF SCIENTIFIC ARGUMENTATION  
How the group attempts to negotiate meaning or develop a better understanding 

0 1 2 3 1. The conversation focused on the generation or 
validation of claims or explanations. Not at 

all
Once or 
Twice

A few 
times Often

Description: The emphasis on the generation or validation of claims or explanations indicates that 
there were some significant claims or explanations at the heart of discussion. Groups that score high 
on this item maintain the focus of their talk and efforts on understanding or solving the problem 
rather than the best way to finish their work quickly or with the least amount of effort. Note: Groups 
that stay on topic but never go engage in an in-depth discussion about what is happening should be 
scored low on this item.
Comments:

0 1 2 3 2. The participants sought out and discussed 
alternative claims or explanations. Not at 

all
Once or 
Twice

A few 
times Often

Description: Divergent thinking is an important part of scientific argumentation. A group that meets 
this criterion would talk about more than one claim, explanation, or solution. Individuals that valued 
alternative modes of thinking would respect and actively solicit new or alternative claims, 
explanations, or solutions from the other participants. Note: Groups that discuss multiple types of 
grounds or support for a claim, explanation, or solution but only one claim, explanation, or solution 
should be scored low on this item.
Comments:

0 1 2 3 3. The participants modified their claim or 
explanation when they noticed an inconsistency or 
discovered anomalous information.  

Not at 
all

Once or 
Twice

A few 
times Often

Description: Inconsistencies between claims or explanation and the phenomenon under investigation 
are common in science.  A group that modified their claim or explanation when they noticed 
inconsistencies or anomalies would not ignore “things that do not fit” or attempt to discount them 
once they are noticed by one of the participants.  Groups that score high on this item try to modify 
their claim or explanation (not just their reasons) in order to account for an inconsistency or an 
anomaly rather than attempting to “explain them away” or simply deciding that something “doesn’t 
matter.”
Comments:

0 1 2 3 4. The participants were skeptical of ideas and 
information. Not at 

all
Once or 
Twice

A few 
times Often

Description: During scientific argumentation, allowing a variety of ideas to be presented, but 
insisting that challenge and negotiation also occur would indicate that group members were skeptical. 
Accepting ideas without accompanying reasons would result in a low score because it is a sign of 
credulous thinking. In other words, students must be willing to ask, “how do you know?” or “Are you 
sure?” Groups that respond to the ideas of others with comments such as “ok”, “that sounds good to 
me”, or “whatever you think is right” would score low on this item.
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Comments:

0 1 2 3 5. The participants provided reasons when 
supporting or challenging an idea. Not at 

all
Once or 
Twice

A few 
times Often

Description: Providing reasons to support or challenge a claim, conclusion, or explanation is a 
crucial characteristic of argumentation.  Claims must have some support provided for them beyond 
simply restating the claim itself. Making claims with out support would result in a low score on this 
item and including any reason like “that’s what I think”, “it doesn’t make sense”, “the data 
suggests…” or “but that doesn’t fit with…” would result in a higher score. Note: Personal or past 
experiences count as a reason for this item.
Comments:

3 2 1 0 6. The participants based their decisions or ideas 
on inappropriate reasoning strategies. Not at 

all
Once or 
Twice

A few 
times Often

Description: When people are trying to support ideas they often: (a) jump to hasty generalizations, 
(b) attribute causality to random events, (c) insist that a correlation is evidence of causality, and (d) 
exhibit a confirmation bias (for example saying, “now we need some data to prove this”). Groups that 
avoid inappropriate reasoning strategies or recognize them when they occur would score high on this 
item.  Groups where these types of reasoning strategies are common would score low on this item.
Comments:

0 1 2 3 7. The participants attempted to evaluate the 
merits of each alternative explanation or claim in a 
systematic manner. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: This addresses the tentative or responsive nature of science.  The idea that there is often 
more than one way to interpret data or evidence and that only through careful analysis can an idea be 
accepted or eliminated.  This gets at the “gut” response factor.  Conclusions are not based on opinion 
or inference.
Comments:
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EPISTEMIC ASPECTS OF SCIENTIFIC ARGUMENTATION 
How consistent the process is with the culture and norms of science 

3 2 1 0 8. The participants relied on the “tools of 
rhetoric” to support or challenge ideas. Not at 

all
Once or 
Twice

A few 
times Often

Description: “Tools of rhetoric” refer to tricks or strategies used to win a debate.  Tool of rhetoric 
include: (a) claiming that if someone cannot disprove a claim it must be true, (b) using emotive 
words and false analogies, (c) directing the focus of the discussion from thinking about a claim or an 
explanation to thinking about the person holding or proposing a claim or an explanation, (d) over-
relying on authorities, (e) dichotomizing issues so that if you discredit one position, then the 
observer is forced to accept the other view, and (f) making claims that are a simple restatement of 
one of the premises. Groups that avoided using the tools of rhetoric would score high on this item. 
Note: This item focuses on how the content of a discussion is presented or supported (i.e., how they 
are saying it) rather than the content of the discussion (i.e., what they are saying).
Comments:

0 1 2 3 9. The participants used evidence to support and 
challenge ideas or to make sense of the 
phenomenon under investigation. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: A goal of scientific argumentation is the use of data as evidence to defend a claim, 
conclusion, or explanation.  This item implies that students were attempting to use evidence in their 
arguments.  This should more than an opinion; they must include data.  Statements like “that’s what 
I think” or “it doesn’t make sense” would result in a low score.  Statements like  “the data we found 
suggests that …” or “our evidence indicates…” would result in a higher score.
Comments:

0 1 2 3 . 10. The participants examined the relevance, 
coherence, and sufficiency of the evidence. Not at 

all
Once or 
Twice

A few 
times Often

Description: This item draws attention to the amount and kinds of evidence used to support a claim 
or explanation.  Groups that attempt to (a) determine the value of a piece of evidence (e.g., “does 
that matter?”), (b) look at links or the relationship between multiple pieces of evidence (e.g., “This 
supports X and Y but this only supports X”), or (c) attempt to determine if there is enough evidence 
to support an idea (e.g., “We do not have any evidence to support that”) would score higher on this 
item.
Comments:
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0 1 2 3 . 11. The participants evaluated how the available 
data was interpreted or the method used to gather 
the data. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: The evidence provided for a claim or explanation should be evaluated based on how 
well the data was gathered and interpreted. A question such as “Why is that evidence included?” or 
“How did they gather their data?” or “Where did that data come from?” indicates that the 
participants are assessing methods or an interpretation of data and would result in a higher score.
Comments:

0 1 2 3 . 12. The participants used scientific theories, laws, 
or models to support and challenge ideas or to 
help make sense of the phenomenon under 
investigation. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: Science is theory-laden.  In other words, scientists rely on broad, well-supported 
organizing ideas to frame their arguments and claims.  Students should also employ these 
paradigmatic ideas in providing warrants for the evidence and claims they make or use to refute 
others’ claims.  Explicit reference to these “big ideas” will result in a higher score on this item.
Comments:

0 1 2 3 . 13. The participants made distinctions and 
connections between inferences and observations 
explicit to others. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: The structure of scientific arguments includes evidence involving both empirical (such 
as quantitative measurements and systematic observations) and inferential (noting of trends and 
logical connections among observations) aspects.  Making these distinctions and their connections 
explicit to others enhances the quality of the argumentation and thus results in a higher score.
Comments:

0 1 2 3 . 14. The participants used the language of science 
to communicate ideas. Not at 

all
Once or 
Twice

A few 
times Often

Description: This item stresses the importance of the accurate use of scientific language by students. 
The adoption and use appropriate terms (e.g., condensation, force, etc), phrases (e.g., “it supports” 
rather than “it proves”) or ways of describing information is a characteristic of argumentation that is 
scientific. Note: Ideas may be explicated before being labeled with the correct terminology.
Comments:
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SOCIAL ASPECTS OF SCIENTIFIC ARGUMENTATION 
How the participants interact with each other 

0 1 2 3 . 15. The participants were reflective about what 
they know and how they know. Not at 

all
Once or 
Twice

A few 
times Often

Description: It is important for members of the group to agree on what they know and to be 
specific about how they know.  Statements such as, “do we all agree?” or “is there anything else we 
need to figure out?” or “can we be sure?” indicate that participants are monitoring their progress 
and have an end goal in mind.
Comments:

0 1 2 3 16. The participants respected what each other 
had to say. Not at 

all
Once or 
Twice

A few 
times Often

Description: Respecting what others have to say is more than listening politely or giving tacit 
agreement. Respect also indicates that what others had to say was actually heard and considered 
(e.g., “that is a good point”, interesting idea”, or “I hadn’t thought of that”). A group that scored 
high on this would allow everyone to present their ideas and express their opinions without censure 
or ridicule. 

Comments:

0 1 2 3 . 17. The participants discussed an idea when it 
was introduced into the conversation. Not at 

all
Once or 
Twice

A few 
times Often

Description: To be a participating and contributing member of the group, it is important to feel 
valued. Ideas and opinions need to be critically acknowledged. This means they are considered and 
given weight by the group. Groups that ignore ideas when they are proposed (results in the same 
idea being mentioned over and over) would earn a low score on this item.
Comments:

0 1 2 3 . 18. The participants encouraged or invited others 
to share or critique ideas. Not at 

all
Once or 
Twice

A few 
times Often

Description: Good argumentation comes from considering and comparing competing ideas from 
multiple individuals to construct the most robust explanation of the phenomenon under study. 
Groups that consist of individuals that invite others to share (e.g., “what do you think”), critique 
(e.g., “do you agree” or “it is ok to disagree with me”), or discuss an idea (e.g., “let’s talk about this 
some more”) would score higher that a group with an alienating leader that dominates the 
conversation and the work of the group.
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0 1 2 3 . 19. The participants restated or summarized 
comments and asked each other to clarify or 
elaborate on their comments. 

Not at 
all

Once or 
Twice

A few 
times Often

Description: The depth of discussion will be enhanced by not making implicit judgments or 
assumptions about another person’s ideas or views, and it demonstrates that their point of view is 
valued and is furthering the discussion. Communication provides students with opportunities to 
identify the strengths and weaknesses of their understanding.
Comments:

Total: /57

Comments:
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