Chapter 94
Human Action Recognition Algorithm
Based on Minimum Spanning Tree

Yi Ouyang and Jianguo Xing

Abstract Human pose tracking recognition algorithm for monocular video was
proposed to model human part parameters using video features combination with
3D motion capture data. Firstly three-dimensional data projection constraint graph
structure was defined. To simplify the reasoning process, a constraint graph of the
spanning tree construction algorithm and the balancing algorithm were proposed.
Combination with the proposed function mechanism, spanning tree of constraint
graph and Metropolis—Hastings method, human motion under monocular video
can be tracking and recognition, inferring the 3D motion parameters. By using
data-driven (Markov chain Monte Carlo MCMC) and constrain map, human
motion limb recognition algorithm is proposed, and the method can be applied to
data-driven online human behavior recognition. Experimental results show that the
proposed method can recognize human motion action automatically and accurately
in monocular video.

Keywords Human action - Markov chain - Belief propagation - 3D human action
estimation

94.1 Introduction

3D modeling of human motion is the mainly support technology for human—
computer interaction, animation design, intelligent detection systems and security
analysis application system. For non-linear, complex diversity, the lack of a clear
classification structure and other characteristics some reasons, human motion
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modeling is so complicated. At present, for tracking human motion in video image
is divided into two categories: based on the Generative Models [1-3] of the human
motion analysis and discriminate methods of analysis [4—7]. Only by observing the
movement of the current state of time is often difficult to determine the category of
the movement, in order to reduce the computational complexity, constant obser-
vation sequence is based on the assumption of conditional independence, the result
does not reflect the dependence of the time series. This chapter presents an 3D
human motion library based on data-driven Markov chain Monte Carlo (MCMC)
method in monocular video to track human motion, the algorithm’s basic idea is,
using the human body motion capture data building the basic movement database,
and at different perspective projection clustering the human silhouette; with [8, 9]
method. Monocular video were detected in the human body, and the body can be
accurately split the position of the body; finally, 3D human motion reasoning
appearance model algorithm, using time constraints of the model to track the target
and graph-driven MCMC and the combination of basic movements, is applied
data-driven online actions recognition.

94.2 Human Motion Levels Model

Using only monocular video for 3D reconstruction of human motion is the kind of
ill-posed problem. Mainly due to monocular video camera lack a lot of spatial
information. In order to reconstruct each 3D human pose from frames of video
images, the basic movement for the human body through the motion sensor to
establish a database of basic movements, we use CMU database [17] combined
with VOC image database [10] information.

94.2.1 Human Body and Texture Model

The human body model (HBTM) is constructed with the torso and limb, in which
the location and motion parameters from the torso direction and angle of rotation
between the limb composition. Through the latent variable, shape parameter
describes the relationship between the torso and limbs, combined with the com-
mon physical description of the color histogram of human appearance. Human
joints points is composed by 14 key parts, and pose represented by six-dimensional
vector G, that is the global body’s position and direction of rotation. J represents
the angle of rotation between joint points. These parameters be modeled by the
prior distribution P(G) and P(J). They can be composed by a set of training images,
and assume that the probability distribution of approximately Gaussian distribu-
tion, and joint points of non-adjacent location parameters are independent. Skin

texture model (ST) is composed by ST = [CI,C27C3]T the three parameters,
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respectively, the hands, face and torso rectangle, the prior distribution P(C) is
learned from the histogram of training data

94.2.2 Cluster-Based Motion Model of the Relevant Action

As the larger dimension of human motion sequence, and there are large data
redundancy, according to the basic model of human body motion data sequence
[18] and minimum distance between limbs, we cluster these data at first. This
chapter presents the Relevant Action Cluster (RPC) for human action analysis. All
the input images M select a subset of nodes N in the cluster constraint, which have
the largest cluster nodes. Each cluster node will be mapping to a set of images
having the same 3D model. This will not only satisfy the action monocular camera
image recognition, simply extend RPC node number of different angles of the
projected image, you can improve recognition accuracy having more camera
images.

Definition 1 The Relevant Action Cluster (RPC) has sim(RPC;, RPC;) > ¢, the
constraints of the RPC having similar shape, the difference data between the RPC
less than 1 — ¢

Let I = [, I, .. .Iy] to represent the image features of human limbs motion.
Where I; = {x, 0;,d, c}, M is the number of the RPC nodes, x is the limb center
point, and the subscript k means limbs index, superscript j represents the horizontal
projection angle index, d as the motion data frame number, ¢ as the basic
movement types. 2D projection image feature data is captured from the perspec-
tive of the level of 3D motion capture data at different angles. We experiment with
18 different angles, adjacent angles of 10 degrees intervals, and build 2D human
motion graph model, where each node corresponds to a cluster RPC node.

Definition 2 RPC graph is G = (V, E, W), where node set V for the RPC, E for
the set of edges between v;, v; nodes, edges between two nodes which have weight
w;;, that is, weighted graph G is undirected, S for the RPC node set size. When at
least two nodes RPC images similar, there is a link between two nodes.

94.3 Spanning Tree Algorithm Based on RPC

Using traditional minimum cost spanning tree algorithm, lose some dependencies
between nodes, while the uncertainty of tree depth will cause many computing
problems, such as the time for determines the reasoning. In order to overcome
these problems, we propose a weighted spanning tree construct algorithm based on
RPC nodes, node merging algorithm idea is to reduce the size of the spanning tree
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node, the node splitting to resolve connectivity issues, and make use of spanning
tree balancing algorithm remain bounded spanning tree depth.

Definition 3 RPC spanning tree as T = (V, E, W), V as node set, E for the edge
set, W is the edge weight set; where each node can only have one parent node, can
have many child node.

Node merge: When the same parent node, child node exists between the two
sides, when the two sub-nodes associated with edge e intensity threshold intensity
is less than Q can be considered an approximate property of the two child nodes, so
the two nodes into one new node, its child nodes also point to the node; the two
adjacent nodes and edges e deleted. The weight of parent node and the edge of the
node is w = max(w;, w;).

Node splitting: When they find a child node also points to more than one parent
node, remove the other nodes associated with the strength of the weak side of the
parent, to ensure the dependencies between the nodes, will remove even the side of
the parent node N, (e) connected, that is according to formula (94.1) with the
reservation side of the parent node to be updated.

N, (e) = Ny(e) U (Ny(e) = N, (e)) (94.1)

Spanning tree balance algorithm
Let Child (N), said child nodes of set N, the specific algorithm is as follows:

Step 1 Calculation of the depth of sub-tree and distance vector Dist(i);
Step 2 For each sub-tree of length greater than H
From sub-tree node N, the child nodes of N increase the potential edge e ’, and

weight as
wo=w,* _ PN W
g ZjEF;/i P(Nj) '

Step 3 Consolidate the node Child (N) and the Child (Child (N)).

Step 4 Modified sub-tree depth as Dist(i)—1, Goto Step 1

For the sub-tree length L is longer than the combined number of sub-root nodes
and root node

Assuming the tree depth of 4, when the depth of sub-tree is greater or equal to 4,
it will be balanced, as shown in Fig. 94.1. Let N1 for the sub-root node, then the
pair node N2, N2, N3 to merge child nodes, while increasing the edge, its weight

! = %* 3 x4, the combined new node N1 to the N2 and N3 the edge

weight as w; 3 = max (% x3 x4, 4), RPC node cluster as Fig. 94.1.
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Fig. 94.1 Balancing for
spanning tree of RPC graph

94.4 Human Actions Recognition Algorithm

For human action recognition, such as [3, 11] described the treatment effect
directly through the video image is poor, by [3] inspired, we use segmented human
motion recognition technology. We first through the HOG and deformable com-
ponents of the human body detection method [8, 9] for human motion detection on
the first stage; then the spanning tree node with RPC on human action recognition,
through this method can be more accurate detection of the human range, and gives
the location of the body; finally, the detection results were sent to the third phase
of human space action reasoning.

3D human motion estimation, parameter estimation for the body center is
particularly important, it is to consider the perspective of the relationship between
operation characteristics and spatial reasoning.

94.4.1 The 2D Model Reasoning Based on the RPC

Let n(-) as tree node probability, the reasoning process as follow:
n(xyx_y) x w(x), and w(x) = Hn(xv|xpa<v))
veV

n(xv|x—v) = 7I(xv|xpa(v)) X H n(xi|xpa(i))

ivepa(i)

(94.2)

where V is the set of RPC nodes, pa (i) as the parent node of node i; —v means that
all the nodes in V except v.

Prior distribution: Human model for the parameters of each component of the
state vector are represented by Xf = {G,S,C,M} in T frame, where G represents
the global position and rotation parameters, S as the parameters that shape, C as
that skin color parameters, t denotes the frame number. For simplicity, assuming
these parameters independent, prior probability distribution as follow:

p(Xi) o< p(G)p(S)p(C)p(M) (94.3)

These prior probabilities will be combined with image constitutes a posteriori
probability function.
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94.4.2 The 3D Human Motion Reasoning

The evolution of 3D model of human motion is a known constraint from the start
node, by traversing the spanning tree structure, by calculating the maximum
a posteriori body image and body movements the best configuration. In order to
analyze each type of action, we calculated for each type of action corresponding to
the maximum probability, this value was used to measure the movement types of
confidence.

Let T frame image sequence of the state vector expressed by {Xi,X5...,Xr}.
On the shape of human body movement and state of motion relative to the color
change more easily. Thus the shape parameters and dynamic parameters should be
adjusted so that the object and image in the human motion is consistent, if only to
observe the image associated with the current state of the condition. Image prior
probability of the state of the human body can be decomposed into a state model
with a series of conditions a priori probability of the product:

T-1

- %p(Xl) [1p(Xea1x) (94.4)
t=1

p(X)
where Z is the normalization constant. The prior probability sample data can
be learned by the training the motion capture data. Conditional probability can be
approximated by normal distribution:

Dynamic model in which the covariance matrix, which consists of [18] obtained
motion data learning for different types of human movement, such as its value is
different. For the state parameters calculated by the probability function. Define
the image of the probability function by four parts are: location relationship of
limbs; background color difference; human skin color and feature matches specific
probability function as [12] presented the definition.

94.4.3 Proposal Function

In [3, 13, 14] were used to top-down [15] method, and [16] method of reasoning to
human action, often used for the Metropolis—Hastings MCMC algorithm, the
algorithm is the key proposed function of choice, usually by way of random walk,
using the proposed function is to generate candidate solutions state. In theory it can
produce the entire state sequence of candidate solutions, but more loops in this
way. The proposal function will determine the choice of the function convergence
speed. This chapter may be considered state of the current state estimate, the
previous state and next state and the model state and the image co-decision.

The previous state X;: Human PRC generated by the current state of the
dynamic model estimated parameters, the proposal function is:
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Fig. 94.2 Recognition for running motion sequence

a(X; Xi1) = q(IX] = Xia]) = s (94.5)

where s is random number between [0,1].

Using of back propagation for spanning tree of the RPC, to obtain another
estimate of the current state, after propagation through, making the current state of
the estimates take into account future trends.

The final proposal function as follow:

q(XﬂXtaM*;Itath]vXH»l) =wp X q(X;(‘thl) + wy X q(XﬂXtaM*)If) + w3
<q(X: Koy 1, M) (94.6)

where is the weight factor, and the factor used to adjust the proportion between the
various proposed components, experiments were taken 0.3, 0.4, 0.3.

94.5 Experiment Analysis

More than 200 were collected from a subset of the different motion sequences,
each containing 10 sample subset of actions, each action of 18 different angles
from the projection, one of the motion sequence in Figs. 94.2 and 94.3. We test 20
kinds of basic movement, which contains a variety of action walking, running,
jumping, kicking, boxing. For different types of data movement, we estimated the
depth of Z-axis parameters for the test identification error. A group for general
walking, B group running, C group hand boxing. were set before the experiment
the depth of the spanning tree when the RPC was 30, this method and Data-
MCMC [3] methods and do not use RPC model MCMC method of reasoning
directly compare the experimental error of measurement such as Table 94.1:.
The proposed action recognition algorithm based on RPC. We compared it with
non-RPC structures methods and Data-MCMC method. Our method improved the
recognition accuracy. The reason is considered a priori three-dimensional infor-
mation of human basic movement, the results shown in Table 94.2.
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Fig. 94.3 Spanning Tree for RPC graph

Table 94.1 Recognition

. Weighted average errors Walking Running Boxing
errors of three class motion

using different algorithm Non RPC model 25.35 30.18 35.54
Data-MCMC 24.47 27.61 26.53
Our method 21.36 23.15 24.14

Table 94.2 Errors of human

. Error type  Torso RUL  RLL RSL RUA RLA
parts for walking sequence

Center 1621 17.24 1521 1512 13.52 15.75
Depth(Z) 11.2 14.2 12.5 10.32 121 13.4
Orient 7.58 5.12 3.12 4.14 6.78 4.34
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