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Preface

Welcome to the proceedings of the International Conference on Computer,
Informatics, Cybernetics and Applications 2011 (CICA 2011), which was held in
September 13—16, 2011, in Hangzhou, China.

CICA 2011 will be a venue for leading academic and industrial researchers to
exchange their views, ideas and research results on innovative technologies and
sustainable solutions leading to Computer, Informatics, Cybernetics and Appli-
cations. The conference will feature keynote speakers, a panel discussion and
paper presentations.

The objective of CICA 2011 is to facilitate an exchange of information on best
practices for the latest research advances in the area of Computer, Informatics,
Cybernetics and Applications, which mainly includes the intelligent control, or
efficient management, or optimal design of access network infrastructures, home
networks, terminal equipment, and etc. CICA 2011 will provide a forum for
engineers and scientists in academia, industry, and government to address the most
innovative research and development including technical challenges, social and
economic issues, and to present and discuss their ideas, results, work in progress
and experience on all aspects of Computer, Informatics, Cybernetics and
Applications.

The CICA 2011 conference provided a forum for engineers and scientists in
academia, industry, and government to address the most innovative research and
development including technical challenges and social, legal, political, and eco-
nomic issues, and to present and discuss their ideas, results, work in progress and
experience on all aspects of Computer, Informatics, Cybernetics and Applications.

There was a very large number of paper submissions (721), representing 7
countries and regions, not only from Asia and the Pacific, but also from Europe,
and North and South America. All submissions were reviewed by at least three
Program or Technical Committee members or external reviewers. It was extremely
difficult to select the presentations for the conference because there were so many
excellent and interesting submissions. In order to allocate as many papers as
possible and keep the high quality of the conference, we finally decided to accept
184 papers for presentations, reflecting a 25.5% acceptance rate. We believe that
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all of these papers and topics not only provided novel ideas, new results, work in
progress and state-of-the-art techniques in this field, but also stimulated the future
research activities in the area of Computer, Informatics, Cybernetics and
Applications.

The exciting program for this conference was the result of the hard and
excellent work of many others, such as Program and Technical Committee
members, external reviewers and Publication Chairs under a very tight schedule.
We are also grateful to the members of the Local Organizing Committee for
supporting us in handling so many organizational tasks, and to the keynote
speakers for accepting to come to the conference with enthusiasm. Last but not
least, we hope you enjoy the conference program, and the beautiful attractions of
Hangzhou, Zhejiang, China.

July 2011 Xingui He
Ertian Hua

Yun Lin

Xiaozhu Liu

General and Program Chairs

CICA 2011
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Chapter 1

Studies on Single Observer Passive
Location Tracking Algorithm Based
on LMS-PF

Jing-bo He, Sheng-liang Hu and Zhong Liu

Abstract As the emitter’s velocity is given, it could be located by single observer.
According to the tracking convergence fast specialty of the linear minimum mean-
square error filter and the tracking accuracy specialty of the particle filter, a new
passive location algorithm based on a LMS-PF is presented. It is compared with
linear minimum mean-square error filtering and extended kalman filtering in
passive location. It is proved that the location error by the algorithm is less than by
other algorithms.

Keywords Particle filtering - Linear minimum mean-square error filtering -
Extended Kalman filtering - Passive location

1.1 Introduction

As the emitter’s velocity is given, it could be located by single observer. The
algorithm of linear minimum mean-square error filter is often applied in single
observer passive location as extended kalman filter. It has the specialty of tracking
convergence fast but its location precision is low in the low precision of measuring
azimuth. The extended kalman filter has the specialty of tracking location high
precision but it is sensitivity for the first state estimation and the noise [1-4]. The
particle filter is a sort of effective nonlinear filtering algorithm [5-7] and has the

J.He (<) - S. Hu - Z. Liu

Electronics Engineering College, Naval University of Engineering,
Wuhan 430033, China

e-mail: jbh_1979@sina.com

X. He et al. (eds.), Computer, Informatics, Cybernetics and Applications, 3
Lecture Notes in Electrical Engineering 107, DOI: 10.1007/978-94-007-1839-5_1,
© Springer Science+Business Media B.V. 2012
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Table 1.1 Comparison of

: Algorithm Tracking convergence Tracking precision
LMS, EKF and PF: the single
observer passive location LMS Fa.st LO_W
tracking capability EKF Middle Middle
PF Slow High

specialty of tracking high precision. And it needs not linearization process of state
equation. The three algorithms are together compared, as illustrated in Table 1.1.

According to the tracking convergence fast specialty of the linear minimum
mean-square error filter and the tracking accuracy specialty of the particle filter, a
new passive location algorithm based on a LMS-PF is presented.

1.2 The Particle Filter Brief Introduction

Central for all navigation and tracking application is the motion model to which
various kind of model based filters can be applied. Models that are linear in the
state dynamics and nonlinear in the measurements are considered:

Xey1 = Ax; + By, + Byf; (1.1)
e = h(xt) + e (1.2)
Here

X; Sstate vector;

u, measured inputs;

f; unmeasured forces or faults;

y; measurements;

e; measurement error.A numerical approximation to particle filter is given in the
following algorithm:

(1) Initialization. Generate xf) ~pPr> i =1,2,..., N. Each sample of the state
vector is referred to as a particle.
(2) Measurement update: update the weights by the likelihood (more generally,

any importance function) wﬁ = WLI P (y,\xﬁ) = WLI De, (yl — h(xﬁ)),

N
i=1,2,..., N, and normalized. As an approximation, take Y Soowixi,
i=1
(3) Resampling. Many models are used, such as sampling importance resampling,
residual resampling, MCMC, Rao-Blackwellised.
(4) Prediction. Take a f; ~ py, and simulate x| = Ax! + B,u, + Bf!.
(5) Let t =t + 1, and iteration to item 2.
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Fig. 1.1 Position relation E(x.y)
between single observer and
emitter

\4

1(x0,y0)

1.3 The Algorithm Based on LMS-PF for Signal Observer
Passive Location Tracking

First, we make the model on the algorithm based on LMS for single observer
passive location tracking; Second, the algorithm based on PF is given; Last, it is
given that the algorithm based on LMS-PF. It is explained that we discuss the
single observer passive location tracking problem in the two dimensions and three
dimensions’ can be discussed the same as these.

1.3.1 The Algorithm Based on LMS for Single Observer Passive

Location Tracking

In Fig. 1.1, the position relation between single observer and emitter is indicated.
According to the geometry

1g0 =20 (1.3)
Xy — X0
This yields
y;co80 — x, sin 0 = ygcos O — xpsin 0 (1.4)

And according to the emitter velocity (v, v,), we can get the prediction
equation:
Xp=X_1+v-T (1.5)

Yo=Y 4w T (1.6)
Here

X;, Y State vector at time f;
X:_1, Yr—1 State vector at time 7 — 1;
T sampling interval.
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Depending on (1.4)—(1.6), we could get

r=HX (1.7)
Yo cos 8 — xpsin 0 —sinf cos0 .
that r = X1 +ve- T , H= 1 0 ,X:{[].Sothe opti-
Vie1 +vy o T 0 1 i
mization state vector at time ¢ are
v X _ T\~ yT
X—[f}—(HH) H'r (1.8)
t

1.3.2 The Algorithm Based on PF for Single Observer Passive
Location Tracking

The particle filter is used in the single observer passive location tracking like II.
But II estimates one state x and this need estimate two states (x, y). So we improve
the particle filter in: (1) Weights depend on the fault probability density function
and need not iterate; (2) In the prediction, the particles are not used but optimi-
zation state vector; (3) For the (2), not resampling. A numerical approximation to
particle filter in the single observer passive location tracking is given in the fol-
lowing algorithm:

(1) Depending on (1.1) and (1.2), the system state equation of single observer
passive location tracking is

X=X+ v T e
1.9
{yt:yt1+vy'T+ey ( )
0 = arctgy =2+ ey
(') _ vy cos 0—v, sin 0 +e (110)
(x+oy0)® !

(2) Depending on (10), get the emitter azimuth 6 and azimuth velocity 0 currently.
(3) Initialization. Generate (xi, yﬁ) depending on (9). Each sample of the state
vector is referred to as a particle. And calculate azimuth 0; and azimuth

velocity 0,- of each particle,i=1,2, -- -, N.

(4) Weights Calculate. Update the weights by the likelihood (more generally, any
importance function) wj, = p,,(0 — 0;), wi, = pe(.)(é —0,), and normalized
towp, wi, i =1,2,-- - N.

(5) Synthesis Weight. w; = wj - w’,, and normalized to w;, i = 1,2, - -,

~ >
X
.Mz 2
5\
=

o AN
(6) Measurement Update. As an approximation, take X > wixl
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Fig. 1.2 The LMS-PF According to LMS
algorithm flow chart

algorithm ,estimating state

t=t+1

Tracking convergence?

Calculate the emitter
—> azimuth and the azimuth
velocity

v

Generate particles

t=t+1 Calculate synthesis weight

v

Estimate state

v

Prediction

X :thvx T+ e,

(7) Prediction: Simulate A . i=1,2,---,N.

y§+1 = y+Vy -T+ ey
t

(8) Let t =1+ 1, and iteration to item 2).

1.3.3 The Algorithm Based on LMS-PF for Single Observer
Passive Location Tracking

According to the tracking convergence fast specialty of the linear minimum mean-
square error filter and the tracking accuracy specialty of the particle filter, a new
passive location algorithm based on a LMS-PF is presented. The linear minimum
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Fig. 1.3 The target tracking: 130
trajectory for the LMS, EKF
and LMS-PF

Table 1.2 Comparison of

Algorithm Cost time (s) Mean tracking error
LMS, EKF AND PF: the
single observer passive LMS 0.0150 12.4296
location tracking capability EKF 0.0160 14.6275

PF 0.2350 7.4170

mean-square error filter A is used at the beginning of the single observer passive
location tracking and at the tracking convergence we use the particle filter B. In
Fig. 1.2 the algorithm flow chart is

1.4 The Signal Observer Passive Location Tracking
Eeperiments

According to the algorithm based on LMS-PF, we make experiments comparing
with LMS and EKEF in the conditions: single observer position (10, 10), the emitter
moving from (100, 110) to (20, 70) in mean-velocity, tracking sampling dots
L = 50, azimuth-measurement error 0.30, the first tracking position dot (120, 100).
The tracking trajectory is given in Fig. 1.3.
| . S GG .

Defining the mean tracking error o = 7 , the tracking capa-
bility of algorithms is compared in Table 1.2.

So we can make the conclusion that the LMS-PF is higher than LMS and EKF
in tracking precision but its cost time is much.
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1.5 Conclusions and Discussion

We have discussed the algorithm based on LMS-PF for single observer passive
location tracking and made comparison with the linear minimum mean-square
error filter and extended kalman filter by making experiments. We have made the
conclusion that the LMS-PF is better than others in tracking precision. But it
depends on the azimuth error. Next, we would study high precision location
algorithm based on multi-parameters, such as azimuth, frequency, and time of
arrival.
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Chapter 2
Novel Methods for Extending Optical
Code Set for Coherent OCDMA

Chen Peng

Abstract Compared with that used in incoherent system, the optical code (OC)
for coherent OCDMA system is analyzed in definition, characters, correlation
performances and construction method. Aperiodic correlation property of OC is
newly defined, and made the criterion for the judgment of OC’ performance in a
coherent OCDMA system. A novel differential algorithm is firstly proposed for
extending OC set with optimal aperiodic auto-correlation property. With such
algorithm ten iterative shows that global aperiodic auto-correlation property and
capacity are respectively twice and 3713 bigger than original 127-chip Gold
sequence. In order to obtain targeted user number’s codes in a finite code set with
optimal aperiodic cross-correlation property of OC, a novel cross searching
algorithm is firstly given. As an example, 49 codes with good aperiodic cross-
correlation property (>22) and aperiodic auto-correlation property (>40) are
selected from 129 Gold codes.

Keywords Optical code division multiple access « Aperiodic correlation -
Differential algorithm - Optical code

2.1 Introduction

Optical code division multiple access (OCDMA) is considered as one of the most
promising technologies for the next generation broad-band access network,
OCDMA schemes are classified as either incoherent or coherent OCDMA based

C. Peng (X))
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on their operation principle. The incoherent techniques, which work on an optical-
power- intensity basis, process OCs in a unipolar (0, 1) manner, and coherent
techniques, working on a field-amplitude basis, process OCs in a bipolar (+1, —1)
manner all optically [1-3]. Incoherent OCDMA which Optical Orthogonal Code
(00C) is widely used in has been studied since 1990s [4, 5], and there are many
constrainers and bounds on size of these codes in the literature [2]. Recently,
coherent OCDMA using ultra-short optical pulse has been receiving increasing
attention due to the advances in reliable and compact en/decoder devices and
detection schemes [1, 6-8], however the OC set appropriate for coherent OCDMA
has not yet been created. Gold codes as an effective alternative are widely used for
coherent OCDMA at present [3, 9, 10], but Gold which is designed for the opti-
mization of periodic correlation property cannot realize the optimization of ape-
riodic correlation property for coherent OCDMA [10], so an appropriate method to
select OCs for coherent OCDMA is very necessary.

2.2 Definition

Codes for coherent OCDMA based on temporal phase en/decoding is bipolar, code
(1, 0) is respectively relevant to (+1, —1). Sequential pulses within a bit interval
are copies of a unitary optical pulse, and therefore they are coherent. However,
pulses from different bit interval are incoherent since they come from different
origin, so aperiodic correlation is appropriate for measuring the codes’ property of
coherent OCDMA. If code is denoted by (+1, —1), aperiodic correlation is defined
as follows.
Aperiodic auto-correlation:

N—|m|
Ru(m) = Y XXy m=0,+1,42,-- £(N-1) (2.1)
i=1

Aperiodic cross-correlation:

N—m
RX)r(m):inyi+m m=0,1,2,.. ,N-1
= (2.2)

N—|m|
Ry(m) = Z YiXipm m=0,—1,-2,...,—(N-1)
i—1
Bipolar periodic correlation is given and followed as a contrast. Periodic auto-
correlation:

N
Re(m) = XXy m=0,%£1,42, - £(N—1) (2.3)
i=1

12
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Periodic cross-correlation:

N
ny(’") = inYHm m=0,1,2.--,N—1
i=1

N (2.4)
Ry(m) = yixispw m=—1,-2,---,—=(N—1)
i=1

Xi,yi=lor —1 Xi=ZXitN ¥i = YitN

Aperiodic and periodic correlations are clearly distinguished from their
definitions.

The ratio of aperiodic auto-correlation peak and the maximum of wing (P/W)
and the ratio of aperiodic auto-correlation peak and the maximum of aperiodic
cross-correlation (P/C) are the measurement of aperiodic auto- and cross-corre-
lation properties respectively [3, 11].

= L(O) 2 m= —
P/W(Maqum(mm) =ELE2 WD) 29)
2

Analyzing the features of aperiodic auto- and cross-correlation, some basic
rules are listed as follows:

Proposition 1:

Code (x1, x2, ..., xN) and (xN, xN—1, ..., x1) have the same aperiodic auto-
correlation property.

Proposition 2:

Code (x1, x2, ..., xN) and (—x1, —x2, ..., —xN) have the same aperiodic auto-
correlation property.

From Proposition 1 and Proposition 2, asymmetric code has the same aperiodic
auto-correlation property as three other codes.

Proposition 3:

Code (x1, x2, ..., xN) and (xN, x1, ..., xN—1) have the different aperiodic auto-
correlation property. That is the obvious difference between aperiodic and periodic
correlation property.

2.3 Differential Algorithm

Codes based on the optimization of aperiodic correlation have not been created
and it is impossible to judge aperiodic correlation property of all codes, so it is
very urgent to discover an appropriate method for realizing the optimal aperiodic
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Fig. 2.1 Flow chart of
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correlation property of OCs. Differential algorithm is proposed to extend code set

having good aperiodic auto-correlation property, its fundament is to obtain new

codes from original codes using differential algorithm, and then decide whether to

save these new codes through judging P/W one by one, so the number of new code

set can be gradually grown under the control of iterative times (as Fig. 2.1).
The differential formula is defined as follows:

by=ay ®br_1 by =1—a, S b

2.7)
bo:]()r()k:LZ7 ...... ’N

Where @ denotes modulo 2 addition, and a;, b, represent for the kth element of
original code and new code respectively, so four new codes are generated from one
code through the proposed differential algorithm.

Differential algorithm can promise good aperiodic auto-correlation property of
new codes through setting appropriate threshold. As an example, 18 Gold codes
with 127-chip which are randomly selected from a set of Gold codes are used as
original codes, and the targeted threshold of aperiodic auto-correlation property is
50. Figure 2.2 shows that the obtained code number grows with the iterative times.
After 10 times, we get 67162 codes whose aperiodic auto-correlation property are
all beyond 50. Obviously, capacity is 3713 times bigger than original codes and can
be farther grown by adding iterative times. To some extend the number of obtained
codes is divergent for this threshold which is receivable for coherent OCDMA
system, the result shows that differential algorithm is appropriate to extend code set.
Figure 2.3 shows the comparison of P/W between a set of Gold codes which is used
for selecting original codes and obtained codes by differential algorithm. Bold line
and thin line give the P/W frequency of new codes and the set of Gold codes whose
capacity is 127x 129 because of proposition 3. Figure 2.4 also shows that P/W of
that set of Gold codes and new codes is concentrated in 40 and 80 respectively, so
global P/W of OC set is distinctly improved by differential algorithm.

Each user is assigned a unique signature OC which can distinguish itself from
other users in the OCDMA system [12], every user has a unique couple of encoder
and decoder designed by the assigned code, encoders are used for encoding the
optical pulse from every user, and then decoders which are matched for different
encoders are used for decoding the encoding signal, so original pulse signal from
different users are recovered respectively. In the circumstance of ignoring noise,
interrupts among users’ decoding signal are dominant for recovering signal pulse,
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and P/C of different user codes are the measurement of interrupts in coherent
OCDMA system, so it is critical for coherent OCDMA to search codes having big
P/C of each other.

2.4 Cross Searching Algorithm

In essence, the process of searching codes for OCDMA is to drag a sub-set which
has enough big P/C of each other from code set having big P/W. In this paper,
cross searching algorithm is given to do this work. Now we have M codes which P/
W satisfy the demand, the flow of choosing N codes whose P/C > V from M codes
as follows:

(1) Built a MxM zero-matrix, the value of (i, j) is prepared for the P/C of code i
and code j, k = 1;

(2) Calculate the values of P/C between code k and code k + 1, k + 2, ..., M,
through judging if P/C > V, respectively put 1 or O to the relevant position of
matrix (k, k + 1), (k, k + 2), ..., (k, M) (region B), region A is the same as B,
calculating K(1) which denotes the number of nonzero in k-th row and saving
nonzero column number (m, n, ...). If K(1) > N — 1 continue next step, else
k = k 4+ 1, and return to (2);

(3) Calculate the values of P/C between code m and code m+1, m +2, ..., M,
through judging if P/C > V, respectively put 1 or O to the relevant position of
matrix (m + 1, m), (m + 2, m), ..., (M, m) (region C), calculating K(2) which
denotes the number of the same element whose value is 1 between (k, m + 1),
(k, m + 2),..., (k, M) (region D) and (m + 1, m), (m + 2, m), ..., (M, m)
(region C) and saving the same element (n, 1,...). If K(2) > N—2, so two codes
are chosen, continue next step, else k = k + 1, and return to (2);

(4) Calculate the values of P/C between code n and code n + 1, n + 2, ..., M,
through judging if P/C > V, respectively put 1 or O to the relevant position of
matrix (n + 1, n), (n + 2, n), ..., (M, n), calculating K(3) which denotes the
number of the same element whose value is 1 between (k, n + 1),(k,
n + 2),---«(k, M) (region F) and (n + 1, n), (n + 2, n), ..., (M, n) (region E)
and saving the same element (1, ...). If K(3) > N — 3, so three codes are
chosen, continue next step, else k = k + 1, and return to (2);

(5) Next step is the same as 3 or 4, and terminate until N codes are chosen.

Figure 2.4 shows the process of searching, ellipses show the region of codes
needed to be filled with appropriate value 1 or O in every step.

The algorithm reduces effectively the unnecessary calculating time by judging
the possibility of finding enough optical codes in next steps when every new code
is added to the selected code set, and promises that P/C of the code set is beyond
threshold by judging the P/C between every new code and the chosen codes.

As an example, 49 OCs P/W > 40 and P/C > 22 are obtained by cross
searching algorithm from 129 Gold codes. Figure 2.5 shows the aperiodic
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correlation, and the value of diagonal denotes P/W of codes, and the value of (X, y)
denotes the P/C between code x and code y. We can take a comparison between
above result and OC set (as Fig. 2.6) which is widely used in OCDMA system
[11], there are only 17 OC that satisfy the P/W > 42 and P/C > 20.5. Our result
has the obvious advantage comparing to that, so the differential and cross
searching algorithm we proposed are very useful.

2.5 Conclusion

Coherent OCDMA system based on Super Structured Fiber Bragg Gratings
(SSFBG) and Planar Lightwave Circuits (PLC) has been the most promising
technologies because of the advantages of all optical processing, soft capacity on
demand, protocol transparency. An important factor to realize OCDMA system is
the OCs’ optimization of aperiodic correlation property. The paper obtains three
fundamental rules from the definition of aperiodic correlation, and proposes a
novel differential algorithm for extending the code set and improving the global
aperiodic auto-correlation property, and cross searching algorithm is firstly given
for the optimization of aperiodic cross-correlation property. The result shows that
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the OC set obtained by our methods is obviously better than the used OC set in
capacity and aperiodic correlation property. This improvement means that we
establish good base for next work to realize multi-user coherent OCDMA system.
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Chapter 3

A Sequential Processing Method

for Converted Measurement Kalman
Filters Based on Orthogonal Transform

Junlin Tian, Chengyu Fu and Tao Tang

Abstract To effectively reduce computational requirements of converted mea-
surement Kalman filters (CMKF), a sequential processing method was presented in
this paper. Firstly, the spherical measurement of the target position was converted
into Cartesian coordinate domain, resulting in converted measurement error and
the corresponding statistics (mean and covariance). Secondly, a sequential pro-
cessing method which sequentially treated scalar components of the converted
measurement vector, was derived based on orthogonal transform. Finally, the
proposed sequential processing method was utilized to implement the CMKF
algorithm for a target tracking scenario. The simulation results show that the
proposed method can effectively reduce the computational requirements of CMKF
algorithm while achieving desired tracking performance.
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3.1 Introduction

As a linear, debiased, and minimum mean square error estimation method, Kalman
filtering algorithm has been widely used in the problem of target state estimation,
such as IR, optoelectronic, and radar target tracking [1-5]. In practice, the target
dynamics are usually modeled in Cartesian coordinate frame, whereas the mea-
surements of the target position are obtained in sensor coordinates, for example,
the spherical coordinate frame. Thus this kind of tracking problem is connected
with nonlinear estimation [2—4, 6, 7]. Basically there are two approaches to solve
this nonlinearity problem. One is the extended Kalman filter (EKF) in which the
nonlinear measurement equation is linearized through Taylor series expansion
technique [8—10]. The other is the converted measurement Kalman filter (CMKF)
which converts the spherical measurements into Cartesian coordinate domain and
then utilizes the linear version of Kalman filtering algorithm to estimate the target
state [11-16].

In many practical applications, reducing computational requirements while
achieving desired tracking performance is an important issue in the design of
tracking filters. The proposed sequential converted measurement Kalman filter
(SCMKF), which based on orthogonal transform, sequentially performs mea-
surement updates with each scalar component of the converted measurement
vector, and thus provides an effective way to reduce the filter’s computational
requirements. Simulation results demonstrate the effectiveness of the SCMKF
algorithm.

The organization of this chapter is as follows. Section 3.1 briefly describes the
nonlinearity problem in target tracking and presents the basic block CMKF
algorithm. In Sect. 3.2 we theoretically derive the proposed sequential processing
method for CMKEF algorithm based on orthogonal transform. Simulation is carried
out for a target tracking scenario in Sect. 3.3. Besides, performance comparison
between the proposed method and the block CMKEF algorithm is also carried out.
Section 3.4 gives the conclusion.

3.2 Block CMKF Algorithm

Consider the following discrete-time linear dynamic model:

Xk = D1 X1 + o1 Wi 1, Xile—o = Xo (3.1)

where the Cartesian state vector Xy consists of position and velocity of the
target, i.e., X = (x,X,y, y,z,i)T and the process noise Wy_; is assumed to be
zero-mean white Gaussian with covariance Qy_,. The system matrices @ and
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0 1
2 s

Th
T

. 1 T
Oy = diag(F»,F»,F,),F, = ( )
[k—1 can be expressed as:
[yk—1 = diag(G2,G,G,), Gy =

where T is the sampling interval.

It is assumed that the sensor measures the target range r, azimuth angle 6, and
elevation angle ¢. As a result, the measurement equation is described by the
following discrete-time nonlinear equation:

Ik Ik
Ye=hXe) +Vi=| 6 | +] 6
o o
(¢ +yi+a)" R
— | arccos [xk/(xﬁ + yﬁ)l/z} + | & (3.2)
i

arccos [(xﬁ + yﬁ)l/z/(xi +yi+ zi)m}

where the measurement noises i, 0y, ¢, are assumed mutually uncorrelated and
zero-mean white Gaussian with variance matrix expressed by

Ry = diag{cf, G%, sz}

In the implementation of CMKEF algorithms, the spherical measurement vector

(Tm), Om, jm)T is converted to Cartesian coordinate frame via the following
transformation:

Xmk Imk €080k COsd,
c .
Y; Yok | = | tmx  sinOpi  cosd, (3.3)
Tk Imk SN

where Xk, Yo and zyg are scalar components of the Cartesian coordinate mea-
surement vector Y;. From (3.3), the converted measurement error vector in
Cartesian coordinate frame can be represented as

Xmk Xmk — Xk
Vﬁ = Vok | = | Yk =Y | = Hi + Vﬁ (3.4)
Zink Zmk — Zk

where py is the mean vector of converted measurement error and Vj is the
debiased converted measurement error vector. The first two moments (i.e., mean
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and covariance) can be obtained in terms of target’s true range r, azimuth angle 9,
and elevation angle ¢, as given below:

pe(r, 0, ¢) = E(Vi|r, 0, ¢)

R{(r,0,$) = Var(V{|r,0,¢) = E(VEV|r, 0, ¢) (3:3)

The above expressions of mean and covariance are unrealizable since the tar-
get’s true position is not available in practice. To solve this problem, the mea-
surement-conditioned method can be adopted to approximate the true mean and
covariance. Details concerning this issue can be found in [17], and the measure-
ment-conditioned moments can be expressed as

p‘i* =E [H‘i(r? ea d))'rma em7 ¢m] = ui* (I'm, em’ d)m)
Ri* = E[Rﬁ(rﬂ 97 ¢)|rm7 ema d)m} = RE*(rm7 em’ d)m)

With the aforementioned converted measurement and the corresponding first
two moments, the CMKF algorithm is listed below.Time Propagation:

(3.6)

Xik—1 = D1 Xi— 11

) ) (3.7)
Pkt = Qe 1Ptk 1 Pogpey + Tigeo1 Q-1 Ty

Measurement Update:

o —1
Ky = Py Hy (HiPy— Hy +RYY)
Xk = Xkt + K (Vi = HiKigpor — 1) (3.8)
Py = (I — KxHy )Py

with observation matrix:

100000
Hx = | 001000
000010

3.3 Sequential Algorithm Based on Orthogonal Transform

Although it is assumed that the measurement errors are mutually uncorrelated
among spherical coordinates, the converted measurement errors in Cartesian
coordinates are coupled with each other, resulting in nondiagonal covariance
matrix. In this way, the sequential processing method cannot be applied.

It is reasonable to assumed that the covariance matrix R{* of converted mea-
surement error is real symmetric and positive definite. Then there exists an
orthogonal matrix M such that the following holds
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R{* = M'diag(hi, A2, 23)M (3.9)

where the orthogonal matrix M is composed of eigenvectors e;(i = 1,2,3) asso-
ciated with eigenvalues A;(i = 1,2,3), i.e., M = (e, ez,e3). Note that both the
eigenvalues A;(i = 1,2,3) and orthogonal matrix M depend on spherical mea-
surements I'm, O, and O thus can be expressed as
A = Ma(ims Orm, D) = 1,2,3), M = M(tm, O, ).

From (3.3) and (3.6), the debiased converted measurement equation can be
expressed as

Y§ — 1 = H Xy + V§

Since the covariance matrix R;* of converted measurement error can be diag-
onalized through orthogonal transform, resulting in orthogonal matrix M and
eigenvalues (i = 1,2,3), the above debiased converted measurement equation
can be transformed as

M(Y§ — i) = MHXy +MV§

Let V¢* denote the transformed converted measurement error term MV¢. Using
the identity M"M = M~'M = I, the mean and covariance can be calculated as
follows:

E(V{') = E(MV}) = ME(V§) =0
Var(V{") = Var(MV§) = MVar(V§)M" = MR{"M" (3.10)
= MMTd1ag(7»1 y 7\.27 7\,3)MMT = dlag(kl y 7\,2, >\.3)

Then the debiased converted measurement equation after orthogonal transfor-
mation can be expressed as

Y{* = H; X + Vi (3.11)
where
Yi = M(Y§ — i), Hy = MHy, V§* = MV§
E(V{") =0, Var(V{") = diag(A1, ko, A3)
Because the covariance matrix of debiased converted measurement error after

orthogonal transformation is diagonal, we can sequentially process the scalar
components of the converted measurement vector. Let us define

C* *
Yk,] Hk,l
Ck C * *
Yy = Yk,z JHy = Hk,2
C* *
Yk,a Hk.,3

Then the SCMKEF algorithm can be listed as follows.Time Propagation:
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Xk|k—| = (Dk|k—15(k—1|k—l

T T (3 . 12)
Pik—1 = Pt P11 Py + D1 Q1 Ty
Measurement Update:First Step:
* * Pk\k—lH;:Ti
Skt = Hi P HGy + 2, Kir = T
R = Kok + Kior (Y57 = H X (3.13)
Pier = (I - Kk-,lHlt,l)Pk\k—l
Second Step:
. . Py HYS
Sk2 = Hklsz“(‘lHk’T2 + A, Ky = ‘ST
Xi2 = Xigt + Ko (Yﬁz — H]ﬁ‘szlkJ) (3.14)
Pij2 = (I - Klei:,z)Pk\kJ
Third Step:
* . Py oHy
Skv3 = Hk,3Pk|k,2Hkg + 7\«37 Kk,3 = ‘ST
R = Xz + Kia (Y55 = Hia Xk (3.15)

Pyx = (I - Kk,3H1t73)Pk\k,2

3.4 Simulation Results and Analysis

In order to demonstrate the effectiveness of the proposed SCMKF algorithm, we
consider a target tracking problem. The target moves straightly with a nearly
constant speed. The initial conditions are (—6800, 1000 and 1000 m) for position
and (680 m/s, 0, 0) for velocity. The standard deviation of the acceleration errors is
set at (5x 1072 m/sz, 5x1072 m/sz, 5%x1072 m/sz). The sensor provides spherical
position measurement of the target with sampling intervals 0.02 s.

The block CMKEF algorithm and SCMKF algorithm are applied to estimate the
spherical position of the target. These two algorithms are implemented under the
same simulation environment (CPU 2.00 GHz, Memory 1.00 GB) to compare
their performances in terms of time consumption and estimation accuracy.
A Monte Carlo simulation of 100 runs is carried out to obtain the averaged
estimation errors in spherical position. Because of space limit, only the simulation
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results of azimuth component are presented here. Results for range and elevation
components are similar to these of azimuth component.

The time consumption is 1.282 s for block CMKF algorithm, while 0.969 s for
the SCMKEF algorithm, both for 500 steps simulation (10 s). The superiority of the
proposed SCMKF algorithm in time consumption is an important issue, especially
for real time applications in which time delay can significantly undermine the
tracking performance.

As shown in Fig. 3.1, the estimation accuracy of SCMKEF algorithm is com-
parable with that of block CMKF algorithm. Similar results are obtained at dif-
ferent levels of spherical measurement error. These simulation results demonstrate
the validity of the proposed SCMKEF algorithm. Furthermore, the eigenvalues of
covariance matrix of converted measurement error can be considered as the
equivalent variances of the converted measurement error after orthogonal trans-
formation. Thus the measurement update order, in which the scalar components of
converted measurement vector are sequentially processed, will be investigated in
future study.
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Chapter 4
Improvement of an ID-Based Threshold
Signcryption Scheme

Wei Yuan, Liang Hu, Xiaochun Cheng, Hongtu Li,
Jianfeng Chu and Yuyu Sun

Abstract Signcryption can realize the function of encryption and signature in a
reasonable logic step, which can lower computational costs and communication
overheads. In 2008, Fagen Li et al. proposed an efficient secure id-based threshold
signcryption scheme. The authors declared that their scheme had the attributes of
confidentiality and unforgeability in the random oracle model. However, our
previous analysis shows that scheme is insecure against malicious attackers.
Further, we propose a probably-secure improved scheme to correct the vulnerable
and give the unforgeability and confidentiality of our improved scheme under the
existing security assumption.
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4.1 Introduction

Encryption and signature are the two basic cryptographic tools offered by public
key cryptography for achieving confidentiality and authentication. Signcryption
can realize the function of encryption and signature in a reasonable logic step
which is proposed by Zheng [1]. Comparing to the traditional way of signature
then encryption or encryption then signature, signcryption can lower the compu-
tational costs and communication overheads. As a result, a number of signcryption
schemes [2-8] were proposed following Zheng’s work. The security notion for
signcryption was first formally defined in 2002 by Baek et al. [9] against adaptive
chosen ciphertext attack and adaptive chosen message attack. The same as sig-
nature and encryption, signcryption meets the attributes of confidentiality and
unforgeability as well. In 1984, Shamir [10] introduced identity-based public key
cryptosystem, in which a user’s public key can be calculated from his identity and
defined hash function, while the user’s private key can be calculated by a trusted
party called Private Key Generator (PKG). The identity can be any binary string,
such as an email address and needn’t to be authenticated by the certification
authentication. As a result, the identity-based public key cryptosystem simplifies
the program of key management to the conventional public key infrastructure.
In 2001, Boneh and Franklin [11] found bilinear pairings positive in cryptography
and proposed the first practical identity-based encryption protocol using bilinear
pairings. Soon, many identity-based [12—18] schemes were proposed and the
bilinear pairings became important tools in constructing identity-based protocols.
Group-oriented cryptography [19] was introduced by Desmedt in 1987. Elabo-
rating on this concept, Desmedt and Frankel [20] proposed a (t, n) threshold
signature scheme based RSA system [21]. In such a (t, n) threshold signature
scheme, any to out of n signers in the group can collaboratively sign messages on
behalf of the group for sharing the signing capability. Identity-based signcryption
schemes combine the advantages of identity-based public key cryptosystem and
Signcryption. The first identity-based threshold signature scheme was proposed by
Baek and Zheng [22]. Then Duan et al. [23] proposed an identity-based threshold
signcryption scheme in the same year by combining the concepts of identity based
threshold signature and encryption together. However, in Duan et al.’s scheme, the
master-key of the PKG is distributed to a number of other PKGs, which creates a
bottleneck on the PKGs. In 2005, Peng and Li proposed an identity-based
threshold signcryption scheme [24] based on Libert and Quisquater’s identity-
based signcryption scheme [25]. However, Peng and Li’s scheme dose not provide
the forward security. In 2008, another scheme was proposed by Fagen Li et al. [26],
which is more efficient comparing to previous scheme.

In this chapter, we show that the threshold signcryption scheme of Fagen Li
et al. is vulnerable if the attacker can replaces the group public key or even the
attacker can intercept the intermediate messages. Further, we propose a probably-
secure improved scheme to correct the vulnerable and give the unforgeability and
confidentiality of our improved scheme under the existing security assumption.
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4.2 The Improvement of Fagen Li et al.” Scheme

The scheme involves four roles: the PKG, a trust dealer, a sender group
Uy = {M,M,,...,M,} with identity ID, and a receiver Bob with identity IDg.

Setup: given a security parameter k, the PKG chooses groups G; and G, of
prime order q (with G| additive and G, multiplicative), a generator P of Gy, a
bilinear map e : G; X G; — G», a secure symmetric cipher (E,D) and hash func-
tions Hj : {07 1}*—> G, Hy: G, — {O, ]}nl, H; : {O, 1}*><G1 X {O, 1}*><G1 —
Z,. The PKG chooses a master-key s € gZ; and computes Py, = sP. The PKG
publishes system parameters {Gl,Gz,nl,e,P, Ppuv, E, D, Hl,Hz,H3} and keeps
the master-key s secret. Extract: Given an identity ID, the PKG computes Q;p =
H,(ID) and the private key S;p = sQp. Then PKG sends the private key to its
owner in a secure way.

Keydis: suppose that a threshold t and n satisfy 1 <r<n<gq. To share the
private key S;p, among the group Uy, the trusted dealer performs the steps below.

1) Choose Fji,...,F;—; uniformly at random from G7, construct a polynomial
F(X) = SIDA +xFy 4+ - +Xt71Ft,1

2) Compute S; = F(i) for i =0,...,n. (So = Sip,). Send S; to member M; for
i=1,...,n secretly.

3) Broadcast yo = e(Sip,,P) and y; = e(Fj,P) forj=1,...,t — 1.

4) Each M; then checks whether his share S; is valid by computing

e(S;,P) = ;;éy;j. If S; is not valid, M; broadcasts an error and requests a valid
one.
Signerypt: let My, ..., M, are the t members who want to cooperate to signcrypt

a message m on behalf of the group Uy.

1) Each M; chooses x; € rZ;, computes Ry; = x;P, Ro; = XiPpup, T = e(Rai, O1p,)
and sends (Ry;, 1) to the clerk C.

2) The clerk C (one among the t cooperating players) computes Ry = [[i_,Ru;,
©=[]i 7, k=Hy(t), c = Ex(m), and h = H3(m,Ry,k, Qip,)-

3) Then the clerk C sends h to M; for i =0,...,r.

4) Each M; computes the partial signature W; = x;P,,; + hn;S; and sends it to the
clerk C, where n = J[}_, ;. —Jj(i —j)"" mod q.

5) Clerk C verifies the correctness of partial signatures by checking if the fol-

lowing equation holds: e(P, W;) = e(R;, Ppup)( jf;(l)y’:j)h”"

If all partial signatures are verified to be legal, the clerk C computes
W =3I |W;; otherwise rejects it and requests a valid one.

6) The final threshold signcryption is o = (¢, Ry, W).
Unsignerypt: when receiving ¢, Bob follows the steps below.

1) Compute © = e(Ry,Sip,) and k = H(1).
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2) Recover m = Dy(c)
3) Compute h = Hs(m,R;,k,Qp,) and accept o if and only if the following
equation holds: e(P, W) = e(Ppu», R1 + hQip, )

4.3 Security Analysis of Our Improved Scheme

In this section, we will give a formal proof on Unforgeability and Confidentiality
of our scheme under CDH problem and DBDH problem.

Theorem 1 (Unforgeability) Our improved scheme is secure against chosen
message attack under the random oracle model if CDH problem is hard.

Proof Suppose the challenger C wants to solve the CDH problem. That is, given
(aP,bP) C should computes abP.

C chooses system parameters {Gl,Gz,nl,e,P,P,,u;,,E,D,Hl,Hz,H3}, sets
P,u» = aP, and sends parameters to the adversary E (the hash functions H;, H,, H3
are random oracles).

Hiquery: C maintains a list L; to record Hjqueries.L; has the form of
(ID, o, Qip, Sip). Suppose the adversary Eve can make H; queries less than gg,
times. C selects a random number j € [1, gp,]. If C receives the j-th query, he will
return Qp, = bP to Eve and sets (ID;, L, Qip, = bP, L) on L;. Else C selects
o € Z:; computes QOp, = P, Sipp, = 0Py, returns Qipp, to E and sets
(ID,', o, Q,’, S,) on Ll.

Hquery: C maintains a list L, to record Hpqueries.L, has the form of (t, k). If C
receives a query about 1;, selects k; € Z;‘, returns k; to E, and sets (7;,k;) on L,.

Hsquery: C maintains a list L3 to record H3 queries. L3 has the form of
(m,R,k,Q,h). If C receives a query about (m;,Ri;,ki,Qm,), selects h; € Z;,
returns /; to Eve, and sets (m;, Ry;, ki, Qip,, h;) on Lj.

Signcrypt query: if C receives a query about Signcrypt with message m;,
identity ID;

. Select x; € Z;, W;: € Gy

. Look-up Ly, L, set Qip, = o;;P in Ly, k; = k; in L,, and compute R; = x;Op,
. Set h; = H3(m;,R;, ki, Omp,).

. Return (h;, W;) to Eve.

AW =

Finally, Eve output a forged signcryption (m, h;, W;, Oip.). If Qpp, # Omp;, Eve
fails. Else, if Qip, = Qjp;, Eve succeeds in forging a signcryption.
As a result, C gains two signcryption ciphertexts which meet:

e(P,W;) = e(Ppup, Ri + hiOmp,)

e(P,W;) = e(Ppup, R + hjOip,)
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Thus,
e(P, (Wi = W;)) = e(Ppus, (Ri + hiOm,) — (R; + hjQOm,)) (4.1)
Note Q = Opp, = Qi,, (4.1) can be expressed as
e(P,(W; = W))) = e(Ppus, (Ri = R;) + (hi — 1)Q) (4.2)
Py = aP, Qip, = bP
(4.2) can be expressed as e(P, (W; — W))) = e(aP, (o — o) + (h; — h;))bP)
- Wi =W, = ((o4 — o) + (h — hj))abP

Hence, the CDH problem abP = %

bP.

can be computed by C with aP and

Theorem 2 (Confidentiality) Our improved scheme is secure against adaptive
chosen ciphertext and identity attack under the random oracle model if DBDH
problem is hard.

Proof Suppose the challenger C wants to solve the DBDH problem. That is, given

(P,aP,bP,cP, 1), C should decide whether t = ¢(P, P)** or not. If there exists an
adaptive chosen ciphertext and identity attacker for our improved scheme, C can
solve the DBDHP.

C chooses system parameters {Gl,Gz,nl,e,P, Ppub,E,D,H],Hz,H3},
setsP,,, = aP, and sends parameters to the adversary E (the hash functions
H,, H,, Hzare random oracles).

H; query: C maintains a list L; to record H; queries. L; has the form of
(ID, o, Qip, Sip). Suppose the adversary Eve can make H; queries less than gg,
times. C selects a random number j € [1, gy, ]. If C receives the j-th query, he will
return Qp, = bP to Eve and sets (ID;, L, Qip, = bP, L) on L. Else C selects
o € Z:; computes O, = P, Sipp, = 0Py, returns Qmpp, to E and sets
(ID;, 2, Q;,S;) on L.

H, query: C maintains a list L, to record H, queries.L, has the form of (t, k). If
C receives a query about 1;, selects k; € Z;‘, returns k; to E, and sets (1;,k;) on L.

H; query: C maintains a list L3 to record Hz queries.L3 has the form of
(m,R,k,Q,h). If C receives a query about (m;,Ri;,ki,Qm,), selects h; € Z;,
returns /; to Eve, and sets (m;, R1;, ki, Qip,, hi) on Ls.

Signcrypt query: if C receives a query about Signcrypt with message m;,
identity ID;

1. Select ¢; € Z;‘, W; € Gy

2. Look-up Ly, Ly, setQmp, = o;P in Ly, k; =k; in L,. Compute R; = ¢;P, if
ID; # ID;. Else, if ID; = ID;, compute R; = cP
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3. Set h; = 1‘13(111,',131',](1'7 QIDi)'
4. Return (h;, W;) to Eve.

After the first stage, Eve chooses a pair of identities on which he wishes to be
challenged on (ID;, ID;). Note that Eve can not query the identity of /D4. Then
Eve outputs two plaintexts mq and m;. C chooses a bit b € {0, 1} and signcrypts
my. To do so, he sets R} = cP, obtains k* = H,(t) from the hash function H,, and
computes ¢, = Ek; (mp). Then C chooses W* € G| and sends the ciphertext

o* = (cp, R}, W*) to Eve. Eve can performs a second series of queries like at the
first one. At the end of the simulation, she produces a bit b for which he believes
the relation ¢* = Signerypt (my,{Si},_; _,,IDj)holds. If b= b, C outputs
© = e(R},Sip,) = e(cP,abP) = e(P, P)“*. Else, C outputs 7 # e(P,P)". So C
can solve the BDDH problem.

4.4 Conclusion

In this chapter, we show that the threshold signcryption scheme of Fagen Li et al.
is vulnerable if the attacker can replaces the group public key. Then we point out
that the receiver uses the senders’ public key without any verification in the
unsigncrypt stage cause this attack. Further, we propose a probably-secure
improved scheme to correct the vulnerable and give the unforgeability and con-
fidentiality of our improved scheme under the existing security assumption.
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Chapter 5

Cryptanalysis of an Enhanced Event
Signature Protocols for Peer-to-Peer
Massively Multiplayer Online Games

Wei Yuan, Liang Hu, Hongtu Li and Jianfeng Chu

Abstract In 2008, Chan et al. presented an event signature (EASES) protocol for
peer-to-peer massively multiplayer online games (P2P MMOGs). The authors
declare that the EASES protocol is efficient and secure, and could achieve non-
repudiation, event commitment, save memory, bandwidth and reduce the com-
plexity of the computations. In 2010, Li et al. found a replay attack on the EASES
protocol and proposed an enhanced edition to improve it. However, our works
show their enhancement is still not secure as well. Finally, we made a discussion
about this problem and point the weakness existence in this protocol.

Keywords Hash-chain - Cryptanalysis - Massive multiplayer online games -
One-time signature - Peer-to-peer networks - MMOG - Network security

5.1 Introduction

Multiplayer on line games are a rapidly growing segment of Internet applications
in the recent years. By providing more entertainment and sociability than single-
player games, is fast becoming a major form of digital entertainment. In this kind
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of games, all players should connect with the server to send and receive event
updates. An event update is cryptographic protocol by which a player generates an
event message and sends it to the server for updating the game states. Traditional
massively multiplayer online games (MMOGs) are conventional client-server
models that do not scale with the number of simultaneous clients that need to be
supported. To resolve conflicts in the simulation and act as a central repository for
data, peer-to-peer (P2P) architecture is increasingly being considered as replace-
ment for traditional client—server architecture in MMOGs. P2P MMOGs have
many advantages over traditional client-server systems due to their network
connectivity and basic network services in a self-organizing manner. Whenever a
player wants to play the finger-guessing game, an event message is sent to the
server and the server processes all the events and updates the game states to ensure
a global ordering for game executions and fair plays. However, P2P MMOGs
communicate on the Internet raise the security issues such as cheating that a
dishonest player can get valuable virtual items and even be sold for moneymaking.
Recently, there are more and more efforts mounted to focus on event update
protocols for online games in respect to the protection of sensitive communication
and the provision of fair play.

In 2004, Dickey et al. [1] proposed a low latency and cheat-proof event
ordering based on digital signatures and voting mechanism for P2P games.
However, Corman et al. [2] later show that Dickey et al.’s protocol is unable to
prevent all cheats as claimed, and propose an improvement called secure event
agreement protocol, As digital signature requires a large amount of computations.
To reduce heavyweight computations in every round of a game session, in 2008,
Chan et al. [3] proposed an efficient and secure event signature (EASES) protocol
using one-time signature with hash-chain key and claimed that their protocol has
low computation and bandwidth costs, and is thus applicable to P2P-based
MMOGs. Then they proposed a dynamic EASES protocol to avoid the pre-gen-
eration of hash-chain keys. Unfortunately, the EASES protocol is not secure and
attackers can easily forge a series of update event to replace the original one. In
2010, Li et al. [4] found a replay attack on the EASES protocol and suggested a
simple enhanced edition. However, their enhanced protocol still suffered from our
attack.

In this chapter, we briefly review the enhanced protocol proposed by Li et al.
Further, we introduce attacking methods to crack this protocol. Finally, we make a
discussion on why our attack does.

5.2 Review of Chan et al.’s Event Signature Protocol
for P2P MMOGs

Chan et al.’s event signature protocol has four phases: the Initialization Phase,
Signing Phase, Verification Phase, Re-initialization Phase.
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Fig. 5.1 Construction of Generate Sequence
hash-chain keys =

n n-1 1
K: H(K;) ‘K:_l H(K;™) >...K:1r H(K;) ,Kf

Use Sequence

5.2.1 Initialization Phase

In this phase, player P; generates a series of one-time signature keys for a session
and performs the following operations:

1. P; chooses a master key MK; to compute the nth one-time signature key
K!' = h(MK;), where n represents the maximum number of rounds in a session.

2. P; computes the other rth round one-time signature keys K/ ~! = H(K'), where
r=m-1),...,0.

3. P; signs the first one-time signature key by its private key to get the signature
A; = Sy, (K?). The hash-chain keys K} will be used in the reverse order of their
production during the subsequent rth rounds, where »=0,1,2,...,n— 1.
Figure 5.1 shows the production of hash-chain keys.

5.2.2 Signing Phase

In this phase, if P; wants to submit event update messages to other online players
in a game session with n rounds, he/she performs the following operations:

1. P; computes the Ist round one-time signature key 5: by computing 5} =
H(K! || U, A;,K?. Then, P, submits the first round message to other online
players.

2. P; computes the second round one-time signature key 67 = H(K? || U?), U}, K]}
and submits it to other online players.

3. P; computes the rth round one-time signature key 8 = H(K! || U!), U/~ K/
and submits it to other online players in the subsequent rth round, where
r=34,....n.

5.2.3 Verification Phase

In this phase, each online player P; receives the event update message 5} =
H(K}! | U'), A;,K? from the player P; and performs the following operations:
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1. In the first round, P; first verifies A; - Dy, (K?). If it holds, P; confirms that the
key Kg is legitimate.

2. In the subsequent rth round, P; verifies K/ 2 ZH (K1) to check if the sig-
nature key Ki”1 is legitimate, where r = 2,3,4,....n.

3. If above holds, P; verifies &/ ' ZH(K™! || U'") to check whether the update

has been altered or not. If it passes verification, P; convinces that no player has
tampered with the update from P;.

5.2.4 Re-Initialization Phase

If P; wants to extend his/her game session for a few rounds, P; regenerates a new
master key and performs the following operations:

1. In the nth round, P; chooses a new master key MK/ and generates the new one-
time signature keys NewK?,...,NewK”". Then P; has the new signature key
NewK? with the key K!=H(MK]) to generate &' =H(K!| U"|
NewK?), Ur=1 K"~1. P; sends &7, U"~!, K"~! to other players as usual.

2. In the (n + 1)th round, P; sends 8/"' = H(NewK] || U?'), U'K!NewK? to
other players.

3. In the (n 4 2)th round, P; sends 67" = H(NewK? || U'?), Ut NewK], MK;
to other players.

Upon receiving new one-time signature keys from P;, the other player, P;,
should perform the following verifiable operations:

1. In the (n + 1)th round, P; verifies J; ;H(Ki” | U || NewK?) to check if the
new signature key NewKS is legitimate.
2. In the (n + 2)th round, in addition to the regular verifications, P; must also

verify K}’ ZH (MK;) If the above passes verification, P; confirms the validity of
NewK)? The series of new one-time signature keys NewK? ,---,NewK! can be
used after the (n + 2)th rounds.

5.3 A Replay Attack on Chan et al.’s Protocol

In 2010, Li et al. has presented a replay attack to Chan et al.’s protocol then they
made an enhanced one. In this section, we review the replay attack on Chan et al.’s
protocol.

After one session ends, the attacker can get the one-time signature keys
K?7Ki1, ..., K7, the signature A; = S, (KIO) and the master key, MK;, which is
transmitted from legal player P; to other players. Then he can forge event updates
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U UL ..., U} with the valid signature keys K?, K}, ..., K" to cheat other players
in P2P based MMOG like formula (5.1):

{ 6{ =H(K! || U}),A,K? inthefirst round (5.1)

a;] =H(KK"), A7V K inthe rth round

Upon receiving event messages from the attacker, the other player computes the
hash value of a given signature key K/ and fake event updates U to verify its
equality to the previously received signature key 5?, by computing 5? =
H(K!||Uy). Thus, the replay attack can not be prevented in Chan et al.’s protocol.
Then Li et al. proposed their enhanced protocol.

5.4 Review of Chun-Ta Li et al.’s Enhanced Event Signature
Protocol for P2P MMOGs

Li et al.’s enhanced EASES protocol also has four phases: the initialization phase,
signing phase, verification phase, re-initialization phase.

5.4.1 Initialization Phase

In the initialization phase, player P, generates a series of one-time signature keys
for a session and performs the following operations:

1. P, chooses a master key MK, to compute the nth one-time signature key
K! = h(MK,), where n represents the maximum number of rounds in a session.

2. P, computes the other rth round one-time signature keys K'~! = H(K"), where
r=(nm-1),...,0.

3. P, signs the first one-time signature key by its private key to get the signature
A, = Sy, (K || gno#). Note that hash-chain keys K’ will be used in the reverse
order of their production during the subsequent rth rounds, where r =0,
1,2,...,n—1.

5.4.2 Signing Phase

If P, wants to submit event update messages to other online players in a game
session with n rounds, he/she performs the following operations:

1. P, computes the first round one-time signature key 5i by computing 5; =
H(K! || U! || gno#), Ax,K°, gno#. Then, P, submits the first round message it
to other online players.
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. P, computes the second round one-time signature key &> = H(K? || U? ||

gno#), U; , K;,gno# and submits it to other online players.

. P, computes the rth round one-time signature key o= H(K] | U ||

gno#),U" "' K""! gno# and submits it to other online players in the sub-
sequent rth round, where r =3,4,....n

5.4.3 Verification Phase

In the verification phase, each online player P, receives the event update message
from the player P, and performs the following operations:

1.

In the first round, Py first verifies A, ;Dpkk (K? || gno#). If it holds, Py con-
firms that the key KB is legitimate and gno# is not a duplicate value; if not, it
stops.

. In the subsequent rth round, P, verifies K> ZH (K71) to check if the sig-

nature key K’ 'is legitimate, where r = 2,3,4,...,n.

. If above holds, P, verifies o' ZH(K™' || U || gno#) to check whether the

update has been altered or not. If it passes verification, P, convinces that no
player has tampered with the update from P,.

5.4.4 Re-Initialization Phase

Whenever P, wants to extend his/her game session for a few rounds, P, regen-
erates a new master key and performs the following operations:

1.

In the nth round, P, chooses a new master key MK and generates the new one-
time signature keys NewK",...,NewK". Then P, has the new signature key
NewK? with the key K" = H(MK!) to generate &' = H(K" || U" || NewK? ||
gno#). P, sends &, U"~!, K"~! and gno# to other players in this round.

. In the (n 4 1)th round, P, computes &""' = H(NewK] || U™ || gno#), U'K*

Neng and sends 52“ to other players.

. In the (n + 2)th round, P, sends &""* = H(NewK? || U"*? || gno#) , U™,

NewK], gno#, MK, to other players.

Upon receiving new one-time signature keys from P,, the other player, Py,

should perform the following verifiable operations:

1.

In the (n + 1)th round, P, verifies o} ;H(K;’ | U || NewK? || gno#) to check
if the new signature key NewK)? is legitimate.
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2. In the (n + 2)th round, in addition to the regular verifications, P, must also

verify K" ~H (MK,). If the above passes verification, P, confirms the validity
of NewK?. The series of new one-time signature keys NewK?, ..., NewK" can
be used after the (n + 2)th rounds.

5.5 Cryptanalysis of Li et al.’s Enhanced Protocol

Li et al.’s Enhanced protocol is based on Chan et al.’s EASES, they found the
EASES protocol easily suffered from the replay attack, and try to add a unique
game number, “gno#”, to solve this problem. Unfortunately, the problem they
found is not the main issue, thus attacker can crack the enhanced protocol in the
similar way. The detailed steps are described as follows:

1. When P, starts to send the first message, o! = H(K! || U! || gno#), Ax,K?,
gno#, to Py, attacker P, intercepts it and records KS.

2. When P, sends the second message, : = H(K? || U? || gno#), U!, K], gno#,
to P,, P, intercepts it and record K)}. Then P, forges a new message 5; =
H(K! || U || gno#), Ax, K, gno# and sends it to Py, P, verifies A, =Dy,
(K° || gno#) and records K°to his memory if the equation holds.

3. When P, sends the third message, 8. = H(K” || U” || gno#),U""',K'~!, gno#,
r=3,...,n, to P,, P, intercepts it and record K;". Then P, forges a new
message &' = H(K'™! || UV || gnogt), UV

to P,, P, verifies K/~ ;H(K;’z) and 5;72;H(K;’2 I Ul || gno#) and

record U)Er_z) * and K;’z to his memory if the two equations hold.

4. Finally, all update event Ui, ey U)’j’z are replaced to Url*7 ey )E"*z)*

et al.’s enhanced protocol still suffers from our attack.

", K"~2 gno#, and sends it

. Thus, Li

5.6 Discussions

The aim that Chan et al.’s protocol is to reduce the computational cost. They
believe that public-key cryptosystem require a large amount of computations.
Then they propose the EASES and the dynamic EASES protocol. In these two
protocols, only the first signature needs to be based on public-key cryptography,
while others are based on the relationship between the hash-chain keys. As the
above attack shows, they do not achieve their aim. Because attackers can easily
tamper the hash value based on the public message, like the associated key.
Further, the update event can be forged and the receiver can not find any questions.
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Thus, in Chan et al.’s protocol, the public key is necessary. Li et al. notice the
replay attack on Chan et al.’s protocol and make corresponding enhancement.
However, the core problems are still existence in their enhanced protocol, so our
attack does as well.

Acknowledgments The authors would like to thank the editors and anonymous reviewers for
their valuable comments. This work is supported by the National Natural Science Foundation of
China under Grant No. 60873235 and 60473099, the National Grand Fundamental Research 973
Program of China (Grant No. 2009CB320706), Scientific and Technological Developing Scheme
of Jilin Province (20080318), and Program of New Century Excellent Talents in University
(NCET-06-0300).

References

1. Dickey C, Zappala D, Lo V, Marr J (2004) Low latency and cheat-proof event ordering for
peer-to-peer games. In: Proceedings of ACM international workshop on network and operating
system support for digital audio and video, pp 134-139

2. Corman A, Douglas S, Schachte P, Teague V (2006) A secure event agreement (SEA) protocol
for peer-to-peer games. In: The first international conference on availability, reliability and
security

3. Chan M-C, Hu S-Y, Jiang J-R (2008) An efficient and secure event signature (EASES)
protocol for peer-to-peer massively multiplayer online games. Comput Netw 52(9):1838-1854

4. Li C-T, Lee C-C, Wang L-J (2010) On the security enhancement of an efficient and secure
event signature protocol for P2P MMOGs. ICCSA 2010 LNCS 6016:599-609



Chapter 6

Design of CAN Bus and Wireless Sensor
Based Vehicle Tire Pressure Monitoring
System

Peng He-huan, Zheng Hong-ping and Ma Ze-yun

Abstract The quality of tires, as key parts, makes significant impact on the safety
of vehicles. Abnormal events to tire pressures, usually resulting in overheat or
failure, may bring with inconvenience to driving as well as the useful lives and
efficiency of tires. With on-going researches, a pressure monitoring device that
gives warns in case of abnormal events, plays a very positive role in avoiding
failures. With this regard, deep researches are made on can bus and wireless sensor
based vehicle tire pressure monitoring systems.

Keywords Can bus - Wireless sensor - Tire pressure monitoring system (TPMS)

6.1 Introduction

The vehicular electronic controlling system (VECS) [1], of which the TPMS
services as a key component [2], collects information including ignition switch
status, speed, temperature in the process of driving, which improves the perfor-
mance of TPMS significantly. A lot of methods for the improvement are available
and for example, connecting the TPMS with high-speed local area communication
networks of vehicles. As such, the overall performance of TPMS will be improved
that not only the cost is reduced, but also the comfortableness is enhanced. In
addition, the inherent identifying function of TPMS is helpful to the initial
installation, ties positioning as well as location adjustment.
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Fig. 6.1 Structure of TPMS

6.2 The Design of TPMS

The structure of direct TPMS is as shown in Fig. 6.1. Components involved
consist of wireless sensor, TPMS displayers indicating tires information, TPMS
receiver, low-frequency trigger, CAN bus and LIN bus.

With wireless sensor installed in wheels, the pressure and stability of air in tires
need to be effectively and periodically tested, usually once every 5 s, with the
results sent to TPMS receivers through wireless channel. The TPMSs are usually
placed in the cab and are mainly for the receiving, processing and sending
information through CAN bus to ICM instrumentations for further processing and
exchanging information with bus nodes as BCM vehicular controlling modules
and others. Low-frequency triggers are usually placed in the inner side of vehicle
baffles, connected with LIN bus through TPMS receivers and are able to search the
wireless sensor quickly in case of abnormal events, to ensure the precision of
information being received by TPMS receivers, and further to identify the pressure
and temperature of air in tires and for drivers to take measures by referring
indications from TPMS devices.

The CAN bus communication controllers possess the functions of bother
physical and data link layers and are able to perform adjustments on communi-
cation date framings, such as zero insertion/deletion, data block coding, cyclic
redundancy checking and priority determining.

LIN bus is mainly for refining vehicular network performance. In case
advanced communication CAN bus is not necessary, such as controlling doors,
windows or rearview mirror, smart sensors and brakes are able to support
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communication and thus are helpful for controlling low-frequency triggers and
also for controlling cost. The transport speed of LIN bus reaches 20 bit/s, in all 16
nodes can be supported in one channel bus circular and the length of bus cable
reaches 40 m.

6.3 Design of System
6.3.1 Design of Hardware

6.3.1.1 TPMS Receivers

TPMS receives are usually placed under the instrumentations board [3], as shown
in Fig. 6.2 and consist of: RF receiver module, CAN communication module,
microprocessor, CAN controller, LIN communication module, power module.
Information received by HF Antenna is mainly sent by wireless sensors and need
to be processed by RF receiver module before sending to microprocessor; such
processing includes: filtering, amplifying, mixing, demodulating and others.
Microprocessors are primarily for performing works on processed instructions,
including send data package to instrumentations through CAN communication
module, received information useful in bus and send low-frequency signals to
wireless sensors with support from low-frequency triggers controlled by LIN
communication module. The functions of battery module, including filtering,
anti-reverse-pressure, level shifting, are for vehicular batteries. As connectors
specifically designed for vehicles, receiver connectors support the connections
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between the power, ground lines, CAN harnesses and LIN harnesses of TPMS
receivers, to ensure effective communications between nodes of TPMS receivers
and vehicular CAN bus network.

6.3.1.2 Wireless Sensors

The way valve wireless sensor are most popular and are usually placed in the
bottom of rim valve mouth stem. Wireless sensors are mainly used in controlling
pressure and temperature of air in tires under monitory and send information to
TPMS receivers through wireless control. A wireless sensor consist of: sensors,
signal conditioning, low-frequency interfaces, RF circuits, battery.

Bridge electronic air pressure sensor is able to sense the pressure in tires and
then transfer the pressure signals into electronic data and send useful information
to date processing center for further works, including amplifying, compensation,
etc. The low-frequency module consists of mainly low-frequency antennas and
low-frequency interfaces, is able to low-frequency signals at 125 kHz as received
from low-frequency triggers and then perform operations in accordance with
signals from triggers and data center. In case of abnormal situations, wireless
sensors are able to send signals to TPMS receivers through high-frequency
antennas, in which case the central frequency of signals is 315 MHz (Fig. 6.3).

6.3.1.3 Low-Frequency Triggers
Low-frequency triggers are usually placed in the inner side of vehicle baffles,

consist of LIN communication module, low-frequency driver and launch, micro-
processors and power module, as shown in Fig. 6.4.
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After processing information in TPMS receivers with LIN bus, LIN commu-
nication module is able to send signals to wireless sensors through low-frequency
drivers and low-frequency launches, to improve multiple communication between
TPMS and wireless sensors. Therefore, TPMS system is able to not only trigger
each individual wireless sensors, but also test identification of each wireless
sensors. Such function is helpful to control tires positions and also to set relevant
factors of wireless sensors. The power module is for level shifting and filtering for
battery, and provides power to certain devices, such as microprocessor and low-
frequency drivers.

6.3.1.4 TPMS Displayers

After collecting and processing, TPMS receivers is able to send high-frequency
signals from wireless sensors to TPMS displayers in ICM instrumentations module
through CAN bus for drivers to refer. Information to be displayed includes air
pressure warning, system problems cautious and others.

6.3.2 Design of System Software

TPMS inside the high-speed CAN bus communication network consists of:
ware-communication and wireless communication controlling module, each
component is significantly for the ongoing TPMS system and will result in
problems in system operation in case of absence.
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Table 6.1 Data frame send by TPMS receivers to ICM instrumentations

Name of signals Lowest position Name of signals Lowest position
TPMS problem Rapid leakage 10
Auto-identification of tires position High pressure 12

Tires position
Reserve

High temperature 14
Air pressure in tires 16
Temperature in tires 24

o B~ D = O

Low air pressure

Note The identifier for data frame ID is 32Ch; the speed for bus transportation is 500 kb/s; the
length is 4 bit; the signal type is periodical; the data refreshing frequency is second

6.3.2.1 Software Controlling Policy and Communication Protocol for TPMS
Receivers

After making internal adjustments, TPMS receivers are able to identify tires and
communication process to normal operation of the system. The automatic
identification of tires positions is achieved through functioning of TPMS
receivers with low-frequency triggers, which amplifying wireless signals to
ensure the ID information and pressure date be collected. As a result, the TPMS
receiver is able to perform practices on factors and position of tires. The network
communication includes network management frame, data processing and
problems probation, etc.

The nodes in CAN bus electronic control system are operated under standard
communication protocol, their data frame are operated in a standard way and the
format, communication speed as well as refreshing frequency are processed.
Data frame send by TPMS receivers to ICM instrumentations are shown in
Table 6.1.

6.3.2.2 Software Controlling Policy and Communication Protocol for
Wireless Sensors

The software for wireless sensors usually consists of: initialization, interrupt,
parameter testing, data demodulation and others. After data initialization, the
wireless sensors entered power-saving module and the data testing represents
basically periodical waking every several seconds. The wireless sensors in oper-
ating status performs well that they are able to test the air pressure, temperature
and voltage, process relevant information, gives warnings through wireless
channels if abnormal situation relevant to pressure or other factors is figured out
from data, and then return to power-saving module. The abnormal situations rel-
evant to pressure are usually low pressure or rapid leakage. Low pressure repre-
sents the status that the real air pressure is 4 more lower than designed cold air
pressure level. Rapid leakage represents the status that the pressure is decreasing at
a speed extending designed range.
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Table 6.2 TPMS receiver node Bus statistics
Signal Receiving/sending ID Data Standard Time diff of =~ Remote Error

names status of IPM frame deviation data frame frame
nodes number refreshing/ms  number number

TPMS Tx 32Ch 450 5.325 103 0 0

CLM Rx 320 h 446 23.2 103 0 0

BCM Rx 45Bh 224 25.5 2 x 103 0 0

ICM Rx 42Ah 9 x 103 O 50 0 0

6.4 Testing

The research in this paper involves designs in many aspects and two phases of tests
are performed on TPMS: 1) test with Vector CANalyzer bus analyzer, being
majorly 400 h bench test on auto-identifiable TPMS; 2) 104 km car road test of
TPMS in M-Car domestically made. In the analysis, the CAN bus communication
and wireless data transportation are researched.

6.4.1 CAN Bus Communication Test

Bus analyzers containing TPMS nodes are connected with CAN communication
network bench, and then data process adjustment is performed through network
platform. As the final result illustrated in Table 6.2, that after periodical refreshing,
frequency of data frame used by TPMS is even more accurate and no remote frame
or error frame is identified, evidencing the fact that TPMS nodes improve the
accuracy of information transportation in network.

6.4.2 Test of Wireless Transportation

Wireless sensors are usually placed in wheels and after connecting to CAN net-
work, TPMS special data testing system will test the performances of vehicles.
Figure 6.5a—d illustrate the movement of 4 h air pressure and temperature changes
status in left-front, right-front, left-back and right-back wheel respectively. TPMS
car load test is on high-speed road and the time necessary for wireless sensor to
send a frame of date is 5 min, which means that if the performances of tires are
satisfying, the speed of vehicle will reach 60—180 min/h after sending a frame of
data. During the test, the out-door temperature is 25-30°C, the air pressures are
0.2, 0.2, 0.21 and 0.21 PMa in left-front, right-front, left-back and right back
wheel respectively. Figure 6.5 illustrates that both the temperature and pressure for
the car tested reached 46 frames and over 95% of information is received and air
pressure and temperature changed significantly; as such, the inner situation of the
car is illustrated.
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Fig. 6.5 Data Curve of
PTMS Car Road Test

6.5 Conclusion
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After installation of TPMS in vehicular bus communication network, if no
abnormal events occurs with TPMS nodes and frames are refreshed in standard
periods, the overall operation of the system will be stable and actual performance
will be satisfactory. Will application of the system in driving, responses can be
made to air pressure, temperature and other situations to ensure correctness of

factors.
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Chapter 7

Analysis and Test of the Exposure
Synchronization of the Multi-Sensor
Aerial Photogrammetric Camera System

Zhuo Shi, Li Yingcheng and Qu Lei

Abstract Detailed analysis of exposure synchronization is made aiming at high
precision matching and combining the images captured by multi sensor camera
system. Exposure mechanism and motion of shutter blades or curtains become the
main source of asynchronic error among individual cameras. Two methods are
used to test the exposure asynchronization according to both between lens shutter
and focal plane shutter configurations. Analysis of the results shows the consis-
tency of theoretical analysis and test measurements.

Keywords Exposure synchronization . Multi-sensor aero photogrammetric
camera - Shutter configuration - Ground sample distance

7.1 Introduction

Multi-sensor aerial photogrammetric camera introduces larger format, longer base
line, less flight course, more efficiency and less after-work under the same task
situation, making it possible to reduce task cost [1]. Such kind of camera is
included into resource, grid line supervision, land mapping, city planning and
other applications widely.
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Digital sensor could not achieve the traditional film aero photogrammetric
cameras’ format due to limitation on semiconductor technics and sensor con-
struction [2]. Multiple sensors are integrated to form a large format [3]. Each
sensor and corresponding lens form an imaging system, which records images and
exposure information separately. Images are matched and combined after to form
large format digital images. Two factors influence the combining process: the
relative outer orientation elements and the exposure asynchronization of each
camera system. Stability of relative outer orientation elements is guaranteed by
precise design and producing, thus the exposure asynchronization becomes the key
factor affecting the image combination precision. Synchronic exposing control is
one of the most important technologies in multi-sensor aero photogrammetric
system integration, for the asynchronic error effects the whole image acquisition
and processing progress. Asynchronic error must be reduced in an acceptable
range to guarantee the combining precision.

Considering digital cameras’ construction, exposure mechanism and signal
transmitting, analysis and tests are made for both sensitization aspect and shutter
motion aspect. Testing data is analysed to validate stability.

7.2 Analysis of Exposure Synchronization
of Multi-Sensor System

Camera exposes at a specific position on signal sent by Flight Management System
(FMS). Instead of sending different exposure signal for each camera system, the
FMS sends one single exposure signal. Images captured by each camera will not
accord the designed relative position if cameras do not expose synchronically. The
combination process highly relies on steady relative position. The asynchronic
exposure leads to harder combination processing, or even wrong results. Fig-
ure 7.1 shows the relative position of four images under synchronic exposure (a)
and asynchronic exposure (b).

7.2.1 Exposure Process and Analysis of Asynchronic Error Source

Exposure process can be idealized as a step response process [4]. The shutter opens
after receiving the exposure signal and allows the light to go through. After the
required shutter speed has been reached, the shutter closes to block the light. The
response time for the step process equals to the required shutter speed (Fig. 7. 2).

Exposure process can be divided into the electronically controlled phase and the
mechanical phase. In the electronically controlled phase, the time difference for
synchronization is small since the exposure signal is an impulse, which is a low
voltage, low frequency signal, and transmits a short distance. The mechanical
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(a) (b)

Fig. 7.1 Relative position of four images. a Synchronic exposure, b asynchronic exposure
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phrase begins when the shutter receives the electronic signal. The driver unit
drives the blades to expand to a required period and then closes them [5]. The
various types of driver unit among different products result in uncontrollability and
randomness in mechanical phrase.

The source of error for the exposure asynchronization mainly comes from the
variety of the blades and driver units. The error exhibits a certain degree of
randomness and can be analyzed by using a large amount of observed data
(Fig. 7.2).

7.2.2 Calculation of the Maximum Exposure Synchronization
Difference

The actual shutter speed AT;(i = 1, 2, ..., 4) is not exactly the same in practice for
a multi-sensor camera system [6, 7]. However, the difference can be neglected
since it has little impacts on the synchronization. Analysis aims at the moment
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when the shutter closes. At is defined as the time difference between the moment
when the first camera finishes the exposure process and the moment when the last
camera finishes the exposure process. The allowed maximum exposure asyn-
chronization is calculated under the following conditions: (1) camera and plane
orientations are ignored; (2) plane moving at a constant speed without the impacts
of wind; (3) the maximum displacement caused by the exposure asynchronization
should be within one Ground Sampling Distance (GSD).

ALmax = A[max X Vg (71)
Atmax X vG < GSD (7.2)

where: vg stands for the ground speed of the plane at the moment of exposure
Atnax  stands for the allowed maximum error in exposure
AL,.« stands for the allowed maximum displacement of images
GSD stands for the ground sampling distance

Taking the ground speed for middle and large size aerial photography plane as
250 km/h and GSD as 10 cm, the allowed maximum exposure difference among
the cameras is calculated.

GSD 10 cm

Aty < —— = —————
="y 250 km/h

~ 1.44 ms (7.3)

Factors such as the wind speed at the moment of exposure, the instantaneous
change of the orientation of plane and adjustment of the camera orientation during
flight, will affect the value of AL. Therefore, the value of At,,,« should be adjusted
to satisfy the accuracy and quality required by the data process considering the
above factors.

7.3 Test of Exposure Asynchronization

The following two test methods are used [8]:

1. Taking photographs of a timer with high accuracy

Use two cameras to take photographs of the high accurate timer simultaneously
for several times. The time difference showed between the two images is the
exposure time difference in synchronization. Results are then recorded and ana-
lyzed. This method is easy to operate and does not require extra apparatus. Also it
can be applied to various types of shutters. The accuracy solely depends on the
accuracy of the timer.

2. Using photodiode circuit to capture the moment when shutters are fully
opened

Several lenses are placed aiming at the same light source as a group. Each
photodiode is placed at the position where shutter is fully opened. Protections are
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Fig. 7.3 Testing images
from Cam1 and Cam?2

made to avoid stray light. Exposure signals are sent simultaneously to each
shutters. And the signals from the photodiode are captured by the oscilloscope.
The time difference of synchronization is the difference between the rising edges
of each signals. The camera which finishes first is treated as the reference, and time
difference of synchronization of other cameras is calculated. Statistical methods
are employed to analyze all the results. This method requires constructing pho-
todiode circuit to produce a more accurate result and is only measurable for
between-the-lens shutters (Fig. 7.3).

7.3.1 Taking Photographs of a Timer with High Accuracy

This method is used for the full frame camera with a focal plane curtain shutter
since the movement of shutters cannot be tested through physical tools due to
camera structure. The tested camera model is Canon 5D Mark II, the target is a
timer with a minimum display accuracy of 0.001 s. The procedure is as follows:

1. Change of the timer is modeled as a moving target, and photographs of the
timer are taken simultaneously from each camera .

2. Compare the photographs from each camera and the difference between them is
considered as the time difference in synchronization.

3. Record the time difference interval.

Parts of the test results are presented in the following.

Among all the 100 tested photographs, 92% indicate time difference less than
1 ms; 8% show very different timing between the two photographs in one test. This
phenomenon results from the fact that the timer was actually refreshing at the
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Fig. 7.4 Parts of the test A | B | c | D
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Fig. 7.5 Sketch map of the test

moment the photo was taken. Such results should be eliminated in the result
analyzing. The usable accuracy should be no larger than 10 ms due to the refresh
period of the timer.

This method relies highly on the accuracy of the timer and the refresh frequency
of the display facility, so the accuracy of the testing result is limited. Further study
will be done based on 7-segment LED monitor timer which has a refreshing period
less than 0.1 ms. However, this method does not require the modification of the
camera structure and is easy to implement. The result is directly readable and the
method can be applied on various types of cameras, especially for full frame
cameras with focal plane curtain shutter in low cost unmanned aerial vehicle
applications (Fig. 7.4).
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Fig. 7.7 Impulses captured by the oscilloscope under continuous exposure mode

7.3.2 Using Photodiode Circuit to Capture the Moment
when Shutters are Fully Opened

Place lenses under the same light source and adjust the aperture to its maximum.
Place photodiodes at the position where the shutter is fully opened, and keep the
photodiode away from unexpected light. Apply the exposure signals to each
shutter at the same time. The exposure signal is shown as the upper wave in
Fig. 7.5. Capture and record the outputs from each photodiode with the oscillo-
scope. The difference between the rising edges of the two signals is the time
difference of asynchronization. The targets are four Rollei Electronic Shutters in
the Schneider Apo Digitar lenses.

Oscilloscope monitor display is shown below for all four camera channels. Two
negative impulses are captured, and the falling edge of the second negative impulse
indicates when the shutter is 90% open. The timing period between the first and the
last cameras’ second falling edge is the exposure asynchronization (Fig. 7.6).

Tests are implemented in manual exposure mode for five times, producing the
following exposure asynchronization: 122.40, 149.00, 154.60, 157.60, 163.20 ps.
Tests are implemented in continuous exposure mode for 50 times. And results
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A4 B Cc D
1 KO. First exposure(us) | Last exposure(us) Time difference(us)
2 11 1011.1 847.1 164.0
3 12 1034, 2 866. 2 168.0
4 13 1030.0 861.0 169.0
5 14 64.5 105.9 170.4
6 15 4.4 167.6 163. 2
T 16 1766. 8 1922. 2 155.6
8 17 8.6 140. 2 148.8

Fig. 7.8 Parts of observed time difference

show identity with above. The maximum timing difference recorded is less than
200 ps. Some of the results are shown as follows (Figs. 7.7, 7.8).

7.4 Conclusion

Causation of the exposure asynchronization and its effects to after-process are
analyzed based on the manufacturing of a certain large format combining-sensor
system. Two methods are introduced to measure the timing difference of multi-
exposure. Results show identity between the actual exposure asynchronization of
the tested system and the theoretical analysis.

Method based on photodiode detecting can be introduced as a highly required
test for such systems before shipping. Method such as using high accuracy timer
can be applied as periodical test without disassembly. Both before-shipping and
regular inspection and test are recommended to be involved into the industry
standard and/or national standard to ensure the consistency and applicability of the
images produced by such multi-sensor aero photogrammetric camera systems.
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Chapter 8
Design and Application of Custom RS485
Communication Protocol

Lei Zhou, Hu Liu and Quanyin Zhu

Abstract As RS485 network has the character of simple construction, lower cost
and easy extension, it has been widely applied to many application systems based
on Radio Frequency Identification (RFID). In RS485 network the mainframe can
access many readers. Aiming at the demand of a RFID application system in which
the mainframe needs transmitting information to display terminal, this paper
proposes a solution. Through connecting display terminal and readers into RS485
network, defining custom communication protocols between the mainframe and
display terminal, the mainframe can access display terminal like the other readers.
The implementation results show that the solution has achieved the anticipated
target and run stablely and reliably.

Keywords RFID - RS485 network - Custom communication protocol - Display
terminal

8.1 Introduction

Radio Frequency Identification (RFID) is a non-contact automatic identification
technology, and the identify process does not need manual intervention. Its basic
principle is utilizing the space (electromagnetic or inductance coupling)
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transmission characteristics of radio frequency signals to realize the automatically
identification of objects [1-3]. Now RFID technology has been applied to logistic,
access control and manufacture area etc. In a typical RFID application system,
there are usually many readers to read RF tags’ information. The readers need
communicating with the mainframe, such as transmitting tag messages or response
information to the mainframe, receiving an instruction from the mainframe. In the
case that the mainframe can communicate with many readers at the same time,
RS485 network can be adopted. Because RS485 network has advantages such as
simple construction, lower cost and easy extension, in addition, an increasing
number of equipments provide 485 ports, so RS485 network is widely used in
many fields now.

8.2 System Background

We designed a meeting attendance system for a company. In order to identify
conventioneers automatically, we assigned a RF tag for each conventioneer, and
placed a reader in each entrance of meeting hall. When conventioneers entered,
readers could read their tags and obtained attendance information transmitting to
the mainframe. There were many entrances in meeting hall, and the mainframe
needed to access many readers, so we adopted RS485 network. In this commu-
nication style, the mainframe connects to RS485 network via RS232/RS485
converter, and each RS485 network can connect with many readers. According to
the user demands, the meeting president hoped to obtain real-time data during the
meeting attendance. As the mainframe running the attendance system was in the
monitor room which was far away from the rostrum, it would be very inconvenient
for the system runner to phone the meeting president about attendance information
always. To solve this question, meeting organizers determined to display the latest
attendance data in a computer which placed in the rostrum. We can call the
computer as display terminal for convenient. How to achieve communication
between the mainframe and display terminal? As we must implement the function
that the mainframe can access many readers with programming, if we write
communication procedure especially for the mainframe and display terminal in
addition, it may bring many questions. For example, the procedure may have
influences on access sequence between the mainframe and the readers and bring
about program errors, on the other hand, programming especially for display
terminal increases the complexity of program control. After careful consideration,
we decided to take display terminal as a reader and connect it to RS485 network
like a reader, the mainframe can access display terminal as same as the readers.
The connection structure is shown in Fig. 8.1.

In this communication style, the laptop is used as display terminal and system
takes display terminal as a reader. Because RS485 network works in bus com-
munication model, only one reader can communicate with the mainframe at the
same time. In RS485 network there are many readers communicating with the
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Fig. 8.1 The system
connection Desktop
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mainframe and conventioneers can trigger tags at the same time. In order to avoid
access conflicts caused by the operations that several readers transmit information
to the mainframe simultaneously, we must adopt active polling programming
mode. In this model the mainframe sends instruction to a reader at regular inter-
vals, obtains corresponding return data to deal with, and then sends an instruction
to another reader analogizes in turn. As display terminal is taken as a reader, the
mainframe can also send attendance information to it in polling programming.
When display terminal receives attendance information from the mainframe, it can
process data and display result in the monitor. As the polling interval is very short,
display terminal can always get the latest attendance information.

From the above, we can see that the scheme which takes display terminal as a
reader can simplify process procedures, but in order to accomplish the function of
unified access control, we must define communication protocols between the
mainframe and display terminal, and they must be consistent with the reader
protocols.

8.3 Custom Communication Protocols Definition

As we know, custom communication protocols between display terminal and the
mainframe must conform to the rules of reader protocols, so we must study reader
protocols firstly. According to the user demands, conventioneers need not trigger
tags over long distance, low frequency reader can meet the system demand as well
as have lower cost, so we adopted 125 kHz WM-02H readers which were pro-
duced by Beijing Wan-Mei corp [4].

WM-02H reader communication protocols provide many operation functions
such as read-record, set-address and communication test instruction, etc., its
communication protocol format is shown as follows [5].

|start flag | slave machine address | information length | instruction code and
parameter | slave machine return data | verify bytel.
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Table 8.1 Custom communication instructions

Instruction code Parameter Function

A4 Reader address Set display terminal address

A6 Test value Communication test

AB Attendance data Send attendance data to display terminal

Next the function of each instruction will be described in detail

Next every part meaning of the protocol will be explained. Start flag is two
bytes length, it determines the command is from the mainframe or a slave
machine, and the control instruction from the mainframe has start flag AAH FFH,
while the return data from a slave machine has start flag BBH FFH; slave machine
address has one byte, ranges from 00H to FEH; information length indicates total
bytes of instruction and parameters, but start flag, slave machine address and verify
byte are not included in; instruction code and parameter are the content of the
order; verify byte is one byte length which mainly is used to check the instruction
correctness. If the instruction is transmitted correctly, verify byte should be equal
to the result executing XOR operator on all other bytes.

According to the format of WM-02H reader communication protocol, we can
define the protocols between display terminal and the mainframe, and the custom
protocol instructions are shown in Table 8.1.

8.3.1 Set Address Instruction (A4)

When the mainframe sends an instruction to display terminal, it must specify the
address, so we must define an instruction to set display terminal address. There’s
one point which needs attention that slave machine address must be FFH in the
instruction.

According to the protocol format, if we want to set display terminal address
08H, the instruction should be AA FF FF 02 A4 08 04, then the meaning of each
byte in order will be explained. Start flag AA FF indicates it’s an instruction from
the mainframe, next FF is the broadcast address, 02 indicates the instruction length
is two bytes, A4 is the instruction code, 08 is the display terminal address, 04 is
verify byte. If the instruction is executed successfully, display terminal will return
response information BB FF 08 01 08 45 to the mainframe. In this response
message, BB FF indicates this data was sent by display terminal, 08 is display
terminal address, 01 indicates the instruction length, 08 is the address been set, 45
is verify byte. If the address sets error, display terminal return information BB FF
FF 01 33 89, 33 indicates the command has error, and the address can not be set
successfully.
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8.3.2 Communication Test Instruction (A6)

Before the mainframe begins to communicate with each reader it must send
communication test command to check if the communication line is normal. In the
same way the mainframe needs to do communication test to display terminal.
When display terminal receives communication test instruction, it checks
instruction content firstly. If the instruction is correct, it returns response message
to the mainframe and the mainframe checks the communication line normal or not
according to return information; if the instruction is error, display terminal return
command code 33H which shows communication test has problems.

According to the protocol format, if the mainframe sends communication test
instruction to display terminal which has address O8H, assumption test value is 77
88, then the instruction should be AA FF 08 03 A6 77 88 07. If display terminal
accepts correctly it returns information BB FF 08 02 77 88 B1 to the mainframe,
otherwise it returns information BB FF 08 01 33 8E. Then the mainframe analyzes
the return information, if the return data is 33H, that shows the communication line
is not normal, but if the test data returned is as same as the data sent before, it
shows the communication line is ok, and communication test instruction has
executed successfully.

8.3.3 Send Information Instruction (AB)

In order to display real-time attendance data in display terminal, we need to define
send information instruction. During active polling programming, the mainframe
can send meeting attendance data such as total number and attendance number,
display terminal receives the data and calculates attendance number, absence
number and attendance rate so as to display them. As the system is mainly for
small and medium-sized conference, total conventioneers number is not more than
several thousands, so the instruction parameter parts which store total number and
attendance number are assigned both two bytes.

According to the send information protocol format, if the mainframe sends the
instruction to display terminal, assumption its address is O8H, meeting total
number is 425(01A9H) and attendance number is 385(0181), then the instruction
should be AA FF 08 05 AB 01 A9 01 81 DB. Display terminal receives the
instruction and obtains attendance data to display on the screen. As processing
speed of different computers has difference, in addition, there is much difference
between display terminal and readers, it is very hard to set suitable delay interval
while the mainframe waiting for response information from display terminal.
In order to avoid conflict caused by the unsuitable interval, the instruction was
designed not to return information, that means display terminal only receives the
instruction and do not return any information to the mainframe. Because active
polling interval is very short, even if errors occur in transmitting process, display
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terminal has not accepted correct message, there is no influence to the next
message to be displayed correctly.

8.4 The Mainframe System Programming

As display terminal is taken as a reader in RS485 network, the mainframe can
access it with the other readers. The mainframe takes active polling programming
mode to access each reader including display terminal, but we must pay attention
to the difference of access process between readers and display terminal. The
mainframe sends read-record instruction to a reader in order to obtain tag infor-
mation which has stored in the reader, and then it will wait for response infor-
mation from the reader. While the mainframe executes send-information
instruction and sends attendance data to display terminal, it need not wait for
return data. The following is the processing procedure.

Step 1: User selects display terminal and readers which have connected into the
RS485 network, and system saves their addresses.

Step 2: System sends communication-test instruction to each reader in order at a
specified interval and waits for return information. If return data from a
reader is correct, it means the communication line between the reader and
the mainframe is normal, then system sends instruction to the next reader
until all readers have been visited. If response from a reader is error, there
are at most three times for the reader to receive instruction and return
information to the mainframe. If a communication line is not normal
really, the instruction has failed to execute three times, system will pop up
a message box and end the program. If communication test for all readers
are passed, the program will go to the next step.

Step 3: After communication test, system begins to access every reader in turn at a
certain interval. According to slave machine address system can know
operation object is a reader or display terminal. If the address belongs to a
reader, system will send read-record instruction and delay a certain interval
in order to receive response information of the reader; while if it is display
terminal address, system will execute send-information instruction which
has no return information, and then send instruction to the next reader
indirectly. If the reader visited is the last one, system will repeat above
procedure from the first reader until user ends the program.

There is one point to pay special attention that how to set a suitable polling
interval. Polling interval is affected by many factors such as serial communication
baud rate, instruction length, return information length, etc. For guaranteeing
system reliability, only take all factors into consideration and after lots of test can
we set the value of polling interval. If the interval is set too big, it will reduce



8 Design and Application of Custom RS485 Communication Protocol 69

efficiency of system, while too short value will bring communication conflict and
cause system run-time error.

8.5 Display Terminal Programming

Display terminal module is to accept instruction from the mainframe and obtain
attendance information to display. As it only receives instruction passively, need
not send information to the mainframe, so we can use passive programming model
utilizing serial port communication control.

In Visual Basic integrated development environment we can use Mscomm
control to implement serial port communication. Before using MSComm control
there are many properties to be set. Supposing there is a MSComm control named
mscomml1, we may complete the property setting of mscomm1 control as follows.

Private Sub Form_Load ()
‘Set serial port number
MSComml . CommPort = 1
‘Set serial port communication baud rate
MSComml . Settings = "7 9600,N, 8, 1"
‘Obtain all bytes of buffer each time
MSComml . InputLen = 0
MSComml . InputMode = comInputModeBinary
‘Set response byte length when System triggers serial
port event
MSComml .RThreshold =1
‘Set receive buffer size
MSComml .InBufferSize = 1024
‘Open the communication port
MSComml . PortOpen = True
End Sub

When serial port has received one byte system will trigger MScomm control
event automatically. Due to RS485 bus uses broadcast communication model,
every instruction from the mainframe will be sent to all readers, including display
terminal. When a reader receives an instruction, it judges firstly the instruction
receive address, only the reader owning the same address will accept the
instruction to deal with, so when display terminal receives a instruction through
serial port, it also must check the instruction receive address in event procedure.
The serial port event procedure may be written as follows.

‘Serial port event procedure
Private Sub MSComml_ OnComm ()
‘Deal with serial port event
Select Case MSComml .CommEvent
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Case comEvReceive ‘ Received data
‘Delay a certain interval to obtain enough data

Timerl.Enabled = True

Do While Timerl.Enabled
DoEvents

Loop

‘Read data from serial port buffer

\

\

buffer = MSComml . Input
Check the instruction length which has received

Deal with the instruction according to its type, if it

needs return information to the mainframe, then send
response messages which conform to instruction format

End Sub

Next we will take send-information instruction for example and describe the
processing procedure of display terminal.

Step 1:

Step 2:

Step 3:

Once serial port buffer of display terminal receives bytes, control event will
be triggered automatically. In event processing procedure, system delays a
certain interval and obtains all bytes from the buffer, then stores them in an
array.

System looks for the position of instruction start byte which begins with
AAFF, and executes XOR operator on all bytes to check the instruction is
right or not.

If verify operation is passed, system will compare instruction receive address
with display terminal address according to instruction format. If the
instruction is not sent to display terminal, system will clear up the buffer
space and wait for the next instruction data, otherwise get attendance data
and show them in the procedure interface of display terminal.

8.6 Conclusions

In RS485 network the mainframe can communicate with many readers. According

to the

system demands which need to accomplish information transmission

between the mainframe and display terminal in the chapter , we defined custom
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communication protocols between the mainframe and display terminal, connected
display terminal into rs485 network with other readers, took display terminal as a
reader and achieved unified access control at last. The system has run stably for a
long time till now, and the running results show that the solution can fully meet the
system requirements.
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Chapter 9
Sensitivity of Neurons Exposed to AC
Induction Electric Field

Xiu Wang, Jiang Wang, Yanqiu Che, Chunxiao Han, Bin Deng
and Xile Wei

Abstract Neuronal coding is one of the characteristics that exhibit the response of
the neuron to the external stimulus. Based on a simplified Hodgkin—Huxley model,
this paper firstly establishes a new neuronal model under the effect of alternating
current (AC) induction electric field, and investigates the mechanism of neuronal
encoding and the sensitivity of firing rate to noises. According to the model
established, this paper obtains the bifurcation point of the model with the mem-
brane voltage—time curves Then by the data analysis of the mean firing rate-
electric field frequency or the mean firing rate-amplitude curves, it obtains the
relationship between the neuronal firing rate and noises as well as the electric field
intensity, proving that the fluctuations of electric field frequency or amplitude can
affect the sensitivity of neurons.

Keywords Sensitivity - Mean firing rate - AC induction electric field - OU noise

9.1 Introduction

Neurons are the minimal unit of structure and function in the nervous system,
determining the specific characteristics of brains, such as memory and cognition.
When subjected to certain stimulus, neurons will generate spiking. Different action
potential sequence represents the firing pattern induced by different stimulation,
namely neural coding, which is one of the most fundamental problems in the
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nervous system [1]. The information coding of neurons changes when stimulation
parameters change, such as input and noises, which is called sensitivity.

A large number of theoretical studies and experimental results show that the
external electrical field can change the firing characteristics of neurons, thereby
change the function and properties of the nervous system [2]. On the one hand, the
electromagnetic radiation of the external electric field will change the normal
properties of neurons, leading the production of some neuropathies [3]. On the
other hand, the electrical stimulus has become one of the main approaches of
physical therapy for neuropathies, such as transcranial magnetic stimulation, TMS
for short [4], and electro-axupuncture therapy. Since neurons are in an environ-
ment with a variety of noises, the noises may change the initial firing time of
neurons, thereby affect neuronal coding and transmission of information [5], here
it is called sensitivity. Lundstrom et al. interpreted neuronal sensitivity to mean or
variance as conferring on the neuron integrator-like or differentiator-like properties
[6]. Jing Yang et al. investigated the “critical sensitivity” phenomena of neural
firing pacemaker via physiological experiments [7]. Although some literature
refers to sensitivity of neurons, but all do not explore the neuronal sensitivity under
AC induction electric field.

This chapter establishes a new model of neurons under external electric field on
the basis of HH model, introduces the mean firing rate to describe the output of a
neuron, and analyze neuronal sensitivity under noisy AC electric field from the
view of comparing F-A, F—{, curves, then reveal the regulation of AC induction
electric field to neuronal sensitivity.

9.2 Model Simplification

Hodgkin—Huxley Model is a four-dimensional model with the features of multi-
variable, nonlinearity and strong-coupling. In order to investigate the sensitivity,
this paper makes some simplification of the HH model: eliminate the time-
dependence of m considering the relatively small time constant of m, adopt the m’s
stable value m,, rather than m, and make / linearly related to n [8], thereby reduce
the order of the model. Then superimpose a induced voltage V, on the membrane
of the neuron which represents the effect of electromagnetic radiation, while noises
are superimposed on stimulus current I in the term of I,,;., then obtains the
following two-dimensional model:

av
Cor = ~Gnam> h(V 4+ V, — Eng) — Gin* (V + V, — Ey)
- Gleak(v + Ve - Eleak) + (I + Im)ise) + Ie (91)
dn
T—=n_—n

dt *‘



9 Sensitivity of Neurons 75

Where C = InF/em?, Gy, = 50mS/cm?, G, = 36mS/cm?, Gjup = SmS/cm?,
ve =50mV, E,=-7TmV, E,;=-54mV, k,=7 V,=—-40mV,
V,, = —45 mV, T = 5 ms. There are five other relational expressions as below:

=1/(1 +exp((Vin — V) /km))
00:1/( +exp((Va = V)/kn))
h =089 —1.1n
V. = Asin(wr)

dv,
= CAw cos(wt)

The model has two variables: a fast variable V is the membrane voltage of the
model, while a slow variable n is a combined variable denoting the probability of
the Na™ channel inactivation and K + channel activation. 7 is the time constant of
recovery variable n. V, is external AC induction electric field. I, is the current
flowing across the membrane capacitance caused by induction electric field. 7,,,;,
represents the external OU noise whose intensity is determined by variable D.

Lundstrom et al. [9] classify the neurons into three types: Type A, B+ and B—
on the basis of how their F-I curves response to fluctuation input. This chapter
focuses on the firing sensitivity of Type A neuron, choosing GNa and 7 as neural
firing pacemaker, letting GNa = 50 mS/cm?, T = 5 ms in Eq. 9.1. The noise used
here is equivalent to an Ornstein—Uhlenbeck process which is called OU noise.
The mean of OU noise is zero, the noise intensity D is variable. The Eq. 9.1 is
solved via a fourth-order Runge—Kutta solver with a 0.02 ms step.

9.3 Analysis of Neuronal Sensitivity
9.3.1 Firing Patterns

Firstly, we obtain the Voltage—time curves (V—t curves) of the model under the
direct current (DC) I without noises and induction electric field (Fig. 9.1). It shows
that the firing pattern of the model neuron changes with the increasing stimulus:
the neuron exhibits single-spiking when I < 38.2 pA/cm” and begins periodic
firing when I = 38.2 pA/cm?, then the firing rate increases with increasing current
exhibiting continuously periodic firing. It is indicated that I = 38.2 pA/cm? is the
bifurcation point of the neuron, where the firing pattern transforms from single-
spiking to periodic firing.
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9.3.2 Sensitivity Under DC Electric Field

Analyze the sensitivity of Type A neuron under the input of noisy DC via the firing
rate of different noises [9]. The noise intensity is taken as D = 0, 10, 20, 30
1A/cm? respectively, then obtain a series of firing rate by gradually change the DC
stimulus / under each value of D in Fig. 9.2. Figure 9.2 shows: Type A neuron has
different firing rate under different intensity of noises when / < 40 uA/cmz,which
indicates that noises have some effect on the firing pattern of Type A neuron and
increase the firing rate, Type A neuron has a little sensitivity to noises; when
I > 40 pA/cm® Type A neuron has almost the same firing rate under different
intensity of noises, indicating that noises have no effect on the firing rate and Type
A neuron has no sensitivity to noises which implies that Type A neuron has self-
adaptation.

9.3.3 Sensitivity Under AC Induction Electric Field

The current is taken as the bifurcation point of Type A, namely I = 38.2 pA/cm?,
while AC Voltage V, = Asin(2xnft).

1. Fixed the amplitude A and change the frquency f,

Fixed A, then obtain the firing rate—voltage frequency curves F—f, under noise
intensity D = 0, 10, 20, 30 pA/cm? respectively (Fig. 9.3): (a) Firing rate and
voltage frequency have a nonlinear relationship. By comparing the F—fe curve of
no noise in Fig. 9.3 (blue solid line) can it show that noises can increase the firing
rate of Type A neuron obviously, and exhibit the sensitivity with certain laws. The
sensitivity of Type A neuron to noises is in a fluctuating state transform between
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strong (at f, = 0, 10, 30, 50 Hz) and weak (at f, = 20, 40, 60 Hz). (b) Neurons
show little sensitivity to noises, and have slight sensitivity only in the case of f, €
[0, 30] Hz. When f, € [0, 30] Hz, firing rate has an inverse proportion to voltage
frequency, while has a direct proportion when f,& [30, 60] Hz. Comparing with the
F—fe curve of no noise indicates that the range of inverse proportion is decreased
and the range of direct proportion is increased. Noises make the firing rate of Type
A neuron obviously decrease (c—f).

Type A neuron has almost the same sensitivity curves of different noises which
exhibit no strong sensitivity.

In conclusion, when A < 20 mV, adding noises can obviously change the firing
rate of neurons, indicating that noisy AC electric field has effect on the sensitivity
of the neuron in this case, increases the sensitivity of Type A neuron that has no
sensitivity under the input of high noisy DC and make Type A neuron exhibits
various sensitivity. While A > 20 mV, Type A neuron has slight sensitivity in the
case of fe € [0, 20] Hz or fe € [0, 10] Hz and exhibits no sensitivity that has no
obvious changes of the firing rate in the case of fe > 20 Hz because of the Type
A’s self-adaptaion.

Fixed the the frequency f, and change the amplitude A

Fixed the frequency f,, then obtain the firing rate-voltage amplitude curves F—-A
with noise intensity D = 0, 10, 20, 30 uA/cm?® respectively (Fig. 9.4). (a) The
neurons exhibit weaker sensitivity in the case of A € [0, 10] mV while exhibit no
in the other range. Firing rate has an inverse proportion to voltage amplitude and
firing rate in the range of A € [17, 25] mV is decreased compared with the one that
has no effect of noises, increased in the other range. (b) Similar to (a), the neuron
exhibits weaker sensitivity in the case of A € [0, 10] mV while exhibits no in the
other range. Firing rate in the range of A € [16.5, 30] mV is decreased compared
with the one that has no effect of noises, increased in the other range. In the case of
A > 30 mV, the effect of the AC electric field is so strong and the neuron has the
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Fig. 9.3 F-fe curves of Type A neuron under different noises of each fixed amplitude A .
aA=10mV.bA=20mV.cA=30mV.dA =40 mV.e A =50mV.fA =60 mV. The
three curves (star, square, circle curves) correspond to noises of D = 0, 10, 20, 30 pA/cm2

respectively

adaptation that the firing rate of the neuron equals to the frequency of external
electric field and does not change any more. (c) when A € [0, 30] mV, the neuron
exhibits relatively strong sensitivity to noises and firing rate increases with the
decrease of the voltage frequency. When A > [0, 30] mV, the neuron exhibits no
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Fig. 9.4 F-A curves of Type A neuron under different noises of each fixed frequency.
a fe = 10 Hz. b fe = 20 Hz. ¢ fe = 30 Hz. d fe = 40 Hz. e fe = 50 Hz. f fe = 60 Hz. The
three curves (star, square, circle curves) correspond to noises of D = 0, 10, 20, 30 pA/cm?
respectively

sensitivity and the firing rate equals to the frequency of external electric field.
Firing rate in the case of A € [15.5, 30] mV is decreased compared with the one of
no effects of noises, while increased when A € [0, 15.5] mV. The result in the case
of A > 30 mV is similar to (b) and (d). In the case of A € [0, 10] mV, the firing
rate increses as the noise intensity increses, and the more stronger the noise is, the
more the firing rate increases. And the neuron has slight sensitivity in this region.



80 X. Wang et al.

When A > 10 mV,the neuron has adaptation that the noise has no effect on the
firing rate. As the amplitude increases, the firing rate decreases until A = 20 mV,
it equals to the external voltage frequency. (e) The neurons exhibit a little strong
sensitivity in the case of A € [0, 20] mV and the firing rate has an inverse
proportion to the voltage amplitude. When A € [0, 20] mV, noises make the firing
rate increase compared with the one of no noisy effects. While A > 20 mV, the
neuron exhibits no sensitivity and has adaptation that the firing rate equals to the
voltage frequency. (f) The neurons exhibit a little weaker sensitivity in the case of
A € [0, 10] mV and the firing rate in this range increases because of noises. As the
amplitude A increases to 10 mV, the neuron exhibit adaptation that the firing rate
remain the frequency of the external electric field.

In conclusion, noises make Type A neuron exhibits relatively strong sensitivity
in the range of lower voltage amplitude, that is A € [0, 10] mV with f, = 10, 20,
40 or 60 Hz, A € [0, 20] mV with f, = 50 Hz, A € [0, 30] mV with f, = 30 Hz.
And in these range the firing rate increases compared with the one that has no
influence of noises—the stronger the noise intensity is, the more the firing rate
increases. In the case that AC electric field has large amplitude or frequency (refer
to the analysis above), Type A neuron has self-adaptation that exhibit no
sensitivity.

9.4 Conclusions

This paper firstly establishes a new neuronal model under the effect of AC
induction electric field on the basis of a simplified HH model, then investigates
the coding mechanism of Type A neuron to the stimulus and the sensitivity of
firing rate to OU noises when the neuron is in an AC induction electric field.
Obtain the conclusions as follows: Under the noisy AC electric field, Type A
neuron has certain sensitivity in the case of A € [0, 10] mV or A € [10, 20] mV
with f, € [0, 50] Hz or A € [20, 30] mV with f, € [0, 30] Hz. While Type A
neuron exhibits no sensitivity in the case of A € [10, 20] mV with f, > 50 Hz or
A € [20, 30] mV with f, > 30 Hz or A > 30 mV with any frequency. Because
when the intensity of the electric field is low, noises superimposed on stimulus
current have larger effect on the neuron that make the firing rate change, thereby
make the neuron exhibit certain sensitivity, and when the intensity of the electric
field is too high, the effect of the noise is much weaker than the one of the electric
field, so the effect of noise is ignored and the neuron is equivalent to only have the
effect of electric field stimulus, namely the neuron has self-adaptation. Therefore,
in this case, no matter how the intensity of the noise changes, the firing rate has
no change maintaining the frequency of external electric field. Namely, the
neuron has no sensitivity.
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Chapter 10

Spectra of Discrete Multi-Splitting
Waveform Relaxation Methods

to Determining Periodic Solutions

of Linear Differential-Algebraic Equations

Xiaolin Lin, Liming Liu, Hong Wei, Yuan Sang, Yumei Wang
and Ronghui Lu

Abstract This chapter proposed spectra of discrete multi-splitting waveform
relaxation (DMSWR) method to determine the periodic solutions of linear differ-
ential-algebraic equations. Based on the spectral radius of the derived operator by
decoupled process, we obtained some convergent conditions for DMSWR method.
The DMSWR method is an acceleration technique of the periodic waveform
relaxation. A numerical example in circuit simulation is provided to further confirm
the theoretical analysis and also to show that the multi-splitting technique can
effectively accelerate the convergent performance of the iterative process.

X. Lin (X)) - L. Liu - Y. Sang

Faculty of Science, Shaanxi University of Science and Technology,
Xi’an 710021, People’s Republic of China

e-mail: linxl@sust.edu.cn

L. Liu
e-mail: liuliming@sust.edu.cn

Y. Sang
e-mail: sangyuan@sust.edu.cn

L. Liu - Y. Sang - Y. Wang

College of Electric and Information Engineering, Shaanxi University of Science
and Technology, Xi’an 710021, People’s Republic of China

e-mail: 0906032 @sust.edu.cn

H. Wei

Manage Center of Internet, Shaanxi University of Science and Technology,
Xi’an 710021, People’s Republic of China

e-mail: weihong @sust.edu.cn

R. Lu

Center of Computer Teach and Experiment, Wuyi University,
Wuyishan 354300, People’s Republic of China

e-mail: Irh-mail@163.com

X. He et al. (eds.), Computer, Informatics, Cybernetics and Applications, 83
Lecture Notes in Electrical Engineering 107, DOI: 10.1007/978-94-007-1839-5_10,
© Springer Science+Business Media B.V. 2012



84 X. Lin et al.

Keywords Discrete multi-splitting waveform relaxation - Linear differential-
algebraic equations - Periodic solutions - Spectra of linear operators - Circuit
simulation

10.1 Introduction

We have known that waveform relaxation (WR) method is a basic and efficient
iteration technique for solving ordinary differential equations (ODEs) and dif-
ferential-algebraic equations (DAEs) either in initial value problems or two
point boundary problems in engineering applications, such as circuit simulation
and mechanical modeling. In fact WR was first proposed to simulate MOS
VLSI circuits [1-3]. Numerical algorithms incorporated with WR are relaxation-
based methods and they are suitable for scientific computations of transient
responses for very large dynamic systems. Many researchers have given con-
vergence conditions of WR [4-9] and multi-splitting waveform relaxation
(MSWR) [10, 11].

The resulted iterative systems with periodic constraint can be numerically
solved by the sophisticated codes of DAEs or ODEs on boundary problem in
public domain. In WR method, there are many decouple techniques such as
Jacobian Iteration, Gauss—Seidel Iteration and so on. In order to accelerate the
speed of convergence of WR, we present the multi-splitting waveform relaxation
(MSWR) method [10], it is a novel splitting technique in engineering applications.

Consider the DAEs as the following:

{Mfc(r) +Ax(1) + By(1) = fi(1),  x(0) = x(T), (10,1
Cx(t) + Ny(t) = fo(t), t€]0,T]. :

where M and N are, respectively, n; X n; and ny X np nonsingular matrices, A is
an n; X n; matrix, B is an n; X ny matrix, C is an n, X ny matrix, fi(¢) € R™ and
fo(t) € R™ (¢ € 0, T)) are two known input functions with period T, x(t) € R™ and
y(r) €R™ (t€[0,T]) are to be computed. It is also obvious that y(0) =
N7 (£,(0) — Cx(0)) is for (10.1). Further, y(0) = y(T) is resulted from x(0) =
x(T) and f>(0) =f>(T). We assume that the boundary condition on periodic
solutions of (10.1) means that the condition x(0) = x(7') implies x(0) = x(T) and
¥(0) = ¥(T).

Let M =My — My, A=Ay —Ay, B=B;;— By, C=C;;—Cy, N=Ny; —
Ny (1=1,2,...,L) and (x<°>(-),y<°)(~))r is a given initial guess. Now, we present
the MSWR algorithm to compute the steady-state periodic response over one
period for (10.1). The MSWR algorithm of (10.1) is:
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My (1) + A () + Byt (1) = Myx® =D (£) + Agx® D (8) + Bopy® = (1) +£1 (1),
Crx®H(£) + Nypy*H (1) = Cox &1 (1) + Ny * =D (1) +£2(1),
0)=x(T), yHH(0)=y*(T), 1=1,2,....L,

L _
<k)(t)=ZE1xk’l(t), YR (1) =S Ept(r), t€]0,T], k=1,2,....
=1 =1

(10.2)

where we suppose that My, and Ny;(I=1,2,...,L) are nonsingular, El and
E/(l=1,2,...,L) are non-negative diagonal matrix and Zlel E =1, also
ZzL:1 E; = I in this chapter. In order to preserve the consistency of the boundary
conditions for every periodic iteration an initial guess (x<0>(t),y(0)(t))T in (10.2)

should satisfy (x<°)(0),y<0>(0))T: (x<0>(T),y(°)(T))T and x(0) = x(T). For any
constant guess, the required boundary conditions are naturally held. Often, for a
linear system we only consider its MSWR solutions in C([0,7],C") or
L*([0,T],C"), here n = n; + ny. This treatment can greatly simplify the theoretical
analyzes on the MSWR. The convergence behaviors of the MSWR are mainly
decided by the corresponding MSWR operators in these functions spaces and
decouple process.

The WR solutions of initial value problems of equations as in (10.1) were
reported in [12]. The expressions of spectra and pseudo-spectra for their WR
operators were also clearly understood [13]. However, so far as we known, most of
these theoretical convergence results are about the WR, and there are few chapters
to theoretically analyze the spectra of the DMSWR operator for linear dynamic
systems in the WR literatures. In this chapter we discuss the DMSWR operator
derived from (10.2) where an analytic expression of its spectra is obtained. A
finite-difference method is then used to solve the decoupled systems (10.2) in our
test examples. The results of paper [6] are the special case of our results in this
chapter. At same tine, a numerical example in circuit simulation is provided to
further confirm the theoretical analysis and also to show that the multi-splitting
technique can effectively accelerate the convergent performance of the iterative
process.

10.2 Spectra of DMSWR Operators and Finite-Difference
for Solving MSWR Solutions

In this section we consider the discrete case of Sect. 10.2 and give a finite-
difference formula for solving the MSWR solution of (10.1).
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10.2.1 Spectra of DMSWR Operators

Now we discuss the application of linear multi-step method in the MSWR algo-
rithm (10.2). For this purpose, let us fix the time increment T = 7/N and discretize
(10.2) by a linear multi-step method, where its characteristic polynomials are a(&)

and b(&), ie., a(é) =377, ;& and b(¢) = Yo B;&’, to obtain

m

ki
My Z %X p m+/ +Au Z B! p-m+j + Bu Z Biyy=mi

(k—1
IMZIZ“J Xp— m+j+A2lZﬁ1 p— m+j+leZﬁ/yp mJ)rj—’_Zﬁ(fl)p m+j

j=0

Cix! + Nipht = Conxlf™ )+N s -I-(fz) I=1,2,...L

L L
) =S ExE, VW S Epk p=0,£1,£2,..., k=1,2,...

(10.3)

In the above algorithm we assume that a(&) and b(¢) have no common roots
where a(1) = 0 and a(1) = b(1). In practical codes one adopts a convergent linear
multi-step method to solve DAEs of (10.2). A special case of the linear multi-step
method is the backward differentiation formula (BDF) where b(£) = &". The
m-step constant BDF method converges to O(") for m<7 (see [1]).

Let x* and y*! stand for the infinite sequences {x" L }‘,,,7OO and {y}'} 2 for

all/=1,2,...,L and similarly let xg >, yg >, 5" D (fl) and (f,), stand for
the infinite sequences {xp>}p_7oo, {yp)}p_foo, {pk 1)}p_7oo, {pk 1)}p—7oo’

{(f), 1,2 and {(f2) }p,foo These infinite sequences are N-periodic, for

(k)

example it means that x,/ = xp (p 0,+1,+2,...) for the s.equence{x,(,k>}OC

p=—00"
Now we simply rewrite (10.3) as
%(ZMUX/;’[ + bA”x’;’l + bBlly = —aM xgk_l) + bAzlxq(;k_l) + ng]ygk_]> + b(f]),[
Cibl + Nyl = Coxt ™Y +N y‘r )+ (), 1=12,...,L
L
D=y Epk, W ZElyT’ . k=12,...
=1 =1

(10.4)

14

{Z’ o A ’"ﬂ}j, and {Z;n:O ﬁstyI(,’,)mH}]Zfoo by aMx!’, bAxY) and
st}’r .

o0
where we  denote the infinite sequences{z;-":o otstx(r) m ﬂ} ,
. oo
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Definition For an N-periodic sequence w., its discrete Fourier coefficients are

- 1 —ipq(2n/N

Wp:N;wqe pa(2n/ )7 p:0ai17i2>"‘
By use of Definition, we know that w, = Z;v;l WyErq, Where e, =
{eipq(Zﬂ/N) }°°

p=—00"
Condition (S) For the characteristic polynomials a(&) and b(¢), we assume that
the matrix

lg(fq)Mll +Au By B
b —
(T oy N gq=0,1,...,.N—1 (10.5)

exist for the splitting matrices M,;,Ay;, By, Cy; and Ny (I =1,2,...,L) in which
£ = glCn/N),
(1) _ (T (ON\TIT . _
Letz:’ =[(x{’)",(y:’)"] , if Condition (S) holds, for any fixed k the solution

T

of (10.4) can be written as

W =KD 4, (10.6)
here
L L —1
vot [ D EQ4EM +Ay) Y EBy
=1 =1
Krzz - Z L L
=0 Y ECy > ENy
=1 =1
L L
SE(RE(EMy + Ay) Y EiBy
=1 =1 -
L L Zqbrq
Y ECy > EiNy
=1 =1
and

v—1 [ D EQR4(EDNMy +Ay) Y EBy
_ =1 =
P = Z L _ L _ fqgr,q
=0 > ECy > EiNy
=1 =1
in which fq = [(f, );, (fz);]r. With the same approach given in [14], we can get the
following theorem (we omit the proof here).
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Theorem 1 Under Condition (S) the spectral set of the DMSWR operator K; in
(10.6) is

-1

L L
S EQR4(EM, +Ay) Y EBy
=1 =1

~

oK) =Ko

-
Il

—~
|

E
L L
S E(Q4(ENMy +Ay) Y EBy
1q=0,1,.. N—1

(10.7)

where & = ¢/27/N),

10.2.2 Finite-Difference for Solving MSWR Solutions

In this section we compute the iterative waveforms [()'c(k>)T(t), (j/(k))T(t)] ! (k=
1,2,...)in (10.2) at m + 1 time-points, tp = 0,#,1,,...,t, = T, with a constant
step-size 7. For any fixed k we approximate the derivatives x*) and *~) in (10.2)
with the implicit Euler method. As a simple case of the linear multi-step method
presented in Sect. 10.3.1, we now may write out the iterative matrix for discrete
waveforms without using the discrete Fourier series technique. We will follow this
form to do our computations in the next section. For the purpose, we denote that

T T T
X0 — {(w) (;1)7...7()&’)) (;,,,)} cR™.

Fl = [flT(t1>7f1T(t2>,. . "flT(tm)]TE Rmnl7

FZ = Vg(t1>7fg(t2), .. ’fzr(tm):lTe R™2

It is mentioned here that the order of discrete equations is different from that of
Sect. 10.2.1 for the differential part and the algebraic part. By x")(1y) = x(")(z,,)
the discrete MSWR form of (10.2) is
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Hyx* + HyYH = 7 x%Y 4+ 1y v Y + oF,y
HyX" + Hy Y = Jslx(kﬂ) + J41Y(k71) + tF,
[=1,2,....L (10.8)
L L
X0 =Y ey = Y k=2
=1 I=1
where
Mll + TA][ 0 0 —M”
—My, 0
0 K . My +tAy
Hy = My, |
M]l + 'CA”
0
0 0 —My My + Ay
‘EB][ C” N”
H21 = y HSl = ; H4[ _
TB” C“ N”
and
My + 1Ay 0 0 My,
—My 0
0 K . le —+ ‘L’AZI
Jiu= My |
MZI + TAz[
0
0 0 Mo My +tAy
Tle CZI Nzl
Joy = , Jy = CJu=
TBZZ CZZ NZZ

Let E; € R"m+m) (1=1,2,...,L) be non-negative diagonal matrix and
E[L:1 E; = 1. For any fixed step-size 7, the convergence condition of the above
iterative algorithm can be concluded in the following theorem.
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Fig. 10.1 A linear periodic DAEs circuit with n even

Theorem 2 The DMSWR algorithm (10.8) is convergent if

L -1
Z Hy Hy Ju Ju
p( — E1<H31 H41> (J31 -741)) <1 (10.9)

=1

10.3 Numerical Experiments

We define that the iterative error is the sum of the squared difference of successive
waveforms taken over all time-points.

10.3.1 Example One

Example one is a test circuit shown in Fig. 10.1 where n is 10. This circuit is taken
from [15]. It is a general form of uniformly dissipative low-pass ladder filter circuit
with a current-source input and a voltage output.The circuit equations have a form
as (10.1) where

x(t) = [i1(£),v3(0), is (1), va(t), io (), vir (1))
and y(r) = [Vl(t),vz(t),V4(t),v6(t),v8(t),v10(t)]T€ R®,

fi(t)y=10,...,0,1()]" € R and f5(r) = [0,...,0]" € R®, for any givens € [0, T].
Now, M,A, B, C and N in (10.1) are some concrete matrices. For M,A € R'0*1°
we have M = diag(L,, C,L3,Cy, ..., Lo, C1y) and A = diag(A;,As, . .., As) where

/0 1 o - (0 -1
Ai— (1 G2i+R2i£rl) (1_1727374)7 AS— <1 GIO)

The matrix B € R'%%¢ and C € R%*1° are
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0 1 0 0 0
00 —R' 0 0 0
00 1 0 0 0
00 0 —R' 0 0
s_|00 o 1 0 o |
00 0 0 —R;' 0
00 0 0 1 0
00 0 0 0 —Ry'
00 0 0 0 1
00 0 0 0 0
o 0 0 0 0 0 0 0 0 0
-1 0 0 0 0 0 0 0 0 0
c_| o &' -1 0 0 0 0 0 00
0O 0 0 —R' -1 0 0 0 0 0
o 0 0 0 0 —R' -1 0 0 0
O 0 0 0 0 0 0 —R' —-10

For N € R®® we have N = diag(N,N,),where N, = diag(R;"',Rs',R;",Ry") €
RI'"+Ry' —R;!

—-Ri' Ry >

We seek its periodic responses by the MSWR algorithm. In our computations
we use the discrete algorithm (10.8). For simplicity we let n = 10 and T = 2m, all
circuit parameters are set to be one. The boundary values satisfy x(0) = x(27) and
¥(0) = —N"1Cx(0)(= y(27)).

For example one, we use the Jacobi splitting to split the matrices M and N, i.e.,
M, and N, are diagonal matrices of M and N if we adopt the symbols in (10.2).
The matrices Bl and Clare

R4 and N, = (

10x6
B € R,

eNeoNeoBoNolololoRoNe]
eleoloBoNololeolheRe S
S oo oo oo~ OO
cNeoNeBoNel i =l=Relw]
[N eNell = l=NololelNo]
el T NeloNeoBolololeNe]
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Fig. 10.2 Computed results for Example One. Left DMSWR iterations (dashed line, solid line,

and point line for Jacobi splitting, Gauss—Sediel splitting and MSWR, respectively). Right

approximate waveforms (k = 20 for Jacobi splitting, k = 12 for Gauss—Sediel splitting and
k = 6 for DMSWR) of the voltage v;(¢) (solid line)

00 00 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0
1o 0o -10 0 0 0 0 0 0 10
G=109 0 0 0 -10 0 0 0 ofSR
00 00 0 0120 0 0
00 00 0 0 0 0 —10

For the matrix A we have two ways to treat its splitting, for / = 1, we simply do
not split A, i.e., A} = A; for [ = 2, we split A as

2

1
A = o, € RI0x10

1 2

Let ¢ =i{({ €R), the spectral of ¢(K) and ¢(K.) = U{a(K(i)) : { € R} can
been calculated for Ey =0.6I and E, =04l in which p=0,£1,...,+50
and{ =0,40.1,...,+49.9 £ 50.

To compute the MSWR solution of the system, we let the input function I(z) =
t, 0<r<0.57;
I(t 4 2m) satisfy I(1) = 0.5z, 0.57<t<1.57;

2r—1), 15n<1<2m.
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The time-step is 0.027 sec and the initial guess is the zero function. The con-
vergence results and three approximate waveforms for the voltage v; () are shown
in Fig. 10.2.

10.4 Conclusions

We have successfully deduced an analytic expression of the spectral set on the
DMSWR operator for a linear system of DAEs under a normal periodic constraint.
The convergent conditions of the DMSWR algorithm on periodic solutions can be
conveniently chosen from this useful expression, namely the DMSWR algorithm
converges to the exact periodic response if the supremum value of spectral radii
for a series of complex matrices is less than one. The convergent condition of the
chapter is necessary and sufficient for the DMSWR algorithm.

Acknowledgments This work was supported by the Ph.D. Programs Foundation of Shaanxi
University of Science and Technology (Grant No. BJ10-23).
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Chapter 11

A Low Power Limiting Amplifier
Designed for the RSSI of a 5.8 GHz ETC
Receiver

Hang Yu, Yan Li, Wongchen Wei, Lai Jiang,
Shengyue Lin and Zhen Ji

Abstract A low power limiting amplifier designed for received signal strength
indicator of a 5.8 GHz ETC receiver is presented in this chapter. Systematic
analysis is carried out first to determine the optimal number of gain stages and
the gain-bandwidth product of each stage. Then the detailed circuit design is
discussed. The limiting amplifier consists of twelve AC-coupled gain stages, and
is implemented using the standard CMOS 0.18 pm technology. The design is
validated under Zeni design environment, and the simulation results show that the
limiting amplifier achieves overall small signal gain of 98 dB, with 22 MHz
bandwidth. Powered by a 1.8 V DC supply voltage, the total power consumption
of the limiting amplifier is only 5.5 mW.
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11.1 Introduction

In many major cities in china, traffic congestion is a prominent problem with the
rapid increase of automobiles. Electronic tolling collection (ETC) is known to be
an efficient method for congestion alleviation, for in an ETC system, the vehicle is
allowed to be charged without slowing down, and therefore the traffic speed can be
largely improved. The Standardization Administration of the People’s Republic of
China (SAC) has already released the Chinese standard of Dedicated Short Range
Communications (DSRC), in which the ETC operating frequencies is defined to be
from 5.8 to 5.9 GHz [1].

Currently, Shenzhen University is developing an ETC system. In the system,
direct conversion architecture is adopted to implement the 5.8 GHz receiver due to
its simple, robust structure and low power consumption. In order to prevent the
undesired DC level presented at the base-band, which is primarily caused by
the leakage from the local oscillator to the receiver front-end, from degrading the
receiver performance, received signal is first down-converted to an intermediate
frequency of 10 MHz.

In the envisioned application, when multiple vehicles are presented at the
tolling gate, each should be assigned a distinct communication channel. To help
select the vacant channel automatically, a received signal strength indicator (RSSI)
is included in the ETC receiver design.

The RSSI monitors the received signal strength while the receiver scans all the
communication channels, and bi-directional link between the vehicle and the
tolling station can only be established once a vacant channel is found.

The RSSI is generally realized in logarithmic form because the wide dynamic
variation of the received signal that can be represented within a limited indication
range. The logarithmic characteristic can be realized through piecewise linear
approximation by using a limiting amplifier with multiple cascaded gain stages [2].
As shown in Fig. 11.1, The output of each stage is rectified, summed together, and
translated into electrical quantities, such as an output current or voltage, that are
proportional to the input power level in terms of dBm.

This chapter focuses on the limiting amplifier design for RSSI in the ETC
system. In Sect. 11.2, a systematic level optimization process is presented to
help determine key parameters of the limiting amplifier. The detailed circuit
implementation of the cascaded gain stages is shown in Sect. 11.3. The design is
validated under the Zeni design environment, and the simulation results are
discussed in Sect. 11.4. A concluding remark is given in Sect. 11.5.

11.2 Systematic Optimization

For a limiting amplifier design, the number of the cascading gain stages associated
with their gain, bandwidth, and power determines the overall circuit performance.
In order to achieve a large dynamic range, and at the same time minimize the
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Fig. 11.1 Architecture of the ETC receiver and RSSI under developing in Shenzhen University

overall power consumption, optimal design parameters, such as the number of
gain stages and the gain-bandwidth product (GBW) of each gain stage, have to be
determined.

For design simplification, the cascading gain stages are kept identical. In its
st order approximation, the identical gain stage is assumed to be linear, and the
transfer function with voltage gain A can be written as:

Vou :AVm for Vin <V

(11.1)
Vour = VL fOV Vin > st

in which Vj is the threshold voltage, above which a gain stage is saturated, and V
is the corresponding output voltage.

If the input signal is small enough, all gain stages operate in the linear region,
and the output voltage of the limiting amplifier is ANxVin, in which N is the
number of gain stages. As the input signal strength increases, the gain stages
are driven into saturation one by one starting from the last stage, resulting to an
approximated logarithmic response.

Given the overall small signal gain and bandwidth of the limiting amplifier AV
and fV, the required gain and bandwidth of the identical gain stage can be derived
as [2]:

Ac =AY (11.2)
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Fig. 11.2 Normalized gain,
bandwidth and GBW of a
identical gain stage for a
limiting amplifier with

100 dB small signal gain

---= Normalized Gain value
—— Normalized bandwidth value

No. of stages

fv
V2IN — |

For a targeted 100 dB overall small signal gain, the normalized gain, bandwidth
of the identical gain stage for specified number of stages are plots in Fig. 11.2.
The voltage gain for each gain stage is obviously reduced if the cascading number
of stages increases, but it requires each gain stage to have larger bandwidth
to compensate the increased number of poles. Figure 11.2 also includes the
normalized GBW of the identical gain stage.

Total power consumption of the limiting amplifier is another key design
parameter. A large number of gain stages not only results to alleviated GBW
requirement, it can also generate a logarithmic response with less error [2].
However, the overall power consumption might increase. To facilitate the optimal
design, the relation between the overall power consumption of the limiting
amplifier PV and GBW is derived.

PV is the product of the number of stage N and the power consumption of the
identical gain stage, which can be expressed as [3]

fe= (11.3)

Py =N x Pc N x (GBW)? (11.4)

GBW in (11.4) is the ratio of the gain stage trans-conductance and the input
capacitance of the following stage. It can be shown the GBW is also proportional
to square root of the identical gain stage power consumption P, as in (11.5).

g _ N2CuW/Dls [ 1s _ \/ Pc

— =\ 11.5
C kWL wL3 VopWL3 ( )

GBW =

In (11.5), 1, is the bias current of the identical gain stage, W and L are the width
and length of the MOS transistor that provides the trans-conductance.

The total power consumption of the limiting amplifier for 100 dB overall small
signal gain is plotted in Fig. 11.3. Clearly, for the specified gain, the total power
consumption decreases as the number of stages becomes larger. If the limiting
amplifier consists of more than 4 stages, no obvious power increase can be
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observed. Therefore, more gain stages can be used to better approximate the
required logarithmic response [4]. In this design, a total of twelve gain stages are
used, with the gain of each set to 8.5 dB.

11.3 Circuit Implementation

The limiting amplifier consists of twelve cascading gain stages. Since the received
signal is down-converted to 10 MHz intermediate frequency, the DC-offset
cancellation scheme usually implemented in the RSSI designs is not required [5],
and each stage can be AC-coupled to the following stage. Thus, the circuit design
is greatly simplified.

Figure 11.4 shows the schematic of a single gain stage. A simple differential
amplifier with NMOS input pair with load resistance R, is utilized. To improve the
amplifier linearity, a source degeneration resistor R; is added. The amplifier input
pair is self-biased by the passive low pass network consisting of R;, R, and
therefore only one bias voltage V), is required. Neglecting the gate-bulk capaci-
tance of the input NMOS pair, the overall voltage gain of the identical gain stage
can be written as:

AV:Gm XRDHCL: sGmRDRlCl (116)
1+ sR,Cy (1—|—SR]C1)(1—|-SRDCL)

The voltage transfer function of the gain stage has a bandpass characteristic,
with its passing band determined by the two pole I/R;C; and 1/RpC;.

11.4 Design Validation

The limiting amplifier is implemented using CMOS 0.18 um technology, and
validated under the Zeni design environment.

In this design, Cy, C; and Rp are selected as 950 fF, 400 fF and 3.76 KQ,
and the simulated frequency response of a single gain stage is shown in Fig. 11.5.
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Fig. 11.4 Schematic of the —1— Voo
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A single gain stage has 8.5 dB small signal gain, and the 3 dB bandwidth is
2 ~ 110 MHz.

In total twelve identical gain stages are cascaded to form the limiting amplifier.
The overall small signal gain of the completed limiting amplifier is simulated and
shown in Fig. 11.6. The limiting amplifier achieves 98 dB overall small signal
gain, and the 3 dB bandwidth is 5.6-22 MHz, approximately 1/5 of a single gain
stage.

The —3 dB input sensitivity of the limiting amplifier is also simulated by
varying the input signal strength from —100 to 0 dBm (Fig. 11.7). The limiting
amplifier —3 dB input sensitivity can be defined as the input power that causes
output power 3 dB lower than the saturated constant level, and is about —60 dBm
for this design.
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With 1.8 V DC supply voltage, the power consumption of the completed
limiting amplifier is 5.5 mW.

11.5 Conclusion

This chapter discusses a low power limiting amplifier designed for the RSSI of a
5.8 GHz ETC receiver. The number of stage and the gain bandwidth of a single
gain stage are first determined through system level analysis, and then the detailed
circuit implementation is presented. The limiting amplifier is designed and
implemented using standard CMOS 0.18 pm technology. Formed by cascading
twelve identical gain stages, the limiting amplifier achieves 100 dB overall small
signal gain and 22 MHz bandwidth, while only consumes 5.5 mW of power from a
1.8 V voltage supply.
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project 10151806001000016 supported by Guangdong R/D Fund, the project JC201005280477A
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Chapter 12

A 3rd order Opamp-Based Tunable
Low-Pass Filter Design for Data
Demodulator of a 5.8 GHz ETC
RF Receiver

Yan Li, Hang Yu, Shengyue Lin, Lai Jiang, Rongchen Wei
and Zhen Ji

Abstract Electronic tolling collection (ETC) will be applied in the construction of
the new national highway network in China and the Chinese standard has been
released. A 5.8 GHz receiver satisfied the standard is one of the key components in
the ETC system. In this work, a 3rd order low-pass filter was designed in a
0.18 pum CMOS process for the data demodulation block of the receiver. An
operational amplifier was firstly realized and then a tunable low pass filter was
designed based on the amplifier. Detailed simulation results are presented and the
main design issues were discussed.
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12.1 Introduction

The Standardization Administration of the People’s Republic of China (SAC) has
released the Chinese standard of Dedicated Short Range Communications
(DSRC), which set its working frequencies ranging from 5.8 to 5.9 GHz [1].
A 5.8 GHz Radio Frequency (RF) receiver that complies with China’s ETC
standard is the key component to such a system. In order to simplify system
architecture and avoid DC leakage from VCO, direct conversion architecture is
applied in the ETC system. In such architecture, the receiver consists of a low
noise amplifier (LNA), a mixer, a band-pass filter (BPF), a log-amplifier/received
signal strength indicator (Log-Amp/RSSI) and a data modulator. After the received
5.8 GHz radio frequency signal is converted to a 10 MHz base-band signal by the
LNA and the mixer, the BPF is used to extract the useful signal. The signal is then
amplified by the Log-Amp/RSSI block and the data demodulator is necessary to
correctly recover the input data.

According to [1], amplitude-shift keying (ASK) will be used as the data mod-
ulation form in the Chinese ETC system and the data rate will be up to 2 Mbit/s.
Fig. 12.1 gives a general structure for ASK data demodulator, which is composed
of a low-pass filter (LPF), a data slicer and a comparator. Because the output signal
of the Log-Amp/RSSI block is 10 MHz, the LPF plays an important role to the
overall performance of the data demodulator.

An operational amplifier based low-pass filter was design in this work.
Comparing with chebyshev and bessel filters, butterworth filters have a most flat
amplitude response and a good compromise between gain, phase and delay. Thus the
butterworth type filter was chosen in this work. As the data rate is far below
the intermediate frequency (10 MHz) in the base band for signal processing, a 3rd
order filter is enough to correctly extract the data. The chapter is organized as
follows: in Sect. 12.2, a CMOS operational amplifier was firstly designed.
The design issues of its swing, gain and bandwidth are discussed in detail. The filter
design is given in Sect. 12.3. A cascade 3rd order butterworth low-pass filter was
realized using the operational amplifier. Detailed simulation results are given in
Sect. 12.4 and the conclusion is given in Sect. 12.5.

12.2 Operational Amplifier Design

A cascode two-stage structure is used in our design. Because the signal from the
Log-Amp/RSSI block is in differential mode while the signal required by the data
slicer is single-ended, a differential pair that achieves the differential to single-
ended conversion is chosen. Active current load is used in this stage in order to
achieve a high gain. The second stage uses a common-source block with an R—-C
compensation network. The CMOS operational amplifier circuit is given in
Fig. 12.2.
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The first stage of the operational amplifier is a differential pair with active current
loads that converts the input differential signal to single-ended. Assume that the input
common mode voltage is V;,, the transistors M3 and M4 will be turn on when V;, is
larger than the threshold voltage of M; and M,. If the bias current is I, the minimum
value of V,, that ensures all the transistors to work in the saturation region is:

ISS + VTH + 2ISX
#,Cox (7)), #:Cox (1)

where Vry is the threshold voltage of M3 and My, (W/L), and (W/L)5 are the width-
to-length ratio of M; and Ms, respectively.

As Vy and V; decreases when V,, increases, the transistors M3 and M, will enter
the triode region if V;, exceeds a certain value. When M; is in the saturation
region, we have the drain voltage V,, and V; of the transistors M3 and My:

Vip = (12.1)

1
Vo =Vi="Vpp —|Vesi| = Vop — m ) — Vi), (12.2)
1

1ipCo (%

where Vg is the threshold voltage of M; and M,.
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Thus, the value of V;, should satisfy the following equation:

Iss

Vin =Vop — \ | —F—
P tip Cox (%)1

— |Vart| + Viws, (12.3)

where Vry; is the threshold voltage of M3 and My.

The maximum value of V,, is then defined by (12.3). If the value of V;, is
chosen between the minimum and the maximum value, all the MOS transistors of
the first stage are in the saturation region. The differential mode small signal gain
of the first stage can be estimated using (12.4):

Apm = gma(roz||roa), (12.4)

where g,,4 is the transconductance of My, ry, and ry4 are the channel resistance of
M, and My, respectively.

The common mode gain and the corresponding CMRR value can be estimated
in (12.5) and (12.6), which are given below

1 01,2
Aoy = T 28m2 H 2 _ 1 8m3.4 (12 5)
Zg:,m + ros 1 + 2rosgm3.4 8m1,2

Apm
CMRR =
A

)8m1,2gm4("02||ro4)
8m3.4

= (14 2rosgmsa4 ; (12.6)

cM

where ry;, 5 is the channel resistance of M/M,, r¢s is the channel resistance of Ms,
&m1, 2 18 the transconductance of M;/M, and g,,3. 4 is the transconductance of M3
or My,

The second stage has an R—C compensation configuration. The capacitor
C provides Miller compensation, which moves the inter stage pole towards the
origin and the output pole away. This configuration allows a much greater band-
width than that obtained by merely connecting the compensation capacitor from
one node to ground [2]. However, the right half plane zero in two-stage CMOS
operational amplifier, given by g,,6/(C + Cgpe), is a serious issue because the C is
chosen large enough to position the dominant pole properly. Thus, placing a
resistor R in series with capacitor C is to compensate the impact of the zero
frequency. For pole-zero cancellation to occur, it is required:

R:C+CL

e 12.7
gm6C ( )

where g,,6 1S the transconductance of Mg and C; is the load capacitors of the circuit.
The small signal gain of the whole operational amplifier can be estimated as
follows:

1
Vou Ry 8m6
A = gma(ro2||ro4) Lj_il (12.8)
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Table 12.1 Capacitor values

Cut-off frequenc C F C F C F
of the 3rd low-pass filter (MHz) d Y a1 (PF) a2 (PF) a3 (PF)

1 159 31.9 7.96

2 7.96 15.9 3.98

Ca1 = (KiCy + K4Cy), Car = (K2Ch + K5Cs), Caz = (K3C5 +

KCs)

12.3 Opam-Based 3rd Order Tunable Low-Pass Filter Design

By biquad synthesis method, the 3rd order low-pass filter is built by cascading one
1st order block and one 2nd order block. A programmable capacitor array is added
to tune the cut-off frequency. The proposed architecture is given in Fig. 12.3.

As given in Fig. 12.3, three pairs of capacitor, three resistors and two operational
amplifiers are used. The cut-off frequency is chosen by the states of the switches K,
to Kg. When K, K, and K3 are turned on, the cut-off frequency is set to 1 MHz.
Otherwise, when K4, K5 and K¢ are turned on, a 2 MHz bandwidth is achieved.

The transfer function of the first and the second stages are given in (12.9) and
(12.10), respectively:

1

Hi(w) = 12.9
(@) SR, (KiCy + K4Cy) + 1 (129)

Ha(w) = 1
2 S2(K>C> + KsCs)(K3C3 + K¢Co)RoR3 + S(K3C3 + K6Ce) (R2 + R3) + 1
(12.10)

The values of all the resistances are fixed to 10 KQ and the normalized values of
different capacitors were firstly calculated thanks to the pole positions of the 3rd
order butterworth function [3]. Then, by using the denormalization factor, which is
defined as C/(2f.R), the real values can be obtained. Table 12.1 summarizes all the
values.

In order to reduce the capacitor surface, impedance scaled down technique is
used [4]. The principle is illustrated in Fig. 12.4. As the equivalent ac impedance
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Fig. 12.4 Impedance scaling Voo

of M is 1/gm (seen from point A), the total impedance seem from Vyis Z 4 1/gm.
When the (W/L) ratio of M; is large enough, the ac current flowing through Z is
i, = Vi/Z. Since the (W/L) ratio between M; and M, is 1/N, the total current at the
input node should be: (N + 1) i,. Therefore, an effective capacitance equaling
(N + 1) C is obtained.

12.4 System Implementation and Validation

The whole system was implemented using TSMC 0.18 pm CMOS technology and
the system performance is full studied under the Zeni design environment.

Under different values of bias current I, The DC voltage transfer characteristic
of the first stage was firstly studied. The results are given in Fig. 12.5.

In the first stage, when all the MOS transistors are in the saturation region, the
value current drawing through the M, and M, is equal, and therefore, the voltage
of the first stage output terminal is a constant value. From (12.2), the output
voltage value is controlled by the bias current. In our studies, the bias current of 20
(A), 40 (B), 60 (C) and 80 pA (D) was studied. Curve B is the best result because
the second stage needs a 1.2 V input voltage in order to work in the saturation
region. The differential small signal gain of the operational amplifier was also
studied under the above bias currents and the results are given in Fig. 12.6.

As shown in Fig. 12.6, the highest gain is obtained with a bias current of 40 A.
The reason is that the output voltage of the first stage is 1.2 V under such a
condition, which sets the second stage in saturation.

The gain and phase responses of the 3rd order filter are given in Figs. 12.7 and
12.8, respectively. The design requirements are achieved.
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Fig. 12.5 The first stage
output voltage transfer
characteristic

Fig. 12.6 AC simulation
results of the operational
amplifier

Fig. 12.7 AC simulation
results of the low pass filter:
gain response
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Fig. 12.8 AC simulation 200 I I T T I
results of the low pass filter:
phase response
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12.5 Conclusion

A 3rd order low-pass butterworth filter for the data demodulator block of the
5.8 GHz ETC receiver was designed in a 0.18 pum CMOS technology. An oper-
ational amplifier of a 75 dB gain is firstly designed and the filter is then realized
using a two-stage biquad structure based on it. Impedance scaled down technique
is used for surface saving. Simulation results show that the system satisfies the
design requirements.
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Chapter 13

Sensor Fusion Using Improvement

of Resampling Algorithm Particle
Filtering for Accurate Location of Mobile
Robot

Xiang Gao and YaPing Fu

Abstract Presented chapter deals with the information fusion through used a
Divisional Resampling of Particle Filter algorithm. The Divisional Resampling
is based on the Multinomial Resampling and the Stratified Resampling, which
divides the random number any arrangement into several sub-interval arranged by
ascending. The chapter combined Divisional Resampling algorithm and the
feedback control algorithm and then integrated the measurement information from
odometer and sonar sensor, so that estimating the state vector of a mobile robot to
achieve the aim of accurate location.

Keywords Mobile robot - Particle filter - Sensor fusion

13.1 Introduction

More recently, the Extended Kalman Filter (EKF) is an estimation algorithm that
performs optimization in the least mean squares sense [1]. So EKF has been
successfully applied to neural networks training and sensor fusion problems.
However, EKF algorithm can result to unsatisfactory representations of the non-
linear functions.
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To overcome these shortcomings [2], Particle Filter (PF) is mentioned. The
particle filter is an alternative nonparametric implementation of the Bayes filter. In
particle filters, the samples of a posterior distribution are called particles and are
denoted. X, := {x!,x2,...,x}}, each of particle ¥ (with | < m < M) is concrete
instantiation of the state at time t. The input of this algorithm is the particle set
X1, then the most recent control u, and the most recent measurement z;.

The algorithm of Particle Filtering can provide optimal estimation in nonlinear
non-Gaussian state models and nonlinear models which has improved its perfor-
mance over the established nonlinear filtering approaches [3]. The basic idea of
Particle Filter is based on state space experience conditional distribution of ran-
dom sample to produce a set of these samples, which is called Particle and then on
the basis of measurements constantly to adjust to the weight and position of
Particle. In this chapter the Particle Filter has been employed for the localization of
mobile robot by fusing data coming from odometer and sonar sensors which are
collecting environmental information to realize the position of mobile robot’s
velocity and angle information, so as to achieve target tracking.

13.2 The Nonlinear Measurement Model Particle Filter
13.2.1 The Divisional Resampling of Particle Filter

The algorithm of Particle Filter has a drawback which is that after some numbers
of iteration k, the particles’ weight w}; will become O [4]. In the ideal case all the
weights should converge to the value 1/N. So particles are degenerated, they
become unnecessary to modify the algorithm.

The basic idea of Resampling is removing small weight particle, so focused on
right big particle particles. At present a wide range of present application of heavy
sampling algorithms are Multinomial Resampling Residual Resampling, Stratified
Resampling, and Systematic Resampling 7.

This chapter uses a kind of compromise resampling algorithm—the Divisional
Resampling.

The steps are as follows:

Stepl: d = [V/N|,R = N%d, N is the size of the particle collection
Step2: (1) if R =0, then d = |V/N|,N = N/d,x = 1/N“

| = dp, = 1§ T | — j
Fori=1,...,NA; {S/}lgjgd’ S~ U(((i — D)x,ix]),
END
(2) else

NY=|N/d] + 1,x= (1 — R/N)/(N9 — 1)
Fori=1,...,(NY—1)
A= {sf St~ U(((i — 1)x, ix])

Higjzd™
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Fig. 13.1 Resempled index
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The process of Resampling as follows: after calculating the accumulative of
particle probability, i is random sampling index, then we use i onto the probability
of accumulative and regional, projection position and indicate the position of
accumulative and corresponding domain, j is a new particles index 6. As shown in
figure one shows.

The purpose of resampling is to reduce the number of particles less weight to
focus on the larger particle weight. Basic idea is posteriori probability density
function of sampling N times again [5]. The posteriori probability density function is

N

P(xlzin) &= D wid(xe — xi.), Where x, is the state of a sample of robot position in
i=1

the K time. wi is the robot state x; probability in the K time. Resampling N times,

N
i=1

resulting in a new set of support points {x}c } of particles, with

p(xi') = p(xi,) = wi. Resampling is an independent distribution, so the weight is
resetting to wi = 1/N (Fig. 13.1).

13.2.2 The Prediction Stage

In the prediction stage, we mainly calculate p(x(k)|Z~) where x(k) is time
sequence of states in the k time, Z~ = {z(1),...,z(n — 1) }is observation sequence
from 1 to t time. Through calculation of the recursive estimate edge distribution
p(xk|z1%), then there is no need to save the system state historical value.
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Fig. 13.2 Mobile robot Y 4
motion model
Y ’
0
y 0’
X ’
O x X

13.2.3 Update Stage

Measurement update, given [6, 7] z(k), and compute the new value of the state
vector

pe)]e) = 3 wide, — x}) (13.1)
i=1

Se=4
In the process of practical operation of weights, we need to normalize weights.

N

After for normalization wi = wi/ Zl wi. A posteriori probability density in the
iz

system in k—1 time is p(xx|z—1). Time measurement information obtained in the k

time, in accordance with this article resampling algorithm selected a random

sample of N points, after time and status update, N particles of the posterior

density can be approximately considered p(x|z)-

13.3 Simulation Results
13.3.1 Improved Particle

Filter will be applied to mobile robot localization
(1) Mobile robot motion model

The object of the chapter studied is commonly used in two rounds of indoor
robot, shown as follows (Fig. 13.2).
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There is an encoder on the driving wheels and it provides a measurement of the
incremental angle. The odometer sensor is used to obtain an estimation of the
robot’s angular velocity w(#;) and linear velocity v(#;). Given a sampling period is
Aty =ty — .

Mobile robot’s in continuous-time kinematic equation is:

x(t) = v(t) cos(0(z)) y(¢) = v(z) sin(0(z)) 0(¢r) = w(z) (13.2)

Where (x, y)T point is mobile robot’s position and 0 is the orientation of robot
body rotation movement.

Establish its probability for motion model: p(/;|;_1,u;—1). The robot in t—1
time relative to the global coordinates the pose is [,_1 = (x,_1, y,_l,H,_l)T, After
time t, reached the position /;, then the movement model is:

cos(6,—1) O
lt = lt—l + sin(@,_l) 0 U1 + Vi (133)
0 1
With: u,_; = (5,,1,A0,,1)T is the odometer model input, during the time of

(t—1,1), 6,1 is robot’s center displacement, Af,_; is the angle of the robot
rotated, v,_; obeyed Gaussian measure noise. Defined the control law 11:

v=vgcos(ly — 0) + ki ((xqg — x)

cos 0 + (yg — y) sin 0)

sin(0y — 0) (13.4)
S 0,-0

((yg—y)cosO — (x; —x)sin 0 + k3 (0, — 0)

w=wg+ kv

k] s kz, k3 is Gain.
Dynamics of the tracking error:

€x :xd*)ﬁey =Yd —Y
ey +Kq1 ex +Kpie, =0 (13.5)
é; +Ku e.y —I—Kpley =0

(2) Coordinate system and the sensor modeling

XOY is the plane the global coordinate system [8], X'O'Y’ is XOY rotated 0.
This chapter uses odometer and ranging sonar sensors to collect mobile robot
information. Mobile robot collects surrounding environment information through
the sonar sensors. Sonar through the transmitter, meet obstacles issued pulse waves
reflected back, then be receiver receive, the reflection of the Angle can be sonar
sensors detected. Robot sonar sensors through the collection of information in the
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Fig. 13.3 Sonar position in Y
the coordinate system

Yi

environment, Sonar pulsing sound through a transmitter, an obstacle to be reflected
back, and then received by the receiver, the angle of reflection can be detected by
sonar sensors. Sonar sensors in the coordinate system in the position XOY (x;,y;),
Fig. 13.3 shows. Its direction angle 0;, ¢ is the opening angle with sonar. Sonar
feature information extraction environment, it is to get the raw data corresponding
to the distance and angle information.

Sonar sensor model shown in Fig. 13.3:

Suppose K sampling time, the mobile robot pose X (k) = (x(k),y(k), 0(k)) [9],
after a rotation of the coordinate transformation, to the only sonar sensors i-
coordinate system in the coordinate OXY (x;,y;) conversion to O'X'Y’ coordinate
system.

System (x},y:), the sonar sensor model is:

xi(k) = x(k) + x;sin(0(k)) + yi(cos 0(k))
yi(k) = y(k) — xj(cos 0(k)) + y; sin(0(k)) (13.6)
0:(k) = 0(k) + 0,

Mobile robot wall as reflected in your environment P/, sonar sensors are
available with distance from the planes P/, P/, P/ is the distance between the
origin O to the plane.

Sonar i to plane P/ distance of obstacles in k time for dij (k): i is the number of
sonar sensors, j is the number of planes, Simplified model used in this article, as
shown in Fig. 133. i=1,j=1, then d/(k) is: d/(k) = P! — x;(k) cos(P]) —
yi(k) sin(P)) (14)

Where z(kAt;) is the odometer and sonar sensor measurements [10], v(kAz) is
a Gaussian white noise sequence ~N(0,R(kAz)), z((k+ 1)As) = G(X(k+ 1)
Aty) 4+ v(kAty), z(kAt;) can be decomposed into two sub-vectors of the form:
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Fig. 13.4 Mobile robot A
odometer and sonar sensor p2 7
model Ya o
p!
Y r
(6] X X

zi(k+ 1) = [x(k) + v (k),
y(k) +va(k), 0(k) + v3(k)] (13.7)
a(k+ 1) = [d](k) + va(K)]

(Fig. 13.4).

13.3.2 Based on Particle Filter Multi-Sensor

Information fusion for mobile robot localization [11]:
Suppose the robot’s initial position in OXY: x(0) = 1lm, y(0) = Om, 6(0) = 45°
In the OX'Y' coordinate system, location of sonar sensors:
Xy = 0.5m,y| = 0.5m, 0], = 0°
Plane position is P! : p! = 15.5,p! = 45.00.
State noise: w(k) = 0,p(0) = diag[0.1,0.1,0.1], R(0) = diag[0.1,0.1,0.1].
Kalman filter gain K (k) € R

13.4 Simulation Results are as Follows

Figure 13.5, Fig. 13.6
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Fig. 13.5 Mobile robot trajectory tracking using particle filter (asterisk * denotes expectations of
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13.5 Conclusion

The chapter introduces a Divisional Resampling based on Particle Filter algorithm
which combines to robot feedback control theory through the fusion of odometer
and sonar sensors from collecting environmental information. And applied the
chapter introduces a Divisional Resampling based on Particle Filter algorithms to
mobile robot to localization and tracking. Simulation results show that based on
the particle filter in the Divisional Resampling algorithm, application control
theory, will be able to realize the mobile robot for dynamic target effective and
accurate tracking. While the future work primarily concentrates in sensor infor-
mation fusion simplified algorithm, improving the ability of anti-interference and
the operation precision, as well as the particle filter algorithm efficiency, robust-
ness and real-time and develop more important particle filter resampling
algorithm.
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Chapter 14
Sensor Placement Modes for Smartphone
Based Pedestrian Dead Reckoning

Shahid Ayub, Xiaowei Zhou, Soroush Honary, Alireza Bahraminasab
and Bahram Honary

Abstract These days, most of the smartphones come with integrated MEMS
(Microelectromechanicalsystems) sensors like accelerometer, magnetometer,
gyros etc. It has opened the ways to use them for location based applications. The
big advantage of these sensor based navigation system is that they are environment
independent in contrast to other existing positioning technologies. A lot of work is
already done on fixed position sensor based systems where sensors are either
attached to foot or belt. This work is focussed on developing a smartphone based
pedestrian dead reckoning (PDR) system. The big issue with smartphone’s sensor
based PDR system is that the position of mobile is not deterministic in contrast to
fixed position inertial measuring unit. In this work, three different modes of
smartphone placement (Idle, Handheld and Listening) are investigated and
accelerometer and magnetic sensors are used for step detection and heading
determination respectively. Various step detection and stride length estimation
methods are implemented and a comparison is given at the end.

Keywords Dead reckoning - Accelerometer - Heading - Step detection - Stride
length
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(b) (c)

Fig. 14.1 Smartphone placement modes (a) handheld mode (b) idle mode (c) listening mode

14.1 Introduction

Positioning and navigation systems have gained a great success in location based
services (LBS), such as personnel security, tracking of assets and people, intelli-
gent guidance, location aware multimedia services etc. In recent years, due to rapid
growth in MEMS sensors technology, such as low cost magnetic, barometer,
accelerometer, gyros sensors, has opened the ways to use them for various location
based services. Since inertial sensors can only provide relative information, so, the
integration of inertial sensor based navigation with other positioning technologies
is gaining importance to enhance the overall accuracy of the system. This paper
presents an aided dead reckoning navigation system for mobile devices.

Dead Reckoning [1] is an estimation of the current position by using a pre-
determined start point and then updating the position estimate through knowledge
of the acceleration or speed over time and the direction that the person is facing
using inertial sensors. Dead Reckoning System based on fixed IMU (Inertial
Measuring Unit) [2—4] have been in existence for several years. In fixed position
IMU based PDR, sensor block is either attached to shoe [2] or fitted around the belt
[4], while in smartphone based systems the position of sensors is not deterministic.
So, one has to be careful about the position of sensors as signal pattern may change
in different modes. In this work three most common smartphone placement sce-
narios are discussed under various PDR algorithms as shown in Fig. 14.1. The
main idea of PDR mechanization is to use accelerometer signals to detect steps,
estimate step length and propagate position using a measured heading. Heading
can be computed using gyroscopes or a digital compass.

The structure of this paper is as follows. Section (14.2) describes the fundamentals
of Pedestrian Dead Reckoning using smartphones. In Sect. (14.2.1) modes selection
is discussed. After that the Signal processing to detect the footsteps and a comparison
of three stride length estimation approaches is given in Sects. (14.2.2 and 14.2.3), in
Sect. (14.2.4) heading determination is discussed. In Sect. (14.3) Experimental
results are shown. Finally, conclusion and future work is discussed in Sect. (14.4).
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14.2 Smartphone Based PDR System

These days, most of the smartphones come with integrated sensors like
accelerometer, magnetometer and gyros etc. These sensors provide useful infor-
mation by monitoring the human walking behaviour. The acquired information is
used by the Dead Reckoning algorithms to accurately compute the position. In
general, there are two methods used to find the displacement by using acceler-
ometer sensor signal, (1) Integration Method and (2) Signal Processing Method. A
lot of earlier research is based on finding the displacement by double integration of
the signal from the accelerometer [2, 3]. The problem with the integration method
is that the error is accumulated in each step and any drift in acceleration results in
worse calculation after a few steps. The one way to reduce this drift is the zero
velocity updating (ZUPT) at each stance event. ZUPT algorithm performs zero
velocity updates every time a step is detected. At foot stance, the velocity is known
to be zero, so it is needed to correct the linear velocities obtained after integrating
the accelerometer values. In this way, any drift in one step is not propagated
further. The best scenario to use the ZUPT algorithm with high precision is when
sensor unit is attached to foot to detect the stance event.

Another way to find the linear displacement is the foot step detection method
[2] followed by stride length calculation. In this method, accelerometer signal is
analysed for footstep detection. A specific pattern is repeated at each foot step. A
linear displacement is calculated during each step by using stride length estimation
methods. As in case of mobile phone the big issue is that placement of phone is not
deterministic and can be varied with time in contrast to foot mounted IMU. So,
integration method is not suitable for smartphone based PDR systems. In this work
the most common scenarios of mobile placements are discussed. This work is
aimed to determine the direction and distance travelled by a person in indoor
environment for different smartphone placement modes. The process flow of PDR
algorithm can be summarized as, at first basic filtering of accelerometer signal is
done then mobile placement mode is selected and after that foot step detection is
done. The stride length in each footstep is estimated and finally heading is
determined. Figure 14.2 shows the block diagram of the algorithm flow of
smartphone based PDR system, the following subsections describe the each block
of the flow chart in detail.

14.2.1 Mode Filtering

In this work, the following mobile phone placement modes are investigated.

(1) Idle Mode (Placed in trouser pocket)
(2) Handheld Mode (Placed in hand)
(3) Call listening mode (Placed near to ear)
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Fig. 14.2 PDR algorithm for smart phones

At first filtering is done to differentiate between the walking and non-walking
modes of the mobile. One approach to differentiate between the two is to calculate
the difference between the two consecutive windows of acceleration samples, if it
is greater than some threshold level then samples are selected for foot step
detection process.

T<y/(x— 2P+ (=) + (- 2)° (14.1)

Modes are selected by observing the average of acceleration along each axis. In
idle mode, the average value along x and z axis is near to zero and along y axis it is
near to g. In handheld mode, the average values of x and y axis are near to zero and z
axis is near to g as shown in Fig. 14.3. In call listening mode, the average value
along z axis is zero and along X axis it is near to 0.7 g and along y axis near to 0.7 g.
So, by careful observation of accelerometer data, we can differentiate between one
of these modes and any other mobile movement. If the observations follow the trend
of any of the above three walking modes the data is selected for further processing
to calculate the new position, otherwise discarded. The next step is to perform the
footstep detection according to the specific mode. Once the data is selected for
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specific mode the signal processing of the acceleration data is performed to make it
suitable for footstep detection process. The signal obtained from the accelerometer
sensors is first passed through the low pass filter to remove the fluctuations from the
data and to make it smooth. The frequency of the data signal obtained from the
sensor is 25 Hz. Interpolation is done to increase the rate of samples. After inter-
polation, resampling process is performed at 50 Hz. The resultant magnitude of
acceleration is used further for step detection. By selecting the resultant value for
foot step detection one can resolve the problem of tilting the mobile while walking,
as resultant will remain same whether the mobile is tilted or not.

14.2.2 Footstep Detection

A zero crossing detector is implemented in this work. It has been observed from
experiments that acceleration variance and peak-to-peak difference of acceleration
have a trend to increase with walking frequency. Based on these observations,
moving variance method is also implemented for comparison.

Zero Crossing Detector During walking mode a specific pattern of acceleration
is repeated in each step. It has been observed by looking at this pattern that the
signal crosses the zero level twice in each step as shown in Fig. 14.4a. So, one way
to calculate the number of steps is to count the zero crossings and dividing it by
two to calculate the number of footsteps. One condition that needs to be fulfilled is
that the number of samples between two crossings should be within certain
thresholds. If they are greater than maximum threshold or less than minimum
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Resultant Acceleration
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Fig. 14.4 Foot step detectors (a) zero crossing method (b) acceleration variance method

threshold, step is not counted. It has been observed from foot step detection
process that number of steps have a trend to decrease with increasing walking
frequency for a fixed distance.

Moving Variance Detector It has been also observed form experiments that
acceleration variance has a trend to increase w.r.t the stride length, while keeping
in view this thing the Moving Variance Filter [3] is implemented. At first the
magnitude of every sample is calculated using X, y, z components of acceleration.
By selecting the resultant magnitude of acceleration for processing, the problem of
tilt can be solved because the pattern of resultant value will be same whether the
mobile is tilted or not. Then local mean acceleration a, is calculated for each
sample n of resultant acceleration, after that a moving variance filter is applied to
make the foot activity more prominent.
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1 n—+w

2 2

o T w1,

Jj=n—w

(an - an)

where w is the window around a sample 7, ¢2 is the moving variance. The last step
is to apply a variance threshold to detect a step. A step is detected in sample n
when acceleration variance is above a certain threshold level. Figure 14.4b shows
the results after applying variance filter and number of footsteps detected. The
modes can also be differentiated from each other also by observing the accelera-
tion signal. As in case of idle mode, the position of the phone is assumed to be in
the pocket of trousers, only the accelerations of one leg are recorded. In this case,
the number of steps taken is multiplied by two in contrast to handheld mode; the
same is applied to listening mode.

14.2.3 Stride Length Measurement

After step detection, the stride length is determined to estimate the actual distance
travelled. The one way to find [1] the step size is to keep the distance travelled
during each step constant according to height and sex of the person. The static step
size [1] can be calculated using Stepsize = height = k, where k is different for
different sex. It is only a rough approximation, because the step size is not a
constant value but related to walking speed and acceleration magnitude. It has
been observed that as step frequency increases the number of steps decreases and
peak acceleration difference increases. In human walking behaviour, a period
becomes shorter, a stride becomes larger and vertical impact becomes bigger as the
walking speed increases. To increase the accuracy, the step size should be
determined continuously while the steps are taken. There are different methods for
stride length calculation, but in most of them the accelerometer was attached to
foot, which results in inaccurate step size than when it is put somewhere else. The
following stride length calculation approaches are compared in this paper to get
the better estimate of stride length.

1st Approach This approach is based on Weinberg algorithm [2] which states
that the vertical bounce in an individual’s step is directly correlated to that per-
son’s stride length. This bounce is calculated in the form the difference of the
peaks at each step. Stride length is calculated using this filtered signal by using the
following equation.

SL =k * /amax — Qmin

Peak values are calculated in a window of size w around the sample corresponding
to the step detection. k is constant and is determined experimentally or through
calibration. Calculating the distance using only the peak values gives widely
varying results when walking at different paces or different persons walk.
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2nd Approach In [5], a simple solution for step size is determined. There is
correlation between the maximum and minimum values, average of acceleration
and Step length.

1 N
SL=k *]T]Zai - amin/amax — Umin
i=1

where N is the number of samples, ayax and api,are the maximum and minimum
acceleration in a specific window for step detection.

3rd Approach In [4] a relationship is proposed between mean of acceleration
and stride length during a step.

SL=0.98 % ,

14.2.4 Heading Determination

A navigation co-ordinate frame is the locally levelled geographic frame with its x-
axis pointing east, y-axis pointing north and z-axis pointing up as shown in
Fig. 14.3. Smartphones also provides an orientation vector that is used to detect
the orientation of the phone in space. The orientation is given through three angles
yaw, pitch and roll. When the axes of mobile phone are aligned with geographic
frame, then all the three angles should be zero. In the case where the mobile is in
idle or handheld mode, Azimuth value can be used to get the direction of
movement. In listening mode, the direction can be determined approximately by
shifting the azimuth value by 90°.

14.3 Experimental Results

In this work, three mobile placement modes are investigated for pedestrian nav-
igation and a comparison of foot step detection and stride length estimation
algorithms is presented. The tests were conducted by walking along an L shape
corridor in a building recording the acceleration and orientation with the smart-
phone in each of the three modes. Figure 14.5 shows the actual path and trajectory
estimated from experiment along with floor plan of the building where measure-
ments took place, the red star is the start point, which is already known, blue star is
the end point, and total length is 25 m. For each of three modes several recordings
were taken and it has been observed that results of smartphone based PDR system
are acceptable, though they are not as accurate as fixed position based systems.
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Fig. 14.5 A trajectory
estimated from experiment
along with floor plan of the
building where measurements
took place, the red star is the
start point, blue star is the
end point and total length is
25 m

Estimated Displacement |

Start point

Table 14.1 Comparison of step detection and stride length estimation methods

Methods Idle mode Handheld Call listening
(%) mode (%) mode (%)
Stride length 1st approach 5.24 6.54 14.54
estimator 2nd approach 3.55 5.77 9.5
3rd approach 6.82 7.6 15.3
Step detectors Zero crossing 1.6 1.5 2.4
Variance detector 35 4 5

Table (1) shows the percentage error between the actual distance and distance
estimated using Stride length approaches for each mode Table 14.1. It has been
observed that approach (2) for stride length calculation provides more accurate
estimation than other approaches. Moreover it is observed from the results that
zero crossing detector is more robust than moving variance step detection method.
The results of step detection process show the percentage error between the actual
number of steps and steps calculated using each detector.

14.4 Conclusion and Future Work

In this work three different mobile placement scenarios are discussed to make it
ensure that smartphones can be used well for pedestrian dead reckoning systems.
While knowing an initial point, an estimated path is measured which is almost
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close to actual trajectory. In addition a comparison of step detection and stride
length determination methods is performed to get better estimate. There are further
tasks that can be extended to this work to make smartphone based PDR system
more reliable. It has been observed that heading is affected by magnetic inter-
ference in indoor environments, in future a combination of gyros and magnetic
sensors can be used for an accurate heading. Further this system can be made more
robust by finding more reliable method of differentiating between different modes.
In this work, a simple scenario of L. shaped path is tested on a leveled surface; it
can be extended to other scenarios like up and down stairs and running etc. Step
detection method can also be made more precise by eliminating unnecessary
components from acceleration signal.
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Chapter 15
A New Methodology of Judging
the Observability of the System

Xuehan Cheng and Yunxia Gao

Abstract The controllability and observability of a linear system are the two basic
concepts of linear system, in order to judge the observability of linear system:
x(t) = Ax(t) + Bu(t) . ) . .
, this chapter bring forward a form of matrix decomposi-
y(t) = Cx(1)
tion through primary transform, and thus come up with a new methodology of
judging the observability of linear system.

Keywords Primary transform - Matrix decomposition - Linear system
observability

15.1 Introduction

The controllability and observability of a linear system are the two basic concepts
of linear system, In order to judging the controllability and observability of linear
system:
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Ax(t) + Bu(r)

Ct) (15.1)

—_—
= =
N
= =
= =
I

(15.1), several different measures have been concluded in Essay [1], recently,

Essay [2, 3] bring forward a form of matrix B) decomposition through

A
C
primary transformation, through which could directly achieve some concepts such
as infinite point, and then could judge the controllability and observability of linear
system. This article is on the basic of primary transform of matrix and rises up a
new form of correlation efficient decomposition to matrix A € C"",C € Cﬁ;x”,
through this decomposition can directly judge the observability of linear system
(15.1), and then achieve a simple method of judging the observability of linear
system through the proof of theorem.

Firstly, giving the lemma which this essay needed:

Lemma 1 [4] For any matrix A € C"™*"| there are always a invertible matrix

PeCpm Qe satisfy PAQ = <16° 8)

Lemma 2 [1] The necessary and sufficient condition which the linear system

C
() = Ax(t) + Bu(t CA
*) *() u(t) is observable is rank . =n
(1) = Cx(1) :
C n—1

15.2 The Correlation Efficient Decomposition to Matrix
and the Judgement of the Observability of Linear
System

Theorem 1 For any matrix A € C"*",C € C}'™", there are always a invertible

matrix P € C",Q € C"™™, satisfy QCP = (16" 8)

A, G 0 - 0
Ay 0 C - 0

PlAP=| : (15.2)
A, 0 0 - G

At 00 o 0
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or
A, C, 0 -+ 0 O
A 0 &G --- 0 O
IR 0
PrAP=| 0 0 L e o (15.3)
App 0 0 -+ 0 O
Ao 0 0 -+ 0 M
I
In which, A; is the phalanx which the rank is ry, C; = ( 0, s : >,M is the
Ts—1=Ts) Xrg
k
phalanx which the rank is n — Y 7y,
i=0
C Cc
CA CA
rs =rank| . — rank : (15.4)
CcA® CAS~!

Proof For any matrix Ce€C;p*", there is a invertible matrix
L, O
0 0
P=P;,0=0;, the decomposition was established. Otherwise, let
1 <A(111) Aﬁ?)  whi (1) & Frox(n—ro) -
P{'AP, = ) (i) |» In which, A}, € Gy , then follows the discus-
21 22

0, e P e C", satisfy QCP) = ( ) when rg =n or ry = 0,let

sions below:

(1) when Aglz) =0, let P=P;, Q= (0, then the decomposition (15.3) is
established.
(2) when Aglz) # 0, there is a invertible matrix M; which the rank is rpand N,

which the rank is m—ry, satisfy MADN, = (I” O). Let

0 0
NG
NADN, = (Ag) Ag)), in which,
AD A
21 22

A e e A e clmromn)xtmmn=r)Form matrix

L, 0 0 0
Py=P (Ml ) O T OO o diag(My 1, )0
= 2 s = daia s Ln—r )
2 1 N A<11> 0 Irl 0 2 g 1 0 1
A§2]> 0 0 Lirr

Then comes:
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* I, 0

I, O _1 * 0 0

O,CP, = 0 Py APy = | A@
« 0 AY

(3) When ri =n—ry, that’s matrix A§12> has full column rank, let
P = P,,0 = O, then the decomposition (15.2) was established.

(4) when A;Z]) =0,let P=P,,0 =, then the decomposition (15.3) was
established.

(5) when A(lzz) = 0, follow step (2)—(4),making similar decomposition to matrix
A(lzz), until A?;H) =0 or A(l]?l) not exist, and when Aﬁ’;*” = 0, the decom-

position (15.3) was established, when Aﬁgﬂ) not exist, the decomposition

(15.2)was established.

On the basic of Theorem 1 can directly achieve:

Inference 1 For any matrix Ae€C"™"Ce Cﬁx”, there  always

c
CA k
exist:rank . =Y r;. Then on the basic of Lemma 2 can achieve:
: i=0
C An—l

Theorem 2 For any matrix A € C"", C € C*"which in the linear system (15.1),
if there is a invertible matrix P € Ci*", Q € C"™, satisfy formula (15.2), then the
linear system (15.1) is observable; if it satisfy formula (15.39), that’s phalanx M
exist, then the linear system (15.1) is unobservable.

15.3 The Algorithm and Examples Which Judge
the Observability of Linear System

15.3.1 The Algorithm Judge the Observability of Linear System

Based on the form of the matrix decomposition of Theorem 1, we can judge
whether the system is observable through primary transform. Analysis the proof of
Theorem 1 further, here we can give a more simple method of judging the
observability of linear system (15.1):

The algorithm that judge the observability of linear system (15.1):

(1) For any matrix A € C"", C € C;*", making elementary column transfor-

m (1 4
mation to matrix A that can get matrix: All — (A A " ,in
1 2

which, Cé” S C;’gX’U, and at the same time, making row transformation to
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@)

3)
“
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matrix A (the elementary matrix corresponding to elementary row transfor-
mation is the inverse matrix of the one corresponding to elementary column
transformation), then partitioning matrix Aél), letAgl> = (12((]1)) ), in which
c) ¢ C:?X(n*ro),A(U c Cn=ro)x(n=ro)

By the same way, making elementary column transformation to matrix

(1)
<2(1)), transform C) into column echelon matrix C(V) = ( §2> ()),in

which ng) € C,’.?X”, and at the same time, making row transformation to

matrix A() (the elementary matrix corresponding to elementary row trans-
formation is the inverse matrix of the one corresponding to elementary column

(2) () ) _
transformation), then get matrix (Al ) = <A2 A3 )n "0 partition-

c? c? o)

ing matrix Agz)’ letAf) = (:g; ), in which, C® e C:;X(nimirl),
AQ) ¢ cr=ro—n)x(n=ro—r1)

Follow the steps until C® = 0 or CY is the full column rank matrix, then stop.
When C®) = 0, the system is unobservable; when C ) is the full column rank
matrix, the system is observable.

15.3.2 Example

The specific example is listed as follows:

Example 1 Condition coefficient matrix in the linear system are listed as:

210 2 0
021 4 6
A=|(0 0 2 2 8,C:((1)}}(1)8>
1 01 =3 1
011 0 =3

Making the judgement about the observability of linear system.

Solution Follow the given algorithm, making primary transformation to matrix
A and C:
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210 2 0 2 -1 0 2 0
021 4 6 0 2 1 4 6
A 00 2 2 8 ey 0o 0 2 2 8
(C>_ 1 01 =3 1 1 -1 1 =3 1
o1 1 0 -3 0o 1 1 0 -3
1 11 0 O 1 0 1 0 O
01 1 1 0 0O 1 1 1 0
2 1 1 6 6 21 0 7 14
0 2 1 4 6 0 2 1 4 14
o 0o 0 2 2 8 s 0o 0 2 2 8
—|1 -1 1 -3 1 Lo— 11 -1 1 =2 1
o 1 1 0 =3 0o 1 0 -1 =3
1 0 1 0 O 1 0 0 0 O
o 1 1 1 0 0O 1 0 0 O
2 1 0 7 14
1 1 2 2 15
o 0 2 2 8 (1)
i) I A :(A}l)>
01 0 -1 -3 Ci
1 0 0 0 O
0o 1 0 o0 O
. . (A(l)>
partitioning matrix (1)
1
2 1 0o 7 14
1 1 2 2 15
1) 0 O 2 2 8 m 40
(A}])> 1 1 1 -2 1 (A%l) As >.Partiti0ning
G 0 1 0 -1 -3 G0
1 0 0O 0 O
0 1 0 0 O
0o 7 14
2 2 15 1
matrix Agl): Agn =12 2 8 = (:((l;)
1 -2 1
0 -1 -3

o)
Then by the same way, making transformation to matrix (é“ ) ):
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2 2 8 2 2 8
1 -2 1 21 1
(1) -
(2(1)>: 0 -1 3| -1 0 -3
0 7 14 7 0 14
2 2 15 2 2 15
-2 1 1 -4 1 _%
) R
ghaicy INTRPE i D B S |
7 0 14 7 0 0
2 2 15 2 2 0

A(IZ) Partitioning matrix A(12> :
CiZ) : C§2) '

rn +%r3

[

N\]’—‘NI\I#

OO N =

oo | I

— Rl

—

~— N~N——

I

DO O N -
[

— 0|1

I

/N
b
=R
~_—

5
2 2
Partitioning matrix A(32) :A(32) =|-2)|= (C >
1

Because C?) is the full column rank matrix, the system is observable.

Through this message, we can judge the observability of the system through
primary transform of matrix, and through the process of this way, we can see that it
is more better than the traditional way.
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Chapter 16
Criteria Conditions for Generalized
Strictly Diagonally Dominant Matrices

Yujing Liu and Li Guo

Abstract Several determination criterions for generalized strictly diagonally
dominant matrix are put forward in this chapter, improving the existing correlative
conclusions, extending the determination criterions for generalized strictly diag-
onally dominant matrix.

Keywords Generalized strictly diagonally dominant matrix - Sufficient condition
- Nonzero element chain

16.1 Introduction

Generalized strictly diagonally dominant matrices is one of the particular matrices,
and it has widespread use in mathematical modelling, mathematical physics and
cybernetics. Thus, seeking the decision conditions of generalized strictly diago-
nally dominant matrices is of great importance, which has certain study in our
country. Such as [1-4], Several practical decision conditions are given in the
paper, and the judging question of generalized strictly diagonally dominant
matrices is further extended.
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16.2 Definition and Lemma

Here C™" denotes the set of n complex square matrices, A = (a,-j) e Ccmn,
Ri(A) =>_layl, Si(A) = Y lal, i,j € N ={1,2,---,n}. If |ay| > 3 _lay| VieN,
J#i J#i i

then A is called strictly diagonally dominant matrices, denote A € D. If there is
Positive diagonal matrix X, such that AX € D, then A is called generalized strictly
diagonally dominant matrices, denote A € D*.

This chapter introduces the following notation

M(A) is a comparison matrix of A,

M1 = (i € N0 <2leul < 3= (o] + k)

J7l

Ny = {i € N_2|a;| > ) (laj| + |a;i]) },
i

; (|ay| + laji])
J7
= a B ——
r = max{ 2an] I3

> (ayl +lail) +r > (lag| + lag])

JEN: JEN2

#i .
0; = ! , VieN
2|a,~i\ ! 2

Lemma 1[1] Let A = (a;) € C™", B = M(A) + M"(A), if B € D*, then A € D*.
Lemma 2[1] Let A = (a;) € C*", if i € N, we have
2lai| > Y (lay| + laz]),
J#i
and when J(A) = {i € N|2|az| > Y (|lag| + |a;i])}, satisfying Vi € N/J(A), we
J#i

have nonzero element chain i,y ), " ,Qpy,d 11 F 12 7 -+ # 1y # t, such
that t € J(A), then A € D*.

Proof Let B=M(A) +M"(A), then we know by conditions of lemma B is
nonzero element chain diagonally dominant matrix, then B € D*, and by lemma 1
we get A € D*.

16.3 Main Result

Theorem 1 LetA = (a;) € C"".if i € Ny,we have

2ail > > (agl + lail) + > (agl + lail);, (16.1)

JEN, JEN
JFi
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then A € D*.
Proof Let

2lail = 3 (lay| + laa]) = > (lag| + |ai])9;
JEN: JEN,

6 = s VieN (16.2)
> (Jay] + lasl) 1

JEN>

when Y (lay| + |ai|) =0, and denote & =4o0o0. By (16.1) we know
JEN2
Vi € Ny, ¢ > 0. take a positive number &(# +00), sufficiently small, such that

0<e<ming < 4 0o (16.3)
ieN;
and take a X = diag{xy,xz, -, x,}, in which x; = { 15’ te ll :11\\/]]’ X is a plus
i ] 2

dominant matrix, clearly. Let B = M(A)+ MT(A), then D= BX = (M(A)+
MT(A)X = (dy) satisfy to V i€N;, if Y (|ag|+|ai|) =0, That is

JEN2

nxn’

Vj € Ny, |a;| + |a;| = 0. By (16.1) we obtain

> ldgl = (agl + lail) + Y (Jagl + lail) (3 +¢)
i ji\{l JEN:
J#i

= > (lag| + lail) <2lai| = |bil = |dal.
JEN
J#i
If > (Jajj| + |aji|) # 0, by (16.2) and (16.3), we obtain
JEN2

> ldgl = (agl + lail) + Y (lagl + lail) (9 +¢)

J#i JEN JEN2
#i
<D (lagl + laul) + > (lagl + ail)3) + &Y (ay| + laz])
JEN; JEN, JEN2
#i

= 2|a;i| = |bi| = |diil-

ToVie N2,2|Cl,‘,'| > Z (|a,:,-| + |aj,-|),therefore
J#i

2ad = 3 (lagl + lazl) > 0 (16.4)
J#i
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and because of i € N, ;<r<1,then

> asl +lail) + > (lag] + laz]);
JEN; JEN:
JEI

<> (lag| +laul) +r > (lag| + |az])
JEN, JEN>
J€i

thus, we have

> ag] + la| | + 3 (lag] + |aa])9;
JEN JEN>

Jjei
S (el sl 5 (o]
i,
<0< JE!
¢<0 TR S (PRESTRY
JEN>
Jei

So Vi € N,, from the condition set ¢; and (16.6), we get

dii] = |dj

(16.5)

(16.6)

i
> (2 (lagl +lail) + > (lagl+lail)6;) — (X2 (lagl +laul) +r > (lay| +lajil))
JEN JEN> JEN JEN2
i i#i
+28lail — O (layl +lail) + > (lay| + laiil) )
jem, jeN,
i#i
=26jlai| — (3 (lagl +lail) +r > (layg|+|a;])) =0.
JEN; JEN
i

To sum up, Vi € N,|d;;| > 3 |dj]-
J#i
That is B € D*,from Lemma 1, we know A € D*.
Theorem 2 Let A = (a;) € C"™, and Vi € Ny, we have
20ail > Y (lagl + lal) + Y (lagl + laz])9;.
JEN JEN>
JE

If A satisfies one of the requirements below, A € D*.

(i) J(A) = {r € M[2au| > ZN (lag| + lail)+ ZA; (lagl + lair|)o;} # ¢-
JEN] JEN2

#
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And Yi € Ni/J(A), have nonzero element chain Q.- ,dy:, Such that

t € J(A).
(ii) Vs € Na, exist k € Ny, s # k, such that ag # 0, and ¥i € N;/J(A).
Have nonzero element chain ajy,,qy,ry,- -+, ayy, Such that t € Ny UJ(A).

Proof (1) If A meets (i)'s condition.

Let N1/J(A) = {i1,i2,- - -, ix} not loss generality, we take i = i; € N;/J(A).and
by (i) have nonzero element chain iy, dy ry, - " Ars

such that r € J(A).That is

2|ay| > Z (lay| + lail) + Z (lagl + la]) 5,

JEN JEN,
J#t
> (lagl +lal) + > (lag| + lau])9;
jem jeN:
Now let 1 > d, > 27 > 0.
2|ay|
Multiply matrix A®") by positive diagonal matrix D = (1,1, ---,d,,---, 1), from
right, we get All) = (agjl)).

2lai| = 2lauld, > 3" (lagl + lagl) + > (lagl + |ail);,

JEN; JEN,
J#t

And d, <1, a,; #0, then ag) = Apud; <Apy.

> (a1 + 1) 1) < X (Jangl +laal),

JEN; JEN]

J#rK J#rK

> (a1 +1a1) < > (angl + lan])
rij Jr TxJ Jrel) -

JEN2 JEN,

We obtain

1
2labh | = 2lann] > Y (lang] + la]) + 3 (lan] + lajn])d;
JEN, JEN>

J#re
> 5 (i)« (et )o.
JEN; ) JENy ‘
J#Tk
And let
1 1 1 1
> (Il +lap) 1) + 5 (lal) ]+ lai))1)o;
leN] JEN>
1>d, > JEn > 0.

1
2asy |
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Multiply matrix A()) by positive diagonal matrix D; = diag(1,1,---,
d
positive diagonal matrix, we have,

2
2|a£k—)]rk—l| > Z (|ark 1j| +| jrk 1 ) +Z( . 1j| +| ]rk 1|) gl

1), from right, we get A?) = (al(»jz)). By analogy, using right multiply &k + 1

st

JEN, JEN>
J#rk-1
k+l k+1 (k+1 (k+1) (k+1)
201> > (lal M+ lal ) + 3 (lals 1+ lalk )
JEN JEN,
J#i

Line i,i3,---,i; which can be adjusted similarly to the column, can form
“strictly diagonally dominant”, just as the above situation. Clearly, after the above
adjustment, the other lines of the acquired matrix still remain “strictly diagonally
dominant”. That is, the above whole conversions for column adjustment equals to

a series of D,Di,D,,---,Dy, make A*™) =ADD\D,---D;, = (a (kﬂ)), meet
Vi € N;, we have,

(k+1) (k+1 (k+1 (k+1) (k+1)
20> 3 (a1l ) S () a0

JEN; JEN2

J#i
thereupon, by theorem 1, we obtain A+ ¢ D™, furthermore A € D*.

(2) IfA meets (ii)’s condition.

1 i €Ny,
o; ieN,.
tive  diagonal matrix. Let B = (M(A)+M"(A)X = (bj),x,» then
b = xi(|aij| + |(1ji|).t0 VieEN,, wegetje N, i#jleta;+a;#0.so

il = 20ilai| > > (lagl + lagl) + Y (lagl + laul) & =D byl + [bil);

JEN j?gz J#i
JF

Let X = {x1,x2, -+, X,}, in which x; = { Obviously, X is posi-

To Vi€ J(A), we get

il = 2lail > Y (lagl + lazl) + > (lay| + lail )65 =Y 1byl;
JEN; JEN, J#i
J#i
To Vi€ N, /J(A), we get
bil = 2lail = Y (lagl + lail) + Y (lagl + lag)6; = > Ibyl.
JEN JEN> i
J#i
Since AX doesn’t change A’s nature of nonzero element chain, from situation
(ify we’ll have nonzero element chain by, by, - ,by:, let t € Ny That is
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t satisfies |by| > > (|by| + |bi,|), by following the lemma 2, we get B € D, thus
re#t
A e D

Theorem 3 Let A = (a;) € C™*", if Vi € Ny, we get

2lail =Y (layl + lal) + >~ (layl + lail) 3

JEN JEN2
J#i
Also, we have nonzero element chain aiy,, ay,r,, " -, arys, SO that ri,t € Ny, then
A € D*.
. . 1 ieN . .
Proof Let X = {x,x2,-+,X,}, in which x; = {5 ic Nl’ Obviously, X is
i 2.

positive diagonal matrix. Let B = (M(A)+M"(A)X = (bj),y,» S0 bj=
xj(|aij| + |aj,-|) to Vie Nz, if Z (|aij| + |aj,-|) = 0, then aj = O, aji = O, ] S
J#i

N, i#jwe get

|bii| = 25i|a,~,~| >0= Z (\al»j| —+ |aj,~|) —+ ZN: (|a,-]~| =+ |aj,~|)5j
JEN2

JEN
J#i
=Y (layl+lal);
i

If Z (|a,~j| —+ |aji\) 7é 0, and Z (|a,]| —+ |a]~i|) 7é O, SO
J#i JEN>
J#i

bl = 28ilaal = (lag| + laal) +r- > (lag] + laz])
JEN JEN,

J#

> Z (lag] + lasl) + Z (lay| =+ lazl) 9;

jem, jeNy
i#i
= > (gl + Ibl):
i#i
If > (lag| + la;|) # 0, but > (lag| + lau]) =0, so
i jeN,
#i
1biil = 28ilail = (lagl + lal) +r- > (lagl + laz])
jem jem,

J#

= agl +laul) = Y (Ibyl + |bi])-

Jen, i
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To Vi € Ny, because

bitl = 2lail = > (agl + lai) + > (lag| + |ail);

JEN, JEN>
J#
= 1yl + Ibil)
J#i
Form the known conditions, we know there is nonzero element chain
bir, s bryryy vy by, let g, t € Ny, thereby Vi € Np, there is nonzero element chain
bir, s bryryy by, let 1 € Np. then from the preceding proof, we know
|brore| > D" |bra|- That is, J(B) = {i € N||bi| > > |b;|} # ¢ and Vi € N/J(B)
11 i#]
there is nonzero element chain b;,, b, ,, - -, by, making r; € J (B).

Since B satisfies lemma 2, so B € D*, thus A € D*.

Inference 1 Let A = (a;) € C"*" is a irreducible matrix. If i € N;, we have

2ai| > > (layl + lal) + > (lay| + laii))d;

JEN JEN2
J#

then A € D*.
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Chapter 17

Nonlinear Retarded Integral Inequalities
for Discontinuous Functions and Its
Applications

Wu-Sheng Wang, Zizun Li and Anmin Tang

Abstract It is well-known that integral inequality for continuous function is an
important tool for studying the existence, uniqueness, boundedness, stability and
other qualitative properties of solutions of differential equations and integral
equations. The integral inequality for discontinuous function is an important tool
for studying impulsive differential equations as well. To study the estimations of
solution of nonlinear retarded impulsive integral equation, firstly retarded integral
inequalities including the nonlinear composite function of discontinuous function
are established, next the estimations of the unknown function of the integral
inequalities are given by the methods of replacement, enlargement, differential,
integral, segmentation, mathematical induction. Finally, the estimations obtained
here are used to give the estimation of the solution of a class of nonlinear
impulsive differential equation.

Keywords Retarded integral inequality - Discontinuous function - Estimation

17.1 Introduction

Gronwall-Bellman type inequality which furnishes explicit bounds on unknown
function have become an important tool in the study of the existence, boundedness,
stability and other qualitative properties of solutions of differential and integral
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equations. Some results related to Gronwall-Bellman type inequality can be found
in [1-4]. In recent years much attention has been given to the analogous
inequalities and their applications for discontinuous functions, some recent works
can be found in [5-8] and some references therein. In 2010, Li et al. [4] obtained
the explicit bound to the unknown function of the following inequalities.

o(t)

W2(1) < k(1) +2 / IMufi (1, 5)u(s) + Nrgr (1, 5)i(s)]ds
0

+ 2/ [Mofo (2, 5)u(s) + Naga(t, s)u (s)]ds, t >0
0

On the basis of the above inequality, we establish a new class of Gronwall-
Bellman type inequality for discontinuous function, this result furnish a handy tool
for the study of the conditions of boundedness, stability by Lyapunov, practical
stability by Chetaev for the solutions of impulsive differential and integro-differ-
ential systems.

17.2 Conclusion

Throughout this paper, R denotes the set of real number, 7y > 0 is given number.
R, = (0,00), I; == [l‘,;],li), i=1,2,---.

17.2.1 A. Conclusion 1

Theorem 1 Let us consider a nonnegative piecewise continuous function u(t) at
1>19>0, with the first kind of discontinuity at the points t;(ty<t; <tp...,

lim 7; = 00), which satisfies the retarded integral inequality for discontinuous
1—00

function

o(t)
u™ (1) < k(1) + 2 / [M.fi (2, 8)u?(s) + Nigi (¢, s)u" (s))ds

a(to)

t

+ 2/ [Myfs (2, 8)u® + Noga(t, s)u™(s)|ds + Z pu(t; —0)  (17.1)
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where f;>0,m >0, M;>0, N;>0,i=1,2 are given constants, k: R, —
(0,00) is a continuous and nondecreasing function, o. € C (Ri,RJr) is a nonde-
creasing function with a(t) <t, a(t;) =1t;, i =0,1,2,---, lim a(r) = oo, f;, & €
t—00
C(R%,Ry) are nondecreasing on t, dfi(t,s), d,gi(t,s) € C(RZ,R.), i=1,2.
Then the function u(t) will satisfy the estimation

N8

t
u(r) < \/k—(ﬁ ef,[&(s)ds CiJr/Qi(s)effnR,»(r)dfds
li

(17.2)
Vt € [li7l‘i+1}, i=0,1,2,...,
where
0(<S) K
Bs) = Nigas9(6))56) + Naga(s.0) + [ it (s, 90 + [ Nadea(s, e
o) 173
(17.3)

o(s)

0;(s) == Myfi(s,2(s))e (s) + Mafo(s,s) + / M\ (s, )dt + /Mzasfz(s,r)dr

(k)

(17.4)
j: 07 1727' al_ 17 NS [tkatk+l)7k = i,S S [tht)a
and
7 fl (t’s) 7 f2(tvs)
1s) = 1, 17.5
fi(ts) 0 fa(t,s) ) (17.5)
o= 1 (17.6)
2
i Ri—1(s)ds [ Ri—1(1)dt !
Ci _m_;[f(t') f i1+ / Qi1(s) -
o i1
. 2
T R (s)ds [ Ria@r ,
+ |7 ¢+ [ Qimi(s) i sl i=1,2,... (17.7)

Proof Taking into account the inequality of (17.1), we get
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m

(o) 0 () w(s)
X0 < 1+2/x(t0) Mifi(t,s)—= X0) + Nigi(t,s) k( ] ds
—1-2/[ {szz(LS) wi(s )+N282(t 5) ]ds‘i' Z ﬁ 7V >
fo k( ) th<t<t l i B
(17.8)
Let
_u"(1)
W(r) == Ok (17.9)
from (17.5) and (17.8), we have
o(r)
W) <142 / lM1f1 (]t(’(g Wi(s) + Nig, (¢, s)W(s)] ds
a(to)
t ) % " 1_0
+2Z MZfZ(Ii(z; (s) + Nag, (1, 9) ds+tU;<t[3 wr xt )
o(1) N
12 [ (M09 W) + i ()W) s
a(to)
+2 / (M2 1201, 5)(5) + Nago(0,9) }ds+m;<tﬁ, iz
(17.10)
Denote v(t) by
o(r) N
v(t) =2 / [Ml fi(2,8) Wi(s) + Nig, (¢, s)W(s)] ds
a(to)
+2/ (102 2(0,5)4(5) + Nago (1. 9)W () ds (17.11)

)

In the following, we shall prove the estimation (17.2).
Firstly, we consider the case ¢ € I}, by (17.11), we have

WE) <14+v(D), W()</T+v() (17.12)
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By the assumptions on f;, g; ando, we see that v(¢) is nondecreasing on R ;. Hence,
from (17.11) and (17.12), we have

V() =26 (1) [ M (0, (D) WH((1)) + Nag (1, 2(0)) W(2(0))

+ 2 [Mafs (1,1) WD) + Naga (1, )W (1)
o(t)
12 [ [0 0) + M oW as

a(to)
t
1

+2 / (3.0, (0,) WA(s) + Na 0 a0, 5) W (s)ds

o(1)
< 2T+ V(O [My fi (1, (1)) () + Mo fo (1, 1) + / My 0, fi (1, 5)d(s)

a(to)

+ / Mo 0o (t, $)ds] + 2(1 + (1)) [Ny (1, o)) (1

to

o(t)

+ Noga(t,1) + / N 6tg1(t,s)ds—|—/Nza,gz(t,s)ds] (17.13)

a(to)

By the definition of R;() in (17.3) and Q;(¢) in (17.4), from (17.13), we obtain

) <200(1)y/1 1) 4+ 2Ro(1)(1 + v(2)),

V(1)
W0 < Qo(t) + Ro(t)/1 + v(1),
Or equivalently
m < 00(t) + Ro(1) /T +v(1), (17.14)
from (17.14), we obtain
w < Qo(t) + Ro(t)\/1 +v(¢). (17.15)

From (17.15), for allt € I;, we obtain
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V1+v(r) < ef:;Ro( (1 + / Qo(s ’0 ds) . (17.16)

By (17.12), we have

i _ 2
W(t) < [ef"’ Fols)ds (1 + / Qo(S) e_j;o Ro(z)d: ds):| (17.17)

By (17.9), from (17.17), we get u(t) < {/k(r)

eff; Ro(s)ds N fRU

1+ ft Qo(s ds) , Implying that (17.2) is true for ¢ € [;.

m

Next, we consider ¢ € I, = [t;, ;). Using the hypotheses on f;, g; and o, from
(17.10), we have

a(t)
W) <142 / ML (1, 5)WH(s) + Naga (1,5)W(s)]ds

a(to)
+2 / [Mafs (1, )W3(s) + Naga (1, s)W (s)]ds

o(r)
Wm  —
B, ,,,,1 +2 / [M\fi (1, )W2(s) + Nygi (1, ) W(s)]ds

a(ty)

t

+ 2/[M2)~‘2(t, S)W(s) + Naga(t, s)W(s)]ds

a(t)
<142 / [Mify (11, )W3(s) + Nigi (11, s)W(s)]ds

a(to)

n

+2/[M2f2(1175)w%(5) + Naga(t1,s)W(s)]ds

o(t)
-|-2 / [M\f (2, s)W(s) + Nigi (¢, s)W(s)]ds
a(n)

Wm tl —

+
ﬂl k_ tl
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t

+ 2/[M2f2(t, SYW(s) + Naga(t, ) W(s)]ds

n

n 2
< [ef:(l)Ro(s)ds (1 + / QO(S)effoRo(r)drds)]

+ il ,ORO(Y s 1+/QO RU r)dr
k(1)

ofr)
+2 / [lel (, s)W%(s) + Ny g1 (2, s)W(s)]ds
a(t)

+ 2/[M2fg(t, S)W2(s) + Naga(t, s) W (s)]ds. (17.18).

1

Denote z(¢) by

o(t)
z(t) =2 / [MLfl(t,s)W%(s)+N1g1(t,s)W(s)]ds
a(tr)

t
+ 2/[M2]~”2(t, SYW3(s) + Naga (1, s)W(s)]ds. (17.19).
a1
From (17.7) and (17.19), (17.18) can be written as

W(t)<ci+z(1), W< \/er +2(0).
Differentiating z(z), we get

2(1) = 20/ (1) [MAfi (1, (0)) W2 ((1) + Niga (1, (1) W (1)}

2[Mofs(t,0)W2(t) + Naga(t, 1) W(1)]

+2

K
—~

~
=

[Ml i (t,5) WE + Nidgu (1, s)W(s)] ds

o(f

12 / [Mzafz(;, 5) WH Noduga(t, s)W(s)] ds
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(1)
< 2\/er T2 | M fi (1, ()l (6) + Ma fa (1, 1) + / Mi3,fi (1,5)
a(tr)

+/Mz@tJ7z(t,S) +2(cr + 2(0) [INiga (1, (1))l () + Naga (1, 1)

t
/ NO.g1(t,s ds—l—/Ng@,gg t,s)ds| . (17.20)

x(t1)
By the definition of R;(r) (17.3) and Q;(¢) (17.4), from (17.20), we obtain

1) <201 (t)\/c1 +z2(t) + 2R (1) (c1 + z(1)).

Slmllar the proof of procedure f€ [to,1;), we can deduce that

2
u(t) < /&0 [ef h’“@‘”(clJr Jtois)e ] '?lR'(f)‘“ds)]“, for all 1€ f,n), it
implies that (17.2) is true for 1 € [f,1,).
In a similar way, for rel;=][f,t), we can deduce that
2
u(t) < /&0 [ef HRi(5)d (c,+ Jtos)e ] ‘?,-Rf“)dfds)]’", for all £ € [f;,#;4). This
completes the proof.

Remark 1 (1) When m =2, §; = 0, Theorem 2.1 reduces to Theorem 2.1 of Li
et al. [4].

(2) When k(1) =c,m=1,M; =M, =N; =0, N, =1,g(t,5) = v(s), Theo-
rem 2.1 reduces to Theorem 1 of Samoilenko and Perestyuk [5].

17.2.2 B. Conclusion 2

Theorem 2 Let us suppose that a nonnegative piecewise Continuous function u(t)
at t>1t>0, with the first kind of discontinuity at the points

t (to <t <tp...lim¢ = oo) , which satisfies the integral inequality for discon-

tinuous function |
a(r)
I/tm(t) < k(t) + m . / [lel ([, s)un(s) +N1gl(t, S)M”(S)W(M(S))}ds
a(t)
+mn_1n [MZfZ(t7S)Mn+N2g2(t,S)un( ds+2ﬁu

totit

(17.21)
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where f[;>0,m>n>0M;>0,N;>0,i =1,2 are given constants , k : R, —
(0,00) is a continuous and nondecreasing function f;, g; € C(Ri,RQ, are
nonincreasing on t,0,f(t,s),0,8:(t,s) € C(R2,R,),i=1,2,a € C'(R%,R,) isa
nondecreasing function with a(t) <t, a(t;) = t,-,tlirg o(t) = oo, function w(s)
satisfies the following class ¢ () w is nondecreasing ; (2) w:
Ry — Ry,w(0) =0; 3) w(aff) <w(a)w(p). Then Yt >ty the function u(t) will
satisfy the estimation
(1) t
u(t) < k() o7 | ;| e + / M,fi(t,s)ds + / Mof (1, s)ds
a(ty t
o(t) t
+ / N1g1 (2, s)w( k(s))ds—i— /Nzgz(t, s)w('” k(s))ds

o(t;) t;

(17.22)
Forallt €[t tiv),i=0,1,2..., where
tods
D;(t) = / ——— lim ®;(¢) = 0i =0, 1,2... (2.23)
ti W(sm) 1—00

e A9 Bl
IS =ty 200 = ey

A _ gl(tvs) 5 (I ) gz(l‘,S)

2i(t,s) T ety Y T ()

e =1,
a(t;) a(t;)
e = (1 + ﬁl) \/ k([) (I)F_II Q| e + / M]j‘l(l‘7 S)dS + / ngl (l’,S)W( \ k(S))dS‘

o(ti-1) a(ti—1)

m
n

+ / szz(t,s)ds> + / Nzgz(t,s)w(c/k(s))ds” = 0,1,2...

17.2.3 C. Conclusion 3

In this section, we will show that our results are useful in proving the boundedness
of solutions of impulsive differential system. We consider an impulsive system as
follows:
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det(t) = F(t,x(1), x(a(1)) 1 # 1;
Aty = 1) (17.24)
x(tg) = xo

where x € R, F € C(R*™' R¥), k is a given natural number, I;(x) € C(R¥,R),
o€ Cl(Rk, Rk) is a nondecreasing function with a(f) <t, t>1>0, a(t;) =1
i<t Vi=1,2,...,lim;_ t; = co. Let us assume that F, I; satisfy the following
conditions:

(@) |[E ()l <AOIXO" + L@ ()" + g1 (D))" w([[x(@)]])
+ 2Ol w((x(()]]),
) L@ < p;llx| where ;>0 are constants, i=1,2....,

fi,/2,81,8 € CRL,Ry), we C(R4,R;) is a nondecreasing function with
w(t) > 0 for ¢t > 0.

m
)

Corollary 1 Under assumptions of the conditions (a) and (b), all solutions x(t)
of the system (17.24) have the estimation

m-—n ¢ o(t) 3 0671 s
m—n ti a(t)w ) prme
+— (/tl_ 81<S)ds+/1<ti> OC,(Wl(s))d) } (17.25)

forall t€[fitiy),i=0,1,2..., where ®;(t),i=0,1,2,..., are defined by

x(1)

R

(2.23), N
4 (1)) 1
) m—n f(a'(s))
¢j = (1+ ;)4 Oy [P | ¢ T /f' (s)ds + / st
i1 o(tj-1)
5 a(t)) 1 =
m—n g2 (s)) i [
d 82\ V)4 =1,2...,1
+ p” /gl(s) s + / o (o1 (s)) y ! 7 :

o a(tj-1)
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Chapter 18

Oscillatory and Asymptotic Behavior

of a Second Order Nonlinear Differential
Equation with Perturbation

Li Gao, Quanxin Zhang and Xia Song

Abstract In this paper, a class of second-order nonlinear differential equation
with perturbation is studied. By using the generalized Riccati transformation, the
integral averaging technique and the method of classification, new oscillatory
criteria and asymptotic behavior are obtained for all solutions of the equations,
which generalize and improve some known results.

Keywords Oscillatory criterion - Asymptotic behavior - Differential equation
with perturbation

18.1 Introduction

As is well known, the comparison and separation theory of zeros distribution for
second order homogeneous linear differential equations established by Sturm lay a
foundation of oscillation theory for differential equations. During one and a half
century, oscillation theory of differential equations has developed quickly and
played an important role in qualitative theory of differential equations and theory
of boundary value problem. The study of oscillation theory plays an important role
in physical sciences and technology; for example, the oscillation of building and
machine, electromagnetic vibration in radio technology and optical science, self-
excited vibration in control system, sound vibration, beam vibration in synchrotron
accelerator, the vibration sparked for burning rocket engine, the complicated
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oscillation in chemical reaction, etc. All the different phenomena can be unified
into oscillation theory through an oscillation equation. There are many books on
oscillation theory, we choose to refer to [1, 2]. Firstly, we give the oscillatory
definition of a solution of a differential equation.

Definition 1 x(¢) is a solution of a differential equation, if x(¢) is not the even-
tually zero solution, and existing a sequence { f;} , lim# = oo, such that
11— 00

x(t;) = 0. Such a solution is said to be oscillatory and otherwise it is said to be
nonoscitlatory. A nonoscillatory solution x(7) is called weakly oscillatory if x'(z)
changes sign for arbitrary large ¢. See [1, 3].

Definition 2 An equation is called oscillatory if all its solutions are oscillatory.

The oscillatory and asymptotic behavior of second-order nonlinear differential
equations have been widely applied in research of a lossless high-speed computer
network and physical sciences. In this paper, we study the oscillatory and
asymptotic behavior of solutions for a class of second-order nonlinear differential
equation with perturbation

(@O (x(0)x' (1)) + Q(t,x(1)) = P(t,x(), X (1)), = % (18.1)

where we let

(A1) a: [tp,+o0) — R, R = (-00,+00) is positive continuously differentiable
function;

(A2) Y : R — R is continuously differentiable function and () > 0 for u # 0;

(A3) Q: [t,+00) X R — R is continuous, and there exists a continuous function
q(t) and continuously differentiable function f(x), where g : [ty, +00)x
R—-R,f:R—=R,uf(u) >0, f:— R, and f'(u) > ;0 for u # 0, such that
%%C) > q(t)for x # 0;

(A4) P € ([ty, +00) x R? — R), and there exists p(t) € ([ty, +00) — R)which is

P(t,x(1), ¥(1)) <p(t)for x # 0.

continuous, such that

f(x)
It is easy to see that (18.1) can be transformed into
(@Y (x(0)X (1)) + p(0)x' (1) + q(1)f (x(1)) = 0, (E1)

where Q(t,x(t))

ZQ()f( (1)), R, x(1), (1)) = —p(1)x' (1)
In (E1), if a(f) =

1,y (u) = 1, then (E1) can be transformed to

X' () + p(0)x (1) + q()f (x(1)) = 0. (E2)
In (E1), if p(z) = 0, then (E1) is transformed to
(a(P(x(0)x' (1)) + q(0)f (x(1)) = 0. (E3)

In (E2), if p(r) =0, f(x) = x, then (E2) becomes
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x"(t) + q(t)x(r) = 0. (E4)

Equation (E4) has many oscillatory criteria. One of the most well-known cri-
teria is Wintner’s oscillatory criterion [4]. It states that the linear equation(E4) is

oscillatory if
1 t N
lim —/ / q(1)dxds = 0.
t—oo f 0 Jto

In 1992, Cecchi and Marini [3] extended and improved this criterion to (E3). In
2000, Rogovchenko [5] and in 2008, Ohriska [6], the oscillation result for (E3)
with delay variable had been discussed. In 2008, Cakmak [7] discussed the
oscillatory criterion of (E2) with damping, which extended and improved the
Wintner’s result. Among the other papers in the study of (E1), we refer to [8—11].
In 2010, Zhang and Wang [12] discussed the oscillatory behavior of (18.1) under
some conditions by using the generalized Riccati transformation, the integral
averaging technique and the method of classification. This article is the continu-
ation of [12], we continue to discuss the oscillatory and asymptotic behavior of
(18.1) by using the generalized Riccati transformation, the integral averaging
technique and the method of classification. We established two oscillatory and
three asymptotic behavior criteria which develop and generalize the known results.

With respect to their asymptotic behavior, all solutions of (18.1) can be divided
into the following four classes:

ST = {x = x(¢) solution of (18.1): there exists #, > 17, such that x(#)x'(t) >0 for
1>1};

S~ = {x = x(¢)solution of (18.1): there exists 7, >fosuch that x(7)x'(¢) <Ofor
t>1};

§9 = {x = x(t)solution of (18.1): there exists t,,t, — +oo,such that x(z,) = 0};
SWO = {x = x(t)solution of (18.1):x(¢) # Ofor sufficiently large rand for all t, > to
there exist #,, >;ty,1,, > tysuch that x'(¢,,)x'(2,,) <;O0.

With very simple arguments we can prove that ST, S~, S, S0 are mutually
disjoint. By the above definitions, it turns out that solutions in the class St are
either eventually positive nondecreasing or negative nonincreasing, solutions in
the class S~ are either eventually positive decreasing or negative increasing,
solutions in the class SC are oscillatory, and finally, solutions in the class SWO are
weakly oscillatory.

18.2 Oscillatory Behavior

Lemma I () If
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rlifrn sup/ [q(s) — p(s)]ds = +o0, (18.2)
then ST=J for (18.1);
A

t

lim [q(s) — p(s)]ds = 400, (18.3)

t—+00 I

then SWYO= for (18.1).

Proof (I) Suppose that (18.1) has a solution x(¢) € S*. There is no loss of gen-
erality in assuming that there exists #; > fy such that x(z) > ;0, x'(¢) >0 for all
t > t;.The proof is similar such that x(z) <0, x'(¢) <0 for all 7> r,. Consider the

function W(z) = %W, t>1.
Based on (18.1), we have
oy Ox(D) PO @) ()
W (1) = 700) T a0 (O (x(0))f ( (t))fz(x(t))
/ x2(1)

IN

—q(1) +p(1) = () (x(1))f (x(1))

< —q(1) +p(),

fAx())

and consequently, for all 1> 1,

a(t)lf‘gg;;x (1) Sa(n);{gg:;;x (n)_/t l4(s) — p(s)]ds. (184)
From (18.2), we obtain tEEI inf%%x’(’): oo, which contradicts the

assumption x(¢) > 0, x’(¢) > 0 for all large ¢.

(IT) Suppose that (18.1) has a solution x(¢) € S"°. There is no loss of generality
in assuming that there exists #; > # such that x(¢) > 0 for all 7> #;. The proof is
similar such that x(r)<0 for all r>#. Since for all #,>1# there exist
ty > tyyty, > 1, such that x'(z,,)x'(f,,) <0. Proceeding as in the proof of (I), we
obtain (18.4). From (18.3), we obtain x'(z) <0 for all large 7, which gives a con-
tradiction since x'(#,, )x'(,,) <0. The proof is complete.

Remark 1 If R(t,x(2),x'(¢)) = 0, O(t,x(t)) = q(2)f (x(¢)) is satisfied, from Lemma
1(II), we can obtain Theorem 2(a) in [3].

Remark 2 Obviously, if assumption (18.3) and (18.2) are satisfied, then we can
S+

obtain _ gwo_ &
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Lemma 2 If % is strongly sublinear, i.e., the function %:‘)) is locally integrable

on (0,¢) and (—¢,0) for some ¢ > 0, that is

“Y(u) O (u) B
/0 f(u)du< + o0, _Sf(u)du > — 00, (18.3)
and if
lim sup /T [ﬁ /T "1g(2) — p(2)]deds = oo, (18.6)

for all T > ty, then S™=0 for (18.1).

Proof Suppose that (18.1) has a solution x(¢) € S~. There is no loss of generality
in assuming that there exists #; >t such that x(¢) > 0, x'(¢) <O for all # >#,.The
proof is similar such that x(¢) <0, x'(¢) > 0 for all > #;. From (18.4) we obtain

a(t)y(x(1))x' (1) '
T fx(0) = _[l [q(s) — p(s)|ds,t > 11,

i.e.,

PR L
S a0 - sz

Thus, we have

/nt%ds< N /tlt%s)/tls [q(t) — p(t)]dtds

ie.,

/x():tl)?((:))duz /ﬁta—ls)/lls [g(t) — p(1)]dds,

which, because of (18.6), implies
x(11)
lim sup/ lp(u)du =+ 00.
i=too " Ly f(u)
This contradicts condition (18.5). The proof is complete.

Theorem 1 If assumptions (18.3), (18.5) and (18.6) are satisfied, then (18.1) is
oscillatory.

Proof From the proof of Lemma 1 and Lemma 2 it follows that S*= S"9= ¢ for
(18.1). Thus, for every solution x(¢)of (18.1), we have x(z) € S9, i.e., (18.1) is
oscillatory.
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Theorem 2 Let condition (18.3) hold and if

t
1
lim ——ds = 400 (18.7)
f—+00 I a(s)
is satisfied, then (18.1) is oscillatory.

Proof From Lemma 1 it follows that St= S¥°= (¥ for (18.1). Then in order to
complete the proof, it suffices to show that S~= ¢ for (18.1). Let x(¢) be a solution
of class S~of (18.1). There is no loss of generality in assuming that there exists
t1 > 1y such that x(r) > 0, x'(r) <0 for all 7>17,. It follows from (18.3) that there
exists f, > t; such that

/ " la(s) — pls)lds = 0, / a() — p(s)]ds 20,12 1

Integrating (18.1) from #, to ¢, we have

a(t)y (x(1))x' (1)

t

— a(t) W (x(12))¥ (12) + / P(s, x(s), ¥ (s))ds - / (s, x(s))ds

5]
t

< altap(x(02))2 (1) + / PO (s - [ glslfes))as

5]

=a(t)y(x(r2))¥ (12) /[p £ (x(s))ds

< a(t2)y(x(12))¥ (12) = k(k <0)
Consequently, for all ¢ > #,, we have

x(1) 1

o l,b(u)duﬁk/l2 mds,

which, because of (18.7) and k <0, implies
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x(12)
lim,_ | o Y(u)du = 400,

x(1)

and so a contradiction since lim x(f) exists and finite and s is continuous. The

t——+00

proof is complete.

Remark 3 If R(t,x(t),x'(¢)) = 0, Q(t,x(r)) = q(¢)f (x(¢)) is satisfied, from Theo-
rem 2, we can obtain the first result of Theorem 3 in [3].

18.3 Asymptotic Behavior

Theorem 3 If assumption (18.3) is satisfied, then all nonoscillatory solutions of
(18.1) can be divided into the following two classes:

Ac:x(t) > C#0,t — 400, Ag:x(t) —0, t— +oo.

Proof Let x(t) be a nonoscillatory solution of (18.1). Then x(¢) ¢ SY, from
Lemma 1 it follows that S* = S"? = ¢f for (18.1). Thus, we have x(r) € S~.

If x(z) is eventually positive, then there exists #; > fy such that x(r) > 0,x'(r) <0

for all +>1#. Since x'(¢) <0 for all >, we obtain x(¢) is decreasing and has

lower bounded, so liin x(t) exists and tligfn x(t) = C >0, where C is a constant.
—+00 — 100

If x(¢) is eventually negative, then x'(¢) > 0 for # > #;. So x(¢) is increasing and

has upper bounded, then liin x(r) exists and li1+n x(t) = C<0, where C is a
1——+00 1——+00

constant.
From the above, every nonoscillatory solution of (18.1) should belong to the
class of either A¢ or Ag. The proof is complete.

Theorem 4 If condition (18.3) holds, and (18.1) has a nonoscillatory solution x(t)
in the class Ac (i.e., zliﬂ] x(t) = C #0), then

/T Ooa(ls)/: [¢(t) — p(7)]dtds < + o0, (18.8)

for sufficiently large T > t.

Proof Let x(t) be a nonoscillatory solution of type Ac of (18.1). Without loss of
generality, we assume that C > 0, hence, x(¢) is eventually positive. As in the
proof of Theorem 3, then there exists T > #, such that x(¢) > 0,x'(t) <0 for all
t>T. As in the proof of Lemma 1, we obtain (18.4), i.e.,
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for sufficiently large T > ty, where M = W Hence

W (x(2))x'(2) L[
BEOR < _M/T [q(s) — p(s)]ds.

Integrating the above inequality from 7T to ¢, then

/<r()) ? ((:))du = /Ttis) /T S [q(t) — p(t)]dzds.

Letting t — +o00. Then

[ W [ Lt s

Noting that x(T) > C > O,flp((:)) > 0, we have

+OCL s o (Oduds X(T)lﬁ(u) . N
/T a(s)/T [9(7) = p(7)]deds < L e <t

then (18.8) holds. The proof is similar for C <0. The proof is complete.

Theorem 5 If conditions (18.3) and (18.5) hold, and if (18.1) has a nonoscillatory
solution x(t) in the class Ay (i.e. tliin x(t) = 0), then (18.8) holds for sufficiently

large T > 1.

Proof Let x(t) be a nonoscillatory solution of type Ay of (18.1). Without loss of
generality, we may assume that x(¢) is eventually positive. As in the proof of
Theorem 4, we have

[ [ [t~ s

Letting ¢t — +oo0,from x(¢#) — 0,x(T) > 0 and condition (5). Then
+00 1 Ky x(T)
/ —/ [q(t) — p(7)]dtds < lp(u)du <+ 0.
roa(s)Jr 0 (u)

Thus (18.8) holds. Forx(#)is eventually negative, the proof is similar. The proof
is complete.

Remark 4 From the above three theorems (Theorem3-5), we obtain Theorem 1 in
this paper.
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18.4 Example

Example Consider the equation

1 sy /lxg U g — _
(Zt% (1) (t)) +t% (t)+4(1+,), O @) =0(z > ;0), (18.9)

Sl—

where a(t) = %t’%, Y(u) =us, ) =175 p() =0, f(u) = us. Tt is easy to
prove that (18.9) satisfies all conditions of Theorem 1, so we can prove that (18.9)
is oscillatory.
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Chapter 19
A Expanded Binary Tree Method
of Automatic River Coding and Algorithm

Ji-qiu Deng, Huang-ling Gu and Xiao-qing Luo

Abstract As the tree morphological characteristics of river-net, binary tree code
cannot reflect the tributary and main bifurcation of river, the binary tree coding
method is expanded, which some problem of the tributary and main bifurcation of
river and the topological structure is solved and the usability of river coding is also
improved, by discussing the key technology and coding method of the reaches and
nodes between the reaches and establishing the topological structure of river.
Generating geometric network with the network model of ArcGIS Geodatabase,
the expanded river coding method is applied to Xiangjiang River basin, and the
platform of rivers visualization and automation coding has been realized by using
ArcGIS Engine and C#, so that the pollution sources tracking has a hydrological
data foundation.

Keywords River - Binary tree coding - Topological structure « ArcGIS Engine

19.1 Introduction

River is a complex network, according with the component of network rules. It has
important significance to automatically river coding by setting up river network in
accordance with the network rules, which is also the river management in actual
work needs. River coding is an important foundation work in hydrology
management information construction, which is the basic premise of hydrological
management information. So far mainly rivers coding method has two kinds,
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which one is generated simulated river network by digital elevation model data,
then completed rivers coding through the generated network, such as the Yu and
Chen Hunhe River coding of Liaohe River basin [1], and the Ren and Liu irri-
gation river coding of Huaihe River basin [2]. But because the accuracy of digital
elevation model data is not high and the generation algorithm of simulated river
has defects, it makes many difficulties of the preparation and application of river
coding. The other kind of river coding method is to generate binary tree structure
of river, establish tree hierarchies’ relationship of river, and then encode by tra-
versing binary tree in-depth, such as the Li et al. coding of Lhasa River Basin [3].
But this coding method need divide the basin above all, and the river coding could
not differentiate the tributary from mainstream and the integrity, besides, the
application process cannot locate the position of river by river coding all alone for
the whole basin.

Currently, the heavy metal pollution of Xiangjiang River basin is very serious.
In order to analyses, evaluate and forecast the heavy metal pollution effectively,
the rivers hydrological features data is indispensable to track pollution. Only with
the hydrological data support, it can quickly judge the pollution location, so, firstly
it needs to resolve the complex topology relationships between nasty and branch,
and therefore the river coding is the basic of pollution analysis critical. According
to the hydrological characteristics of Xiangjiang River basin, a expanded binary
tree coding method of river network is put forward, and a set of automatic coding
system has been developed based on the coding method, which is applied to
Xiangjiang River successfully and laid a foundation of tracking model of the basin
pollution.

19.2 The Analysis of River Coding Method

Currently river coding method basically has two kinds. The first kind is identifying
the river features, for example the river flow, valley area, important degree, etc.,
and it is mainly used in river conservancy, river management; the second kind is
used in basin conservancy environmental protection and focused on stream
topologies, which is used to distinguish the upstream and downstream relationship
as to judge the influence range of river pollution quickly. The binary tree method
of river coding is a new approach of river coding. It puts the binary tree structure
in the area of computer data structure into the river coding, Compared with other
river coding method, binary tree coding can realize efficient topological operation,
and can be expanded to make binary tree structure by increasing the nodes for
irregular binary tree river. To the river in Fig. 19.1 of left side, the binary tree
coding can be gotten by established the binary tree structure of river, as shown in
Fig. 19.1 of right side, and the root node’s value is one, which the coding rules
fulfill the formula that is Left = 2*Parent, Right = 2*Parent + 1, so the results
in Fig. 19.1 can be available. In other words, starting from any node, the
upstream node can be queried according to the formula Left = 2*Parent,
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Fig. 19.1 The binary tree of river network

Right = 2*Parent + 1, similarly, starting from any node, the downstream node
can be queried according to the formula Parent = [(Left or Right)/2]. This binary
tree structure has simple, clear and efficient mathematical relation, so as to
increase the efficiency of the river coding and traversing.

The length of Xiangjiang River basin is 856 km, and the drainage area is
94,600 km?, and there are 1,300 tributaries along Xiangjiang River, whose main
tributaries are Xiao River, Chunling River, Lei River, Mi River, Zhen River and
Lian River etc. Above Yongzhou of Xiangjiang River is upstream and below
Hengshan Mountain is downstream, and the flow is from down to up on the map,
finally into the Dongting Lake, so the traversing of Xiangjiang River is from
downstream to upstream through the Dongting Lake as a start point. For the
characteristics of long mainstream and multi-branch, and expressing the river
better, the six-place coding method is applied in level one of river. Due to multi-
reach of Xiangjiang River, as shown in Fig. 19.2, hence only adopting binary tree
structure coding could not accurate, a expanded binary tree coding method is put
forward, namely, branching stream is embodied in the binary tree of river, and then
the node of binary tree is expanded to keep the overall structure and the river’s
levels, coded with the upstream directly, meanwhile, in order to identify the
relationship between the upstream and downstream of bifurcation, a expanded
code is added in the coding process to reflect the bifurcate situation, that is
importing “A and B”, then reaching its downstream coding in front of the
expanded code.

The expanded binary tree coding method chooses binary tree code for the basic
coding method, with the coding units of reach, and combining the numbers with
letters. According to the generated river network to filter coding, identifying the
mainstream and tributaries, then the mainstream and tributaries adopted hierar-
chical mode is coded by certain coding rules. Starting form the Dongting Lake,
along the main river from downstream to upstream, each level of river uses six-
place coding, which the top four is to differentiate river and the hind two as the
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Fig. 19.2 The bifurcation conditions of Xiangjiang River basin

expanded code is to reflect the bifurcation situation, such as “A and B”, then the
secondary and level three rivers adopt various river coding stack. With this
method, the upstream and downstream can be analyzed by river code data, also,
the mainstream and tributaries can be distinguished.

19.3 The Design and Implementation of River
Coding Algorithm

19.3.1 The Process of River Coding

The river network data of the Xiangjiang River basin is adopted, whose original
data is polygon data, and the main river which describes the whole river network
of Xiangjiang River is extracted through the centre line of the polygon data. The
river-net structure uses the network model of ArcGIS Geodatabase, generating
geometric network from extracting linear elements. Before the river coding, it
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Fig. 19.3 River coding flow chart

needs to judge the flow, then identify the river-net topology and establish complete
the data structure of river-net topology. Finally, the coding rules are in accordance
with the recursive coding, as the coding process is shown in Fig. 19.3.

19.3.2 The Judgment of Upstream and Downstream

The angle between the mainstream and tributaries can reflect the rivers’ connec-
tion relationship in “quantity”. In the tree river system, mainstream and tributaries
are almost intersected into less than 90°, but in the particular geological condi-
tions, it also can appear individual angle equal or more than 90°. According to the
angle between the mainstream and tributaries can judge the flow [4].

The flow can be confirmed by calculating the angle between each reach at the
same node, thus, the mainstream can be gotten through certain flow, and the main
tributary flowed to the mainstream can be determined accordingly.

19.3.3 The Steps of River Coding

The river coding should establish the tree hierarchies relations, which needs
extract the mainstream and tributaries. The mainstream can be identified according
the principle of length priority and 180° approximation [4]. The specific river
coding method is searching from downstream to upstream beginning from the
Dongting Lake, if encountering the bifurcate, then comparing the length and the
angle between the river, so the mainstream can be determined by the river of
the longer length and more close to 180°, according to the method to trace the
source of the mainstream along the upstream, so the whole mainstream can be
determined finally. Then the tributary rivers in different levels can be gained
through traversing each branch node in mainstream according with the 180° in
principle. With the method above can build the whole basin tree hierarchies
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Fig. 19.4 “H”-form river

coding method 0030A0 30A00030B1 0030B0

0030A1 0030B1

relations. The river can be coded based on the tree hierarchies relations, and the
specific coding rule is shown as follows:

(1) Starting from the Dongting Lake, searching from downstream to upstream, the
code have six-place, which the first four is to differentiate the reach and the
first five used to appear the bifurcate situation extended.

(2) If the level one of river that has been coded already has lower river, then the
level two of river uses twelve-place code from downstream to upstream, which
the former six places stands for the first-degree code and the posterior six
places is for the corresponding level code.

(3) The tributary rivers are coded according the river into the mainstream, namely,
after the code of mainstream adds a “1”, then the corresponding coding adopts
the step (2) above.

(4) If the rivers are “H” shape river, as the Fig. 19.4 shows, the left and right side
of rivers are coded considering not the “connected” river, then the “con-
nected” river can be included into the edge river of “import” (the left “edge
river” of Fig. 19.4), coding the “connected” river which the first assignment is
“Z” and the code of the upstream close to another “edge river” (the right
“edge river” of Fig. 19.4) which remitting the “connected” river is after the
first assignment. As shown in Fig. 19.4, the rivers at right side code are
0030B0, 0030B1; the rivers at left side are 0030A0, 0030A1; the “connected”
river code is Z030A00030BO.

(5) With the same coding rule, the river can be filtered coding until that the entire
rivers have code.

19.3.4 The Data Structure of River Network Topology

The river coding is based on the topology relation, but the actual river-net topology
structure is very complex, which a river has several reaches and each node has
several reaches. The river funneling point node and the river reach edge can
describe the topology structure of river network. The structure can be organized
the nodes and edges, so that each node knows its connected edge and each edge
knows its specific information of start and end nodes. The definition of the
structure of node and edge are shown in Tables 19.1 and 19.2.
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Table 19.1 Edge data structure

Property Describle

EdgelD The ID of Edge

StartNode The start point of Edge

EndNode The end point of Edge

Direction The sign of positive direction searched
ReverseDirection The sign of reverse direction searched
EdgeCode The code of edge

Length The length of edge

19.3.5 Recursive Code

The binary tree river coding is a recursive process, which the upstream reach
should be found by the node of downstream every time and then the mainstream
and branch should be divided and coded until that all the rivers are traversed. The
recursive function is shown as follows:

private string RiverCoding(pNode startNode, string preCode)
{
foreach(startNode in _nodes)//Traversing the nodes
{
if(startNode.EdgeCol.Count == 1) startNode. _EdgeCol[0]. _EdgeCode =
“0010007;//If the current node has only one edge, the edge can be coded directly
foreach(pEdge edge in startNode.EdgeCol)//Choose any one of the interlinked
edges with the node to search
{
ArrayList tempNodeCollection = new ArrayList();//store the node
ArrayList tempEdgeCollection = new ArrayList();//store the edge
tempNodeCollection.Add(startNode.NodelID);//Record the ID of node as
the starting point
pEdge tempEdge = edge;//Current searched edge as the current edge
tempEdgeCollection. Add(tempEdge.EdgelD);//Record the ID of current
edge
/Judge whether the current edge tempEdge has already been searched at
positive and reverse direction, if it has been traversed, then the search can be given
up
if(this.CompareCurEdgeInEdges(tempEdge))
{
tempNodeCollection = null;
tempEdgeCollection = null;
continue;
}
pNode SNode = _nodes[edge.EndPoint];//The end of the current
edge as the current point
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Table 19.2 Node data structure

Property Describle

NodelD The ID of node

HasProcess The searched sign

PreNodeID The precursor node

EdgeCollection Connected sideline
EdgeNodeAngleCollection The angle of node and connected edge
NodeCode The code of node

tempNodeCollection.Add(edge.EndPoint);
SNode.Code = tempEdge. _EdgeCode + “1000”;
RiverCoding(SNode);

}

}

return;

}

19.3.6 Algorithm

For the expanded binary tree coding method above, an automatic coding system
has been developed by using C# language with the basic of ArcGIS Engine and the
platform of Microsoft.NET, and the river code is realized automatically, and the
code of Xiangjiang River basin has been achieved through the system, so it is
verified the effectiveness of this river coding method. The coding result of
Xiangjiang River basin is shown in Fig. 19.5.

From Fig. 19.5, the expanded binary tree code desirable the internal structure of
river characteristic, in the coding method, the river network well reflect the partial
and whole relationships between the mainstream and tributary.

19.4 Conclusion

As the foundation of binary tree coding system and the complex characters of
bifurcation rivers, it puts forward a feasible expanded binary tree coding method,
establishing the river topology structure using the geometric network model of
ArcGIS Geodatabase, with the length priority and 180° approximation principle to
identify the mainstream and tributaries, and distinguish the mainstream from the
code, so the bifurcation and special river can be solved better by obtaining the
definition coding rule and the whole river coding properly shows the river valley
features well. Finally developing automatic coding system, the code of Xiangjiang
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Fig. 19.5 The coding result of reach coding system

River has been realized through the system; meanwhile, it certifies the effective-
ness of the coding method. But because the flow is determined by the length
priority and 180° approximation principle, it is not necessarily corrected in
practice, so this coding method can only roughly description of river structure.
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Chapter 20
Domain-Specific Ontology Mapping Based
on Common Property Collection

Bo Jiang, Yunzhao Cheng and Jiale Wang

Abstract In order to improve the quality of ontology mapping, it’s critical for
researchers to take important information of ontology into account. In this paper,
we propose a novel approach for ontology mapping by comparing the common
properties of concepts in different ontologies. Our approach is to find the corre-
sponding concepts based on the statistical information of the common properties.
The property collections of concepts are obtained by defining a domain-specific
property corpus, which contains all the properties most widely accepted. This
enables us easily to detect common information for mapping. The experiment
shows the efficiency and effectiveness of the proposed approach is satisfactory.

Keywords Ontology mapping - Property collection - Property corpus

20.1 Introduction

Ontologies serve as a mean for information sharing and capture the semantics of a
domain of interest. However, building a single, unifying model of concepts and
definitions is neither efficient nor practical. A more practical assumption to reach the
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purpose of interoperation between multiple, heterogeneous of ontologies is based on
the communication between ontologies through ontology mapping approaches.

Ontology mapping is the process of linking corresponding terms from different
ontologies. The most common request is to find the concepts similar to each other.

The tasks of ontology mapping are commonly performed manually by domain
experts. The manual task could be time-consuming and inefficient. In order to
make computer programs could solve the mapping works automatically, different
kinds of matching approaches have been proposed [1] Property is one of the most
important kinds of information for a concept. In this paper, the properties are taken
as the basic proofs for ontology mapping.

In this paper, we propose a new approach to solve the mapping problem
between two ontologies with less calculation and higher accuracy by comparing
the properties of concepts.

20.2 Related Work

The existing ontology mapping approaches can be classified according to different
semantic levels.

Literal level: The most commonly used method here is edit distance calculation [4].
It compares the outlooks of the words but pays little attention to the semantic meanings.

Semantic level: The methods in this level mainly focus on the calculation of the
semantic similarity. WordNet is widely used as a common document to find the
synonyms. Cosine Similarity Measure, another widely used non-Euclidean distance
measure of similarity between two vectors by finding the angle between them. It’s a
very good idea to use this approach combined with common ontologies or a corpus in
this domain. In [5] they take the corpus as a bridge for ontology mapping.

Structure level: In this level the hierarchies of the ontologies are considered.
With the consideration of the hierarchy, the relatedness among concepts could be
taken into account.

Some other kinds of solutions, models and frameworks are proposed in [7].

In [11], the author listed 17 rules for ontology mapping, and the rules have been
widely adopted in applications. Different approaches may take several of them as
their comparing mechanism.

A similar idea is also appeared in [S] by Chin pang Cheng. In that paper, they
took industry documentation as a bridge for ontology mapping, and many existing
methods were adopted.

20.3 Overview of Mapping Approach

The mapping approach presented in this paper is based on one of the 17 rules [11]:
if two concepts with same properties then they are similar. We use the reference
engine as our basic tool.



20 Domain-Specific Ontology Mapping 183

First step: Building the property corpus before mapping work. To compare two
concepts from different ontologies, we select the most common properties of them
which could perfectly specify the two concepts. Some principles are adopted to
build the property corpus. First, the properties must be widely accepted, like
birthday, ID number etc. Second, in order to specify one concept, the property
must be very professional in those special fields. Taking teacher for example, the
teacher number should be the best choice. With the concerns of different property
names may present the same thing due to different zones of contexts. The property
corpus should be well organized. The synonyms of the properties should be
considered and be listed in the corpus.

Second step: Making mapping rules. This step determines how to find two
similar concepts based on the property corpus. The property collection only
contains the properties included in the property corpus.

20.4 The Implementation of Ontology Mapping

Here are several steps to implement the mapping approach. First we give the
definitions of the terms which will be used. Second, the mapping rules will be
made. Finally, a mapping demonstration will be performed step by step.

20.4.1 Definitions

Table 20.1

Table 20.1 Term definitions

Symbol Definition
Oi Ontology i
Ci,j The concept node j of ontology Oi

Collection(Ci,j) The property collection of Ci,j, all the properties should from property corpus.
Range(Ci,j) According to the Collection(Ci,j) we could determine Range(Ci.,j)
IEi Inference engine i

20.4.2 Mapping Rules

Rulel: if Collection (C1) = Collection (C2) — Range (C1) = Range (C2)
Rule2: if Collection (C1)<=Collection (C2) — Range (C1) > Range (C2) then
visit C1’s children get the collection of them and compare the their ranges with
Range (C2)
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Fig. 20.1 Two ontologies for demonstration

Rule3: if Collection (C1) =Collection (C2) — Range (C1) < Range (C2)
Rule4: if Range (C1) = Range (C2) — C1 is similar to C2

Rule5: if Range (C1) > Range (C2) — C2 is the child of C1. If C2 is also the
child of C2’s parents’, removed it from its parents.

In this paper we just want to find the concepts with the same range, namely
pairs like this: C1 and C2 with Range (C1) = Range (C2).

20.4.3 Mapping Steps

We built two ontologies O1 and O2 with protégé in order to demonstrate how
those rules listed will be used. Figure 20.1 shows the structures of the two
ontologies. The properties are not performed. The property corpus is ready before
mapping work start.

Here is the demonstration of two ontologies. The ontology Ol is the source
ontology on the left side, the other is target ontology O2.

20.4.3.1 Inference Engine

At least two same inference engines are needed. These engines should support
basic rules in ontology. In this paper we use Jena embedded in our develop tools,
and take OWL as the default ontology language.

According to R10 in 17 Rules [11], concepts are similar, if the properties of the
concepts are similar. As we emphasized above, the properties of the concepts will
be compared in the collections must from the property corpus, and the rest of them
will be ignored (Fig. 20.2).
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Fig. 20.2 The structure of algorithm

20.4.3.2 Ontology Mapping Process

In this paper we map O1 to O2, so we need to find the concepts in Ol which
related or similar to the concepts in O2. In order to make our mapping approach
clear and simple,we find C1-4 in Ol similar to C2-6 in O2 before we start. And
then we will show how the algorithm works during the mapping procedure. We
know that C1-4 similar to C2-6. So we get Collection (C1-4) = Collection
(C2-6) — Range (C1-4) = Range (C2-6) according to the mapping rules.

In order to reduce the mapping workloads, we proposed a new method to visit
the nodes of two ontology trees that is in opposite visiting direction. First, two
ontologies O1 and O2 will be taken as the inputs of two inference engines. To O1,
the engine visits the nodes of it from bottom to top. That means C1_4 will be first
visited so Collection (C1-4) and Range (C1-4) will be got. In contrast, the engine
visits O2 from top to bottom, that means C2-1 will be first visited, and Collection
(C2-1) and Range (C2-1) will be got. With the help of opposite directions visiting
method the efficiency of the algorithm will be remarkable improved.

Here are the specific steps in mapping procedure with EIl deal with Oland EI2
deal with O2:

a. In EIl, it visits C1-4 first, and gets Collection (C1-4).

b. At the same time, EI2 will visit C2-1, and get Collection (C2-1).

c. As we already know that C1-4 is similar to C2-6, we could get Collection (C2-
1) < Collection (C1-4) — Range (C2-1) > Range (C1-4). Mark C1-4 is the
child of C2-1.

d. In EI2, it visits the children of C2-1, namely C2-2 and C2-3, and get Collection
(C2-2) and Collection (C2-3).

e. Compare Collection (C1-4) with Collection (C2-2) and Collection (C2-3).
According to the mapping result, we know Collection (C2-2)<Collection
(C1-4) — Range (C2-2) > Range (C1-4). To C2-3, if Range (C2-3) > Range
(C1-4) we visit its children C2-7 and C2-8.
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f. Mark C1-4 is the child of C2-2, and remove it from C2-1.

g. Visit C2-2’s children, and get Collection (C2-6), Collection (C2-6), and Col-
lection (C2-6).

h. Compare Collection (C1-4) with Collection (C2-4), Collection (C2-5) and Col-
lection (C2-6). We could get Collection (C1-4) = Collection (C2-1) — Range
(C1-4) = Range (C2-6).

i. According to the rules listed above we get the result C1-4 similar to C2-6

with Range (C1-4) = Range (C2-6).

With the same method, we could get all the mapping information between the
two ontologies.

Notes: When we compare Collection (C2_2) and Collection (C2-3) with Col-
lection (C1-4). If Collection (C1-4) # Collection (C2-3) we don’t have to com-
pare C2-3 and its children with C1-4. In this case, the workload will be reduced. In
this paper we only focus on finding two concepts with same range.

20.5 Analysis

The mapping approach presented in this paper not focuses on the similarity cal-
culation, but collecting the matching information through the properties of con-
cepts. We only use properties from corpus, and prove the similarity of the two
concepts according to R17 [11].

One of the most important tasks in this paper is the building of property corpus.
The property corpus could be organized from general to particular, and different
restrictions could be implemented due to different requirements.

In this paper we conduct the ontology mapping work by narrowing the width of
concepts from general to particular.

In this paper, the work of property collection comparison could be conducted in
different nodes on the web, and as the algorithm go deep most of the branches
could be ignored, and we just go to the specific one which the most suitable
concept exist. To compare two or more concepts’ properties, these tasks could be
processed in parallel ways, and it will take full advantage of the computing power
in internet.

20.6 Experiment

Both of the ontologies are about the organizations of teachers. The first step is to
build the property corpus or use the corpus which is already existed. In this
experiment the property corpus contains properties like Teaching ID
(Teacher_ID), Higher_Professor_ID, Professor_ID and University_ID.
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Fig. 20.4 Part of ontology
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Fig. 20.5 Part of ontology
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<owl:Class rdf:aboutm"iProfessor™>
<rdfs:subClassOf rdf:rescurce="iUniversicy Faculoy"/>
</owl:Class>
<owl:DatatypePzopesty zdf:ID="Univezsity_ID">
<zdfs:demain zdf:zescurce="§Universicy Faculzy"/>
<rdfs:range rdf:rescurce="http://www.w3.oxg/2001/XMLSchemagstzing™/>
</owl:DatatypePropercy>
<owl:DacacypePropercy rdf:ID="Higher_ Professor_ID">
<rdfs:domain rdf: #Full_Prod el
</owl:DacacypePropercy>
<owl:D: P ¥y rdf:ID= _ID">
<rdfs:domain rdf:rescurcem"iProfessor™/>
</owl:DatatypeFropessy>
<owl:DatatypePzoperty zdf:ID="Teachez_ID">
<rdfs:zrange zdf:zesocurce="http://www.w3.ozg/2001/XMLSchemasstring™/>
<zdfs:domain rdf:zescurce="§Teachez"/>
</ovl:DatatypePzopezty>

<owl:Class rdf:about="§Grade_one_teacher">
<rdfs:subClassOf rdf:resource="§Teaching_Stuff"/>
</owl:Class>
<owl:DatatypeProperty rdf:ID="University_ID">
<rdfs:domain rdf:resource="¢University_ Stuff"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="Teaching_ID">
<rdfs:domain rdf:resource="§Teaching_ Stuff"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="Higher_Professor_ID">
<rdfs:domain rdf:re ="$Full />
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="Professor_ID">
<rdfs:domain rdf:resource="§Grade_one_teacher"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="Stuff_ID">
<rdfs:domain rdf:resource="¢University Stuff"/>
<rdfs:range rdf:resource="http://www.w3.0rg/2001/XMLSchemagstring”/>
</owl:DatatypeProperty>

Here are the demonstrations of two ontologies, O1 is on the left side and the
other is O2 (Figs 20.3, 20.4 and 20.5).

Here are parts of two ontologies

Following the steps in last section, we carried out the experiment with the two
ontologies above. Ol is the source ontology, and the target ontology is O2. Both of
them are from same domain. The concepts of Ol are visited from bottom to top
and the O2 on the contrary. EI1 deals with Oland EI2 deals with O2.
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Table 20.2 Mapping results

Source concept similar to-> Concept in targets ontology
Full_Professor Full_professor

Associate Professor Associate professor
Professor Grade_one_teacher
Lecturer Grade_two_teacher
University_Faculty Teaching_Stuff

We get the collection and range relations between the concepts in ontologies:

a. Collection (Full_Professor) = Collection (Full_professor) = {Higher_Profes-
sor_ID, Professor_ID, Teacher_ID, University_ID}

Collection (Associate Professor) = Collection (Associate professor)
Collection (Professor) = Collection (Grade_one_teacher)

Collection (Lecturer) = Collection (Grade_two_teacher)

Collection (University_Faculty) = Collection (Teaching_Stuff)

opo o

According to the mapping rules, we get the mapping results: Table 20.2

20.7 Discussion

In this experiment, we conducted our mapping work through the property com-
parison. When we use the other existing methods of semantic similarity calculating
to carry out the mapping experiment the results were Full_Professor to
Full_professor and Associate Professor and Associate professor.

So the results of this experiment are more completed and objective compare to
other methods.

20.8 Conclusions

The mapping approach presented in this paper based on the comparison of
properties of concepts, the first job should be done before mapping work is the
building of property corpus. Several principles have been listed to build it, and
different restrictions and principles should be adopted according to specific
application.

In the mapping procedures, we use two inference engines to visit two ontologies
in opposite directions to improve the efficiency of algorithm. Different rules and
assertions in ontology could be used are not considered.

Finally, different branches could be processed in parallel; the method will take
full advantage of computing power on the web.
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Chapter 21

Efficient Mobile Electronic Full
Declaration System Based on Smart
Device

Xianyu Bao, Qing Lu, Bo Zhao, Weimin Zheng and Yang Wang

Abstract Smart device is an effective tool to support mobile electronic full
declaration. This chapter described the hardware realization of smart device based
on Intel’s Atom processor. According to the characteristics of the electronic full
declaration services at Inspection and Quarantine, smart device is improved from
the angles of information interaction, client software and system security. Then a
general mobile electronic full declaration system is proposed based on smart
device. In addition, a concrete application is illustrated with an example of the
declaration services at Inspection and Quarantine for exported commodities.
Application results validate the proposed system.

Keywords Mobile electronic full declaration services - Commodities declaration -
Intel’s atom processor - Smart device

21.1 Introduction

In recent years, electronic declaration services have been widely popularized by
national inspection and quarantine agent. That has brought great benefits for both
enterprises and the inspection and quarantine authorities (IQA). On one hand,
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enterprises could declare and revise online to save time; on the other hand, the IQA
could improve the level of management and enforcement efficiency, and realize a
win—-win situation. But with the development of electronic full declaration ser-
vices, the IQA aims to gradually realize the information full declaration through
strengthening all aspects of import and export commodities, including planting and
breeding, inspection, production, processing, transportation, customs clearance,
warehousing, repackaging, marketing, and so on. Therefore, the higher demand is
required to strengthen the current electronic declaration services. It is a very
challenging task to develop a mobile electronic full declaration system, which can
track commodity locations anywhere and anytime, in order to replace the tradi-
tional fixed electronic declaration way. Since 2009, Shenzhen Academy of
Inspection and Quarantine has cooperated with Tsinghua University to develop a
series of mobile electronic full declaration system, such as mobile Internet devices
[1], application system of fruits and vegetables supplied to Hong Kong [2], and
virtual gate for Shenzhen ports based on RF technology [3].

To further improve information level of the electronic declaration and realize
full declaration in all aspects for import and export commodities, RFID technology
and mobile Internet technology should be used. Additionally, smart device based
on Intel X86 architecture and Atom processor technology provide effective ways
to achieve the developed system.

In the light of the above research background, this chapter developed the
hardware system of smart device, which has the advantages of high integration,
fast speed, Internet access anywhere and anytime, small size, and light weight.
Thus it is especially suitable for full declaration for import and export commod-
ities. Information interaction, client software and system security taken into con-
sideration, a general mobile electronic full declaration system is developed based
on smart device.

21.2 Paper Preparation

As shown in Fig. 21.1, the hardware system of smart device consists of data
processing module based on Atom Z530 [4], peripheral interface control module
based on SCH USI5 W [5], storage, power management, LVDS input/output,
RFID data acquisition, and mobile Internet. The main advantage of the system is
that two Intel chips are adopted, which formed X86 architecture.

The system has been widely used in all aspects of the Shenzhen export com-
modities supplied chain. The specific work principle as follows: data processing
and control module mainly completes real-time data computation and peripheral
interface circuit control. In the planting and breeding demonstration base, food
information is written into the RFID tags of commodity packages by using the
touch screen input module and the RFID data acquisition module of the system. At
the same time, information is stored into the local system and transferred to the
Shenzhen ports’ database by mobile Internet module (802.11 a/b/g, 3G, or RJ45).



21 Efficient Mobile Electronic Full Declaration System Based on Smart Device 193

Fig. 21.1 The hardware
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When staffs supervise in the factory, they can fill out inspection records through
the system. If needed, photos are taken by CCD camera for evidence. When food is
being exported, the port staffs use the same system to collect RFID tags infor-
mation, which is on-the-spot compared with the port database data. If succeeded,
the food could be exported to Hong Kong.

The developed system adopts the design methods of Tablet PC and replaces the
previous keyboard and mouse (can be external) with full touch screen. Windows
XP can be supported in the developed system, which means that it is compatible
with most application software. Another advantage is that the RFID data acqui-
sition module supports RFID readers using many kinds of frequency band, such as
Low Frequency (LF), Medium Frequency (MF), and Ultra High Frequency (UHF).

21.3 The Function Module Partition and Hardware
Design

21.3.1 The Data Process and Control

The module is the core of the hardware system of smart device. Take the demand
of low power consumption, computation speed, peripheral logic, protection,
storage, mobile Internet communication into comprehensive consideration, we
choose Atom Z530 (441 balls, 13 x 14 mm) and bridge-chip SCH US15 W
(1,249 balls, 22 x 22 mm). The two chips can communicate each other with high-
speed 400/533MT/s FSB.
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ATOM Z530 is used for real-time data processing. It adopted 45 nm high-K
metal grid transistor manufacturing process and advanced power management
technology. Its frequency can be up to 1,600 MHz and thermal design power
(TDP) can be low to 2 W (mainstream laptop processor’s TDP is 35 W) [6]. SCH
USI15 W integrated graphics chip has 3D graphics processing and high-definition
video hardware decoding of 1080i and 720p. It also integrates most of I/O inter-
faces of the PC and handheld devices, such as PCI-e, USB, SDIO, LVDS, PATA,
and so on.

21.3.2 The Memory

The memory can be divided into inner memory and hard disk. The voltage of inner
memory module is 1.8 V, and memory volume can be up to 2 GB DDR2 533 MT/
s. When the motherboard power is on, it can load the data from hard disk, CD or
other external memory’s data through the system bus and open up temporary data
buffers used to store temporary data. It realizes fast data exchange between the
memory and bridge-chip through its 64 SM_DQ data signal pins and 8§ SM_DQS
strobe signal pins.

The hard disk uses the parallel PATA interface standard. The transmission
speed reaches up to 133 MB/s. This chapter selects the SST85LD1008 M SSD
produced by Silicon. The 8 GB disk space can be extended to 64 GB. In order to
reduce power consumption, disk was directly mounted to the motherboard with
LBGA format.

21.3.3 The LVDS

Low Voltage Differential Signaling (LVDS) [7] is a kind of low-voltage differ-
ential signal. It utilized very low voltage swing (about 350 mV) to realize hun-
dreds Mbit/s data transfer rate at one or more pairs of differential line. Due to the
low voltage and low current, it has characteristics of low power consumption, low
error, low crosstalk and low radiation.

LVDS input/output module is made up of the touch screen input circuit, the
video control circuit and the LCD display circuit. Among them, the touch screen
input circuit would perceive the information of the resistive touch screen generated
by touch position coordinates (X RIGHT, X LEFT, Y UP, Y DOWN), then output
to the bridge-chip by TSC2007IPW converter, in order to achieve the positioning
signals and instructions implementation. The video control circuit uses four pairs
of differential data signal line LA_D [0:3], and a pair of differential clock line LA
CLK signal together to achieve the simultaneous transmission of video data. LCD
display is done by utilizing LVDS cable to link LVDS with LCD interface.
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21.3.4 RFID Data Acquisition

The RFID data acquisition module works as follows. The first step is to read out
the contents of RFID tag and output to LCD display. The second step is to write
the input data from touch screen into the RFID tag. The module uses two
ADF7020 ! which is half-duplex RF communication chip to realize this function.
The chips are both connected to SCH US15 W by mini USB interface. Its work
modes and frequency allocation are controlled by external control circuit. In the
receive mode, the signals are processed by selection, amplification, demodulation
and baseband processing. In the send mode, the baseband signals are sent through
the carrier signal after modulation and amplification processing.

21.3.5 Mobile Internet

A major feature of the developed handset is to connect to the Internet anytime and
anywhere. The reason is that the module supports both wireless and wired Internet
connection, including built-in 802.11, built-in 3G, and RJ45 Ethernet interface. All
data collected by the RFID data acquisition module will be transmitted in time
through the mobile Internet to the Shenzhen port supervision database, in order to
realize data-recording and port inspection.

21.3.6 Power Management

The developed handset consists of processor, bridge-chip, inner memory, hard
disk, touch screen, LCD, PCI-e, SDIO, USB, and other digital and analog circuits.
In order to make these functional modules with different power requirements, the
refinement needs and power conversion efficiency of each module are considered.
The developed handset utilized near 20 groups power supply which range from 0.9
to 5V, shown in Fig. 21.2.

21.3.7 Embedded Controller

Embedded controller (EC) is a unique part of smart device. The EC module uses
IT8502E-J chip produced by ITE to control power-on time of the motherboard.
Meanwhile it provides different power management policies for energy-saving in
the S3, S4 or S5 state with the help of bridge-chip. In addition, EC module can
control the charge and discharge time of battery, fan speed varies and other
functions by SMBus. It is worth to mention that most tasks of EC are cooperated
with the BIOS code.
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Fig. 21.2 Power management

21.4 The Mobile Electronic Full Declaration System Based
on Smart Device

This section builds a general mobile electronic full declaration system based on
smart device. The system could help import and export enterprises easily complete
the services interaction with the IQA, as shown in Fig. 21.3. The system can be
divided into services module and control module. The control module manages
and maintains the declaration database, and the services module exchanges the
information with the IQA staffs. Nowadays, the function of the services module
includes declaration services, supervision services and certificate of origin
services.

As smart device is a mobile electronic declaration terminal, the compatibility
with the existing electronic declaration database must be taken into consideration.
Therefore smart device have to be improved from the angles of information
interaction, client software and system security. Information interaction is that, in
the process of receive, transmit, transfer and management, the IQA staffs com-
municate with the declaration customers by means of voice, text, video on smart
device. Client software is developed based on the Java platform. It can exchange
data with the declaration database and allow that clients login the system and do
declaration anywhere and anytime. In addition, in case of the growing network
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Fig. 21.3 The mobile electronic full declaration system based on smart device

security threats, the security of the electronic full declaration system is an
important problem. To solve the problem, we use the mobile access network and
network security barrier between the public network and the inner network.
Meanwhile advanced ID authentication, access management and end to end VPN
technology are used to enhance the system security.

21.5 The Applications of Declaration for Exported
Commodities

Take the declaration services for exported commodities for example, as shown in
Fig. 21.4, enterprises login electronic full declaration system based on smart
device. Firstly, various communication parameters and company’s basic infor-
mation are set by default contents. When a document is created, the default
information could help reduce time of data input and improve work efficiency.
Secondly, the declaration module for exported commodities can automatically
complete the design of the exported electronic declaration form, and generate
electronic message to wait to be sent. Once the enterprise’s authentication passes,
enterprises can access to the network of the IQA. By utilizing the data exchange
platform, they can send the electronic declaration E-mail to the related authority.
Thirdly, the communication unit receives the data from the data exchange platform
and automatically verifies the data. If verification passes, the checking authorities



198 X. Bao et al.

H
H

JUSWNOO(] PUIS

s3umeg wyskg
UONIJ[AS SIUAWNIO

uononpoid Juswnooq
Ke1Ie puas Jo MIIA

A

Fail Analysis of
Documents

* Pass

Error

Storage into

E? Advi g = ~

=3 vice e o 2 & database
2 " E S

5] of s g s g

5 charge 5 S 2 ; Receipt—] +
A 2E 7z

g i 2 vz e Manually
8 filing = ° S .
¢ S = - checking
%

Fig. 21.4 The flow diagram of full declaration services for exported commodities

manually review the data by Computer Management System of the IQA. Lastly,
enterprises receive the receipt on smart device. When the error information is
received, they need to modify the error and resent the data, in order to complete the
declaration.

As the declaration terminal is not constrained by time and space, the workspace
of the enterprises’ staff can be theoretically extended to any space. No matter at
home or on the way to company, the staff can declare online anywhere and
anytime. Thus time and space are reasonably and effectively used. At the same
time, the terminal greatly enhances the efficiency of the IQA.

21.6 Summary

In this chapter, a low-power, high-performance smart device based on Atom Z530
and SCH US15 W was developed for mobile electronic full declaration. The
hardware design of data process and control, memory, power, RFID data acqui-
sition, mobile Internet is given. Then a general mobile electronic full declaration
system is proposed by improving information interaction, client software and
system security. In the end, the applications of the declaration for exported
commodities demonstrate the effectiveness of the proposed system.
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Chapter 22

The Predicate System Based

on Schweizer—Sklar t-Norm and Its
Completeness

Li Qiao-Yan and Cheng Tao

Abstract The aim of this chapter is the partial axiomatization for first-order
predicate calculus formal system based on Schweizer—Sklar t-norm. By intro-
ducing the universal quantifier and existential quantifier, a predicate calculus
formal deductive system VUL* based on Schweizer—Sklar t-norm according to
propositional calculus formal deductive system UL* based on Schweizer—Sklar
t-norm is built up, moreover, the completeness of system YUL* are proved. So it
shows that the semantic and syntactic of system YUL" are harmony.

keywords Schweizer—Sklar t-norm - Predicate calculus formal system
Approximate reasoning

22.1 Introduction

In recent years, the basic research of fuzzy logic and fuzzy reasoning is growing
actively day by day, especially for the logic based on t-norm and its residua (see
[1-11]). Some well-known logic systems have been built up, such as the basic
logic (BL) [1, 3] introduced by Hajek; the monoidal t-norm based logic (MTL) [2]
introduced by Esteva and Godo; a formal deductive system L* introduced by Wang
(see [7-11]); Universal logic was proposed by Huacan He [12-17], and so on.
One of the most important and central problems of fuzzy logic is the proper
definition of logical operations. Because the t-norm reflects the property of the
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logic connective “AND” to a large extent, so t-norm and its according to
R-implication are selected to describe the logical “AND” and “IMPLICATION”
respectively. However, in order to describe the flexibility in human’s logical
reasoning, choosing some parametric t-norms may be more reasonable. In fact,
Klement and Navara [18] had studied the fuzzy logic system based on the para-
metric t-norm, Frank t-norm. Wu [19] and Wang [20] studied the parametric
Kleene system. Moreover, the residual implications induced by the Schweizer—
Sklar t-norm were studied by Whalen [21], where the parameter p is connected
with the strength of the interaction among fuzzy rules. In [22], Zhang proposed the
propositional calculus formal deductive system UL* based on Schweizer—Sklar t-
norm. In [23], the first-order predicate calculus formal system YUL* based on
Schweizer—Sklar t-norm is given and the soundness of system are given. In this
chapter, based on the work in [22, 23], we give the completeness of system YUL*.

The chapter is organized as follows. After this introduction, Sect. 22.2 we will
introduce the predicate calculus formal deductive system VUL® based on
Schweizer—Sklar t-norm. In Sect. 22.3 the completeness of system YUL" will be
proved. The final section offers the conclusion.

22.2 Predicate Formal System YUL*

In order to build first-order predicate formal deductive system based on
Schweizer—Sklar t-norm, we give the first-order predicate language as following:
First-order language J consists of symbols set and generation rules:
The symbols set of J consist of as following:

(1) Object variables: x,y,z,X1,V1,21,X2,¥2,22, - - -}

(2) Object constants: a, b, c,ay, by, cy, Truth constants: 0, 1;

(3) Predicate symbols: P,Q,R,P1,Q1,Ry,...;

(4) Connectives: &, —, A, —;

(5) Quantifiers: V(universal quantifier), J(existential quantifier);
(6) Auxiliary symbols: (,), ,.

The symbols in (1)—(3) are called non-logical symbols of language J. The object
variables and object constants of J are called terms. The set of all object constants
is denoted by Var(J). The set of all object variables is denoted by Const(J). The set
of all terms is denoted by Term(J). If P is n-ary predicate symbol, 1,1, ...,t, are
terms, then P(#1,1,...,1,) is called atomic formula.

The formula set of J is generated by the following three rules in finite times:

(i) If P is atomic formula, then P € J;
(ii) If P,Q € J, then P&Q,P — Q, AP € J,—P € J;
(iii) If P € J, and x € Var(J), then (Vx)P, (Ix)P € J.
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The formulas of J can be denoted by ¢, ¢, V, ¢, ¢, ¥, ... Further connec-
tives are defined as following:

e AYis p&(o =), @ Vs (9 = ) = ) AN — @) — ),

@ is 9 —0, 9=y is (¢ = )&y — ¢).
Definition 1 The axioms and deduction rules of predicate formal system YUL* as
following:

(1)The following formulas are axioms of YUL* :

(ULD) (¢ —= ) — (¥ — 1) — (¢ — 2))
(UL2) (p&y)) — ¢
(UL3) (p&y) — (W&w)
(UL4) (o ANr) —
(UL5) Eco W) — (lﬂ — Q)
(
(
(

(UL6) (( w 2 — (o= (Y — 1)
(UL7) (¢ =) = 1) — (= @) = 1) — %)
(UL8) (¢ — (lﬁ = 7)) = ((p&h) — 1)

(UL9) (¢ = ¥) = 1) = (¥ = @) = 1) = 1)
(UL10) 0 — ¢

(ULID) (- —¢)=¢

(UL12) Ap V =A@

(UL13) A(p V) — (8@ V AY)

(UL14) Ap — @

(UL15) Ap — AAG

(UL16) A(p — ) — (8¢ — AY)

(ULI7) a(¢ — ¥) — A=t — —9)

(UL18) (Vx)p(x) — ¢(¢) (¢ substitutable for x in ¢(x))
(UL19) ¢(r) — (3x)(x)(¢ substitutable for x in ¢(x))
(UL20) (Vx)(x — @) — (x — (¥x)p)(x is not free in y)
(UL21) (Vx)(@ — ) — ((3x)p — y)(x is not free in y)
(UL22) (Vx)(@ V y) — ((Vx)@ V x)(x is not free in y)

Deduction rules of YUL" are three rules. They are:
Modus Ponens (MP): frome, ¢ — s infer ;
Necessitation: from¢ infer Ag;

Generalization: from ¢ infer (Vx)g.

EL)

The meaning of “¢ substitutable for x in ¢(x)” and “x is not free in " in the
above definition have the same meaning in the classical first-order predicate logic,
moreover, we can define the concepts such as proof, theorem, theory, deduction
from a theory 7, T-consequence in the system VUL*. T I~ ¢ denotes that ¢ is
provable in the theory T. |- ¢ denotes that ¢ is a theorem of system YUL*. Let
Thm(YUL*) = {p € J| F ¢},Ded(T) = {9 € JIT - ¢}. Being the axioms of
propositional system UL" are in predicate system YUL*, then the theorems in UL*
are theorems in YUL". According the similar proof in [1, 15, 16, 22] we can get the
following lemmas.
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Lemma 1 The hypothetical syllogism holds in VUL, i.e. let T = {op — ¥,y —
1}, then T H @ — y.

Lemma 2 VUL proves:

Me—=0;Do—W—9);03) (@—y)—((¢—7) — W —7);
B (p&(p — ) — Y5 (5) Ap = Ap&Ae.

Lemma 3 YUL" proves: If T = {p — Y,y — y}, then T+ (p&y) — (W&y).

In order to prove the soundness of predicate system YUL*, we should introduce
the following definitions.

Definition 2 [22] Let L be a (—, A, *,=, A)- type algebra. L is called a UL*-
algebra, if the following conditions hold:

1. (Lyx,=,A,V,0,1) is a residuated lattice with an order <, where 1 is the
greatest element and O is the least element, V is defined by a Vb = ((a =
b) = b) A\ ((b= a) = a),Va,b,c € L. And V satisfied (a = b) V (b= a) =
1,Va,b,c € L.

2. —is an order-reversing involution on L with respect to <, that is if a <b then
(=b) — (—a), and (— —a) = a for any a € L.

3. A is a unary operation on L, and it satisfies (VYa,b,c € L):

AaU(Aa=0) =1,
AlaUDb) < (nra) U (AD),
Aa<a,

Aa < AAa,

(ha = b) <(hra) = (1b),
(Ala ﬁb) = u((=b) = (—a)),
Al =

Let J is first-order predicate language, L is linearly ordered UL*-algebra, M =
(M, (rp)p, (m.),) is called a L-evaluation for first-order predicate language J,
which M is non-empty domain, according to each n-ary predicate P and object
constant c, rp is L-fuzzy n-ary relation: rp : M" — L, m,. is an element of M.

Definition 3 Let J be predicate language, M is L-evaluation of J, x is object
variable, P € J.

(i) A mapping V: Term (J) — M is called M-evaluation, if for each
¢ € Const(J), v(c) = mg;
(ii) Two M-evaluation v,V are called equal denoted by v =, V' if for each y €
Var(J\{x}, there is v(y) = V().
(iii) The value of a term given by M, v is defined by: [|x|ly,= v(x); |lc[ly, =
m.. We define the truth value H‘PHIK/[V of a formula ¢ as following. Clearly,
*, =, A denote the operations of L.
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1P(1 12, ) gy = 72l - )
lo — Wi, = ol = VI,
o8&y, = [l *1¥ Iy,

ol =0 [Ty, =1
1A= Allol,
=0l = ~ ol

1(vx)@ Iy, = inf{ll @]y, v =27}
L L —
13) Iy, = sup{ll@lly, | v =2 v'}

In order to the above definitions are reasonable, the infimum/supremum should
exist in the sense of L. So the structure M is L-safe if all the needed infima and

suprema exist, i.e. ||(p|\1]\j[v is defined for all @, v.

Definition 4 Let ¢ € J, M be a safe L-structure for J.

(i) The truth value of ¢ in M is ||@||y= inf{\|<p||k,[‘v| v M — evaluation}.

(ii) A formula ¢ of a language J is an L-tautology if Hq)||k,[: 1, for each safe L-
structure M. i.e. ||g0||l]\‘,[7V= 1 for each safe L-structure M and each M-valuation
of object variables.

Definition 5 A logic system is soundness if for its each theorem ¢, we can get ¢ is
a tautology.

Theorem 1 (Soundness) [23] Let L is linearly ordered UL*-algebra and ¢ is a
formula in J, if = @, then ¢ is L-tautology, i.e. Hq)||§,[: 1.

Similarly, we can get the following strong soundness theorem.

Definition 6 Let T be a theory, L be a linearly ordered UL* - algebra and M a safe
L-structure for the language of T. M is an L-model of 7 if all axioms of T are 11 —
true in M, i.e. ||¢| = 1. ineach ¢ € T.

Theorem 2 (Strong Soundness) [23] Let T be a theory, L is linearly ordered UL*-

algebra and ¢ is a formula in J, if T+ ¢ (@ is provable in T ), then ||q()||ll\‘,I =1y
for each linearly ordered UL*-algebra L and each L-model M of T.

Theorem 3 (Deduction Theorem) [23] Let T be a theory, @, are closed for-
mulas. Then (TU{o}) E Y if TH Ap — .

22.3 Completeness of VUL"

Definition 7 Let T be a theory on YUL".
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(1) T is consistent if there is a formula ¢ unprovable in 7.

(2) T is complete if for each pair ¢, of closed formula, T+ (¢ — ) or
TH () — o)

(3) T is Henkin if for each closed formula of the form (Vx)@(x) unprovable in T
there is a constant ¢ in the language of T such that ¢(c) is unprovable.

Lemma 4 T is inconsistent iff T + 0.

Lemma 5 T is complete iff for each pair @,y of closed formulas if T+ @ \V ),
then T proves ¢ or T proves .

Proof Sufficiency: For each pair ¢,y of closed formulas, being (¢ — ) V (Y —
@) is theorem in YUL*, so T+ (¢ — y) V(Y — @), thus T+ (¢ — ) or T +-
(¥ — @). Thus T is complete.

Necessity: assume 7T is complete and T + ¢ V , Either T+ ¢ —  and then
TH(pVY)— i, thus THy, or TH Y — ¢ and then similarly T + ¢.

Definition 8 Let 7 be a theory, the set of all closed formulas over VUL* is denoted
by F¢(YUL*). The definition of relation ~gr on F°(VYUL") is: ¢~y iff
T — Y, THY — .

Obviously, ~ 7 is equivalent relation on F¢(VYUL*), and holds on &, —, A, —.
So the quotient algebra [F|; = F°(VUL*)/~ 1 = {[¢];]e € F°(VUL*)} of
F¢(YUL*) about ~ 7 is UL*-algebra, in which, [¢]; = {¢ € F°(YUL") |y ~ o},
the partial order < on [F|; is [¢]; <[Y]; if TF ¢ — .

Lemma 6 (I) If T is complete then [F|; is linearly ordered.

(2) If T is Henkin then for each formula ¢(x) with just one free variable x,
[(Vx) o] = inf [@(c)]y, [(3x) @]y = sup,[@(c)]y, in which ¢ running over all con-
stants of T.

Proof (1) is obvious since [¢]; <[], iff TFH @ — .

(2) Clearly, [(Vx)o(x)]y<inf.e(c)]; for each ¢, thus [(Vx)p(x)];<
inf.[p(c)];. To prove that [(Vx)@(x)]; is the infimum of all [p(c)];, assume
[Vlr <le(c)]; for each ¢, we have to prove [y]; < [(Vx)@(x)](which means that
[(Vx)e(x)]; is the greatest lower bound of all [¢(c)];). But if [y];£[(Vx)e(x)],
then TFy — (Vx)p(x), thus T¥(Vx)(y — ¢@(x)). So by the henkin property, there
is a constant ¢ such that T#y — ¢(c), thus [y];%[¢(c)];, a contradiction.

Similarly, [¢(c)]; < [(3x)@(x)]; for each c. Assume [¢(c)] < [y]y for each c,
we prove [(3x)@]; <[y];. Indeed, if [(3x)@|;£[y]; then TH(Ix)ep(x) — 7, thus
TF(Vx)(¢@(x) — 7) and for some ¢, T¥¢(c) — 7, thus [¢(c)|;%[7];, a contradic-
tion. This completes the proof.

Lemma 7 For each theory T and each closed formula o, if T¥o. then there is a
complete Henkin supertheory T of T such that T¥o.
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Proof First observe that if 7”7 is an extension of T, T"¥a, and (¢, ) is a pair of
closed formulas then either (7" U {¢p — y})¥o or (T'U{y — ¢})F o. This is
proved easily using the deduction theorem (Theorem 3). Indeed, if 77, {¢ — Y/}
cand T, {Y — @} Fo, then T'FA(p =) > a,T'"F AW — @) — o, s0 T'
Alp = )V Ay — @) — a, thus T' I o, a contradiction.

Put 7" =T'U{¢p — ¢} in the former case and 7" =T'U{y — ¢} in the
latter, 7" is the extension of T’ deciding (¢, ) and keeping o unprovable.

We shall construct 7' in countably many stages. First extend the language J of
T to J' adding new constants cy, c1,ca, . ... In the construction we have to decide
each pair (¢, ) of closed J'-formulas and ensure the Henkin property for each
closed J'-formula of the form (Vx)y(x). These are countably many tasks and may
be enumerated by natural numbers(e.g. in even steps we shall decide all pair
(@, ), in odd ones process all formulas (Vx)y(x)—or take any other enumeration).

Put Ty = T and oy = a, then Ty ¥ o9. Assume T,,, o, have been constructed such
that T, extends Ty, T, F o — a,, T,¥o,; we construct 7,1, 0,4 in such a way that
T, o — oy, Tpp1 ¥ o,y and T, fulfils the nth task.

Case 1 nth task is deciding (¢, ). Let T, be extension of T, deciding (¢, ¥)
and keeping «, unprovable; put o, = o,.

Case 2 nth task is processing (Vx)y(x). First let ¢ be one of the new constant not
occurring in T,.

Subcase(a) T,Fa, V x(c), thus T, ¥ (Vx)yx(x). Put T4 = T,y 01 = o, V g(c).

Subcase(b) T, - o, V x(c), thus T, - o, V y(x) by the standard argument(in the
proof of o,V y(c) replace ¢ by a new variable x throughout). Hence T, F
(Vx) (o, V x(x)) and using axiom (UL20) for the first time, T, - o, V (V) (x).
Thus T, U {(Vx)y(x) — oz} F o, so that T, U {a, — (Vx)y(x)} ¥ ot, T, U {ot, —
(Vx)g(x)} F (¥x)y(x) does not prove o, but it does prove (Vx)y(x). Thus put
Toy1 =T, U{a, — (Vx)x(x)} and o, = ot

Now let 7 be the union of all 7. Then clearly T is complete and T F « (since
for all n, T + «). We show that 7' is Henkin. Let T ¥ (Vx)y(x) and let (Vx)y(x) be
processed in step n. Then T, ¥ (Vx)y(x), Tyi1 ¥ oint1, thus subcase (a) applies
and T ¥ o1, %1 being a, V y(c). Hence T ¥ y(c). This completes the proof.
Lemma 8 For each complete Henkin theory T and each closed formula o
unprovable in T there is a linearly ordered UL"-algebra L and L-model M of T
such that ||of|y; <1p.

Proof Take M be the set of all constants of the language of 7, m, = ¢ for each
such constant. Let L be the lattice of classes of T-equivalent closed formulas, i.e.

put (ol = {Y|TF o=y} ol W = [&d]r, [0l = Wy =@ — ¥l So
L is a linearly ordered UL*-algebra (since T+ ¢ —  or T F y — ¢ for each pair

(¢, 4)).
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For each predicate P of arity n, let rp(ci,...,c,) = [P(c1, - - -, ¢n)]y, this com-
pletes the definition of M. It remains to prove ||o|y;= [], for each closed formula

. Then for each axiom ¢ of T we have |¢|y = [¢]; = [1]; = 1, but [j«[y=
[o]7 # [1]; = 1L. For atomic closed formula ¢ the claim follows by definition; the
induction step for connectives is obvious. We handle the quantifiers.

Let

(Vx)o(x), (3x)p(x) be closed, then by the induction hypothesis,
1(vx) @ (x) [y = infe[l@(c) = infe[p(e)]y = [(Vx)@(x)]y
1@ @) = supcllo(c)lly= sup [0 (c)]; = [(FX)(x)];
Here we use lemma and the fact that in our M, each element ¢ of M is the

meaning of a constant (namely itself); this gives ||(Vx)o(x)||y,= inf.[@(c)||y; and
the dual for 3.
Using the above lemmas, we can get the following completeness theorem.

Theorem 4 (Completeness) For predicate calculus system YUL* | T is a theory, ¢
is a formula, T - @ iff for each linearly ordered UL*-algebra L and each safe L -

model M of T, ||¢||y= 11

22.4 Conclusion

In this chapter a predicate calculus formal deductive system YUL* according to the
propositional system UL" for Schweizer—Sklar t-norm is built up. We prove the
system YUL" is complete, which shows that the semantic and syntactic of system
VUL* are harmony.
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Chapter 23
Providing Timely Response in Smart Car

Jie Sun, Yongping Zhang, Bobo Wang and Kejia He

Abstract Driving is a complex process requiring timely interactions between the
driver, the vehicle and the environment. This paper aims at providing time-stressed
intelligent services in the smart car. To guarantee the system’s timeliness, we
identify the situations which require timely responses and determine the worst-
case, the deadlines and durations of these tasks. The tasks are preemptive so that a
task with higher priority will interrupt the current running task with lower priority.
We implement a real-time scheduler to provide a satisfactory result in fewer
amount of time.

Keywords Smart car - Real time - Slake stealing - Pervasive computing

23.1 Introduction

The smart car is becoming a promising application domain of ubiquitous com-
puting, which aims at assisting the driver with easier driving, less workload and
less chance of getting injured [1]. For this purpose, a smart car must not only
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provide the correct assistance but provide it within strict time constraints. The
smart car requires timely responses to the events in the driving environment and
provides real-time intelligent services that will be reliable enough for critical
applications.

Lots of smart cars have been developed in the past decade. However, little effort
is done in quantified timely performance of smart cars. This is because of the
nature of intelligent techniques, most of which need the prior knowledge of what
will happen. Thus it is impossible to pre-calculate all possible combinations of
situations which may occur. Therefore, it is difficult to provide a correct answer
within a certain time constraint. This paper focuses on providing time-stressed
intelligent services in the smart car. To guarantee the system’s timeliness, we
identify the situations which require timely responses and determine the worst-
case, the deadlines and durations of these tasks. A real-time scheduler will use
approaches that allow programs to meet deadlines.

The remainder of the paper is organized as follows. Section 23.2 introduces the
related work of real-time technologies and smart car. Section 23.3 proposes the
architecture of the smart car environment, with the support of time constraints. We
introduce the real-time scheduler of the smart car to illustrate how our approach
works in Sect. 23.4. The performance evaluation is shown in Sect. 23.5. The
conclusions are given in Sect. 23.6.

23.2 Related Work

Cars are becoming smarter and smarter. Automotive manufactures implement
many novel ideas in their newest series of concept cars. Manufactures like BMW,
Mercedes-Benz, Volvo, Lexus have developed different driver assistant systems to
provides advanced active safety guarantees that monitors the roadway, the states of
the vehicle and the driver. Time guarantee is critical especially to such safety-
critical smart car.

Real-time systems are used to control physical processes that range in com-
plexity from automobile ignition systems to controllers for flight systems and
nuclear power plants. Such systems are referred to as hard real-time systems
because the timing requirements of system computations must always be met or
the system will fail. The scheduler for these systems must coordinate resources to
meet the timing constraints of the physical system. This implies that the scheduler
must be able to predict the execution behavior of all tasks within the system.

Real-time scheduling can be classified in two categories, static and dynamic
scheduling. A static real-time scheduling algorithm such as Rate Monotonic
schedules all real-time tasks off-line using static parameters and requires complete
knowledge about tasks and system parameters, while dynamic task scheduler
calculates the feasible schedule on-line and allows tasks to be invoked dynami-
cally. These algorithms use dynamic parameters such as deadline and laxity [2].
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The common scheduling solution of real-time systems is to use cyclical execu-
tives [3]. Cyclical executives provide a deterministic schedule for all tasks and
resources in a real-time system by creating a static timeline upon which tasks and
resources are assigned specific time intervals. This technique has been able to meet
the timing requirements of many real-time systems. However, the cyclical executive
approach has several serious drawbacks. Although a cyclical executive provides
predictability through the use of a deterministic schedule, it is the requirement of
determinism that is source of these drawbacks. A real-time system typically has
many different timing constraints that must be met and no formal algorithm exists for
creating timelines to meet these constraints. Therefore, each real-time system
requires a different, handcrafted cyclical executive that requires extensive testing to
verify its correctness. Also, because of the many ad hoc decisions made to create the
timelines, changes to the system have unpredictable effects upon the correctness of
the timelines and thus, a complete and new set of testing is required. Thus, the
cyclical executive approach is typically expensive to create, verify, and update. As
real-time systems become more complex, the problems associated with cyclical
executives only become more difficult. A better scheduling solution is needed that
provides predictability without the requirement of determinism.

An alternative solution to the real-time scheduling problem is to use priority-
driven, preemptive scheduling algorithms to schedule tasks and resources [4]. These
algorithms assign priorities to each task in the system and always select the highest
priority task to execute, preempting lower priority tasks. Such algorithms can
describe the worst-case timing behavior of the system under all circumstances, and
thus provide predictability by capturing the timing behavior of the system. Using
well defined algorithms to schedule tasks and resources in a real-time system yields
an understandable scheduling solution that is void of the ad hoc decisions typically
found in cyclical executives. Thus, the resulting real-time system is easier to
maintain and upgrade. Also, since the algorithmic approach accurately models the
timing behavior of the system, the resulting schedule is easier to test. Because of
these benefits, we will be investigating algorithmic based scheduling methods in this
thesis as a means of creating efficient, predictable real-time systems.

Anytime algorithms [5] are also be used for satisfactory problem solving. They
have such characteristics as: they can be preemptively scheduled; they can be
terminated at any time and produce an answer; and the answers returned improve
in some well-behaved manner with respect to time. In contrast, approximate
processing algorithms can be terminated at any time after a given deadline and will
return an answer, and the answer returned improves in a step-wise manner as the
initial deadline moves farther away.

23.3 The Architecture of the Smart Car

A smart car is a comprehensive integration of many different sensors, control
modules, actuators, and so on. A smart car can monitor the driving environment by
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Fig..23.1 The general T
architecture of a smart car
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sensors, assess the possible risks, and take appropriate actions to avoid or reduce
the risk. In this section, we briefly review the system model and task model of the
smart car.

23.3.1 System Model

A general architecture of a smart car is shown in Fig. 23.1.

In order to achieve the perception of the driving environment, the smart car
must be aware of the states of the traffic, the car and the driver through a variety of
sensors. Active environments sensing in- and out-car will be a general capability in
near future. Lidar-, radar- or vision-based approaches can be used to provide the
positioning information. Multiple cameras are able to eliminate blind spots, rec-
ognize obstacles, and record the surroundings. The dynamics of a car can be read
from the engine, the throttle and the brake. These data will be transferred by
controller area networks (CAN) in order to analyze whether the car functions
normally. Physiological sensors can detect whether the driver is in good condition.
The sensor data is processed on a separate I/O processor. Most data just confirms
regular patterns, but occasionally abnormal or unexpected data arrives, which must
be given attention to. Filtering of regular data is necessary to avoid both over-
burdening the perception component with needless detail and not informing it of
important new information.

The smart car is built by collections of heterogeneous devices and Electronic
Controlling Units (ECUs) embedded in the car. These devices are specialized to
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export their services unobtrusively. The availability of so many services is
implemented by diverse individual tasks. Some services are routine and can be
implemented as periodic task. While filtered sensor data are sent into the system
and act as external events. Event list triggers sporadic and aperiodic tasks.

The task model supports timing constraints directly. Each task is associated
with a deadline (latest response time). A correctly scheduled task must start
executing and finish before its deadline. The task model is discussed in detail in
Sects. 3.2.

Decision making module determines the reaction of the smart car to the external
events. Different levels of risk will lead to different responses, including notifying
the driver through Human Machine Interface (HMI) and taking emergency actions
by car actuators. HMI warns the driver of the potential risks in non-emergent
situations. For an example, a tired driver would be awakened by an acoustic alarm
or vibrating seat. Visual indications should be applied in a cautious way, since a
complex graph or long text sentence will seriously impair the driver’s attention
and possibly cause harm. The actuators will execute specified control on the car
without the driver’s commands. The smart car will adopt active measures such as
stopping the car in case that the driver is unable to act properly, or applying
passive protection to reduce possible harm in abrupt accidents, for example,
popping up airbags.

23.3.2 Task Model

The task model of a smart car consists of a set of tasks, and the tasks are distin-
guished by its timing behavior. A periodic task is released in a steady pace
determined by its predefined period. Each task has a predefined relative deadline.
A reactive task, on the other hand, is released by an external event in the driving
environment. The default state of the system is ready to react to whatever it is
defined to react on.

The periodic task set T is defined by 7 = {T7(C;,D;, P;) : i=1,...,n,} with
1< C;<Di<P;, where C; is the worst-case execution time (WCET), D; is the
relative deadline and P; is the period of task T; with the priority p.

The reactive task set R can be defined as R = {RV(C;,D;,L;) : i=1,...,n,}
with 1 < C; <D; where C; is the worst-case execution time, D; is the relative
deadline and L; is the release time of reactive task R; with the priority p.

23.4 The Scheduler

Only one task can run on a processor at the same time. The selection of the task is
done by the scheduler, which is one of the main tasks of a real-time operating
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system (RTOS). There is some features of task scheduling in the smart car that
should be stood to: first, most of the tasks that need to be taken account are event-
driven reactive tasks; second, the scheduling should be priority-driven and pre-
emptive, so that the emergent situation can be handled as soon as possible; third,
the smart car is a personal space and the driver is the center of the personal space,
so the intent conflict of different users in traditional smart space rarely exists and
thus the resource competition between different tasks can be avoided.

For the reasons analyzed above, we design the principle of the task scheduling
as: (1) Periodic tasks are be scheduled to complete before their deadline; there may
be some slack time between completion of the periodic tasks and its deadline.
(2) Execute reactive tasks in the slack time, ahead of periodic tasks. The main goal
is to schedule in such a way that it maximizes the number of accepted reactive
tasks without interference with the deadlines of periodic tasks. The main advan-
tage is the reduction of response time for reactive tasks.

The algorithm guarantees a given response time for a reactive task based on
extending the slack stealing algorithm for EDF schedulers. It calculates the slack
time for each priority level and the amount of slack is the longest time the periodic
task at a priority level might be delayed without missing its deadline.

Let S;(¢) denote the slack at priority level i at some arbitrary time ¢, /;(¢) denote
the time at which task T; was last invoked, x;(¢) denote the earliest possible next
release of task T;, d;(r) denote the next deadline on an invocation of task T, ¢;(¢)
denote the amount of time that the current invocation of task 7; was executed, ¢;(r)
denote the time at which last completed invocation was finished. These data can be
achieved from the task control block by operating system. The algorithm is shown
as follows:

begin

Si(t) := 0;

wi (1) .= 0;

while wt1(r) < d;(t) do;

(1) = w (1)

W) =S Y (o) + | M )

vjehp(i)Ui
if w”() := w""(¢) then

Si(t) := Si(t) + vi(t, w}'(1));
W) = W 0) (e, (0) + &
ST(8) == Si(1);

end.



23 Providing Timely Response in Smart Car 217

Virtual
oA keyboard
—¥

v
Bluetooth b4 :
GPS receiver Touch screen Camera  Wireless router Sensor board

Fig. 23.2 The smart car prototype

23.5 Performance Evaluation

We build a smart car prototype to evaluate the performance. We integrate devices,
sensors and network to build a smart car prototype, as shown in Fig. 23.2. The
smart car includes intelligent devices, sensors, and ECUs. The devices used in the
prototype are listed in Table 23.1, and the sensors are listed in Table 23.2. A
notebook PC runs the applications such as driver face recognition. A PDA con-
ducts the interaction between the driver and the smart car. The virtual keyboard
and the touch screen are used to provide the passengers with easier interaction.
Three ECUs are built using MPC555 processor. A wireless router and a CAN hub
are adopted to provide different communication requirements. A RTOS Smar-
tOSEK is developed [6].

23.5.1 Test Result

An ECU runs the main periodic task responsible for velocity monitoring. Besides,
it detects the ambient light of the car. When the light is dim, the spotlight will be
turned on. The experiment is shown in Fig. 23.3 and the task description is shown
in Table 23.2.

Test 1: According to the algorithm, we can compute the slack:

Iteration 0:S;(t) = 0,w? = 0, x;(t) =2, x2(t) =4, da(t) =4, ci(t) = 0,
(1) =2, e =0;

Iteration 1: wi(t) = S2(t) + c1(f) +c2(f) = 0 + 0 +2=2;

Iteration 2: w3(t) = S2(f) +c1(t) +c2(t) = 0 + 0 +2 = 2.
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Table 23.1 Device list in the smart car prototype

J. Sun et al.

Device Type

Notebook PC SONY VAIO FJ

ECU Motorola MPC555, Atmel AT89C51
PDA 400 MHz Intel, XScal-PXA255

Wireless router
CAN analyzer
CAN connection
Virtual keyboard
Touch screen
Environment sensor
Velocity sensor

D-Link DIR-300
CANalsyt-II

CANHub-S5

I-tech virtual laser keyboard
FA801-NP/C/T, 8"
GAINSJ-EVO

Hall-effect sensor

Table 23.2 The task example in the smart car prototype

Identity Period WCET Deadline
T1 (velocity monitoring task) 4 4 4
T2 (light monitoring task) 6 3 6

Fig. 23.3 The spotlight
experiment of the smart car
prototype

Since wi(t) = w3 (1), Sa(t) = Sa(t) + vi(t, 2)

spotlight

CAN néatwork

= Sy(¢) + min(2,min(0,2)) = 0 4+ 0 = 0,w3(t) = wi(t)+ = e=3;

Iteration 3: w3 () = S»(t) + ¢;(f) + C; +cx(f) = 3 and since wa() = wa (1),
Sx(t) = So(f) +vi(1,3) = S»(1) + min (2, min(6, 1)) = 0 + 1, w3(®) = wi) + 1+

&= 5. w3 > dy(1) s0 S»(1) = 1.
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Fig. 23.4 Percentage of missing deadlines as the rate of monitoring in the smart car prototype

Test 2: We measure the quality of the smart car by the percent of tasks missing
deadline. Figure 23.4 shows the average missing deadlines when the rate of
monitoring is varied. These results suggest that the availability results leads to
improved performance in terms of increased quality, but has little effect on the
percentage of missed deadlines. The result relating to the number of possible
quality values suggests that a scheduler could reduce its runtime by reducing the
number of distinct quality values in the methods it is scheduling. This approxi-
mation will have the effect of reducing the precision of the final schedule. How-
ever, the scheduler will always find a schedule in those tasks.

23.6 Conclusion

As a promising application area of ubiquitous computing, smart car is becoming
more and more important. The most concerned problem is the real-time perfor-
mance. The contribution of this paper is to enhance the smart car with real-time
guarantees. We develop a real-time scheduler to meet deadlines of periodic and
reactive tasks simultaneously.

There are still many issues waiting for more consideration. So far, this paper
just discusses tasks of soft deadline. Our future work will take tasks with hard
deadline into account, and hence more improvement of timely performance can be
reached.

Acknowledgments This research is supported by Ningbo Natural Science Foundation
(2010A610108), NSF of Zhejiang Province, China (No.Y1080123), Foundation of MHRSS of
China (No. 2009-416), and Scientific Research Foundation for the Returned Overseas Chinese
Scholars, State Education Ministry (SRF for ROCS, SEM, No. 2009-1590).



220 J. Sun et al.

References

1. Moite S (1992) How smart can a car be. In: Proceedings of the Intelligent Vehicles ‘92
Symposium, pp 277-279

2. Cheng AMK (2002) Real-time systems: scheduling analysis and verification. University of
Hustion, Hustion

3. Locke CD (1992) Software architecture for hard real-time applications cyclic executives vs
fixed priority executives. J Real-Time Sys 4(1):37-53 Kluwer

4. Cottet F, Mammeri Z (2002) Scheduling in real-time systems. John Wiley, England

5. Zilberstein S, Russell S (1995) Approximate reasoning using anytime algorithms. In: Natarajan
S (ed) Imprecise and approximate computation. Kluwer Academic Publishers, The
Netherlands

6. Zhao M, Wu Z, Yang G, Wang L, Chen W (2004) SmartOsek: a real time operating system for
automotive electronics. The first IEEE international conferences on embedded software and
systems, LNCS:3605,pp437—442



Chapter 24

A Study of Position Tracking Technology
in Indoor Environments for Autonomous
Wheelchair Driving

Sung-Min Kim, Jae-Hoon Jeong, Jung-Hwan Lee
and Sung-Yun Park

Abstract Various kinds of wheelchairs have been developed to secure mobility of
the aged and disabled people foe convenience of Activity of daily living (ADL).
Accurate positioning technology is necessary to secure the mobility for realization
of autonomous driving technology among the versatile wheelchair functions. In
case of global positioning system (GPS), which is most widely used for the pro-
vision of positioning information, it is difficult to provide the accurate indoor
positioning information. This paper has suggested active RFID system to over-
come such shortcomings and to embody the indoor positioning technology. The
error ratio has been checked out by the active RFID system implemented in the
limited test space, after making compact and low-power active RFID module,
measuring Time of Arrival (ToA), and estimating the positioning information
using Received Signal Strength Indication (RSSI). It has been confirmed as of the
estimation result of error ratio in the test space that accurate indoor positioning can
be provided within about £2 cm deviation. Continuing research will be necessary
in order to provide accurate indoor positioning information of autonomous driving
wheelchair.

Keywords GPS - Active RFID . Wheelchair - Tracking - Environments
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24.1 Introduction

Global Positioning System (GPS) is for solving the position measuring problem in
the global scale, which requires current time, location of satellite, and delay of
signal to calculate the position of the GPS receiver [1]. GPS can measure the
position accurately in open space without obstacles, as it is using the satellite
signal [2], however, GPS signal may generate errors as the signal transmitted from
satellite can be refracted and reflected by the terrain features such as buildings
surrounding the receiver due to the impact of multi-path [1]. As of such errors, it is
difficult to rely on the accuracy of indoor positioning information when using the
GPS system in the indoor space [3].

7~10% of total world population are disabled, according to the WHO, and the
aged ratio is expected to increase more and more as of the population’s aging
trend. In case of Korea, registration number of the disabled is 2 million 246
thousand as of Dec, 2008, which reaches 4.5% of total population, and the number
has been increased by annual average 11.2% based on 2000. As the population
aging trend and the number of disabled have been increasing also in the whole
world, their social participation is being emerged as an important social issue.
Variety of social accessibility is one of the core factors as a premise for the
disabled to secure living quality through cultural life in the leisure and comfort
activities. The most important element for the improvement of accessibility is how
to secure the mobility. In order to secure the mobility, multifunctional wheelchairs
have been developed to provide the convenience.

Most of the multifunctional wheelchair users are the severely disabled, so it is
not easy for them to drive to the directions desired. The base technology for
realization of autonomous driving for the wheelchair users experiencing the dif-
ficulty in autonomous driving is the accurate point positioning technology. As it is
difficult to provide accurate indoor positioning information with GPS system [2],
wireless indoor positioning systems have become very popular in recent years.
Wireless indoor posotiong ststems are studing about indoor positioning based on
infrared sensors [4], ultrasonic sensor [5, 6]. There are three technologies com-
monly used for indoor positioning systems—ultrasonics, infraraed and rf. It will
help smooth autonomous driving of wheelchair if indoor positioning information
can be provided with active RFID system [7].

Among various researches on the indoor position measuring systems, this
study has used the estimation method of indoor positioning information by
calculation of Time of Arrival (ToA) values using the RF signal [8—10]. In order
to embody the position measuring system that can be used connecting with
wheelchair navigation or compact monitoring system, the positioning error ratio
has been measured by measurement of the ToA between modules with Received
Signal Strength Indication (RSSI) after implementing compact and low-power
active RFID modules.
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24.2 Position Estimation Method

In the indoor environment, positioning technology of object such as wheelchair is
an essential technology to construct the autonomous driving system.

The most basic principle of the technology is triangulation, which is difficult to
trace accurate position due to the Non-Line-of Sight (NLOS) environment such as
reflection, diffraction, and dispersion of RF signal by the obstacles of building
exterior walls or metals as it is using the ToA signal. In order to solve such
problem, it is necessary how to estimate the positioning data generated by trian-
gulation [11]. This study has estimated the position by ToA using the RSSI.

24.2.1 Triangulation

Triangulation is a simple geometry, which is the most popular method to estimate
the real-time position of moving object on the 2-dimensional plane. To estimate the
real-time position of moving object, at least three or more datum points are
required. The distance between the signal receiver and source can be obtained by
measuring the arrival time of radio wave (ToA) between 3 signal sources as datum
points and the receiver. As is shown in Fig. 24.1, ToA is the position tracing method
by calculating absolute time from the terminal to the minimum 3 receivers [12, 13]
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Lots of dispersed moving objects (receivers) are used for receiving the signal
transmitted from signal source, in general, and the accurate position of receiver
can be estimated by ToA or Time Difference of Arrival (TDoA). For the position
calculation of ToA based receiver, the circles of uniform distance for the ToA are
drawn, and the intersecting point of these circles is calculated by the following
Formula (24.1). The receiver distance is calculated through the ToA received from
at least three signal sources.

dy = \/(xl —xn)* + (1 —ym)’
dy = \/(xz —xm)’ + (2 — ym)’ (24.1)

dz = \/(x3 —xm)’ + (3 —ym)’

24.2.2 Position Estimation Using the RSSI

Triangulation RSSI method is a position estimation method using the principle that
RF signal strength is decreasing exponentially, which has a weak point that quite a
lot of post-processing is required to cut down the errors caused by multi-path and
fading phenomenon, on the contrary it has strong points that power consumption is
very low and realization of low cost sensor network is available. [14]

As RSSI method has adopted the triangulation principle as it is, it needs the process
the obtaining distance from moving object to three datum points. The distance from
received signal strength to moving object can be calculated by Friis formula.

L=20 loglo(%) [dB] (24.2)

The Friis formula in Formula (24.2) is for obtaining the path loss in free space,
where / indicates the wavelength of radio wave, which uses the same unit of
distance d. When expressing Formula (24.2) for d, the distance between two
points, it becomes Formula (24.3), where c is the radio speed and f is its frequency.

A L c L
D=_".100=—.10% 24.3
4n 4nf ( )

24.3 Realization of Active RFID Module
24.3.1 RF Transmission and Receiving

There are Zigbee method that satisfies IEEE 802.15.4 specification and open
platform method that is using only baseband (2.4 GHz) for obtaining the RSSI
signal of RF. This study has adopted the CC2500 IC, which is a closed protocol
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Fig. 24.2 Block diagram of CC2500

method to avoid conflict with other peripherals of computer and to apply various
protocols.

CC2500 IC is using the frequency band width of 2400-2483.5 MHz Industrial,
Scientific and Medical (ISM) and Short Range Device (SRD), and its transmission
speed of 500 k Baud. Also it is very useful to control the distance change by
variation of environment as the RF output can be controlled. Figure 24.2 shows the
structure of RF Tx/Rx IC. The signal received is passing the Low Noise Amplifier
(LNA) and Quadrature (I, Q) Down-Conversion after passing through the RF
Front-End. This signal is processed at Limiter-Discriminator after conversion to
2 MHz Low-Intermediate Frequency (IF) and connected to the digital part, where
the signal strength received is converted to a value for measuring the RSSI. Also
filtering, demodulation, and frame synchronization of the channel are processed in
this part. C2500 has been used for this purpose. It is the DSSS type, which can
transmit 250 kBPS and supports low power consumption (RX: 13.3 mA, TX:
17.4 mA). The operation power is available up to 1.6-3.6 V, which is thought to
be suitable to embody the sensor node using battery.

24.3.2 Micro Controller for the Control

MSP430 F2274 of low-power and high performance has been used as micro
controller for the control of CC2500 and for the verification of algorithm
(Fig. 24.3).

The MSP430 series processor is constituted with 16 bit core, of which com-
puting capability is very high. It shows low-power capability of 270 pA at
2.2 V@1 MHz as it is driven at low-power of 1.8-3.6 V. Its inside Digital Clock
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Fig. 24.3 Functional block diagram of MSP430F2274

Oscillator (DCO) logic can provide the operation frequency of 16 MHz + 1%
without connecting any crystal externally. The flash memory for internal programs
has the 32 kB, 1 kB RAM area, which is suitable for the various protocol appli-
cations of sensor network.

24.3.3 Embodiment of Active RFID Module

Experimental circuits for wireless Tx/Rx module had been designed using the
CC2500 chip and MSP430F2274 as micro controller, and its PCB has been
manufactured. Figure 24.4 shows the wireless Tx/Rx board made up of consoli-
dated CC2500 RF chip and low-power MSP430F2274 explained in the above.

24.4 Experiment

24.4.1 Experiment to Estimate the RSSI Value

Experiment has been carried out using the active RFID module implemented in
order to induce out the estimation formula for RSSI value complying with the
variation of distance. The RSSI value of CC2500 can be obtained easily by reading
the register value of RSSI status, and the reading value (RSSI dBm) is the
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Fig. 24.4 RF transceiver
board

Fig. 24.5 The composition
of RSSI test

complement on 2. By adding internal offset (-75 dBm; CC2500) on to the value,
the RSSI of actually received signal is calculated with the Formula (24.4).

RSSIygy = RSSIgeg + RSSI 51 [dBm (24.4)

The experimental configuration for measuring the variation of RSSI value
complying with the distance between active RFID modules manufactured is
illustrated in Fig. 24.5.

The graph as a result of signal vs. distance relation is shown in Fig. 24.6 which
is obtained using the RSSI values measured by changing the distances of 3
modules when active RFID module output is 0 dBm. The three Tx/Rx modules
have indicated almost same relation, which shows the characteristics of dimin-
ishing exponentially in the 0 ~50 cm section and slowly decreasing linearly in the
section over 100 cm.

Through the RFID values obtained by each RF Tx/Rx modules and the distance
data, the formula has been estimated in the form of 2nd fractional polynomials,
which is shown in Formula (24.5).

Py x RSSI? + P, x RSSI + P,

Distan ce(RSSI) = RSSI? + g x RSSI + g»
pr = —13.63
pr = —1674
ps = —3.922 E + 04
g1 = 135.6
g, = 4645 (24.5)

The receiver position tracing experiment has been performed in the limited test
space with the estimation formula loaded on the module.
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24.4.2 Position Tracing Experiment in the Test Space

RF Tx/Rx modules have been arranged in triangular structure on arbitrary loca-
tions in the test space of 3 m x 3 m x 3 m, and the locations are defined as Al,
A2, and A3. RF modules had been fixed on each Al, A2, and A3 location, and
additional modules were arranged on the locations for measuring. Then the
locations were changed by 1 m from Al, A2, and A3 and the changed locations
have been traced.

The principle of measurement in the test space has been the execution of
position estimation by triangulation as is shown in Fig. 24.7, which was monitored
on the screen in order to check the position tracing of moved receiver in the
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Fig. 24.8 Indoor test space

Table 24.1 Font sizes of headings. Table captions should always be positioned above the tables

Position  Distance 1 m from Al Distance 1 m from A2  Distance 1 m from A2  Max

Iteration 1 2 3 1 2 3 1 2 3 error
ALRSSI -66  -65 -67 -8l 77 81 -8l EE

A2RSSI -76 80 -80 66 64 63 718 I8 77
A3RSSI -74 73 73 -8l 80 82 65 66 66 2

A~

Fig. 24.9 Result of Al, A2, A3 position

triangular structure in arbitrary test space. Actual test space is shown in Fig. 24.8,
and Table 24.1 shows the measurement result after moving receivers on the table
to the locations 1 m away from each corner, and the positions of each module on
the screen are shown in Fig. 24.9.

This study has checked the variation of RSSI values complying with the var-
iation of distances using stable RSSI values after arranging RF Tx/Rx modules on
the locations 1 m away respectively from the Al, A2, A3 positions.

24.5 Conclusion

Active RFID system has been implemented for tracing the position in the indoor
space together with the GPS information used for outdoor position tracing, paying
attention to the point that most of the wheelchair users are living in the limited
space. RSSI value has been measured by using the modules implemented, and the
variation of signal complying with the module distance has been checked out.
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After analyzing the characteristic that signal is slowly declined linearly according
to the distance, the estimation formula has been extracted in the form of 2nd
fractional polynomials. The experiment for tracing the positions of receivers in
limited test space has been carried out with the estimation formula loaded on the
modules manufactured. As a estimation result of the position in the limited indoor
test space (3 m x 3 m x 3 m), maximum error ratio has been £4 dBm. When
converting the result value into distance, the distance error ratio is 2 cm. It has
been proved, through this study, that accurate positioning information can be
provided when active RFID system is used for the provision of indoor positioning
information. However, additional researches will be required in order to provide
accurate positioning information of moving wheelchair.

It is expected that algorithm research will be necessary for tracing mobile
positions based on the result of this study, also it is understood that similar error
ratio to this study must be maintained for moving positions, considering the space
allocation of indoor living environment, in order to provide accurate indoor
positioning information for autonomous driving of wheelchair in the end.
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Chapter 25

Adaptive Regulation of a Class

of Nonlinear Systems with Unknown
Sinusoidal Disturbances

Pengnian Chen

Abstract This chapter addresses adaptive output regulation for a class of non-
linear systems with sinusoidal disturbances. The gain matrix of the sinusoidal
disturbances depend the system output. The disturbances undertaken are unmat-
ched. The chapter presents a new method for estimating sinusoidal disturbances.
Based on the estimation method, a method of adaptive output regulation is pre-
sented, which can guarantee that all the signals in the closed loop are bounded and
the output converges to zero.

Keywords Adaptive control - Nonlinear system - Disturbance rejection

25.1 Introduction

Consider a nonlinear control system of the form

x=Ax+ ¢(y) +bu+ Gy)w

y=Cx

W = Sw (25.1)
where x(f) € R" is the state vector, u(t) € R the control input, y(r) € R the output

vector, and w € R! is the disturbance vector; ¢(y) is a known vector of smooth
functions with ¢(0) = 0, the linear system Y (C,A,b) is in the canonical form
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01 0 0 b
00 1 0 by

A= o o= T, e=(1 0 0),
000 1 b:
00 0 0 n

and S is an unknown matrix.

The adaptive control of uncertain nonlinear systems such as (25.1) has been
received much attention [1-5]. Adaptive tracking is considered in [2], in which the
control direct is unknown and the gain of disturbances is constant. In [3], the
adaptive output regulation is considered under the assumption that the exosystem
w = Sw has 2m + 1 simple distinct eigenvalues on the imaginary axis and all the
modes of the exosystem are persistently excited. The method of output regulation
in [3] can guarantee the system output converges to zero exponentially. Under the
assumption that all the frequency components in the disturbance system are fully
excited, adaptive stabilization is studied in [4]. Adaptive tracking for a class of
nonlinear system of triangular form with sinusoidal disturbances by state feedback
is considered in [6].

The gain matrix of the disturbances, that is, G(y), is a constant matrix in the
studies mentioned above studies [1-5]. However, the gain matrix of disturbances,
in general, is not a constant matrix in many practical applications [6—8].

In this study, we consider the problem of adaptive output regulation for system
(25.1), in which the gain matrix depends on the output. A new estimation method
for disturbances is presented. Based on the estimation method, a method of
adaptive output regulation is presented, which can guarantee all the signals in the
closed loop system are bounded and the output converges to zero.

We make the following assumptions for system (25.1):

Assumption 1: The eigenvalues of § are all simple and on the imaginary axis.

Assumption 2: ) (C,A, b) has relative p and b is a Hurwitz vector with b, = 1,
that is, by =---=0b,_;1 =0, and p(s) =s""+ b,H_ls”’l’f’ +b,_1s+b, is a
Hurwitz polynomial.

The rest of the chapter is organized as follows. Section 2 is a system trans-
formation. Section 3 presents an estimation method of the sinusoidal disturbances.
Section 4 is the main result of the chapter, in which a law of adaptive output
regulation for system (25.1) is presented. Some concluding remarks are drawn in
Sect. 5.

25.2 System Transformations

For control design, we transform system (25.1) into a new form via a filtered
transformation.
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Let G(y) = G(y) — G(0). Then
G(y) = G(0) + yH(y) (25.2)

where

L
H(y) = /dG;;y) do.
0

Let ; >0,i=1,2,...,n— 1, and define

d, = (0,0,...,0,1)"

) (253)
di=Adi |+ Adiy i=1,2,...n—1.

According to Assumption 1, there exist IT € R/ and L € R' such that the
following equations hold [3]:
IS — ANl + 4, L" —G(0) =0 CI =0. (25.4)

It is easy to see that d; is a Hurwitz vector with d;; = 1, where d; is the first
element of dy, and d;,d,,...,d, are linearly independent. Consequently, there
exist smooth functions A;(y), i = 1,2, ...,n, such that

H(y) = Z hi(y)d;. (25.5)
i=1

Let 5 = (él, 623 SRR infl)T and HO(y) = (hZ(y)ah3(y)7 e ~,hn(y))T' Define a
dynamic system

&= Al + yHo(y)w (25.6)
where
- 1
-y 1
Ag = (25.7)
— 2 1
_)vnfl

Since A is a Hurwitz matrix, there exists an (n — 1) x (n — 1) positive definite
symmetric matrix P¢ such that

PeA: + ALP = —(ky + 1), (25.8)

where k; > 0 is a constant and /,_; is the unit matrix of order n — 1.
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Let Ve = éTPéf. Evidently, it is easy to prove that the following inequality
holds:

Ve < = kallZIP+y* 1Ho )11 1Pl lwf. (25.9)

Now we perform the filtered transformation:
y=x—Tw—> di& ;. (25.10)
=2
By a straightforward calculation, we have

=k —Thi = Y di&;
j=2
=Ax+ ¢(y) + bu+ G(0)w + yH(y)w — I1Sw

=Y di( i+ &+ ()W) (25.11)
j=2

By (25.3) and (25.4), we have
G(0)w — IISw = —ATlw + d, L"w (25.12)

and

n

YHOY)W= " di(=di1 &1 + & + yhy(y)w)

j=2

n—1
= ydihy +ZA, ;- Zd,-é,-
= ydihy (y +Z i1 — Ad))&iy — Zd@

=di(& +yh(y Azdf] 1 (25.13)

where &, = 0. According to (25.11)—(25.13), system (25.1) is transformed into

=Ax; + ¢(y) + bu+ dy (&) + yhi (y)w + L'w)
y = Cx. (25.14)

In order to simplify the notations, we rewrite (25.14) as

& =Ax+ ¢(y) + bu+dy (& + yhi(y)w + LTw)
y = Cx. (25.15)
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We make the following assumption for system (25.15):
Assumption 3: The pair of matrices (LT, A)is observable.
In what follows, we assume that Assumptions 1-3 hold.

25.3 Estimation of Disturbances

In this section, we use the method developed in [4] to establish an estimation of
states of system (25.1) and to parameterize w.
Let

x=(A—LC)i+dp(y)+bu+Ly (25.16)

where L; € R" is chosen such that A — L;C is a Hurwitz matrix. Let X = x — X.
Then we have

X =(A—LiOX +di (& yh (y)w + LTw). (25.17)
Let Q € R™! be a solution of the matrix equation
0S=(A—-LC)Q+dL" (25.18)

where d; is defined in (25.3) and L is defined in (25.4). Let Q; be the first row of Q.
According Assumption 3, (L, S) is observable. Thus (Qi,S) is also observable
[4]. Let ¢ = Ow. Then we have

g=(A—LC)g+dLw. (25.19)
Let e =x — X — q. Then
= (A—LCle+d(& +yh(y)w). (25.20)

Choose F € R*! and g € R' such that F is a Hurwitz matrix and (F,g) is a
controllable pair. Let E be a solution of the matrix equation

ES — FE = gQ, (25.21)

Then E is non-singular [4]. Now we parameterize w as w = E~'5. By a
straightforward calculation, we have

i1=Fn+ gq (25.22)
where ¢ is the first element of ¢g. Let # be an estimate of #, defined by
0= Fij+g(y — &) (25.23)
where X is the first element of x. Let 7 = 1 — #§. Then

7 =F7 + ge. (25.24)
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Since A — L;C and F are Hurwitz matrices, there are matrices P, > Oand P; > 0
such that

P(A—LC)+ (A—LC)P, = —(ky + 2)I,

25.25
PF+ F'Py = —(ks + 1)I; ( )
where k, > 0 and k3 > 0. Let
V, = anggv; = ﬁTP;ﬁ (25.26)
Then by a straightforward calculation, we have
Vo < — kallelPH 1 PP P2l () PP [P (25.27)
and
- ~2 2 2
Vo< =kl "+ el HP;gH : (25.28)

25.4 Adaptive Regulation Laws
In this section, let p = 1. We first perform a coordinate transformation for (25.15).
Let dy = (dy1,d2, - .,dln)T be defined in (25.3). Define
Zi = Xi+1 —d1i+1xl i= 1,2,...,1’1— 1. (2529)
Then system (25.15) is transformed into

y=2z1+¢o(y) +u+& +yh(y)w+L'w

7 =Dz + ¢(y) + bu (25.30)
where z = (Z],Z2,~ . '7Zn*1)T’ J)(y) = (a’l()’)aa)z()’); .. 'va)n—l(y))T and
—d 1 0 --- 0
_di 01 --- 0 by —dn
; _ b3 —di3
D=| = oo ifb=| .
_dln—l 0 0 1 '
—di, 0 0 0 bn = din

According to Assumption 2, D is a Hurwitz matrix. We now design the fol-
lowing observer to reconstruct z:

2=Dz+ ¢(y) + bu (25.31)
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where z = (21,2, - . .,2,1_1)T is an estimate of z.
~ ~ o~ ~ T . ~ ~ .
Let 7= (21,22, 2n-1)" With Z;=2z—%, i=1,2,...,n—1. Then we
have
Z=Dz (25.32)

This follows that Z(f)converges to zero exponentially as ¢ approaches to positive
infinity.
According to (25.32), the first equation of (25.30) can be written as

=21+ 4 o(y) Fu+ & +yhi(y)w+n'o (25.33)
where 0 = (E‘I)TL, which is an unknown constant vector. Let
g = max{ P ], 1Pty 1ol ]}
We propose the following adaptive control law for system (25.30):
u=—ay 21— do(y) = "0~ yp(y) (25.34)
where o > 0; 0 and it are defined by
0= 71ty
=700 (25.35)
where 7, > 0, 7, > 0 and ¢(y) = [[Ho(w)IP+1/2(31m )| +1).

Theorem 1 Consider the closed loop system consisting of (25.30), (25.34) and
(25.35). Let o > 3/2. Then all signals in the closed loop system are bounded and

lim y(z) = 0. (25.36)

t—+00
Proof. Under the control law (25.34), the closed loop system can be written as

Y= —ay+ i 0+770 - yp(Y)it+ & + yhi (y)w + 7y
=Dz + ¢(y) + bu. (25.37)

Let

1 1~ 1
Veoy b 02+ —— 2+ Vi + bV, + BV~ 25.38
5y +2v1 +2y2u,+1g+z +5V; (25.38)

where 0 =0 — @7 y=Ilu—j; 1>0 and [;>0,i=1, 2, 3, are constants,
which are chosen later. Differentiating V yields
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V= —ocy2 +yf7T0 +y?7'T0 - y2¢( )ﬁ +¥&) +y2h1( w

1.
1
Since
1 1~2
S5y 2 “

1 2
< — —
yél_zy 261

~ 1 1,
yiT0< 237 + 5 il o) (25.40)
by (25.39) and (25.40), we have
. 3 ~T T N 1 1~
V< — (0= 27 i 0~ Y $)i -+ HE Pl 6]

1~z 1. . . . -
+y2\h1(y)|||w|| - y— 070 — y—ulu +4LVe+ LV, + l3VZ + z%. (25.41)
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We choose Ij, i = 1, 2, 3, such that [} > 1 + L||Pud; |2, bk > 1 +13HP;7gH and
Isks > 1+ 1|0]|>. Then we have
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where [ = max{l;,l,, 1}. By (25.41) and (25.42), we get that
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It follows from (25.35) and (25.43) that

. 3 ~ 1~

V< = (= 3)y2 = I8l - el = 7l>+32. (25.44)

Since o > 3/2 and fﬂovz )dt < + 00, by Barbalat’s Lemma [2], it can be easily
proved that (25.44) implies that

lim y(t) = 0. (25.45)

t—+00
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On the other hand, we can prove that all signals in the closed loop system are
bounded.
The proof is completed.

25.5 Conclusion

In the chapter, we study the problem of output regulation for a class of nonlinear
systems with sinusoidal disturbances. The gain matrix of the disturbances depends
on the system output. The problem of adaptive output regulation has been solved
in the case of relative degree one. If the gain matrix depends on the system states,
the problem is still open. In addition, to extend the result of the paper to the case of
the relative degree more than one is interesting.
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Chapter 26

Research on Improved Ant Colony
Algorithm for TSP Problem

Xiu-juan Qiu and Ting-gui Chen

Abstract A bionic optimization algorithm called ant colony optimization was
introduced in this chapter. Based on the basic ant colony algorithm, this paper
improves ant colony algorithms as follows: (1) increase the local pheromone
updating link and change the original algorithm in the state transition principle; (2)
select the next city by pseudo-random proportional rule instead of selection
directly by probability. The simulation experiments show that the improved
algorithm is better than the traditional one.

Keywords TSP - Combinatorial optimization problems - Ant colony optimization
algorithm

26.1 Introduction

Ant colony optimization was first proposed in 1991 by the Italian scholars Dorigo M,
which initially derived from the imitation of natural foraging behavior of biological
ant colony [1, 2]. It is a bionic algorithm applied to the combinatorial optimization
problems heuristic search algorithm which enjoys strong robustness, fine distributed
compute system. So it is apt to combine with other methods, and has advantages in
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partial convergence. Although the ant colony optimization was first successfully
applied in solving the well-known TSP problem [3], and shows people that it has
advantages in terms of local convergence. But it still remains to be improved,
especially the ability to get the best solution. The improved ant colony algorithm
which was run in the computer successfully got the expected results.

26.2 Basic Ant Colony Algorithm
26.2.1 Principles

Basic ant colony optimization derives from ant’s foraging behavior. Ants can
always find the optimal path from the nest to the food resource. The principal
reason is that ants will leave a kind of pheromone on the path by which they can
contact each others. The longer the ants advance, the little the pheromone they
release. The subsequent ants would choose the path by judging the amount of the
pheromone. By such a feedback mechanism, interaction and pheromone, the ants
eventually find an optimal path.

26.2.2 Algorithm Model

In the algorithm model, the artificial ants come from imitation of the real ones, and
are endowed with some special function as follows [4, 5]:

®  Will secrete pheromones in the process of moving, the amount of informa-
tion depends inversely on the length of the path, that is, the longer the path is,
the less pheromones will be;

Selection of the route is based on sensing the amount of information.
Every ant has the same task to finding the optimal path.

Artificial ants can be endowed with functions that the real ants do not pos-
sess, such as: memory, local optimization, it is based on the demand, and can
solve the problem more efficiently.

® o

In the ant colony algorithm, each artificial ant selects the direction by the state
transition rules, and complies with the updating principle of pheromone as follows:

(1) The state transition probability

[0 (0] * [na (1))
pz(t) = erallowedk [TiS(t)]a * [’m(f)]ﬁ
0, otherwise (26.1)

, J € allowed,,
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(1) = G0 (26.2)

Let pg(t) be the probability that ant k in node I select j as the next node; let
allowed), be the set of cities that can be chosen by ant k for the next step; let 7;(z)
be the amount of information in path (i, j) at t time; #,(¢) is the heuristic function;
let d(i, k) be the distance between node i and the node k; o is the information

heuristic factor; f§ is the desired heuristic factor which describes the relatively
importance of visibility.

(2) Pheromone updating rules

Too much residual pheromone may result in premature convergence which can
seriously prevent the algorithm from searching the optimal solution. To avoid such
problems, pheromone updating rules were injected.

The next is the introduction of pheromone update rule.

Tj(t +n) = (1 = p) x 75(1) + Ay (7) (26.3)

m

Avy(t) =D At(1) (26.4)
k=1
Let 7;(f + n) be the amount of information in path (i, j); p is the pheromone
evaporation coefficient, the greater the value means the faster evaporation rate of
pheromone; At;(¢) is the incremental of information in the loop through path (i, j)
in this cycle.

26.3 Ant Colony Optimization Algorithm
26.3.1 Algorithm Idea

(1) The basic ant colony optimization updates the global pheromone after each
completion of the global path. The improved algorithm retains the case of the
global pheromone update, while the ants have a new ability to update the
partial pheromone after selecting each city. This may enhance a single ant’s
influence on the pheromone. It is beneficial for the optimal solution, and
effective to provide more information to find better path as well.

Mathematical model of the partial pheromone updating:
w(i) = (1 2) # 1(i,)) + 2 % Agy (26.5)
V(i,j)eT

k-
At = § d(i,j)’
0, otherwise

(26.6)
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Fig. 26.1 Flow chart of the
improved algorithm
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Let t(i,j) be the amount of information between node i and node j; 4 is the
pheromone evaporation coefficient, the greater the value means the faster evapo-
rating of the volatile pheromone; K is a constant; d(i, ) is the path length between
the node i and node j; V(i,j) € T means the truth that the ants in the Loop pass
through the (i, j) path.

Mathematical model of the global pheromone updating:

t(i,j) = (1 = A) x 1(i,j) + A * Aty (26.7)
Arf;. = Arf;-*l + Q/lengthy, (26.8)

Where Atj; is the incremental information in the path (i, j) in this loop; d(i,j) is
the path length between the node i and node j; 4 said the pheromone evaporation
coefficient, the greater the value representative of the faster evaporation rate of
pheromone; Q is a constant; lengthy is the total length of the path in the first k
times cycle.

(2) Use the pseudo-random rule to select the next city, rather than the direct use of
transition probability.

Pseudo-random rule: @ qq is a random number that uniformly distributed in [0,
1]; @ qq determines the size of the importance from the use of prior knowledge and
explores new paths. The values can be obtained from experimental experience.

(3) The improved algorithm process is shown in Fig. 26.1:
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Table 26.1 Compare ACA with JACA

Algorithm Cities Ants Iterations The average length Shortest path
ACA 30 16 1000 431.5 425

41 29 500 377.9 374

51 34 500 446.05 442
IACA 30 16 1000 4279 422

41 29 500 375.9 372

51 34 500 435 429

Fig. 26.2 Best solution of
N

N

T\
27

26.4 Simulation Analysis

The improved ant colony algorithm which is written by C++ has been proved to
run successfully in VC6.0 under the 32-bit Win7 operating system with 2.0 GB
memory. TSP test data was obtained from literature [6]. Experiment parameters
are set as follows: traditional ant colony optimization: « = 1, f =5, p = 0.5,
Q = 100; improved ant colony algorithm: & = 1, f = 4.7, A = 0.4, qo = 0.8.

Table 26.1 will show us the compare of the ability to find the path of TSP
between the ant colony algorithm (ACA) and the improved ant colony algorithm
(IACA).

We get the results of Table 26.1 through several simulation tests. The average
length in the table was average of the value obtained by each algorithm’s test. The
shortest path refers to the best results from the multiple tests in each algorithm.
The tests show that the quality to get best solutions was improved, not only the
single solution but also the overall one. The improved ant colony optimization has
met the expected requires (Figs. 26.2 and 26.3).
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Fig. 26.3 Best solution of
TACA P

N\

26.5 Conclusion

Since the ant colony algorithm for the TSP was firstly proposed, many scholars
have done a lot of researches on it in order to extend it to more optimization areas,
including job scheduling problem, network routing, vehicle logistics and trans-
portation problems, air combat decision-making, layout optimization applications.
Currently, the fusion model remains to be improved, and the application needs
further expansion. Applications of the ant colony, both in depth and breadth have a
lot to be improved [4]. Improving the value of application integrated with superior
performance of ant colony algorithm should be an important direction for future
research.
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Chapter 27
Research on Internet of Things
Technology

Qinian Zhou, Lingling Chen, Ge Li and Zhenhao Zhang

Abstract At first, the concept and development of Internet of Things were
introduced. And then the Internet of Things architecture was described. The key
technologies of Internet of Things were analyzed, including RFID technology,
sensor network technology, intelligent technology, nanotechnology and cloud
computing technology. At the same time, some problems in the development of
Internet of Things were presented. Finally, this paper gave the future prospects of
Internet of Things Technology.

Keywords Internet of Things - RFID - Sensor - Cloud Computing

The construction of modern agriculture industry technology
system special funds support (09030313-C).

27.1 Introduction

Because the concept of Internet of Things is emerging soon, its connotation is still
in the development and perfection. At present, there is no agreement of the concept
of it, but it is sure that Internet of Things is an another information industry wave
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after computer, internet and mobile communication. Different definitions were
raised by the researchers whose starting and key points are different in different
fields. The comparative accurate definition of it is that Internet of Things is a
information network in which the things and things, people and things, people and
people are linked together to realize intelligent identification, location, tracking,
monitoring and management with the help of kinds of information sensing
equipments and systems (sensor network, RFID systems, infrared sensors, laser
scanners, etc.), barcode and two dimensional barcode, global positioning system
[1, 2].

In 1988, Massachusetts Institute Technology raised the ideas of Internet of
Things which was named as Electronic Product Code system in that time crea-
tively. In 1999, America Auto-ID put the concept of Internet of Things forward
firstly, however, the definition of it was very simple, it was that all the things were
linked together via information sensing equipments such as RFID, etc. and internet
to realize intelligent identification and management. Technology review of
American regarded the sensor network technology as the first technology of ten
that would change the life of people in the future in 2003 [3]. In 2005, the
International Telecommunication Union (ITU) proposed the concept of Internet of
Things officially in ITU Network Report 2005: Internet of Things, and at the same
time, the report also pointed out that the current communication technologies were
limited in the target of any time, any place and any one, and in the future it would
be in the stage of anything, and then Internet of Things existed. In March 2006,
European Union held a meeting named From RFID to the Internet of Things, and a
deeper description of it was made in the meeting [4]. In March 2008, the first
global and international Internet of Things meeting was held in Zurich, the new
ideas and technologies of Internet of Things and how to boost the development
of Internet of Things were discussed in the meeting. The CEO of IBM
Sam Palmisano raised the concept of “Smart Planet” firstly in “Round-table
conference” which was held by Obama and American business leaders. On August
2009, prime minister Wen Jiabao went to wuxi micro-nanometer sensor network
engineering technology research center inspection and delivered an important
speech, he raised the idea of “Perception China” firstly. On August 24, China
mobile president Wang Jianzhou delivered his first public speech in Taiwan and
Proposed the concept of Internet of Things. On March 2010, the Shanghai Internet
of Things center was established formally. There were some explanations about
Internet of Things in the annotation of The Government Work Report 2010, it was
that Internet of Things was a network which put anything and internet together and
they can change information to realize intelligent identification, location, tracking,
monitoring and management via information sensing equipments according to the
agreed protocol [5]. In 2005, one ITU report described the prospect in the era of
Internet of Things, it is that the car will alarm automatically when the driver make
a mistake; the briefcase could remind the master that what forgot to take; the
clothes will tell the washing machine their requirements of color and temperature
etc. It is no doubt that if the era of Internet of Things comes, people’s daily life
will change strikingly [6].
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Fig. 27.1 Internet of things architecture

27.2 Internet of Things Architecture

The Internet of Things needs an open architecture to maximize interoperability
among heterogeneous systems, providers and consumers of information and ser-
vices. The architecture should have well-defined and granular layers because of
the decentralized and heterogeneous nature of things. At present, there is no
agreement of Internet of Things architecture because it is in the initial stage, but it
can be divided into three levels according to the three characteristics that it should
have. They are comprehensive perception, reliable transfer and intelligent pro-
cessing, accordingly, the three levels of Internet of Things are shown in the
Fig. 27.1 below.

As is shown in the Fig. 27.1 above, the main function of perception layer is
perceiving and gathering information, it gathers information through RFID, sensor
and two dimensional barcode technology etc. It also includes the sensor network of
the data access to the gateway. The network layer is based on existing mobile
communication network and internet. It assumes the data communication task
between perception layer and network layer. Cloud Computing platform is mass
data storage and analysis platform and is an important component of the network
layer, it is also the foundation of many applications in application layer. The
network layer is composed by many application servers, it provides rich and
specific services for users by making use of analyzed and handled perception data,
such as monitoring, query, control and scanning service etc.
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27.3 The Key Technologies in the Internet of Things

There are many advance technologies included in the Internet of Things system.
Some key technologies are introduced below. That are RFID technology, sensor
network technology, embedded intelligent technology, nanotechnology and Cloud
Computing technology.

27.3.1 RFID Technology

RFID is a non-contact automatic identification technology, it uses the frequency
radio and transmission properties of space coupling to realize automatic identifi-
cation of static or moving objects. Manual intervention is unnecessary in the
process of identification. It can work in various harsh environment, identify high-
speed objects and multiple tags at the same time, it is very convenient [7]. RFID is
the main source of gathering information in the Internet of Things, so it plays a
very important role in the Internet of Things system.

RFID can let objects talk. In the Internet of Things, standardized and interop-
erable information are stored in RFID tags, they are gathered in the center
information system by wireless data communication network to realize the iden-
tification, then it can realize information exchange and sharing through open
computer network, and it manages objects transparently finally [8].

The components of RFID system will be different because of the different
applications, but it usually includes electronic tag, reader and antenna. Electronic
tag is composed by coupling components and chips, there is the only Electronic
Product Code (EPC) in each electronic tag. EPC is unique and retrievable iden-
tification code for each object and it is also unique ID. The reader is used to read
label information. They are handed style and stationary style. Antenna can
transmit signal between electronic tag and reader.

The working principle of RFID is that read transmit specific frequency radio
through antenna, the induction current produces when the electronic tag enters into
valid work area, and the electronic tag is activated, it transmit its coding infor-
mation via internal antenna; the receiving antenna of reader receives the modu-
lation signal from electronic tag, and the signal is sent to signal processing module
by antenna modulator, effective information generated after harmonic and
decoding and then be sent to back host system; the host system identifies the tag’s
identity according to the logic operation, makes corresponding treatment and
control according to different set, and sends signal to control the reader’s work
finally [1].

The biggest advantage of RFID system is that it can work without manual
intervention. It can be used in tracking and identifying objects, human and ani-
mals. It is still in the stage of development.
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27.3.2 Sensor Network Technology

Sensor is a kind of equipment that can change specific measured information into
some usable output signal by a certain rule, in order to meet the demand of
information transmission, processing, recording, display and control [1]. With the
development of science and technology, sensor network are developing toward
miniaturization, integration, intelligence, and network. The development history is
traditional sensor, intelligent sensor and embedded web sensor.

The basic components of sensor network node are sensing unit (composed of
the sensor and A/D conversion function module), processing unit (includes CPU,
memory and embedded operating system etc.), communication unit (composed of
wireless communication modules) and power. At present, the main content of
sensor network technology in the field of Internet of Things are followings.

Advanced testing technologies and network measurement and control.
Research on intelligent sensor network node.

Research on sensor network organization structure and the underlying protocols.
The test and control of sensor network.

Security of sensor network.

A typical sensor usually consists of sensitive components, conversion compo-
nents and transform circuit, and including auxiliary power sometimes. As is shown
in the Fig. 27.2.

The sensitive component feels the measured signal directly, and output a
physical signal that has definite relationship with the measured signal. Conversion
component takes sensitive component output as input, it changes non-electric
quantity into electrical signal and then outputs, it is the core component of sensor.
Transform circuit inserts front circuit parameters into itself, and it will be changed
into electric quantity and then output. Sensor can be used in many fields. For
example, space satellites, rocket, military aircraft, buildings and underwater sub-
marine etc. The development of sensor technology makes great contribution to the
progress of science and technology [8].
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27.3.3 Embedded Intelligent Technology

Intelligent technology is adopted various methods and means to reach an expected
purpose. The object is intelligence when the intelligent system is inserted in, it can
realize the communication between objects and users actively or passively [9]. In
the present technical level, embedded technology is the key to realize intelligent
technology, and intelligent system mainly consists of one or more embedded
systems. Embedded system is a system in which application procedure, operating
system and computer hardware are integrated together.

At present, there are also some technical difficulties that need further research,
it mainly includes the following respects.

The theory research of artificial intelligence.

Advanced man—machine interactive technology and system.
Intelligent control technology and system.

Intelligent signal processing.

27.3.4 Nanotechnology

Nanotechnology is a science that study movement rules and interaction of
0.1-100 nm composition system and the technical problems in practical applica-
tions, it mainly includes nanophysics, nanometer chemical, nanometer material
science, nanometer biology, nanometer electronics, nanometer processing learn,
nanometer mechanics and so on [9, 10].

At present, the main applications of nanotechnology in the Internet of Things
are miniaturization design of RFID equipment, sensing equipment and the pro-
cessing technology of processing materials and micro-nanometer. The develop-
ment of nanotechnology provides excellent sensitive material for sensor and many
new methods for sensor production. Nanometer sensor is widely used in biology,
chemistry, machinery, aviation and military. These applications signify that
smaller objects in volume can interact and connect in the Internet of Things, what
is more, the development of nanotechnology will promote electronic devices and
systems to miniaturization, system integration, faster response speed and smaller
consumption of a single device.

27.3.5 Cloud Computing Technology

As the internet technology develops, the generated data volume will be far exceed
the internet data volume, therefore, cloud computing, pattern recognition and other
intelligent computing technologies must be used to reach the intelligent process-
ing, analyze and handle the mass data, and realize intelligent control finally.
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Cloud Computing is composed of a series of dynamically upgraded and
virtualization resources, these resources are shared by all users and they are also
can be visited through the network. At the same time, users can access computing
power, storage space and information services on-demand. In the Cloud Com-
puting, the data of users is not stored in local, but stored in the clouds, the required
application is not running in personal computers, but running in the clouds. Users
can connect to the internet through any terminal to visit the data and use the
application software in the clouds.

Cloud Computing has the following characteristics at the point of the current
research status.

Big scale.

virtualization.

High reliability and generality.
High expansibility
On-demand service.
Extremely cheap.

There are four key technical points to realize the combination of Cloud
Computing and Internet of Things [9]. First, the expansion of internet technology
in the Internet of Things, including the realization of IP computing in kinds of
objects, wireless access network, the fusion of internet and information. Second, IP
virtualization technology, the resources sharing and IT service ability on-demand
provided can be truly realized after the IP virtualization. Third, how to manage,
control the Internet of Things and Cloud Computing platform and then make it
more reliable and safe is also important. Finally, kinds of businesses and appli-
cations based on Cloud Computing and Internet of Things. An effective, benign
value chain system and business ecosystem will be formed when Internet and
Things and Cloud Computing provide service for human through the appropriate
business model and practical actual service. So as to promote the entire infor-
mation sector, IT and all walks of life to sustainable development.

27.4 Development Trends and Prospects

In the internet of Things, “things” are expected to become active participants in all
kind of fields where they are enabled to interact and communicate among them-
selves and with the environment. In order to achieve the target, they exchange data
and information and “sense” about the environment. At present, many specific
applications of Internet of Things can be seen in the life, though it is in the primary
stage, for example, intelligent library and remote anti-theft system etc. But many
problems exist in the rapid development of Internet of Things. First, the product
price, electronic tags and many read equipments and large information processing
systems must be inserted into all the objects, it will cause higher costs. So how to
reduce the price is a problem. Second, the product standardization, standards



260 Q. Zhou et al.

should be designed to support a wide range of users and address common
requirements from a wide range of industry sectors as well as the needs of envi-
ronment, society and individual users. there is no a complete set of international
standard in the field of RFID and WSN etc., the interoperability does not exist in
the equipments of different manufactures, it is not convenient for users. Third, IP
problems, IPv4 addresses will be exhausted at that moment, and IPv6 is needed.
The transition from IPv4 to IPv6 is a long process, so the compatibility problem
must be solved. Finally, security problem, in the Internet of Things, the rela-
tionship of things and things will be closer, things and people even be joined up,
therefore, how to protect the large amount of data and privacy of users is needed to
be resolved quickly.

Though there are many problems in the development of Internet of Things, it is
sure that greater development of Internet of Things technology exists in the future.
Application form is flexible, it will be used in every aspect of life. It is no doubt
that we will benefit and it will accelerate the economic development in the age of
Internet of Things.
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Chapter 28

Hot Topic Detection Research of Internet
Public Opinion Based on Affinity
Propagation Clustering

Hong Liu and Bi Wei Li

Abstract Internet is becoming a spreading platform for public opinion. It is very
important to grasp hotspot of internet public opinion (IPO) in time and understand
the trends of them correctly. Aim at such drawbacks of some text clustering
algorithm as information massive, curse of dimensionality, longer analysis time,
lower analysis efficiency, this chapter introduces affinity propagation algorithm
into hot topic detection of IPO, with the center of each clustering representing a
topic. Through compared result of experiment affinity propagation clustering and
K-Means algorithm, it shows that the efficiency and effectiveness of such the
algorithm.

Keywords Hot topic detection - Internet public opinion - Affinity propagation -
K-Means - Similarity matrix - Vector space model

28.1 Introduction

Nowadays, Internet transmission has become a new broadcasting format and
played a more and more important role in public opinion, which refers to the
society and politics attitude toward the social administrator in certain social space
[1]. At present, a large number of current webs are full of the content of eroticism,
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reactionary/cult, and cybercrime. On the other hand, the occurrence of public
emergency easily leads to grapevine popular on the network, which will cause
public irrational judgments and disturbing behaviors. So it is especially important
to analyze and detect topic information of internet public opinion (IPO for abbr.),
make useful information quickly exposed to those seekers, and real-timely monitor
the tendency of public opinion.

However, there are several challenges in analyzing and monitoring IPO. As we
know, information on the internet is extremely disordered and constantly chang-
ing, so it technically is difficult to obtain a large number of relevant web pages
rapidly, to judge the relevant degree of two text sections, and to process the public
opinion change quickly. Other than static WebPages, unstructured or loosely
formatted texts often appears at a variety of tangible or intangible dynamic
interacting networks [2]. A web page is different from regular corpora of text
documents.

In this chapter, aim at such drawbacks of some text clustering algorithm as k-
centers clustering results are quite sensitive to the initial selection of exemplars, so
it is usually rerun many times with different initializations in an attempt to find a
good solution. This works work well only when the number of clusters is small and
chances are good that at least one random initialization is close to a good solution.
We introduce affinity propagation clustering in hot topic detection of IPO. The
remainder of this chapter is organized as follows: Section 28.2 introduces related
works; Sect. 28.3 introduces affinity propagation clustering. Section 28.4 details
our methodology application in hot topic detection of IPO; Sect. 28.5 shows our
experimental results and discussion. Finally, Sect. 28.6 concludes the chapter and
gives future work.

28.2 Related Work

Currently, people have also done some research about IPO, whose research
methods are mainly clustering algorithm. Raymond W.M. Yuen and Terence Y.W.
Chan [3] proposed a text opinion analysis approach based on morphemes. Kim
Soo-Min and Hovy Eduard [4] presented an opinion analysis system, which could
automatically extract opinions and opinion holders. Kim Soo-Min and Hovy Ed-
uard [5] described a sentence-level opinion analysis system. Kim Soo-Min and
Hovy Eduard [6] presented a novel method based on Semantic Role Labeling to
extract opinions, opinion holders and opinion topics in text. Lun-Wei Ku, Yu-Ting
Liang and Hsin-Hsi Chen [7] proposed an opinion identification algorithm at word,
sentence and document level. Namrata Godbole, Manjunath Srinivasaiah and
Steven Skiena [8] described a system that assigned scores to indicate positive or
negative opinion for each distinct entity in the text corpus. Devitt and K. Ahmad
[9] aimed to explore a computable metric of positive or negative polarity in
financial news text for the financial markets. Dongjoo Lee, Ok-Ran Jeong and
Sang-goo Lee [10] presented an opinion mining model especially for customer
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feedback data about products and services. Selver Softic and Michael Hausen-
blas[11] gave a novel approach to opinion mining, which firstly RDFised dis-
cussion forums in SIOC, and then interlinked the created data with linked datasets
such as DBpedia. Lan You, Yongping Du and et al. [12] utilized Back-Propagation
Neural Network based classification algorithm to evaluate the hotness of the topic
through its popularity, quality and message distribution. Tingting He, Guozhong
Qu and et al. [13] presented a semi-automatic hot event detection approach.
K. Chen and L.Luesukprasert [14] extracted hot terms by mapping their distri-
bution over time, and identified key sentences through hot terms, then used
multidimensional sentence vectors to group key sentences into clusters that rep-
resented hot topics. M. Platakis, D. Kotsakos and D. Gunopulos [15] proposed a
hot topic detection method during a time interval which was based on bursty
discovery. Qindong Sun, Qian Wang and Hongli Qiao [16], aiming at the mobile
short message hot topic extraction, identified the hot topic through feature words
and the association degree of these feature words. Yadong Zhou, Xiaohong Guan
and et al. [17] utilized statistics and correlation of popular words in network traffic
content to extract popular topics on the Internet.

28.3 Affinity Propagation

Affinity propagation (AP) is a powerful clustering algorithm based on message
passing technique was published in Science by Frey and Dueck [18-20]. Such
method is a very simple but very efficient method for clustering data. It cannot
only cluster data points into different classes, but also detect a representative
sample for each class. It first simultaneously considers all data points as potential
representative examples and, considers each data point as a node in a network,
then recursively transmits real-valued messages along edges of the network until a
set of representative examples and corresponding clusters emerges. Such AP
clustering method has fast processing speed and can avoid many of the poor
solutions which caused by unlucky initializations and hard decisions.

AP is based on similarities s(i,k) (or n x n similarity matrix S for n data points)
between pairs of data points, and simultaneously considers all the data points as
potential cluster centers (called exemplars).To find appropriate exemplars, two
kinds of messages (responsibility, availability) passed between data points, each of
which each applies a different kind of competition, their illustrations are shown in
Fig. 28.1. The responsibility r(i,k) being sent from data point xi to candidate
representative example data point xy, reflects how proper it would be for point xy
to serve as the representative example for point xi, taking into account other
potential exemplars for point xi. It is updated using the rule:

r(i k) = s(i,k) — max[a(]'z l) + s(i,7)] (1)
Ji#k
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It is set to the similarity between point x; and point X, minus the maximum of
the similarities between point x; and other candidate representative examples.

The availability a(i,k), sent from candidate representative example point xi to
point x;, reflects the accumulated evidence for how well-suited point x; is to choose
point X, as its representative example, taking into account the support from other
points that point x; should be an exemplar. It is computed by the rule:

a(k,i) = ming 0, r(k, k) + > max[0,r(j, k)] (2)
Jigtki}

The availability a(i,k) is set to the self-responsibility r(i,k) plus the sum of the
positive responsibilities candidate representative example x, receives from other
points. Unlike the responsibility update which lets all candidate representative
examples fight for the ownership of a data point, the availability update gathers
evidence from data points as to find whether each candidate representative
example is suitable for acting as a good representative example.

Availabilities and responsibilities can be combined to recognize representative
examples at any time during AP. For point x;, the that maximizes a(i,k) + r(i,k)
indicates that point X, serves as the representative example for point x;. The
message passing procedure is terminated after the local decisions stay constant for
some number of iterations.

28.4 Hot Topic Detection of IPO Based on Ap Clustering

Application AP clustering in hot topic detection of IPO is mainly composed of
following steps: data pretreatment, similarity matrix representation, AP clustering
for IPO and results evaluation.

28.4.1 Data Pretreatment

IPO accomplished form search engine robot process has unstructured format,
before analyzing, data pretreatment is applied for them, which includes data
cleaning, text segmentation. For data cleaning, we remove noise data and
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irrelevant data. Noise data include navigation bar, advertisement information,
copyright information and investigate questionnaire, etc., which has no relation
with topic content. Irrelevant data are from IPO where there are not enough
postings or posting contents that are not related to the opinion topics at all. After
removing noisy data and outliers, we apply Chinese text segmentation system
(ICTCLAS system) of Chinese science research institute to do text segmentation
for topic content of web pages, in the chapter. ICTCLAS (Institute of Computing
Technology, Chinese Lexical Analysis System) is a Chinese lexical analysis
system using an approach based on multi-layer HMM. ICTCLAS includes word
segmentation, Part-Of-Speech tagging and unknown words recognition. After text
segmentation, we remove stop-words, which are high frequent words that carry no
information (i.e. pronouns, prepositions, conjunctions etc.), and do word stemming
work, which means the process of suffix removal to generate word stems. This is
done to group words that have the same conceptual meaning, in the analysis
process; these group words define a feature. And then we need transform
unstructured text format of web pages into structured text format for text repre-
sentation, which typically are strings of characters into a suitable representation for
the clustering task.

28.4.2 Similarity Matrix Representation

After data pretreatment, we need translate IPO into similarity matrix. Firstly, with
TF-IDF (Term Frequency-Inverse Document Frequency) method, we transfer [PO
into vectors space. Calculate formula is shown as follows:

wij = lﬁj X ldfl (3)

Where, wij stands for weight of feature word i in IPO j. tfij stands for frequency
of feature word i in IPO j. idfi stands for reciprocal of IPO frequency of feature
word i, which is shown as follow:

IDF (t) = log [%(t)] (4)

To strengthen the importance of one keyword in critical location, we enhance
the weight of keywords that appear in head, title, and first-level title of that IPO.
Then, every IPO d can be converted to vector space that is comprised of feature
vectors, which is shown as di = {wil,wi2,....,win}.Lastly, we calculate the sim-
ilarity degree between every two vectors in the vector space to get similarity
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matrix. We adopt cosine formula to calculate similarity degree between every two
IPO based on vector space model, which is shown as follows:

n i J
Sim(d',d’) = cos(T", T7) = D1 Wi W (5)
n iN2 n i\ 2
\/Zk:l (Wh) \/Zk:l (we)
Where, Sim(d',d’)stands for similarity degree between IPO d' and d!, wi stands

for weight of word k in IPO i, n stands for total amount of feature words in the
vector space.

28.4.3 AP Clustering for IPO

The AP process is as follows:

(1) Input: s, p, A.
(2) Initialization: r(i,k) = 0, a(i,k) = 0 for all i, k
(3) Responsibility updates using Eq. (1) and following rules:

(i k) = r(i, k) (6)
(i k) = (1= A)r(i k) + 2 (i, k) ()
(4) Availability updates using Eq. (2) and following rules:
a”(k,i) = a(k,i) (8)
a(k,k) = max[0,(j, k)] (9)
JiFk
a" (k,i) = (1 — La(k,i) + Aa”(k, i) (10)

(5) Iterative from step (3) and step (4) until a high-quality set of exemplars and
corresponding clusters emerges. Then go to step (6).
(6) Making assignments:

ci =arg max[r(i,kk) + a(k,i)] (11)
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28.4.4 Evaluation Criterion

In this chapter, we use such evaluation criterion as Macro_Rrecision, Macro_-
Recall, Macro_Fscore and average unmiss probability which are defined as
follows:

M £l 2 X Macro_R x Macro_P heve M R 1 anR M P
acro = ,where Macro_R =— i, Macro_
- Macro_R + Macro_P né= !

1 n
:Z;Pi (12)

2 un det ected opinion about topic i
avgUnMiss = Z (1— P P )n is clustering number (13)

i=1

total opinion about topic i

Where, Precision P = TP/(TP + FP), Recall R = TP/(TP + FN), and
F1 = 2*P*R/(P 4+ R). Where, TP(true positive) means number of correct positive
predictions, FP(false positive) means number of document related to the category
incorrectly, FN(false negative) means number of document not marked as related
to a category but should be, and TP 4+ FP means number of positive predictions,
TP + FN means number of positive examples.

28.5 Experiment and Discuss

In the experiment phase, we collect data from some web sites as: news.sohu.com,
www.china.com,www.zaobao.com,unn.people.com.cn and category of data
include finance and economics, humanistic, life, entertainment, etc. We do
experiment using AP algorithm, firstly we convert 50 pieces of IPO into similarity
matrix. When applying AP clustering, max iterations sets 2000, stop criterion sets
200, damping factor set 0.5, value set 0.8 and preferences uses median similarity.
The clustering result sketch map of IPO id is shown in Fig. 28.1. The sum of data
point-to-exemplar similarities is 2.563664, and the sum of exemplar preferences is
7.4324. What’s more, we compare AP clustering and K-Means in 50 data points
with the same clustering value using Macro_P, Macro_R, and Macro_F1, whose
compared result is shown in Fig. 28.2.

And then, we perform AP clustering and K-Means algorithm with data set
number from 100 to 500. The avgUnMiss compared result is shown as Table 28.1.

From experiment, we can see that when at the same dimension of vector space,
AP clustering has higher efficiency than K-Means algorithm.
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Fig. 28.2 Comparison result 1
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Tabl‘f 28.1 Compare Number Number avgUnMiss avgUnMiss
experiment result of data points of feature of AP of KMeans
100 1,069 0.875 0.782
200 1,854 0.825 0.799
300 2,462 0.889 0.804
400 2,859 0.901 0.854
500 3,249 0.946 0.898

28.6 Conclusions

In this chapter, according to the properties of IPO, we introduce vector space
model to express word feature, adopt cosine formula to express similarity of IPO,
and we perform AP clustering and K-Means algorithm in hot topic detection of
IPO. The experimental result shows the efficiency and effectiveness of AP clus-
tering algorithm. What’s more, our future works are shown as follows:

(1) Commerce application research is one of our future works. Using our IPO
analysis approaches can help seeker get quickly information what they want to get.
For market department, it can help them understand what their specific customers’
concerns regarding goods and services information. It is beneficial for us to pro-
vide best personalized services for people,

(2) Deeply approach research of IPO hot topic detection and forecast. Refine-
ment for each step of the approach proposed above is needed. Dynamic monitoring
technology is in demand which can monitor the web sites to detect change in time.
Data cleaning is time-consuming and labor-intensive. Web content analysis can
not stop at word frequency analysis because sometimes the result is poly semantic.
How to improve process speed of massive data is also main research content of our
future works.

Acknowledgment This chapter is supported by the Natural Science Foundation project of
Zheliang provincial (No. Y1110995). And this chapter is also supported the National Natural
Science Foundation of China under Grant No. 60903053.
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Chapter 29

TTMP: A Trust-Based Topology
Management Protocol for Unstructured
P2P Systems

Zhiping Liao, Song Liu, Gelan Yang and Jiancun Zhou

Abstract Uncooperative behaviors of peers are great threats to current unstruc-
tured peer-to-peer (P2P) systems. To solve this problem, we present a trust-based
topology management protocol (TTMP), which aims to promote the fairness and
service quality of P2P system by integrating a trust model into its topology
management. To achieve this goal, TTMP divides a single connection between
every pair of neighboring peers in current networks into two links: an In-Link and
an Out-Link. A peer can only get services by its In-Links and provide services
through its Out-Links. And TTMP manages these two types of Links based on two
different trust metrics defined in the proposed trust model. Simulation results
indicate that TTMP improves the performance of P2P system.

Keywords p2p - Topology - Reputation - Trust - Uncooperative behavior

29.1 Introduction

Unstructured peer-to-peer (P2P) networks are highly decentralized systems where
each peer represents a different self-interested entity. A peer can manipulate its
local information to take advantage of other peers’ resources. Therefore, the
performance of a P2P system depends heavily on the cooperation degree of peers.
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However, for the sake of inherent rationality which urges peers to struggle for their
maximum benefit, there always exist many uncooperative behaviors which threat
the utility of P2P system at any given time [1, 2]. For example, to save its
communication bandwidth and energy a free-rider may consume services without
contributing its own fair share. And in some popular P2P systems, there also exist
peers who provide a great deal of fake and even polluted resources or services.
Large amount of these uncooperative behaviors can degrade dramatically the
quality of P2P services [3]. Hence, it is important to design a trust model to
motivate peers to behave cooperatively. On the other hand, the utility and effi-
ciency of a P2P system is bound up with its network topology which is also
influenced by peers’ creditability. However, current unstructured P2P systems
usually lack fair topology structures where uncooperative behaviors of peer aren’t
taken into consideration reasonably.

To solve the problem of peers’ uncooperative behaviors as well as construct fair
network topologies for unstructured P2P systems, we present a trust-based
topology management protocol (TTMP). The protocol aims to bring contributing
peers closer to each other and push the uncooperative peers away from the con-
tributors. TTMP divides a single connection between every pair of neighboring
peers into two links: an In-Link and an Out-Link. And TTMP manages these two
types of links separately according to two different trust metrics defined in the
proposed trust model. The organization of the paper is as follows. In Sect. 29.2 we
discuss some related works. And in Sect. 29.3 we present the TTMP protocol in
detail. The simulation results of TTMP are described in Sect. 29.4 and we give our
conclusions in Sect. 29.5.

29.2 Related Works

To improve the usability and efficiency of P2P networks many researches have
been done. We present some of the works related to our proposal in the following.

The authors of [4] devise a model to study the phenomenon of free-riding in
P2P systems and the authors of [5] propose for partially decentralized P2P systems
a reputation management scheme which can detect and punish malicious peers.
Being different from the both works, our solution is to transform the cooperation of
peers into network topologies, push the uncooperative peers to the edge of the
network, so as to make the P2P system be more efficient.

Article [6] presents how to self-organize and self-tune the P2P topology based on
peers’ differing capabilities. It divides the connections in overlay network into two
types: Search Links and Index Links. Search Links are used to forward queries and
Index Links are used to send copies of content indexes. Inspired by this idea, the
TTMP protocol separates each connection into an In-Links and an Out-Links. A peer
can only get services by In-Links while contribute services through Out-Links.

The adaptive peer topologies (APT) protocol [7] is based on the idea that a peer
should directly connect to those peers from which it is most likely to download
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satisfactory content. And the adaptive gnutella protocol (AGP) [8] transforms the
overlay topology based on a reputation scheme that evaluates the provided services
and offers a mechanism that organizes trusted nodes with similar content. Both
APT and AGP protocols optimize the network topology based on trust mechanism.
Unlike the former protocol our trust model considers many past history services
instead of latest one. And differing from the later protocol, TTMP can not only
discourage uncooperative peers but also promote the fairness and service quality of
P2P system.

29.3 TTMP Protocol
29.3.1 Overview of TTMP

To encourage the cooperation of peers and provide fair topologies for unstructured
P2P system, the TTMP protocol proposed in this paper integrates a trust model
into its topology managing scheme. The adopted trust model has two important
evaluation metrics associated with each peer’s reputation. The first one termed
Reons 18 the balance of amount of services a peer has contributed and consumed.
This metric is used by a peer to request services from others. When receiving
service requests from other peers, a peer always gives more privilege to the ones
with higher value of R, for contributing services to them. And the value of R,
increases when a peer provides services and decreases after using services. By
adopting this metric TTMP can provide incentives to contributing peers as well as
discourage uncooperative behaviors. In this way, the fairness of P2P system is
promoted. And the second metric is Ry Which indicates the amount of services a
peer has provided. Opposite to the first one, this metric is used by peers to con-
tribute services to others. The higher value of Ry, means that the peer is more
powerful to provide services. After sending a service query a peer can usually get
several responding peers, then it will chose the peer with the highest value of Ry,
to become its service provider. Hence, TTMP can improve the service quality of
the P2P system through the metric Ry..y. The concrete computing of R o, and Ry
are given in Sect. 29.3.2.

The aim of TTMP is to embed the proposed incentive mechanism of R, and
Ryerv into its topology management, since P2P network topology affects the
propagation of queries and the overhead imposed on the underlying physical
network. To achieve this goal, TTMP divides the connection between every pair of
neighboring peers into two links: In-Link and Out-Link. A peer can only get
services through its In-Links and provide services by its Out-Links. In this way, a
peer decides whether to maintain or terminate an In-Link according to the value of
its counterpart’s Ry, and manages an Out-Links accordingly based on the cor-
responding peer’s value of R.,,. Therefore, TTMP can adjust the network
topology dynamically in reaction to peers’ past behaviors, and the adapted
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topology can promote fairness, service quality and efficiency for unstructured P2P
systems. The adaptive management scheme of network topologies is represented
specifically in Sect. 29.3.3.

29.3.2 Trust Model

The trust model embedded by TTMP includes two reputation evaluation metrics:
Rgerv and Rigns. We describe the function of them as follows. Reputation of service
ability (Ryy): it evaluates a peer’s service ability and the value of R, is related
to how much services the peer has contributed. Reputation of consumption
capacity (R.qpns): it evaluates a peer’s consumption capacity and its value is related
to the privilege level a peer can consume services. In the proposed model, each
peer evaluates and stores the value of all its neighbor peers’ Ry, and Reqps. Since
every service interaction between peers involves one server and one consumer,
each peer can only evaluate one corresponding value of its opposite side after a
transaction. For an example, if peer i has contributed a service to peer j, then peer
i evaluates R ., of peer j while peer j evaluates Ry, of peer i.

In the following, we present the computing process of Ry, and R, And the
calculation is based on a scenario that peer j has given a service to peer i, and we
call one peer is the neighbor of another when they have an overlay network
connection or have history transaction records between each other within a given
time span.

29.3.2.1 Computing R, of peer j by peer i

After the transaction given above, peer i computes the Ry, of j in the following
steps.

Stepl. Peer i rates the service satisfaction of j by function f{i,j) defined in (29.1).
If peer i is totally satisfied with the service contributed by j, it will give a value of
1. And if peer i Fig. 29.1 that j has provided a fake or bad service then i gives O for
the service. The higher the value is, the more satisfactory peer i feels.

1, totallysatisfactory
fli,j)=4¢0 totallyunsatisfactory (29.1)
e(ee(0,1) partiallysatisfactory

Step2. Peer i aggregates the quantity of services (Qgery) by Eq. 29.2. O, is the
amount of services that peer j has provided to peer i within a time span which can
be set and tuned by the P2P system based on the overhead of peer’s storage.

Orerv = Z f(l7.]) (292)

Navrpan
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Step3. Peer i computes the frequency of services (Ty,,) using Eq. 29.3 where
my indicates the times of services provided by peer j within the same time span as
in (29.2), n, is the average service times of all neighbors of 7, and f is a regulating
constant.. Our claim is that if peer j provides services to i more frequently than
other neighbors of i, then peer j can achieve more trust from peer i. To incorporate
this idea into the trust model we define the parameter T, as:

m o (Be(0,1),m, # 0)
Tserv =N - NI 29.3
Finally, following the above three steps, peer i computes the Ry, of j by (29.4).
Rsery = Qserv * Toery (294)

29.3.2.2 Computing R_,,s of peer i by peer j

Opposite to the computing of peer j’s Ry, conducted by i, peer j will compute the
Reons Of peer i upon the same transaction. Firstly, peer j rates the consumption
satisfaction of peer i by the function given in (29.1), and we express it as f{j,i). If
peer j considers that peer i has finished consumption successfully or the service has
been accepted totally by peer i, then j will gives a value of 1. Accordingly, O
denotes totally failure, and e (0 < e < 1) denotes else situations. Secondly, peer
j use (29.5) to calculate the quantity of i’s consumptions (Q.ons) by summing up
the consumptions that peer i has got from j within the same time span as in (29.2).

Ocons = Z f(]v i) (295)

timespan

Thirdly, with the similar motivation of adopting parameter T,,, while com-
puting R, we use the parameter T.,,s to indicate the frequency of peer i’s
consumption. And the computing of T, is given in (29.6) where m. denotes the
times of consumptions performed by peer i and n. is the average times of peer j’s
all neighbors.

_ fmex oo (Be(0,1),m,#0)

To promote the fairness in P2P systems, we claim that a peer who has con-
tributed more services to peer j should get more consumption privilege from
Jj accordingly, while the consumption capacity must decrease as it consumes ser-
vices. Therefore the R, of peer i is computed by peer j as:

Reons = Rserv — Ocons * Teons (297)

Although both (29.4) and (29.7) have the same “Rg..,”, they are different in the
scenario we presented here. Because the Ry, in (29.4) is about the service ability
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Fig. 29.1 Network
expressed in connections \

of peer j while the one in (29.7) is that of peer i. And the Ry, in (29.7) is a history
data which was computed and stored by peer j in another opposite transaction.

Therefore, from the computing process of Ry, and R, in the trust model, we
can deduce that a malicious peer who provides bad services will have a low Ry,
and a free-rider who contributes less service than its own fair share will arrive at a
low Rcons, While cooperative peers can obtain high values on both reputation
metrics.

29.3.3 Adaptive Topology Management

In general unstructured P2P overlay networks like Gnutella, every single topology
connection can be used by its connected peer not only to provide services but also
to get services. Differently, TTMP separates every single connection into two
Links: an In-Link and an Out-Link. In-Links can only be used by the peer to obtain
services, while Out-Links can only be used to contribute services. In this way, a
peer uses In-Links to send queries and receive their replies, uses Out-Links to
receive queries and reply them. The network topologies expressed in the form of
connections and Links are shown separately in Figs. 29.1 and 29.2 where peers are
represented as nodes and every line with arrow stands for a connection or a Link.

The main difference between Figs. 29.1 and 29.2 are the flowing directions of
services which are represented as arrows. In Fig. 29.1, each line with two opposite
arrow heads means that all topology connections can transport services in both
directions. While in Fig. 29.2, the head of an arrow means an In-Link and the tail
denotes an Out-Link. In an overlay network shown in Fig. 29.1, all neighboring
peers have equal right to get and contribute services between each other, inde-
pendent of their reputation values. However, the TTMP proposed overlay network
shown in Fig. 29.2 can adjust its topology dynamically according to peers’ rep-
utation values of contribution and consumption, so as to provide incentives for
cooperation of peers. Based on the considering of its bandwidth and capacity
which constraint its maximum number of neighboring Links, each peer decides
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Fig. 29.2 Network
expressed in Links

whether to establish or release an Out-Link according to the value of neighbor’s
Reons and performs similarly with an In-Link based on the neighbor’s Ry.y. As a
result, a free-rider like peer k in Fig. 29.2 will eventually have no In-Link for
receiving services from other peers, and a peer providing bad services like m can’t
dispatch its shares because of lacking Out-Link.

After finishing a service transaction, a peer of service contributor computes and
updates the metric Ry, of its counterpart. And a peer of service consumer per-
forms that both on R, and Ry, because the changing of the counterpart’s Ry,
also influences the value of its R.,,s. Then based on the computing results, the
consumer manages its corresponding In-Link and Out-Link, and the contributor
adjusts only its Out-Link. If the trust metric related to an existing Link is lower
than the minimum threshold of the local peer, then the local peer will replace the
Link with a new one. And if the trust metric of counterpart not having the cor-
responding Link is large enough or the Links of local peer is scarce, then the
manager will try to establish a new Link to that peer. The following algorithm
describes the Link managing of a peer.

Algorithm The pseudo-code that peer i manages its Link
after finishing a service transaction with j

if (peer i is a service consumer) then

Reeryv = ComputingRservOf (peer j)
StoreData (Rserv, ID;)
//managing In-Link of peer i in the following
InLink = SearchInLinkTo (peer j)//search for an In-Link with j
if (InLink is FOUND) then
if (Rserv < MinThresholdOfRserv) then//replace the In-Link
ReleaseInLinkTo (peer j)
k = SelectCandidate ()//select peer with highest R, from
candidates
/Ito which i hasn’t an In-Link, but i has their past transaction data locally.
Send a ping message to k for creating an In-Link
if (a pong arrives from k) then//add new link by ping, pong
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EstablishInLinkTo (k)
end if
end if
else
if (NumberOfInLink < MaxNumOfInLink and Rserv > 0) then
AddNewInLinkTo (Jj)//perform the same as add new link to k above
else//decide if replace the In-Link of neighbor having minimum Rg,,
k = SelectMinRserv () //select the neighbor with minimum Ry,
if (Rserv > RservOfK) then
AddNewInLinkTo (J)
If (pong message from j is received) then
ReleaseInLinkTo (k)
end if
end if
end if
end if

endif

//No mater peer i is a service consumer or contributor, it must manage Out-
Links

Rcons = ComputingRconsOf (peer j)

StoreData (Rcons, ID;)

ManageOutLinkTo (peer i)//The pseudo-code of this part is similar to that
of//managing In-Link. And it can be achieved by changing the code corresponding

/Iwith Ry into R, and changing the In-Link related pseudo-code into Out-
Link.

Upon receiving a ping message from another peer for establishing a new Link, a
peer needs to manage its Link as well. And its action is similar to what we describe in
the above algorithm except for the computing and storing of trust metrics. In a word,
by the peers’ adaptive managing of Links, contributing peers will move closer to each
other and uncooperative peers will be pushed toward the edge of the network.

29.4 Simulation Results

PeerSim [9] is one of the most known simulators among P2P researchers. The
PeerSim engine has two simulation models: event based model and cycle based
model. We have chosen the cycle based model where nodes communicate with
each other directly, and the nodes are given the control periodically, in some
sequential order. The proposed TTMP protocol has been simulated under the
PeerSim1.0.5 platform. And we have chosen the Gnutella v0.6 for experiment
comparisons. The network size was 1,000 which included 600 cooperative peers,
300 free-riders and 100 malicious peers. The corresponding parameters’ settings
were: Random Graph network, max degree k = 20, M = —5, = 0.5, number of
cycles = 5,000.
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Fig. 29.3 Number of links
between cooperative peers
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Figure 29.3 shows that the number of Links between cooperative peers
increases over time. It indicates TTMP protocol brings contributing peers closer to
each other by its topology management. And in Fig. 29.4, the number of Links to
free-riders reduces slowly at the beginning. But the number decreases rapidly after
1,000 cycles when most free-riders’ values of R.,,; become lower than their

Minimum Thresholds.

As for malicious peers who provided bad services and requested fewer services
than others, Fig. 29.5 shows that the number of Links to them decreases as well.
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But it is slower than that of free-riders because of their scarcer consumptions. And
in Fig. 29.6, the average number of messages to and from an uncooperative peer
per cycle is reduced greatly. We average it by every 500 cycles, and the metric
drops from 3.6 in Gnutella to 2.2 in TTMP, a reduction of about 39%. This
indicates that TTMP can alleviate the messaging overhead of P2P network, so as to
improve its efficiency.

29.5 Conclusions

In this paper, we present TTMP, a TTMP which aims to provide incentives for
peers to cooperate with each other in unstructured P2P network like Gnutella.
TTMP protocol integrates a trust model into its topology managing scheme. And
the solution is distributed and does not require a central entity to control and
coordinate. The trust model includes two important evaluation metrics of R, and
Rgerv. TTMP can promote the fairness of P2P system by adopting R.,,s and
improve its service quality by embedding the metric Ry,,. Each peer manages its
In-Link and Out-Link according to the value of counterpart’s Ry, and Ry
separately. As a result, uncooperative peers are pushed toward the edge of the
network. And the simulation results indicate that the protocol increases the number
of Links between cooperative peers while reduces the number of Links to unco-
operative peers. Furthermore, the protocol can also alleviate the messaging
overhead resulting from uncooperative peers, so as to improve the efficiency of
unstructured P2P networks.
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Chapter 30

Indoor Temperature and Humidity
Monitoring System Based on WSN
and Fuzzy Strategy

Bo Chang and Xinrong Zhang

Abstract According to the characteristics of large delay and large inertia of
controlled object in the indoor temperature and humidity, an automatic monitoring
system of indoor environment based on wireless sensor network is designed. By
placing sensors network nodes in monitoring area, the monitoring information is
aggregated to the central monitoring system in order to achieve a unified data
management and network routing monitoring functions. The real-time data in
collected, processed and sent to the receiver by wireless sensor network. At the
receiving end, the data is received, saved and displayed to achieve temperature and
humidity monitoring and fuzzy control by which the best expected value is get to
achieve automatic control of indoor temperature and humidity. The monitoring
results have shown that this system is stable, reliable, cost-effective, high regu-
lation accuracy, adjust quickly and small overshoot.

Keywords Temperature and humidity - Wireless sensor network (WSN) - Fuzzy
control strategy - Monitoring
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30.1 Introduction

With the improvement of people’s living standards, living environment quality is
highly demanded more and more, especially in indoor environment such as tem-
perature and humidity for human comfort. Most of the existing environmental
monitoring system can not carry out remote access and environmental monitoring
because their using wired data acquisition and transmission, on-site installation
and wiring tedious workload, equipment, poor mobility, network complexity and
high cost. Therefore, it is very necessary to research and develop an wireless
intelligent environmental monitoring system [1]. WSN consists of information
collection, processing and transmission, and it’s widely used for monitoring
environmental information so technical support is provided in many areas, such as
national defense, environmental monitoring, engineering safety and agricul-
tural and food processing, etc. [2]. Typical applications already have a lot of
cases [3-6].

An integration solutions of remote monitoring system is proposed based ZigBee
network [7, 8], which based on fast and flexible control features of Microcontroller
and a powerful PC, monitoring and management capabilities and the development
needs of access to information technology. Through ZigBee sensor network
technology, wireless communication between sensor nodes and central node is
achieved, to meet the requirements of multiple measurement points, multiple
factors, mobility, convenience etc., during the course of environmental
monitoring.

30.2 Monitoring System Design

Using wireless sensor nodes to achieve the indoor temperature, humidity and other
physical information collection and transmission, and the fuzzy operation pro-
cessing, through a multi-hop transmission to the host PC, System achieves
adjustment and control of the temperature and humidity. The distributed structure
of the overall system is adopted, taking into account the characteristics of the
indoor environment monitoring parameters. The overall structure of this system is
shown in Fig. 30.1.

Command response mode is adopted in the system. The data acquisition
commands are issued by the master station and the address information sent from
the master station is received and processed by the slave station. If the address
information is consistent with the local address, the command is executed. Taking
into account the conservation of energy, temperature and humidity sensing nodes
would be periodically waked up and collect regularly indoor environmental data.
By the signal conditioning and A/D conversion, these data will be sent to the
central master microcontroller system by multi-hop routing. The data from the
serial port is uploaded to a central monitoring PC, is saved, is analyzed and is
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Fig. 30.2 Hardware structure of sensor node

managed. By the fuzzy operation, the output decision information is used for

automatic adjustment of temperature and humidity parameters.

30.3 Sensor Node Design

According to the indoor environmental characteristics and the actual needs, tem-
perature and humidity sensors are deployed by the artificial. The transfer rate of
250 Kb/s and the band of 2.4 GHz is preferred, which is the common band of
current global sensor network. There are more than one ZigBee monitoring net-
works in the bottom and star structure is used. Node hardware structure is shown in

Fig. 30.2.
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30.3.1 Selection of the Embedded Microprocessor

A P89V51RB2 is used, which is an 80C51 microcontroller, including 16kB Flash
and 1024 bytes of data RAM. The typical feature of P89V51RB2 is its X2 mode
option. Using this feature the application can run in the clock frequency of 80C51,
that is, 12 clocks per machine cycle, or the clock frequency of X2, that is, 6 clocks
per machine cycle. So 2 times throughput can be obtained selecting the X2 mode
at the same clock frequency.

30.3.2 Sensor Selection and Interface Design with Microcontroller

Digital sensor chip SHT11 [9], that produced by the Sensirion Company, chiefly
consists of temperature and humidity sensor, amplifier, A/D converter circuit and
memory. The salient features of this chip are: two-wire digital interface, fully
digital output, without fine-tuning, can be directly connected with the MCU, the
simple external circuit, small size, small current consumption etc. The temperature
range of —40.0 ~ 123.8°C, Humidity measuring range of 0 ~ 100% RH, can
meet the testing requirements of indoor temperature and humidity environment.

SHT11 connect with microcontroller PS9V51RB2 through the two-wire serial
interface circuit, that is, the port P2.0 connected to the SCK port of SHT11 and
P2.1 connected to the port DATA. The SCK is used to synchronize the commu-
nication between a microcontroller and the SHT11. The DATA tristate pin is used
to transfer data in and out of the device. DATA changes after the falling edge and
is valid on the rising edge of the serial clock SCK. During transmission the DATA
line must remain stable while SCK is high. To avoid signal contention the
microcontroller should only drive DATA low.

30.3.3 Design of Send and Receive Wireless Data Module

The send and receive wireless data module nRF905 from Nordic company is a
single-chip radio transceiver for the 433/868/915 MHz ISM band [10].The
transceiver consists of a fully integrated frequency synthesizer, receiver chain with
demodulator, a power amplifier, a crystal oscillator and a modulator. The
ShockBurst feature automatically handles preamble and CRC. Configuration is
easily programmable by use of the SPI interface. Current consumption is very low,
in transmit only 11 mA at an output power of —10dBm, and in receive 12.5 mA.
Built in power down modes makes power saving easily realizable.
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Fig. 30.3 Interface
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30.3.4 Interface Design Between nRF905 and PS9V51RB2

An nRF905 is connected to microcontroller PSO9V5S1RB2 by use of the SPI
interface. PSOVS51RB2 works in the SPI host mode and nRF905 work in slave
mode. The interface connection is shown in Fig. 30.3.

30.3.5 Data Transfer Module

Node ID occupies 2 bytes respectively and adopts uniform coding. Each node can
monitor a variety of environmental parameters; distinguish between the different
parameters with 4 bit. The analog—digital conversion accuracy of each node is 12
bit and for each sensor node, measurement data takes 2 Byte. Wireless data
transfer process flow is shown in Fig. 30.4.

30.4 Fuzzy Control Strategy

A precise mathematical model can not establish because of the characteristics of
the room temperature and humidity control, namely a multi-variable, large inertia,
nonlinearity, parameter coupling, pure time delay and control regulation longer
and producing significant overshoot. So it is difficult to obtain a good control
accuracy using the classical control methods. As an important branch of the field
of intelligent control, the fuzzy control strategy mimics the human thought to
control, with simple design and robust advantages. Therefore, the fuzzy control



288 B. Chang and X. Zhang

Inthializaton
v
Check Netwoxk Status

1

Read sexsor vahies

v

N

53

Sent to the master station

Request to Join Network

N
Successfully added?
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algorithm has been used to control the system environmental factors and software
tools have been used for the aided design of fuzzy control system.

The task of fuzzy controller design is to select the input and output variables.
The variables, that are observed by operator, based on operator experience, can be
selected as input variables. The output variable is selected to control the actuator.
The dual-input single-output control structure is used for this fuzzy control system.
The input linguistic variables of the temperature fuzzy controller are the error and
its rate of change between a given temperature and the actual temperature, while
the output linguistic variable is switch state of heating and cooling equipment.

The design method of input linguistic variables and output linguistic variable
membership function is that firstly the domain X of temperature error E and the
domain Y of its change rate EC are determined, secondly the quantify factors K
and Kgc are calculated separately, then language variables-NB, NS, Z, PS, PB are
selected and lastly the membership function of describing fuzzy sets are deter-
mined by the experience of the operator.

By summarizing the technology and operator experience, control rule state-
ments are accessed thus the temperature fuzzy control rule table is established.
Owing to given the single chip can not do such a large amount of computation, the
solution is to produce a fuzzy control table shown in Table 30.1 and then to search
for the fuzzy operation through Software ways.

The fuzzy control table obtained by off-line operations is input into the com-
puter. The controlled variable of non-fuzzy sets will be obtained by looking up
fuzzy control table. The fuzzy control algorithm flow chart is shown in Fig. 30.5.
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Table 30.1 Temperature fuzzy control query table
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EC E

—4 -3 -2 —1 0 +1 +2 +3 +4
-2 +1 +1 +1 +1 0 0 0 -1 —1
-1 +1 +1 0 0 0 0 0 -1 —1
0 +1 +1 0 0 0 0 0 —1 —1
+1 +1 +1 0 0 0 0 0 -1 -1
+2 +1 +1 0 0 0 -1 -1 -1 -1
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Fig. 30.6 Program flow
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30.5 System Software Design

Master computer provides human—machine interface and data processing, sends
commands to the MCU through the RS232 interface and receives collected data
returned from MCU. Based on modular design principles, the master control system
functions are divided into different modules. In each functional module, a small
amount of shared variables are shielded, which makes the modules to operate
independently, so as to facilitate software modified, debugged and extended. By
monitoring software, the data is acquired and displayed real-timely, and the reports
are formed for the prediction and making decision. Master program flow chart is
shown in Fig. 30.6.
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Fig. 30.7 Curve of temperature and humidity measurements

30.6 System Test Results and Analysis

This system was completed based on multiple detection and controls, combined
with the latest ZigBee wireless networking technology. The system has been tested
in the laboratory field (about 160 m?), where eight temperature and humidity
sensing nodes and a central monitoring computer are arranged randomly.

By the testing, within the 15 m range temperature and humidity sensing nodes
can pass through the sensor test bench equipment such as obstructions; can achieve
data collection, transmission, and the list shows. Network is good in the self-
correcting ability and the data accuracy. Temperature measurement error is less
than £0.5°C, and relative humidity measurement error is within 5%. Once
detection parameters is overrunning, the computer response time is usually less
than 3 s, and then computer will display address and gauge parameter values and
will raise the alarm. The monitoring data of part of the node at several time points
is shown in Fig. 30.7.
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30.7 Summary

The design of distributed control system of indoor wireless temperature and
humidity improves the overall performance of the system in the aspects of con-
venience and networking flexibility. And this system can monitor node data real-
timely and refresh timely. In view of the low-power design, data transmission
signal is relatively weak, anti-interference ability is poor and the phenomenon of
loss of data is prone to come forth, which have been improved by using the
software method to increase the frequency of data collection, extend data trans-
mission cycle and reduce data loss rate. A feasible, practical, relatively low-cost
solution has been provided for indoor temperature and humidity monitoring and
control. The results have shown that the system can promptly detect changes in
indoor temperature and humidity, can control the decisions.
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Chapter 31
Radioactive Target Detection Using
Wireless Sensor Network

Tonglin Zhang

Abstract The detection of radioactive target is becoming more important recently
in public safety and national security. By using the physical law for nuclear
radiation isotopes, this chapter proposes a statistical method for wireless sensor
network data to detect and locate a hidden nuclear target in a large study area. The
method assumes multiple radiation detectors have been used as sensor nodes in a
wireless sensor network. Radiation counts have been observed by sensors and each
is composed of a radiation signal plus a radiation background. By considering the
physical properties of radiation signal and background, the proposed method can
simultaneously detect and locate the radioactive target in the area. Our simulation
results have shown that the proposed method is effective and efficient in detection
and location of the nuclear radioactive target. This research will have wide
applications in the nuclear safety and security problems.

Keywords Decision and value fusion - Likelihood ratio test -+ Maximum likeli-
hood estimates - Signal plus background model - Radiation and radioactive
isotopes - Wireless sensor network

31.1 Introduction

Recent advances in wireless communications and electronics have enabled the
development of low cost, lower-power, multifunctional sensor nodes that are small
in size and efficiently communicate in short distance [1]. These tiny sensor nodes
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which consist of sensing, data processing, and communicating components,
enhanced the ideas of wireless sensor networks (WSN). The goal of any WSN is to
provide measures of a given physical process, which may have many physical
parameters, to detect specific events [2]. Therefore, there are substantial amount of
work on WNS for target detection [3, 4, 5]. A general question for a WSN is how
to efficiently integrate the available information from individual sensors to reach a
global decision about the presence of a target over a monitoring area. The past
work on signal detection with WSN can be categorized into two groups of
methods: decision fusion and value fusion methods, respectively [6]. In decision
fusion, each sensor makes its own binary decision and then the network will make
a consensus by fusing all decisions [5, 7, 8]. In value fusion, sensors collect
measurements and the network will make a decision by fusing the collected values.

In this chapter, we focus on the value fusion WSN methods because the original
radiation data are counts, which are easily transmitted to the fusing center with low
cost [9]. We assume a value fusion WSN has been used to monitor a large study
area. In the monitored area, neither the location nor the strength of the radioactive
target is known. A radiation detector, also known as a particle detector, is a device
used to detect, track, and/or identify high-energy particles emitted from radioac-
tive materials, including neutrons, alpha particles, beta particles, and gamma rays.
In general, the observed radiation counts received by detectors can be modeled as a
mixture of the signal from the radioactive source and the natural background
radiation [10]. Let the area and efficiency of the radiation detector be A and e
respectively. Then the total number of radiation count received by the detector
(denoted by y) satisfies

. Vs
y ~ Poisson(TAe(vy, + 4nr2))’ (31.1)
where T is the time duration, r is the distance between the detector and nuclear
radioactive target, v, is the surface radiation intensity rate, and v, is the back-
ground radiation intensity rate. The research will have wide applications in the
nuclear safety and security problem. We give the following two examples to
highlight the importance.

Example 1 Since the world trade center tragedies on September 11, 2001, the
United States government has acknowledged the high possibility of terrorist
attacks using weapons of mass destruction (WMD) [11]. A good summary of
physical models of the nuclear weapons can be found in Fetter et al. [12]. Because
a hidden nuclear weapon contains radioactive materials, which emit radiation from
its surface, the method developed by this chapter will likely be used to the defense
of nuclear terrorism country-widely.

Example 2 The recent Fukushima nuclear power station disasters caused by the
earthquake in Japan on March 11, 2001 have made serious nuclear pollution in the
World. Currently, it is still too early to judge the final outcomes of the nuclear
crisis that continues to Japan. This tragedy uncovers a huge safety and security
problems that exist in all of the nuclear power plants in the world. In nuclear power
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plants, nuclear fuel and waste contain uranium or other radioactive materials. In
order to improve the safety and security level of a nuclear power plant, it is
important to develop a quickly and accurately detection system for the leakage of
the nuclear units. The method developed by this chapter will provide a theoretical
base for the detection system.

This statistical model of the above examples is called the signal plus back-
ground model in the particle physics [13]. They can be written as special cases of
Model (31.1). Based on the general framework of WSN, we may deploy many
radiation detectors as sensor nodes at different locations. The statistical approach
then can be proposed.

The rest of the paper is organized as follows. In Sect. 31.2, we introduce our
statistical methods. In Sect. 31.3, we introduce our numerical algorithms. In Sect.
31.4, we display our simulation results. In Sect. 31.5, we present our conclusion.

31.2 Statistical Method

Assume a nuclear radiation target is hidden at an unknown location denoted by
o = (w1, w7, m3). Suppose a WSN is used to detect and locate the target. Assume
the WSN has m radiation detectors, which are deployed at a; = (a;1, aj,as3) for
i=1,...,m respectively. Let

(@) = lla; — ol = /(a1 — 1 + (an — 0)? + (s — w3’

be the Euclidean distance between the target and the i-detector. Let A; be the area
and e¢; be the efficiency of the i-th detector respectively. Let T be the duration time
of the detection (given by seconds). Let y; be the total number of radiation count
observed by the i-th detector during the detection period. Then, we have

)"

l

yi ~ Poisson(T&;(vy + 1,....,m, (31.2)
where &; = A;e; is the capability of detection for i-th detector. The unknown
parameters in model (31.2) are v;, vy and . Based on model (31.2), the detection
problem is interpreted as the hypothesis test of

Hy:vy =0vsH : vy >0, (31.3)

and the location problem is interpreted as the estimation and confidence interval
for w.

We propose a statistical method to test the significance of Hj : vy = 0. The
method is based on the famous likelihood ratio test, which is accessed by the
likelihood ratio statistic. The likelihood ratio statistic is defined by the ratio of
likelihood functions derived under HyUH; : v,>0 and under Hj:v, =0
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respectively. When the test is significant, the location problem is accessed by the
derivation of the estimate and confidence interval for w, which can be derived by
the maximum likelihood method.

In order to derive the likelihood ratio test statistic. We need to compute the
maximum of the likelihood functions under HyUH; : v>0 and Hy: v, =0
respectively. In order to derive the estimate and confidence interval for w, we need
to derive the limiting distribution of the maximum likelihood of w. The statistical
approach is displayed in the remaining part of this section. The corresponding
numerical algorithms will be displayed in the next section.

Straightforwardly, the log likelihood function under model (31.2) is

g, vpy0) = = log(¥!) + 3 ¥ilog[TE (v + o)) = T &lw
=1 =1 4nri (o) =1
vy |
dnr(w)”

(31.4)

Under Hj:v, =0, the loglikelihood function £(vg, vy, w) in Equation (31.4)
becomes

bo(vy) = = log(Yi) + Y Yilog(T&v,) — Twp Y _ & (31.5)
i=1 i=1 i=1

Note that £y(vy) only contains parameter v,. It is not necessary to compute the
estimate of w under the null hypothesis.

Let vp0 =, ¥i/(T >, &) be maximum likelihood estimate (MLE) of v,
under Hy:vy=0. Then, 79, can be analytically solved by V,0=
S Y/ (TR, &). Let vy, ¥, and & be the MLE of vy, v, and @ under Hy U H :
vy > 0. Because the MLE 7, ¥, and & cannot be analytically solved, we have to
develop a numerical algorithm of ¥, ¥, and &. This method will be introduced in
the next Section. Suppose Vs, ¥, and @ are derived. Then, (Vy, ¥, ®) as T — oo is
asymptotically normal [16]. This property will be used to locate nuclear radio-
active target when the test is significant.

We propose a loglikelihood ratio test to access the null hypothesis. By com-
paring Egs. (31.4) and (31.5), we find that the location w is not present in (31.5).
Therefore, this problem is nonstandard because the classical loglikelihood ratio
test does not possess it usually asymptotic null distribution [1, 8]. To define the
loglikelihood ratio test, we propose a conditional test statistic and use it to for-
mulate the test by maximizing the conditional test statistic.

Suppose o is pre-selected. Then, Eq. (31.4) only contains parameters vy and vy.
In this case, the testing problem becomes standard. Therefore, the loglikelihood
ratio test can be formulated by the conditional test statistic given by

A(w) = 2[8(‘7&(07 ‘A}b,wa (U) - fo(f’b,o)] (31.6)
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where V;,, and ¥, are the conditional MLE of v; and v, under Hy U H; : v; >0
respectively. It is easily to see that A approximately follows z7 distribution if T is
large [16]. Because w is unknown, we assume it belongs a set D C R3. Then, the
loglikelihood ratio test statistic is defined by
A = sup A(w). (31.7)
weD

The null hypothesis Hy : vy = 0 is rejected if A is large. Because neither the
approximate nor the exact distribution of A is known, we propose a bootstrap
method to access its p-value. If the p-value of A is less than a pre-selected sig-
nificance level o, the test is significant; otherwise, the test is not significant.

When the test is significant, we need to develop a method to locate the
radioactive target in the study area. Since the problem becomes standard under
vy > 0, the location w of the radioactive target then can be estimated by the
maximum likelihood method and its asymptotical distribution can be easily
derived. Based on this property, we can compute the 100(1 — a)% elliptical
confidence region for w by

Cul) = {0 (0 — ) 13,7, 0)( — 6) < 23},

where X§.3 is the upper o quantile of the X% distribution, and I (¥, V5, @) is the 3 x 3
Fisher Information matrix given by

"4 ay, — )y, — ) .
:Z > s( i1 ]1)( ij2 ]2)7,]17]2: 17273. (3]8)

f T N
=1 vbr?(a)) + V.sr?(w)

J1J2

31.3 Numerical Algorithms

In this section, we introduce our numerical methods. The methods includes the
algorithm for ¥, ,, ¥, for a given w, the algorithm for (¥, ¥, @), and the algo-
rithm for the bootstrap p-value of A. The algorithm for (Vy, ,, ®) is developed
under the algorithm for 95 ,, ¥, It is also used to develop the algorithm for the
bootstrap p-value of A.

When o is pre-selected, V;4, V5, can be derived by solving the likelihood

equation
_(0o¢jovg (O
Vo(vs, v6) = (az/avb> = (o)'

Let H,(vs,vy) be the Hessian matrix of ¢(vy,v,, @) conditional on w. Then,
H,(vs,vp) is always negative definite because its eigenvalues are always negative
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[17]. Therefore, £(v, v, @) as a function of v, and v, is concave, which induces the

following Newton—Raphson algorithm for ¥, and ¥, ,, always converges.
Algorithm for ¥, and V.

e Derive an initial guess of vi‘i{, and v

o Let VAE‘;B, and vé"i, be the solution in step u. Then, the solution of the next step is

(w+1) (w)
Vs, V'M - u u u
() = () - oot

vbm b,w

(0)

b,w*

updated by

e Jterate the algorithm until convergence.

The final solution from the above algorithm is the global maximizer of
£(vg, vp, w) for a given w. It is the conditional MLE of v, and v;, given . This is
useful in the computation of the unconditional MLE (Vy, v, @) of (v, vp, m).

Because the #(vy, v, ®) is not concave as functions of vy, v, and o, the big
concern is convergence of the Newton—Raphson method. Therefore, we discard
this method and propose a bisection algorithm for V;, ¥, and & below. In this
algorithm, we assume w € D with D covered by a three dimension rectangle W, as

D C W:{w:Cj—hjgijCj-i-hj,j: 17273}

The following algorithm is able to solve the global maximum of v, v, and o for
any w € D.
Algorithm for v, v, and &.

— Let h(o) =h; forj=1,2,3 and 0¥ = (a)(lo),cuéo),cog )= (C1, Gy, C)).

(u) (w) (u) (u)
= Define w1, = () 1t D2itokss D3k oky) Wit

k; — 3)hW
O = o ST ek = 1,2,3,4,5,

J 2

Then, {a)klk ik ko ks =1,2,3,4 ,5} s composed of a 5x5 x5 lattice

centered at wg ; 5 with side unit increment h / 2 forj=1,2,3.

— Compute ¥, and ¥, by letting © = a)k k ks for all ky,ky, k3 = 1,2,3,4,5, and

(u) (u)
calculate all ﬁ(vs ORI ‘f? --3’wk' lz,k}) values. Let wkml oo be the global

ks POk
maximizer for all of those w = w,(::,lsz.
- Let ot = w,(cul)lk ko I 1<k, Ky, kiny <35, then let hj(”-H) = h}”)/Z; other-

2 m3
wise let hj("H) = hj(.”). Iterate this algorithm until convergence.
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The above algorithm does not need the concavity of £(vy, v, ®). It starts from
an initial rectangle and then reduces the volume of the rectangle to 1/8 at each
step. Therefore, it definitely converges. If the final result claims v, <0, then ¥, = 0
which induces ¥, = ¥;¢. In this case A = 0. Otherwise, A is positive. This algo-
rithm is used in the computation of the the bootstrap p-value of A.

Lety, = > " y;and 2. = > ", 4. Then under the null hypothesis, we have

(1. ym)lys ~Multinomial(y. <E;§_ . Ef ) (31.9)

Therefore, the algorithm for the bootstrap p-value is given as follows.
Bootstrap method for the p- value of A

(i) Compute the observed value of A based on the observed counts yy,.. ., V.
Let it be Ag.

(i) Generate K independent random samples from Model (31.9). Denote the kth
sample as (Y14, -, ymx) With k =1,.. ., K.

(iii) Compute the value of A based on each generated (yix,---,ymx). Let it be
Ay

(iv) The bootstrap p-value of Ais derivedby #{Ax > Ao : k=0,...,K}/(K + 1),
where #(S) is the number of elements contained in set S.

We choose K = 999 so that the bootstrap p-value is given by 0.001 increment.
This p-value of A can be used to test the significance of the radioactive target. The
null hypothesis will be rejected if the p-value is less than the significance level
(e.g. 0.05).

31.4 Simulation Results

We evaluated the detection method by the behavior of its power function. We also
evaluated the location method by the behavior of the mean square error. The
evaluation was based on Monte Carlo simulations. In order to save the compu-
tational time, we assumed the third dimension of the deployed sensors were 0 and
the hidden nuclear radioactive target was also installed on the plane of the
deployed sensors. That is, we assumed w3 = a;3 = 0 for all i.

In our simulation, we assumed the WSN had 100 radiation sensors. They were
identical and deployed at the 10 x 10 lattice. Assume the radioactive target was
installed at (5.5,5.5). Consequently, the distance between the radioactive target and
the i detector is r; = [(a;; — 0.5)> + (ai — 0.5)%]"/ with (a1, a) be the ith lattice
points of the 10 x 10 lattice. The radiation count y; received by the ith detector
then has the distribution

Vs .
 ~ Poisson(TE (v + —=)),i = 1,-- -, 100.
y oisson( f(vb+4nr2))l

1
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Table 31.1 Power function of A and MSE of &

Vs
0 0.1 0.2 0.4 0.5 0.6 0.7 0.8 0.9

Power function of A 0.049 0.073 0.170 0.443 0.746 0992 0.986 1.000 1.000
MSE of & 1.475 0.682 0.395 0.124 0.044 0.015 0.012 0.009 0.007

We assumed the sensors were identical so that &; were all the same. To make our
simulation simple, we assumed &; = 1 for all i.

We fixed v, = 1 and chose 7' = 1000. We let v, vary from 0 to 0.8 with step
increment 0.1. We computed the power function of A and derived the MSE of @
based on 1000 simulation repetitions. The power function was evaluated by the
percentage of the significance based on significance level o = 0.05. The MSE of @
was derived by the average of | — w|>. The simulation result is given in
Table 31.1 .

Table 31.1 showed that the power function of A increased to 1 as vy became
stronger. The type I error probability was displayed by the case when v; = 0. As
we expected, the power function was close to 0.05 when v; = 0. In addition, the
table also showed that the MSE of @ approached to 0 as v; became stronger, which
indicated the radiation signal can be successfully located as 7 became large. In our
simulation, we have found that the numerical results were almost identically if
v/Tvs/ vy kept constant. Therefore, Table 31.1 represented a group of numerical
simulation scenarios.

31.5 Conclusion

In this chapter, we have proposed a statistical method as well as the algorithm for
nuclear radiation target detection based on value fusion data of WSN. Comparing
with methods using single detectors, our method can simultaneously detect and
locate nuclear radioactive targets. Numerical results based on Monte Carlo sim-
ulations showed that our algorithm could successfully fulfill our tasks. Even
though our simulation only considered a particular set out of WSN, the idea
presented by this chapter will be extensively used to real world nuclear safety and
security problems.
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Chapter 32

Optimization of Air Network Applied
in the Express Based on Hub-and-Spoke
Network: A Case Study of SF Express

Peng Jianliang, Si Jiandong and Bao Fuguang

Abstract The air network applied in express based on Hub-and-spoke network
contributes to fully giving scope to the advantage of competitiveness and enlarging
the market. In this paper, we choose SF express as the example and get the data of
portfolio and the distance of two different cities through the strict survey. Based on
the data, we build the simplified model of Hub-and-spoke network, determine the
district and cities which are covered by the air hubs then plan the air lines and
scheduled flights. The conclusion of study proves that Hub-and-spoke network can
make full use of air resource, improve the load rate of the plane and the coverage.

Keywords Hub-and-spoke network - Express - Air network - Optimization

32.1 Introduction

Chinese freight air transportation has a rapid development in recent years. Each of
the domestic airline company and famous expresses establish freight airline
company. As one of the most important steps of the express transportation, the
development of the air network is closely related to the development of the whole
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express industry. When the foreign famous expresses start to occupy the Chinese
express market, how to reasonably plan the air network, improve the timeliness of
express delivery, reduce the cost of operation, enhance the customer service level
become the most important problems which are eagerly need to be resolved.
Traditional freight air network is mostly based on the conditions that the portfolio
of between the two cities up to standard or the long-term accumulated experience
of the related staffs. Obviously, this method is filled with many disadvantages and
inefficiencies [1]. The built of Hub-and-spoke network contributes to fully giving
scope to the advantage of competitiveness and enlarges the market [2].

In the Hub-and-spoke network, the airport of the panel point can be divided into
hub and non-hub airport. It is good to save cost and to make full use of resources
that configure all the resources on the basis of the function and the scope [3]. To
the SF express, there are advantages as follows: (1) Building fully automatic
sorting center on the hub, which leads to concentrated sorting, is good to improve
sorting efficiency and reduce the error rate; (2) It will lead to the greatly increase
on the portfolio of the hub to built the air hub, which urges the resource of the hub-
airport to be scale; (3) It is good to the “density economy” [4]; With the
improvement of the number of flights or the load rate of the plane, costs are
coming down.

On the basis of reading lots of related documents, this paper takes the example
of Chinese SF express limited company (calling SF express as follows). With the
rapid development of SF express, we consider to use the Hub-and-spoke network
to optimize the express air network.

32.2 The Model of Hub-and Spoke Network
32.2.1 Put Forward the Hub-and-Spoke Network

Hub-and-spoke network is also called concentrate-star structure [5] or axes-spoke
network [6]. “Hub” is the special point used to strengthen the connection with other
non-center point, there are some points usually. “Spoke” is the connection of the
non-center point with the hub. The connection between non-center points is relied
on the hub. The kind of air network connect the hub-airport and non hub-airport
through the hub-city, and make a strict flight plan in order to improve the coverage,
which finally lead to save the cost and improve the transportation rate.

32.2.2 Model Assume

Depend on the conditions raised by the model and the fact of the express’s air
transportation, we come up with the model assume [7] as follows: (1) Hubs
connect with each other directly. (2) There exists scale effect and all the hubs have
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the same discount ratio. (3) Non-hubs cannot be connected with each other
directly. (4) The distance of two cities meets the requirements of triangle
non-equality. (5) The transport costs are same on the unit distance no matter
the goods are different. (6) The distance of two cities is replaced by the direct
distance of the two points. (7) The portfolio and transport costs are symmetrical.

32.2.3 Built Model

Ernst and Krishnamurthy [8] put forward the simplified model of Hub-and-spoke
network [8]. Depending on the definition of Hub-and-spoke network, the goods
need to be change trains through the hubs. When building the model, this paper
conducts the transport cost as the objective function. When the objective function
is minimum, the best scheme is coming out. The model is as follows:

MINY S CaXa(0; + D)+ Y3 > aCuY!. (32.1)
i k i k i

> Xu=1VienkeH. (32.2)

ken
Xy € {0,1},Vi e n,k € H. (32.3)
D Yy— > Yi=0Xu— Y WiXp,Vi€nk,l € H#k (32.4)

i 1 J
Y, >0,VienklcH (32.5)
In the model:

Xy = {(1), :;)Sr;fhub (i) connect with hub (k) (326)

In the model, C'* means the transport costs from the point i to the point k. We
express the path from the point i to the point k with ¥ = {Y,ﬁ,,i enk,lecH,
k # I}, n means the collection of non-hubs, H means the collection of hubs, Y,i,
means the path is from i to another hub through one hub. O; and D; means the total
quantity of flowing in and out from iwhich was defined as O;=> ., Wy,
D; = Zjen W;;,the W;; means the quantity of flow is from i to j. The objective
function (32.1) searches for the minimum cost, including gathering cost, transport
cost and delivery cost. Constraint condition (32.2) makes any point connects with a
certain hub. Constraint condition (32.3) means all the variables are integers.
Constraint condition (32.4) means, to any i, Y{, > 0 o r Y} > 0, but not to be zero
at the same time. [As the Constraint condition (32.2) requires that i can only be
connected with one hub k.k # [].
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Table 32.1 The portfolio and the distance of any two cities

City BJ SH CQ SY WH CD XA
BJ 715 1179 782 491 1402 890
SH 20425 1668 652 789 1919 1426
CQ 750 589 1958 879 254 294
SY 6190 3073 519 1164 2184 1671
WH 2822 1827 520 464 1131 649
CD 3036 1059 604 662 513
XA 1760 815 140 382 266 454

77 1726 1106 290 465 536 445 310
WX 16331 1697 5880 3129 4807 2364
HZ 23857 4524 9332 4366 9145 4773
FZ 7525 693 1894 1480 1922 855
CS 1470 799 144 265 628 171
SZ 53138 44075 6925 14984 11754 13746 5754
City 77 WX HZ FZ CS SZ

BJ 396 610 650 767 642 863

SH 892 125 144 368 935 980

CQ 813 1544 1533 1437 744 837

SY 1152 684 749 995 1332 1477

WH 204 665 654 593 168 373

CD 1052 1794 1785 1692 999 1084

XA 543 1300 1298 1236 550 722

77 767 773 762 283 539

WX 2711 68 312 814 873

HZ 4088 246 795 835

FZ 1367 695 663

CS 221 686 1105 478 261

SZ 9673 48691 63753 9992

The bottom left of the table expresses the portfolio (unit: kg) and the upper right expresses the
distance (unit: km)

From the model, we would know that X;; is the most important assigned vector,
so the answer of the model is assured by Xj.. Obviously, this model is a NP
question and can not be solved by simple linear programming. Therefore we may
use genetic algorithm to get the relatively best answer.

32.3 The Application of Hub-and-Spoke Network
on the Chinese Air Network

32.3.1 The Optimization of Hub-and-spoke Network
in Express Air Network

SF express is mainly doing the business of express at home and abroad. Recent
years, it built the network including southern, northern, eastern, central part of
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Table 32.2 The result of planning the air network

Hub Relative city

Beijing Shenyang, Weifang, Wulumuqi, The district of Bohai Sea
Hangzhou Shanghai, Wuxi, Yangtze River Delta

Shenzhen Fuzhou, Pearl River Delta

Wuhan Chonggqin, Chengdu, Xi’an, Zhengzhou, Changsha, Zunyi, Nujiang

Fig. 32.1 The result of
planning the air network
shows on map

Table 32.3 The planning of scheduled flight in northern China, Beijing

Cargo Destination ~ Plane type  Specified capacity =~ Average daily  Load rate (%)

origin portfolio

Beijing ‘Wuhan B737 14,000 14,004 100
Wuhan B757 28,000 28,400 104
Hangzhou A300 40,000 34,233 85.58
Shenzhen A300 40,000 35,670 89.175
Shenzhen B737 14,000 10,000 71.42
Shenyang B757 28,000 28,000 100
Shenyang B757 28,000 26,613 95.04
Weifang A300 40,000 40,000 100
Weifang A300 40,000 39,271 98.117

Shenyang  Beijing B757 28,000 26,112 93.25

Weifang Beijing B737 14,000 13,783 98.45
Beijing A300 40,000 40,000 100

Average Load Rate 95

China. However, with the development of the portfolio, the now available air
network is not suitable, it needs to break through. So we apply the Hub-and-spoke
network to plan the SF express air network again. Based on the data from the strict
survey, we get the portfolio and the distance of any two cities in Table 32.1.
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Table 32.4 The planning of scheduled flight in southern China, Shenzhen

Cargo Destination Plane Specified Average daily Load rate (%)

origin type capacity portfolio

Shenzhen Beijing A300 40,000 40,000 100
Beijing A300 40,000 40,000 100
Beijing B757 28,000 24,906 88.95
Wuhan A300 40,000 40,150 100.3
Wuhan A300 40,000 40,150 100.3
Wuhan B757 28,000 28,201 100.7
Hangzhou A300 40,000 36,000 90
Hangzhou A300 40,000 36,519 91.30
Fuzhou B757 28,000 16,359 58.42

Fuzhou Shenzhen  A300 40,000 30,062 75.15

Average load rate 91

Table 32.5 The planning of scheduled flight in central part of China—Wuhan

Cargo Destination Plane type Specified Average daily Cargo origin
origin capacity portfolio (%)
Wuhan Beijing B757 28,000 24,088 86.03
Hangzhou A300 40,000 36,000 90
Hangzhou B737 14,000 9,978 71.27
Shenzhen  A300 40,000 38,633 96.58
Chonggi B757 28,000 20,830 74.39
Chengdu  A300 40,000 34,000 85
Chengdu  B737 14,000 9,825 70.18
Xi’an B757 28,000 22,496 80.34
Zhengzhou B757 28,000 27,159 96.7
Changsha  B757 28,000 22,526 80.45
Nujiang A300 40,000 36,000 90
Nujiang B737 14,000 9,242 66.01
Zunyi A300 40,000 36,000 90
Zunyi B737 14,000 13,724 98.02
Chonggin ~ Wuhan B737 14,000 6,416 45.82
Chengdu  Wuhan B737 14,000 14,000 100
Chengdu  Wuhan Scattered 1,825
Navigation
Xi’an Wuhan B737 14,000 9,175 65.53
Zhengzhou Wuhan B737 14,000 12,114 86.53
Changsha  Wuhan B737 14,000 11,483 82.02
Zunyi Wuhan A300 40,000 34,350 85.87
Nujiang Wuhan B757 28,000 27,008 96.45

Average Load Rate 82.72
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Table 32.6 The planning of scheduled flight in eastern China—Hangzhou
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Cargo origin Destination Plane type Specified Average daily portfolio Cargo origin (%)

capacity
Hangzhou Beijing B757 28,000 27,000 96.43
Beijing B757 28,000 27,734 99.05
Wuhan B757 28,000 28,000 100
Wuhan B757 28,000 28,000 100
Wuhan B757 28,000 28,000 100
Wuhan B757 28,000 27,886 99.59
Shenzhen A300 40,000 32,000 80
Shenzhen  A300 40,000 39,419 98.54
Shanghai B757 28,000 28,000 100
Shanghai B757 28,000 28,000 100
Shanghai B737 14,000 11,412 81.51
Wuxi B757 28,000 27,000 96.42
Wuxi B757 28,000 26,690 95.32
Shanghai Hangzhou  B757 28,000 28,000 100
Hangzhou  B757 28,000 28,000 100
Hangzhou B737 14,000 13,160 94
Hangzhou Hangzhou  B757 28,000 28,000 100
Hangzhou  B757 28,000 28,000 100
Hangzhou B737 14,000 9,072 64.8
Average Load Rate 95.03

According to the data of Table 32.1, replace the C* with the direct distance

between two cities and calculate. Then the answer is

oS = O O

oS o = O
S O o =

S © = O

S © = O
S o = O

(= = =]

S o O =
- O O O

S o = O

S © = O

oS o = O

[ =

After analyzing, the final result shows in Table 32.2 and Fig. 32.1.
With the portfolio up to the standard of direct flight, the non-stop flight can save
the most costs. In the fact, Shanghai to Beijing, Shanghai to Shenzhen, Wuxi to
Beijing, Wuxi to Shenzhen, and these four lines is better to choose non-stop flight.

Therefore, we can calculate again except the portfolio on the four lines.

(32.7)

32.3.2 Measure the Real Effectiveness of the Hub-and-Spoke

Network

According to the Hub-and-spoke express air network after optimization, we can
get the final scheduled flight, shows in Tables 32.3, 32.4 and 32.5.
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Planning the flights on the base of Hub-and-spoke network can make full use of
air resource and improve the load rate of the plane and the coverage. From the
result we can know that the average load rate is up to 90 percent, higher than 88%
in SF express.

SF now has air line among 9 cities, whereas other cities are scattered naviga-
tion. After optimization, the coverage is up to 94.3%, higher than 52.9% in SF
express.

32.4 Conclusion

This paper applies the Hub-and-spoke network for planning the air network on the
basis of SF express. Obtain the final result after modeling and calculating. It is
obvious that the coverage and load rate is higher than the current situation.

Acknowledgment This research is supported by Ministry of Education’s Social Sciences and
Humanities Research Project (10YJC630018) and Zhejiang Provincial University Students Sci-
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Chapter 33

Verification and Analysis for Ethernet
Protocols with NuSMV

Yujia Ge, Xiaofei Feng and Fangcheng Tang

Abstract Verifying the correctness of computer systems is becoming necessary
for most of systems, especially safety—critical systems. Symbolic model checking
is one of the effective ways to do automatic model checking. In this chapter, we
verified some properties of Ethernet protocols, especially CSMA/CD protocol,
using NuSMYV tool. NuSMV is proved to be a suitable tool for its input a transition
based model of processes by communicating to each other through shared and
global variables. The methods we proposed to analyze Ethernet protocols, such as
synchronization modeling and time delay modeling, can also be extended to
analyze similar related networking protocols and their properties.

Keywords Model checkin - Protocol analysis «- NuSMV . CTL

33.1 Introduction

Verifying the correctness of computer systems is becoming necessary for most of
systems, especially safety—critical systems. Model checking is an automatic
approach which is a model-based and property-verification method [1]. There are
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Verification Formal Specification
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several different kinds of model checking. Symbolic model checking is one
effective way to do it. In this chapter, we verify some internet protocols, such as
IEEE Ethernet CSMA/CD protocol using NuSMV tool.

NuSMYV [2] is a symbolic model checker originated from the re-engineering, re-
implementation and extension of “symbolic model checker” (SMV) which is the
original BDD-based model checker developed at Carnegie Mellon University.
SMYV provides a language for describing the models and it directly checks the
validity of CTL formulas. NuSMV allows for the representation of synchronous
and asynchronous finite state systems, and for the analysis of specifications
expressed in computation tree logic (CTL) and linear temporal logic (LTL), using
BDD-based and SAT-based model checking techniques [3]. NuSMV is an effec-
tive method to analysis network protocol by model checking. Some research works
have been done as in [4], a sliding window protocol is validated, and as in [5],
security protocols are validated and analyzed.

Usually using formal methods to validate and verify a system follows the
process in Fig. 33.1. We use NuSMV to both check the properties on the formal
specification and to do the validation part partially. The chapter describes our
method to validate CSMA/CD protocol by using NuSMV. Section 33.2 first gives
a formal description of CSMA/CD protocol and specifies our way to model the
protocol using NuSMV language. Section 33.3 shows the property verification
results. Section 33.4 discusses the traces and some simulation issues in validation.
Section 33.5 is our conclusion.

33.2 Modeling CSMA/CD Protocol with NuSMV

We choose CSMA/CD protocol for its wide applications. The basic idea of pure
carrier sense multiple access (CSMA) [6] is when a station has data to transmit, the
station first listens to the cable to sees if a carrier (signal) is being transmitted by
another node. This may be achieved by monitoring whether a current is flowing in
the cable, but it cannot prevent data collision because two stations can start
transmitting data at the same time. Carrier sense multiple access with collision
detection (CSMA/CD) is a modification of pure CSMA. If a transmitting data
station detects a collision while transmitting a frame, it will stop transmitting that
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ok, fail
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T~ T,
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Fig. 33.2 Formal model of CSMA/CD protocol

frame and transmit a jam signal. Then it waits for a random delay before trying to
send that frame again. Collision detection is used to improve CSMA performance
by terminating transmission as soon as a collision is detected, and reducing the
probability of a second collision on retry. The algorithm of choosing the delay is
called “Binary Exponential Backoft”. This mechanism ensures that the delay time
adapts to the number of stations involved on collision and collision is resolved in
a reasonable interval if many stations collide. The number of slots for which a
station is going to wait depends on a random number selected by the station. After
the first collision each station waits for O or 1 slot times before trying again. After
the second collision the stations wait for a random period of between 0, 1, 2 or 3
slot times and try again. In general, after ith collision, a random number between 0
to 2i-1 is chosen. When i > 16, the value is always 0-1023.

33.2.1 Description of Formal Specification

According to a formal specification of the CSMA/CD protocol [7], each station
consists of a set of processes communicating through shared variables. Each
process is modeled as a timed transition system with upper and lower bounds on
each transition. Fig. 33.2 shows the model of CSMA/CD protocol.

The following code shows the module for each station:

MODULE station(CS,CD,chnl_data, ticks)
VAR
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LLC_f ready: boolean;

ft: FT (LLC_f_ready,bt.finished_ BT,CS,CD, ticks);
bt: BT (ft.sig FT BT,pls.sent_PLS) ;

pls: PLS(bt.sig BT _PLS,bt.next_bit,CD, ft.delay) ;
fr: FR(CS) ;

plr: PLR(fr.FR_PLR_read, chnl_data) ;

ASSIGN
LLC_f ready : =1; --LLC_f_ready always is true
The five processes in each station are described in detail as below:

1. Frame Transmitter (FT) The process takes input from the variable
LLC_£f_ready (always is 1 in our model) to indicate that the frame is ready for
transmission. It checks variable CS to see if the carrier is busy. If it’s not busy and
the delay is O, it sends a send_BT_ f signal to the bit transmitter (BT). If BT is
not done with sending data and a collision is detected(!finished _BT &
CD = true), it sends a send_BT_jam signal to the BT. If it received the
finished_BT signal, it sends an ok signal to the LLC indicating that the data
transmission has been successful (sig_FT_ LLC = ok). If there is a collision
when send data to BT (sig_FT_BT = send_BT_f & CD), set the delay to a
random number according to the binary exponential backoff algorithm. Here we
use approximate algorithm to generate the delay number. After waiting for the
amount of delay time, the process continues to try to send data to BT
(send_BT_f) when the channel is not busy. When it reaches maximum number
of attempt = 4, we consider it as failure.

2. Bit Transmitter (BT) This process is the link between the MAC layer and the
processes in the physical layer. If BT receives the signal send_BT_f from FT
(sig_FT BT = send_BT_f), it will send the send_PLS_data signal to the
physical layer sender (PLS) to transmit the next bit from the data frame. If it
receives a send_BT_jam signal, it indicates to the PLS to send the jam databy
sending a send_PLS_jam signal to PLS. It sends finished_BT to FT when jam
data is sent or all bits in one frame is sent. The process keeps track of the number
of bits sent and the index of the next bit to be sent. We suppose the bit number of
one frame = 3.

3. Physical Layer Sender (PLS) When receiving the signal from the BT to
transmit data bit, PLS checks if the data to be transmitted is a jam bit or a data bit
(send_BT_PLS = send_PLS_data or send_BT_PLS = send_PLS_ jam).
If it’s data bit, DATA = 0,1,2. After the last data bit, an additional bit containing
the value ND (no data) is sent. If it is jam bit, DATA = J. After sending a bit
successfully, send a signal sent_PLS to BT.

4. Frame Receiver (FR) This is the data receiver process of the MAC layer. It
waits for the variable CD = 1 and then communicates with the physical layer
receiver (PLR), set FR_PLR_read = 1 and receives the data bits.
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5. Physical Layer Receiver (PLR) This is the receiver section of the physical
layer. It receives data from the data channel (chnl_data). When it receives a
signal from the FR to read the data (FR_PLR_read = true), it reads data and
store it.

To model the communication between stations, a set of global variables CD,
CS, chnl_data are defined in main module. The details of several aspects for
modeling are described as follows:

Data channel modeling. The data channel was one of the complex aspects to
model in the transition system. Some assumptions are made in modeling data
channel. The most significant one is that the channel is assumed to be just one bit
length, as opposed to that in real life as a stream of bits whose bit length depends
upon the physical length of the cable. The data channel is assumed as a set of data
bit variables with one data bit for each station on the network. Each DATA variable
is defined as:

DATA: {0, 1, 2, J, ND}

A value of {0, 1, 2} indicates good data bits. If the value of data variable is J
then it indicates that the station is sending jam sequence. The data value of ND
indicates that there is no data. The number of data variable depends on the number
of stations in this system. In our project, we simulate two-station system, which has
two data variable. The actual data on the channel is given by the variable chnl_data
which is the composition of all the data variables. The definition of chnl_data is:

chnl_data :=
case

DATAl = ND : DATA2;
DATA2 = ND : DATAL;
1:3;

esac;

Carrier Sense (CS). The carrier sense (CS) variable which represents the status
of the channel is defined as follows:

CS : = | (DATALl = ND & DATA2 = ND) ;

CS is set true if either staionl or stations2 is sending data to channel.
Collision Detection (CD). The collision detection (CD) variable which is set to
true if there is collision on the channel. This is defined as:

CD : = ! (DATAL = ND 'DATA2 = ND) | (DATAL = J | DATA2 = J) ;

Random number generation. Since there is no rand() function provided by
NuSMYV, we simulate the process of generating random number for delay by the
“random” function f(x):

f(x) = 3*xmod 7;
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Initially, let x = 1; we have f(x) = 3, f(f(x)) = 2, f(f(f(x))) = 6, and so on. By
this way an approximately random sequence: 1, 3,2, 6,4, 5, 1, 3, 2 ...is produced.

33.2.2 Synchronous Model and Asynchronous Model

For the synchronous model, each value written by a transmitter in a clock cycle is
read by all the receivers in the next clock cycle. No centralized delay monitoring
system was needed. Each transmitter decrements its delay in successive clock
cycles, and when the delay becomes zero, it tries to transmit again. It simulates the
reality, but each step of all the transmitters is synchronized which is not the same
as reality.

For the asynchronous model, due to the synchronization requirement for this
protocol, we need to implement synchronization mechanism by ourselves. There
are two main mechanisms that we did:

1. Synchronization of transmitters and receivers

The data variables are set by the transmitter and the receivers read it from the
chnl_data variable. In the real life system there is time bound on each of
the transitions which occur in the transmitting section and the receiving section.
The rate at which the receiver will never read the same data bit twice from the
channel and the transmitter will not overwrite the last written data. For modeling
all processes as asynchronous, we achieve the synchronization between trans-
mitters and receivers by using an array variable read which is defined as:

read: array 0..1 of boolean

A transmitter wait for read[0] to be true when it wants to write data to channel.
If read[0] is true, transmitter]l writes data to channel and set read[0] to false, and
waits for it to be true again to write data again. After a receiver reads data which is
written by the transmitter, it sets read[0] to true (indicating it has read this data).
The transmitter can later write data again.

2. Modeling of delay after collision

The ethernet protocol uses a Binary Exponential Backoff algorithm for handling
the post collision arbitration. When two stations get into collision then each of
them picks up a random number which depends on the current attempts number for
sending data. Each station then waits for an amount of time given by the delay.
Clearly, in an asynchronous model, since there is no global clock between stations,
wait time at each station cannot achieve to count down by one after each cycle
time. Since the station with least delay time will attempt to transmit first in the next
try, another variable go is introduced to module FT indicating whether this station
is qualified to transmit or not:
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stnl_go: = ! (stnl.ft.delay =0)&! (stn2.ft.delay

=0)&(stnl.ft.delay <=stn2.ft.delay) ;

The variable go for the station one is set to true when both stations’ delay is
greater than zero and station ones’ delay is less than station twos’. The station
which gets the go signal to be true will go ahead to transmitting data.

33.3 Property Verification

We checked several properties which are critical to the protocol for both syn-
chronous model and asynchronous model. All the properties above are verified as
true in NuSMV. In synchronous model, we checked the following 3 properties.
Property 1 Whenever LLC layer requests the transmission of a frame, the MAC
layer (i.e. Frame Transmitter) responds with a success or a failure message.

SPEC AG(stnl.LLC_f ready =1 - >AF(stnl.ft.sig FT_LLC =
ok 'stnl.ft.sig FT LLC = fail)

Property 2 Whenever there is a collision, both stations reach an ok state or
both states reach a fail state.

SPEC AG(CD - >AF((stnl.ft.sig FT_LLC = ok & stn2.ft.sig
FT_LLC = ok)I (stnl.ft.sig FT LLC = fail & stn2.ft.sig FT_
LLC = fail)))

Property 3 The frame received by a receiver is the correct frame. That is, when
LLC of transmitter receives OK signal, BR of receiver receives a frame’s data. To
verify both the property, we define a transmitter and a receiver to make clear the
role of the station as a receiver (includes FT,BT, PLS) or transmitter (includes FR,
PLR).

SPEC AG(recv.plr.PLR read =1 - > AF (trans.ft.sig FT LLC = ok))

In asynchronous model, we checked the following properties.
Property 1 Each station will eventually reaches a ok state or fail state

SPEC AF (stnl.ft.sig FT LLC = ok 'stnl. ft. sig FT LLC = fail)

Property 2 In case of a collision, the station picking up the lower delay will
successfully transmit

SPEC AG(stnl_go - > AF (stnl.ft.sig FT LLC = ok))
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33.4 Traces in NuSMV

Traces provided by NuSMYV offer the user the possibility of exploring the possible
executions. The functionality could show how our model works. The state trace
result produced by NuSMV is illustrated in a more understandable way in
Table 33.1.

In the first step, station one and station two try to begin to send data from LLC.
In the fourth step, because both stations try to send data to data channel at the same
time, data collision happens. In the next step, station one sets the delay to four and
station two sets the delay to five. After four steps, the delay of station one becomes
one and tries to send data again and sends it to the data channel successfully. In the
next step, station two starts to send data too. Data collision happens again. Above
analysis shows our model is similar to the real protocol although with some
differences.

The difference between a real life system and the model is because the difficulty
to model some characteristic using NuSMV. For example, the representation of
channel through which the stations communicate consists of a stream of bits.
These bits move at the speed of transmission that is 10 mb/s per second. The
propagation delay on the channel results in the stream of data bits to be unavailable
at the same instant to all the stations on the network. To avoid modeling the
propagation delay the data channel is assumed to be one bit long. When modeling
a Binary Exponential Backoff algorithm for handling the post collision arbitration,
a countdown of the delay variable is used in synchronous model. In asynchronous
model, we need to use centralized delay monitoring mechanism for achieving the
effect. Because of the synchronized mode in NuSMV, the synchronized model is a
little different from the real life that each step of all the transmitters is
synchronized.

33.5 Conclusion

In this chapter, we verified some properties of ethernet protocols, especially
CSMA/CD protocol. NuSMYV is proved to be a suitable tool for its input a tran-
sition based model of processes by communicating to each other through shared
and global variables. The methods we proposed to analyze ethernet protocols, such
as synchronization modeling and time delay modeling, can also be extended to
analyze similar related networking protocols and their properties. We proved that
it is suited to verify networking protocols, but there are some works left:

1. We show the correctness of model partially and informally by showing the
execution of our model. More formal validation should be further done.

2. When modeling the protocol, we need to deal with some difficulties, such as
how to describe the random number, how to synchronize the system. Those



319

33 Verification and Analysis for Ethernet Protocols

an

1 wef
BJEp puds pue
1 BIEp PI[EA 1L woly [eusSIs poALaddy (guonels)
BIEp pUds pue L9
woij [eusIs PIAIdY (Juone:s)

I wef
1
I
BIEp PUSS pue I WOIJ
[euSIS PoAIOdRY (729 [UONEIS)
[ouueyd
N eleq 19puas IoAe[ [BOISAUYg

14 0 [eusts wel puds (gp[uore)s)

S1d 01 [euSIs puds pue
14 woij [euSis paA1dddy (g uonels)
S1d 03 [euSIs puds pue
1 woij [eudIs paA1aday (] uonels) 1Lg 01 [eusis puas (zuonels)
1Lg 01 reudis puds (Juonels)
I = Aepepzwis
0 = Kepp g
T = Keopzms
[ = Aepp 1ws
¢ = Kefop'gmig
7 = Keppriws
STd O ¥ = Aejop'zws
[eusts wel puog (g [uorels) ¢ = Aepp Tws
¢ = Kefop-gmig
¥ = Ke[op g
1g 03 reudis wel puss
PU® UONO319p UOISI[0) (g TUoneIS)

S1d 01 [eUSIS puas pue [ wWoly
[euSIs PIAISODY (729 [UONEIS)
1.9 03 [eusis puas
pue DT woiy [eusdis Apear
QUIRIJ PAATIIRY (7@ UOnNEIS)

Ioprwisuern g Io)IWISUET) SWerf

Sl
i4!

Cl

Il
01

sy,

sdoys G yim Ssodem JOo S)NSAY ['E€€ dqeL



320 Y. Ge et al.

difficulties on modeling time-related properties are due to the absence of real
time mechanism in the model checker.
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Chapter 34

The Analysis and Modeling on Internet
AS-Level Topology Based on K-Core
Decomposition

Jun Zhang, Hai Zhao and Bo Yang

Abstract The k-core analysis allows to characterize networks beyond the degree
distribution and uncover structural properties and hierarchies due to the specific
architecture of the system. The properties related with node coreness were studied
firstly. The distribution on coreness of Internet AS-level topology was analyzed
with the actual topology measuring data. The linking trend to higher shells of the
nodes was analyzed and the linking probability function was induced. Then, a new
framework for modeling Internet AS-level topology was proposed with the con-
clusion drawn and the model was implemented. The proposed model was based on
k-core decomposition in order to reveal the hierarchy of the network. Experiment
results show that the proposed model produces scale-free random graphs, in the
meanwhile, it also exhibits the hierarchy of the network better.

Keywords Complex network - Model - K-core decomposition - Power-law

34.1 Introduction

Internet research requires realistic models to correctly generate Internet-like
networks. Internet topology modeling is a complex task, involving network
measurement, graph theory, algorithm design, statistics, data mining, visualization
and mathematical modeling and other research areas [1]. It is due to the com-
plexity and difficult, a large number of experts were attracted in this field and a
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variety of models that are capable of constructing random networks with power-
law degree distributions were proposed [2-9]. Among them, preferential attach-
ment [3] and optimized-based construction [6] have become the two major para-
digms for explaining the Internet topology. The former theory relies on the
principle that each joining node attaches its links to existing nodes with a prob-
ability proportional to their current degrees. The main explanation behind this
behavior is a premise that new users perceive large-degree nodes as being more
“attractive” compared to low-degree nodes. The latter theory models node join as
an optimization problem and argues that each joining ISP aims to solve a certain
trade-off between the benefit of improved connectivity and the cost of adding new
links. The existing evolution theories exhibit certain limitations in the context of
the Internet AS-graph. While acceptable in certain cases (such as social networks),
preferential attachment is usually too restrictive to realistically model the Internet
graph as it bases link formation solely on the degrees of existing nodes and places
too much weight.

Recent studies show that Internet topology does not only exhibit power-law
degree distributions, but also exhibits evidently hierarchical properties. While the
main focus of this paper is to understand the properties related with node coreness,
then provides a specific algorithm that can be used to create new graphs and tests
them the advantages in exhibiting the hierarchy of Internet.

34.2 K-core Decomposition: Main Definitions

Let us consider a graph G = (V, E) of IVl = n vertices and |[El = e edges; a k-core
is defined as follows [10]:

Definition 1 A subgraph H = (C, EIC) induced by the set C < Vis a k-core or a
core of order k iff Vv € C: degreey(v) > k, and H is the maximum subgraph with
this property [10].

Definition 2 A vertex i has coreness c if it belongs to the c-core but not to
(¢ + 1)-core. We denote by c; the coreness of vertex i [10]. The highest coreness
of the vertex in the graph is called the coreness of the graph.

Definition 3 A shell C. is composed by all the vertices whose coreness is c¢. The
maximum value c such that C, is not empty is denoted C,,,x. The k-core is thus the
union of all shells C,. with ¢ > k [10].

The k-core decomposition therefore identifies progressively internal cores and
decomposes the networks layer by layer, revealing the structure of the different k-
shells from the outmost one to the most internal one.
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34.3 The Distribution on Coreness of the Nodes

In order to describe the distribution on coreness of the nodes, we choose Internet
AS-level topology measuring data of CAIDA in January of 2007-2010.
Figure 34.1 shows the number of the nodes in every shell. We can see from it that
although the period time of the four data sets is long, but their distribution trend is
accordant. So we can put them together to analyze. Figure 34.2 shows the
percentage of the nodes in each shell. The fitness result is as followed:

Y =0.86 x X >3, (34.1)

Because the coreness of Internet AS-level topology in Jan, 2007 is different
with the others, and is inconvenient in analyzing with the others together, so the
data sets used following are not include the data set of Jan, 2007. In the mean-
while, the nodes in the highest shell and the lowest shell are not included in the
data sets. This is because the number of the nodes in the lowest shell is not satisfied
the whole tendency which is descendent. In the other hand, because the nodes in
the highest shell are very important, a little deviation will affect the whole
topology, so we cannot deal them with fitness method.

34.4 The Linking Trend to Higher Shells

The nodes in each shell do not only have links with each other, but also have links
with the nodes in different shells. According to the definition of coreness, we can
find that the links between the nodes in lower shells and higher shells will be
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Fig. 34.2 Distribution of the
number of the nodes in
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eliminated in the higher shells. We can consider these links as the links from the
nodes in lower shells to the nodes in higher shells in a sense, and are treated in
lower shells. Figure 34.3 shows the results of the nodes linking to higher shells.
The highest shell is not included in the figure in respect that there is no shell higher

than it.

We can see from Fig. 34.3 that more than 90% links in each shell are the links to
higher shells, and only a few links are in the same shell. The dashed line in the figure
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Fig. 34.4 Distribution on links between the nodes in different shells and their higher shells

labels the average value which is about 96.16%. We can see that the difference is
little among the data sets.

34.5 The Distribution on Links to Higher Shells

In order to further study the links to higher shells, Fig. 34.4 shows the ratio of the
number of the links to higher shells to the total links in each shell. In which,
Fig. 34.4a, b and c describe the data sets of Jan, 2008, Jan, 2009 and Jan, 2010
respectively and Fig. 34.4d is the zoom out of the links to the highest shell of
Fig. 34.4a, b and c.

Even as Fig. 34.4a, b and c, these data sets behave consistent: the links to the
highest shell occupy most links, and the other links to the higher shells distribute
equably. The lower is the shell, the lower is the ratio, which we can see clearly in
Fig. 34.4d. The ratio of the links to the highest shell is increased with the shell.
This is because the lower is the shell, the more is the hierarchies between the
highest shell and it. And just as the existence of the hierarchies, the links to higher
shells are dispersed. So the links to the nodes in the highest shell in lower shells are
lower. As the links in each shell distributes averagely, the effect on the links to the
highest shell is changed equably with the change of the shell.
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Fig. 35.5 The fitness graphs of distribution on links between the nodes in different shells and
their higher shells

Figure 34.5 shows the average value of the above data sets. In which,
Fig. 34.5a is the result of the average value computed according to x-axis of
Fig. 34.4a, b and c. Fig. 34.5b shows the ratio of the links to higher shells except
the highest shell. In which, the vertical axis is labeled by the average of the data in
Fig. 34.5a. We can see from it that the ratio in lower shells is higher, then reduces
with the increase of the shells, and ascends again when it is close to the highest
shell. The Fitness is as followed:

Y = 0.030693 + 0.004841X — 0.000722X> + 0.000023X° (34.2)

We can get the ratio of the links to the highest shell in each shell by the
following way:

We denote k as one shell of the topology, K as the highest shell, and import & to
(K—1) into formula 34.2. Then we can get the ratio of the links to higher shells
(except the highest shell) in shell &, denoted as Yy, Y;,1, ..., Yx_ respectively. And
the ratio of the links to the highest shell in shell & is as followed:

—1

K
RE=1-)"7. (34.3)
i=k

34.6 The Modeling Algorithm Based on Coreness

Combined with the results we analyzed above and some classical modeling on
Internet topology, now we give a new framework on modeling Internet AS-level
topology which use k-core decomposition as basement and combine with the
property of preferential attachment. The hierarchical property of the network is
exhibited in it.
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The main thought of the modeling is: The Internet AS-level topology is divided
into three parts: the highest shell, the lowest shell and the rest. The modeling
begins from the highest shell, then import the second highest shell, and add links
between them, and so on, until the lowest shell. Considering most of the existing
methods of modeling on topology all adopt preferential attachment as basis, and
the only difference is the linking probability function. In order to avoid the sim-
ilarity in degree of the nodes in different shells, especially for the innermost shell,
preferential attachment is also chosen in the model we proposed. But, preferential
attachment is only limited to the same shells, and the linking probability function
of the nodes which degree is d; in shell c is:

di—c+1 )1+0.451g(c)

_
P = Z( —c + 1)l+0A45 lg(c) :
J

(34.4)

In formula 34.4, it chooses the result of the difference of degree d; and coreness
¢ of the nodes and adds 1 as the base. This is because in the beginning of pref-
erential attachment in the shell, the difference of the degree of the nodes is not
evident, and is close to the coreness of them. And this will result in the invalidation
of the existing linking probability function. Considering the degree of the nodes is
pre-assigned, so we must consider the preference trend of the nodes subtracted the
degree. And add 1 is in order to ensure the chosen probability is not zero. The
algorithm is as follows:

Input: N-the number of the nodes; K-the highest shell of the network topology;

Output: Network topology.

(1) Compute the number of the nodes in shell K according to formula 34.1, that is

Ni = 0.86 x N x K319

(2) Construct the highest core, that is shell K;
(3) Construct shell K—1 to shell 1 respectively according to the steps as follows:

(a) Compute the number of the nodes in shell k¥ (2 < k < K—1) according to
formula 34.1, that is

N, =0.86 x N x k~231°

K
and the number of the nodes in shell 1: Ny =N — > N;
i=2
(b) For each shell £’ higher than shell £, compute the linking probability to
them in shell k according to formula 34.2, that is

RY = 0.030693 + 0.004841k" — 0.000722k* + 0.000023k" (k<k' <K)

(c) Compute the linking probability to the highest shell in shell k according to
formula 34.3, that is
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Table 34.1 The comparison of some main features in three data sets

Data set AS measuring data BA model Model in the paper
The number of the nodes 8,120 8,000 8,000
Average degree 5.51 6.01 5.34
The largest degree 1,119 236 1,249
CCDF power exponent 1.14 1.75 1.10
Network coreness 23 5 23

K—1

RE=1->"R{
k'=k

(d) For the nodes in shell k, choose the nodes that have not got links with
others to construct the links in shell k according to the linking probability
(3.84%);

(e) For the nodes in shell k, choose the nodes in higher shells to construct links
according to the linking probability computed in steps (b) and (c) with the
formula 34.4.

(4) End.

In step 2, because the highest core plays the very important role for the network
topology, so it must be constructed separately. We choose 10% of the all nodes,
Nk, in the shell to link with the other nodes in order to get the whole connection.
For the rest nodes, we assign (K—10% N) links for them to ensure their roles as to
be the highest core.

34.7 The Results and Analysis

To test the validation of our model, we choose the classical model, BA model, to
compare in some main features. Table 34.1 illustrates the experiment results.

We can see from table 34.1 that the model we proposed is more close to the
actual topology under the same parameters. Especially for the network coreness,
its superiority is more evident compare to BA model. And this is the powerful
proof that the model we proposed fully exhibits the hierarchy in AS-level.

Figure 34.6 shows the CCDF-degree distribution of the model we proposed and
BA model.

Figure 34.6a describes the data in the model we proposed, and Fig. 34.6b
describes the data in BA model. We can see from it that although the data in the
two models is different in some parts, but they all exhibit power-law in the whole.
This proves the model we proposed give prominence to the aspect of power-law,
while it also illustrated in the other hand that the power-law of the network does
not only lie on the preferential attachment of the nodes.
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Fig. 34.6 The contrast graph of power exponents of CCDF(d)-degree distribution between the
model we proposed and BA model

34.8 Conclusion

In this paper, we first analyzed some crucial properties related with coreness with
the actual topology measuring data. Then we designed a modeling algorithm based
on coreness according to the statistical rules. At last, we realized the model. By
analyzing the experimental data and comparing to the classical BA model, we
illustrated the advantages of the model. The model does not ensure the power-law
of the network, but also exhibits the hierarchy of the network better. In the
meanwhile, it also indicates that the node coreness plays the important role in the
measurement of network topology.
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Chapter 35
Based on Quasi-IP Address Model
of Repeater Coordination

Shaohong Yan, Lihui Zhou, Hong Wang, Yan Li, Lanqgian Liu and
Mengyuan Chen

Abstract The paper discusses the structure of a wireless network satisfying the
communication demand of different users. The circular system of the network can
not only satisfy the demand of between two users, but also between one user and
other users. Our work is divided into two steps. At first, we find “quasi-IP address”
for every user and repeater to build a “quasi-IP address model”. And then, we
distribute labels and positions for each repeater to build a “circular system model”
for each user to communicate for one or more users.

Keywords Quasi-IP address model - Circular system - Effective service coverage -
Correction factor

35.1 Introduction

The VHF radio spectrum involves line-of-sight transmission and reception [1].
This limitation can be overcome by “repeaters,” which pick up weak signals, amplify
them, and retransmit them on a different frequency to avoid self-transmission
and self-receiving. Therefore, a pair of special transmitter frequency (TF) and
receiver frequency (RF) is set for each repeater [2, 3]. Within the available spectrum
of 145-148 MHz, when the transmitter frequency in a repeater is either 600 kHz
above or 600 kHz below the receiver frequency, 10 frequency pairs are available as
in Table 35.1.
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Table 35.1 Frequency pair

RF (MHz) 145 145.6 146.2 146.8 1474 148 1474 146.8 146.2 145.6
TF (MHz) 145.6 146.2 146.8 1474 148 1474 146.8 1462 145.6 145

However, repeaters can interfere with one another unless they are far enough
apart or transmit on sufficiently separated frequencies. In addition to the two
solutions, the “continuous tone-coded squelch system” (CTCSS), sometimes
nicknamed “private line” (PL) technology can be used to mitigate interference
problems. This system associates to each repeater a separate subaudible tone that is
transmitted by all users who wish to communicate through that repeater. The
repeater responds only to received signals with its specific PL tone. With this
system, two nearby repeaters can share the same frequency pair (for receive and
transmit); so more repeaters (and hence more users) can be accommodated in a
comparatively small area. For each repeater, other repeaters communicating with it
are regarded as users. Because each repeater provides services to all its users, the
receiver frequency of the repeater is the transmitter frequency of the user and vice
versa. For the sake of convenience, we use a system called “quasi-IP address” to
label repeaters and users as in the following.

(1) For a user, if the receiver frequency available is 145 MHz and transmitter
frequency available is 145.6 MHz, the part for frequency pair of the label is
145.1.2; if the receiver frequency available is 145.6 MHz and transmitter
frequency available is 146.2 MHz, the part for frequency pair of the label is
145.2.3; if the receiver frequency available is 146.2 MHz and transmitter
frequency available is 146.8 MHz, the part for frequency pair of the label is
145.3.4. The rest can be deducted by analogy.

(2) For a user, if the receiver frequency available is 148 MHz and transmitter
frequency available is 147.4 MHz, the part for frequency pair of the label is
145.6.5; if the receiver frequency available is 147.4 MHz and transmitter
frequency available is 146.8 MHz, the part for frequency pair of the label is
145.5.4; if the receiver frequency available is 146.8 MHz and transmitter
frequency available is 146.2 MHz, the part for frequency pair of the label is
145.4.3. The rest can be deducted by analogy.

(3) For a user, if the subaudible tone available is 5, the part for subaudible tone of
the label is 5.

(4) Following is the label for a user.

Part for frequency pair Part for subaudible tone

Basic frequency Receiver frequency Transmitter frequency

145 1 ~5 2~6 1 ~ 54
6 5 1 ~ 54
5~2 4 ~1 1 ~ 54
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For example, for a user, if the receiver frequency available is 145.6 MHz and
transmitter frequency available is 146.2 MHz, and when it transmits signals to its
repeater, if the subaudible tone used is 7, the label for the user is 145.1.2.7.

(5) Because for each repeater, other repeaters communicating with it are regarded
as users, so the way to label a repeater is the same as labeling a user.

For a circular flat area of 40 miles radius to accommodate 1,000 simultaneous
users, in any arbitrary time, every user can communicate and establish a private
double-way link (the receiver is the designated repeater or user for the transmitter)
with any other arbitrary repeater or user through the network of both. Therefore,
the allocation and choice of repeater is the focus of our research.

Based on the above mentioned Quasi-IP Address, we can label all repeaters and
users. In the same way, as dealing with the problem of buildup network, we can
use loop network topology to establish private link among all repeaters and users
in a circular flat area of 40 miles radius.

35.2 Model Assumptions

(1) The circular area in our research is idealistic, flat and without any barrier to
communication.

(2) 1,000 users are uniformly distributed within the area and without any change
of position.

(3) The repeaters in the network is controlled by automatic controlling center,
which, following the principle of automatic control, transmits signals combined
with subaudible tone to all repeaters and users.

(4) Both repeaters and user possess the function of coding and decoding signals
combined with subaudible tone. When a repeater provides services to a user,
both of them will use the same subaudible tone.

(5) The services for a user are provided by the repeater closest to it.

35.3 Symbols

P—Power of User (W), P,;,—Protecting Power (W), G—Antenna Gain of User
(dB), G,—Antenna Gain of Repeater (dB), L—Feeder Antenna Loss of User (dB),
h,,—Antenna Height of User (m), #,—Antenna Height of Repeater (m), d—the
Max Communication Distance (km), K—Correction Factor (dB), f—Transmitter
Frequency of Repeater (145-148 MHz), x—Radius of Central Circle, —Service
Circle of Outer Repeater, N—Layer of Outer Repeater
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Fig. 35.1 Coverage
of a repeater

35.4 Coverage of One Repeater

There will be loss when a signal with certain frequency [4], which is related to the
signal frequency, the terrain spread, transmission distance, repeater height and so
on. Fig. 35.1

By the empirical formula, based on measured data, path loss can be obtained:

LM = Pt + Gt + Gr — Pmin —Sm — Lt (35.1)

Longest communication distance :

d=1log "{[LM — 88.1 — 20logf + 20log(h, x h,) — K]/40} (352)

We can get the longest communication through (35.1) and (35.2). But the
change of antenna height and power the coverage radius of repeater can be
adjusted. In order to realize the maximum effect, we can choose the necessary
communication distance within the biggest communication coverage.

35.5 Number of Users Supported by a Repeater

We have known that when two repeaters use the same frequency with an enough
distance from each other or two repeaters use the different frequencies close to
each other, there won’t be any interference between them. But when two repeaters
use the same frequency close to each other, there will be interference, which, can
be solved by the system of CTCSS, which is also called “Private Link” (PL).

35.5.1 Differentiation of Repeaters Through the Use
of Subaudible Tone

When receiver frequency of two repeaters is 145 MHz, and transmitter frequency
of user A is also 145 MHz, the two repeaters can receive the signals transmitted by
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Fig. 35.2 Differentiation of
repeaters through the use
of subaudible tone T

O
Ugerfs 145.24.5

145.1.2.5 145.1.2.7

user A combined with the same subaudible tone, or the signals can’t be received.
As in the following chart, signals of user A is received by repeater labeled
145.1.2.5. (Fig. 35.2)

35.5.2 Differentiation of Users Within the Coverage
of a Repeater Through the Use of Subaudible Tone

When two users communicate with each other within the coverage of a repeater,
because the receiver frequency and transmitter frequency of them are the same and
equal to the receiver frequency and transmitter frequency of the repeater, if the
repeater and the two users don’t use subaudible tone, then signals transmitted by
user A will be received by all of the users, as user B or user C, etc., within the
coverage of the repeater, which becomes a broadcasting system in reality.

However, if user A and user B use subaudible tone matching with each other,
then signals transmitted by user A will be received by user B only, hence is
“private line”. Of course, if user C and user B simultaneously use the subaudible
tone matching with user A, then they can receive signals transmitted by user A
simultaneously. Fig. 35.3

A broadcasting system can be used by all of the users within the coverage of a
repeater, and subaudible system can be used by 54 users within the coverage [5].

35.5.3 Differentiation of Repeaters and Users Through
the Use of Subaudible Voice

Figure 35.4 user A sent to repeater data with subaudible 1, Repeater I’s tone is 1,
which is activated to start forwarding data of user A’s. By the control system,
Repeater I transmit tone 9, then user B receive user A’s data.

User C want to send data to user D, User C sent to repeater data with subaudible 1
first, Repeater I’s tone is 1, which is activated to start forwarding data of user C’s. By
the control system, Repeater I transmit tone 2, then user D receive user C’s data.
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Fig. 35.3 Broadcasting system without the use of CTCSS technology (left), One-to-one system
with the use of CTCSS technology (Right)

Repdrl: 145321 Repeeel: 145,212

Repeater [ : 145.3.2.1

©
wals 45127

Fig. 35.4 Though one repeater (Left), though two repeaters (Right)

35.6 Building a Circular System
35.6.1 Service Area

The practical area occupied by users served by the repeater is called service area,
which is different from the coverage area of the repeater [6]. Users within the
coverage area of a repeater are not necessarily within the service area of the
respective repeater.

35.6.2 Calculation Method

The radius of the central circle is x; the width of the first layer is r; the width of the
second layer is r; and rest can be deducted from analogy (Fig. 35.5).
From the total radius of R km, the following formula can be deducted out:

R=x+nr (35.3)

If we make the area of the inner circle equals to the area of the outer “ladder-
shaped area”, the following formula can be deducted out:
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Fig. 35.5 Circle system

Fig. 35.6 197 repeaters

w? =rL (35.4)

Finally, we should adjust the number of the divided areas in the circle bigger or
equal to .[Z/53]. (the minimum number from the calculation of number of users/
53)

2r(x+%)  2n(x+¥) 2m(x 4 2oy

r Tt L

The simultaneous formula of (35.3) ~ (35.5) will be calculated to deduct the
optimized result.

For example, Z = 10000, R = 64, we have n = 7.1921, which, after integra-
tion, is n = 7, i.e. 7 layers.

r = 8.4609, x = 4.7736, L and r is equal to each other approximately.

In our statistics, the number of repeaters is 197 and the concrete distribution of
them is in the following Fig. 35.6

1 + > [Z/53] (35.5)
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35.7 Summary

(1) Using “quasi-IP address”, we can not only establish one-to-more communi-
cation but also establish one-to-one communication and signals transmitted
won’t be received by other users.

(2) “Cellular system” equals the effective service area of repeaters into hexagons,
but we use “circular system” to equal the effective service area of repeaters
into fan-shaped area, which covers the whole circle of 40 miles.

(3) When a “Cellular system” uses hexagons to cover a circle, there will be cracks
between hexagons, which, compensated only through the addition of more
hexagons, will bring waste to the system.

(4) Combined with “Time Division Multiple Accessing” technology, “quasi-IP
address” will satisfy more simultaneous users.
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Chapter 36
Fast Dynamic Mesh Moving Based
on Background Grid Morphing

Tianjun Lin and Zhenqun Guan

Abstract The dynamic mesh moving method based on Delaunay graph is non-
iterative and therefore efficient. However, intersections occur occasionally among
the background graph elements for complex geometries with large relative
movements, especially for the large boundary rotations. It not only consumes more
time but also deteriorates mesh quality to regenerate the graph and to relocate
mesh points. In this work, a dynamic mesh generation method based on back-
ground grid morphing is proposed. By appending some assistant points in the
initial graph, a new background graph in conjunction with a new mapping is
generated. Then, the ball-vertex method with boundary improvement is employed
to move the new graph which drives the moving of the object mesh. The examples
demonstrate that the improved method have better ability of keeping the shape for
the regions concerned and can improve the intersection problems even with large
boundary rotations. In general, the method proposed shows better performance in
mesh quality and efficiency.
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36.1 Introduction

Flow problems with moving boundaries arise in many engineering areas, such as
fluid—structure interaction (FSI), free surface flows, etc. When boundaries of the
solution domain are changed, the mesh should be updated. The dynamic mesh can
be considered as a means to propagate the boundary moving into the whole mesh
of solution domain. There are generally two categories of methods to achieve this:
(1) by mesh regeneration; (2) by mesh moving. However, the efficiency and
robustness of mesh regeneration method are limited. The mesh moving approach is
usually adopted. There are mainly two methods for mesh moving: spring analogy
method and elastic solid method. The elastic solid method can deal with problems
with large movements and maintain the mesh quality. But the efficiency is poor for
its large computational cost. On the other hand, the spring analogy method is
simple and efficient. The spring analogy scheme, first developed by Batina [1], is
widely used [2, 3]. It looks the mesh as a network of linear springs and solves the
static equilibrium equations for this network to determine the new locations of the
mesh points. However, as there is no constraint on the angles between two adjacent
edges in one element, the method suffers problems in robustness for large defor-
mation, such as meshes for viscous flows, resulting in mesh crossing and negative
volumes. Farhat [4] proposed a modified spring analogy by adding additional non-
linear torsion springs to avoid the negative cell volume problem associated with
the linear spring network. Owing to the complexity of the torsion spring, the
computational cost is increased and the results are still not satisfactory when it is
applied to large movements.

Recently, Liu [5] presented a new mesh moving method based on Delaunay graph
mapping. The method is much more efficient, as it is non-iterative. However, when it
comes to the applications which have more complex geometries with large relative
movements, especially for the large boundary rotations, intersections of the back-
ground gird easily occurs. Literature 5 presents the treatment strategy that regenerate
Delaunay map and relocate the mesh points, but this will lead to new problems.
Firstly, it will spend more computational time; secondly, it will discard the good
features of the initial mesh, while retaining the bad information of the deformed one.
After that, the mesh quality is even worse. When the boundary backs to the initial
position, the mesh quality cannot be restored to the initial state. Moreover, the more
times the background graph regenerated, the more serious situation it will be.

This paper presents an improved mesh moving method based on background
grid. By appending some assistant points in the initial graph, a new background
graph in conjunction with a new mapping is generated. Then, the ball-vertex
method with boundary improvement is employed to move the new graph which
drives the moving of the object mesh. After relocating the mesh points in the new
graph, we obtain the final mesh. The improved method have better ability of
keeping the shape for the regions concerned and can improve the intersection
problems even with large boundary rotations. It also shows better performance in
mesh quality and efficiency.
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36.2 Dynamic Mesh Moving Based on Delaunay
Graph Mapping

A detailed analysis of the method is presented by Ref. [5]. In summary, the
procedure of the moving mesh method can be written as follows:

(1) Using selected boundary points and the Delaunay method [6, 7] to construct
the Delaunay graph;

(2) Locating the graph elements for all the computational mesh points using the
walk-through method [8]; computing and storing the area or volume ratio
coefficients for each mesh point using the linear interpolation method;

(3) Moving the Delaunay graph according to the deformation of the solid surfaces
or the relative movements between different bodies;

(4) Checking for any intersection between the graph elements. And if this hap-
pens, go back to step (1). Otherwise go to the next step; If the movement is too
large, intersections of the mesh will occur. We need to remesh the domain;

(5) Relocating the computational mesh points in the graph;

(6) Repeating step (3)—(5) for the next time step.

This method is simple and much more efficient, as it requires non-iterative
algebraic calculations. But, when intersections of the background graph occur, we
need to spend more time to regenerate Delaunay map and relocate the mesh points.
And also the mesh quality gradually gets worse and worse.

36.3 The Ball-Vertex Method

In this section we briefly review the classical edge spring method whose basic idea
is to create a network of springs connecting all vertices in the mesh. Each mesh
edge is replaced by a spring. Given two vertices, i and j, the displacements of
vertices i and j are noted u; and u;, respectively. The resulting force on vertex i is
aligned along the unit vector i and can be written as

fij = kij (lljlli) . iijiij = fji. (361)

where ij; is unit edge-vector, Kj; is the spring stiffness which is typically chosen
as inversely proportional to the edge Length.

The position of each vertex is found by writing its equilibrium under the effect
of all its edge connected springs. The resulting linear system of equations can be
solved in a variety of ways. In this work we use a Gauss—Seidel iteration method.

While this classical method performs reasonably well in a number of cases, it does
indeed fail as soon as the local mesh motion is not small compared to the local mesh
size. The method cannot control the collapse mechanisms of the mesh elements. In
the presence of nearly flat elements, cross-over is easily obtained. Clearly, it will lead
to a locally invalid mesh. For the sake of simplicity, we restrict our attention to the
sole more interesting three-dimensional problem in the following.
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(c) Tet (a) (d) Hexa (c) Tet (b) (d) Hexa

Fig. 36.1 The ball-vertex method. a Element collapse, b Add a new spring

With the goal of controlling the volume of a mesh element, the ball-vertex
method [9] introduces additional linear springs that resist the motion of a mesh
vertex towards each one of its region-opposed faces. Once the additional springs
are constructed for all tetrahedrons using a vertex i, one has effectively constrained
the same vertex not to leave the polyhedral ball Bi = ball (i) that encloses it
(Fig. 36.1).

The position of each mesh vertex is found by writing its equilibrium under the
combined effect of its edge-connected springs, together with the additional ball-
vertex springs. If u; and u, indicate the displacements of vertex i and of its
projection p on Fi, respectively, the resulting force on i can be expressed, similarly
to the edge spring case, as

fip = kip(“p - ui) Ciplipy = —1p (36.2)

p is a virtual point, We interpolate the displacement at p based on the displacement
values at the three face vertices j, k and 1, respectively.

wp =&y + My + (1 - &= nu (36.3)

Where ¢ and 7 are the interpolation coefficients.

The ball-vertex method offers straightforward solutions. It is robust and
effective when dealing with large deformations. It can also maintain a better mesh
quality.

36.4 Boundary Improvement

The spring stiffness is allowed to change by the introduction of two parameters in
the definition of the stiffness [10].
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K; = cb((xi — xj)2+ (yi — yj)2>l1’ (36.4)

In the original concept of Batina, the parameter values are ® = 1 and y = —
0.5. The purpose of the spring analogy is to regularize a mesh after boundary
deformation. However, this regularization only takes place close to the deformed
boundary. Therefore, the spring analogy can only handle relatively small defor-
mations since the mesh regularizes only locally. In order to improve it, the stiffness
near the boundary is increased so that the deformation is spread out further into the
mesh. To achieve it, the factor @ in Eq. 36.4 is increased for a number of element
layers adjacent to the boundary.

We will use the improvement in the ball-vertex method in the next section.

36.5 The Improved Method Based on Background Grid

We append some assistant points in the initial graph and a new background graph
in conjunction with a new mapping is generated which makes a transition between
inside and outside of the background grid. Then, the ball-vertex method with
boundary improvement is used to move the new graph which drives the moving of
the object mesh. In the background grid, as the layers of the mesh are reduced
significantly, the springs are stiffened only at one layer adjacent to the boundary.
This has been shown to be sufficient. It should be noted that, due to the small
number of assistant points, the efficiency is almost no changed.
The procedure of our improved method can be written as follows:

(1) Using selected boundary points and the Delaunay method to construct the
Delaunay graph;

(2) Adding assistant points to the center of each element of the background grid.
Using the Delaunay method to generate a new layer background grid which
improves the connection between the local areas in order to eliminate inter-
sections of the background graph;

(3) Locating the new graph elements for all the mesh points;

(4) Moving the new Delaunay graph according to the deformation of the solid
surfaces or the relative movements between different bodies and using the
ball-vertex method to move the assistant points to get the final background
graph;

(5) Checking for any intersection between the graph elements, and if this happens,
go back to step (1). Otherwise, go to the next step; In practice, by adding
assistant points to improve the connection between local area and using ball-
vertex method to move these points, it can greatly improve the intersection of
the mesh;

(6) Relocating the mesh points in the new graph;

(7) Repeating step (4-6) for the next time step.
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Fig. 36.2 The original method. a Airfoil model, b Initial delaunay graph,c A quarter, d A whole
cycle

36.6 Numerical Examples

In this section, two test cases demonstrate our method for moving meshes. The
improved method is compared with the original one described in Sect. 36.2.

36.6.1 Rotation of the Airfoil

In this example we consider an airfoil with pitching amplitude hy = 50°, that
moves according to

0, = Bpcos(2nn/N) (36.5)

where n is the generic time step, N = 100 is the number of time steps per cycle.

First, the mesh is deformed by the original method.

The result is shown in Fig. 36.2. It is seen that, in one cycle, intersections occur
twice when the airfoil rotates to 30° and —25°. Thus we must regenerate the
background graph twice. Then it will discard the good features of the initial mesh,
while retaining the bad information of the deformed one. After that, the mesh
quality becomes even worse.

Here perform the mesh moving by our improved method.

Although the imposed displacements at each time step are rather large, the
improved method exhibits a remarkably performance throughout the simulation. In
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Fig. 36.3 The improved method. a Airfoil model, b New initial graph, ¢ A quarter, d A whole
cycle

Fig. 36.3, no inversion occurs in a whole cycle. This method is able to maintain a
good mesh quality. When the boundary backs to the initial position, the mesh
quality can be restored to the initial state.

We consider quality measures based on the ratio of the radii of the inscribed and
circumscribed circles, noted 2r/R. Here, we choose some elements around the
inner boundary for test. Figure 36.4 shows that our method has greatly improved
the quality of the mesh.

Through the analysis of the ball-vertex method, we can easily draw the con-
clusion that: The shorter the distance between the point and its opposite edge, the
stiffer the spring added is. In the new background grid, the elements around the
inner boundary are long and narrow. The length of the spring added is small, so it
is stiffer. Therefore, the deformation of the elements near the inner boundary is
relatively small. Accordingly, the computational mesh elements near the inner
boundary deform less. This is one advantage of our algorithm.

36.6.2 Geometries Composed of Segments

We deform a logo such as the one illustrated in Fig. 36.5. To compare the two
methods, we will take two kinds of boundary movement strategy.
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Fig. 36.5 Comparison of strategy one. a The original method b The improved method
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Fig. 36.6 Comparison of strategy two. a The original method, b The improved method

Firstly, the logo is counterclockwise rotated around a point on T.

Secondly, U is counterclockwise rotated around a point on T, at the same time,
C is clockwise rotated around the same point.

As can be seen from Figs. 36.5 and 36.6, in the original method, intersection
occurs when the logo rotates to 25°. The improved method can still maintain the
mesh valid and ensure the mesh quality when it rotates to 40°.

36.7 Conclusion

This paper presents an improved mesh moving method based on background grid
which is simple to implement for arbitrary mesh topologies. By appending some
assistant points in the initial graph and using the ball-vertex method, it generally
improves the efficiency and quality of the dynamic mesh. Some cases demonstrate
that this method have better ability of keeping the shape for the regions concerned
and can greatly improve the intersection problems even with large boundary
rotations.
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Chapter 37
Research on Network Congestion Control
System Based on Continuous Time Model

Huang Ze

Abstract The congestion control system, as one of the key parts for the normal
operation of computer network, has become a hot research in both domestic and
abroad at currently. The preliminary research on congestion control system of
computer network was focused on the improvement of algorithm and some
researches on network behavior. This paper, based on some relative literatures,
carried out a comparatively intensive research on the aspect of network congestion
control and built up a continuous time model for TCP congestion control system.
TCP congestion control algorithm and RED queue management algorithm, as the
two parts of TCP congestion control system, are modeled independently and then
cascaded into a unity. Finally, it analyzed the model stability near the stationary
points, and pointed out that the stability of TCP congestion control system mainly
depended on the RED algorithm.

Keywords Continuous time model - Network - Congestion control - System

37.1 Introduction

With the fast development of Internet, the human society and living style has been
greatly changed. A variety of network technologies, such as online bank, e-com-
merce, e-government, internet video, networking telephone and so on, changed or
replaced the traditional methods and made great contributions for the development
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of modern society [1]. However, this is just happened in the recent decades, the
future of computer network is brilliant. For importance of computer network to
modern society, therefore, the research on it has never stopped since its birth. While
research on network congestion control algorithm, the core algorithm of whole
computer network control system, is always the hot issue. Congestion control is the
key factor for maintaining the robustness of computer network, and also the basis of
other computer network management and control algorithms such as QoS control,
etc [2]. Thus, the research on congestion control algorithm has a decisive meaning.
At currently, the computer network in China is developing fast, [3] and it has
become an important factor influencing the whole society on all aspects, which not
only relate with economic life, but also affect the national fundamental policies like
national defense safety, etc. so the research of computer network on its behavior
and control methods under the congestion situation, has a significant real meaning.

37.2 The Reasons Caused Network Congestion

At present, there are two congestion control algorithms in computer network, one
is end-to-end congestion control algorithm based on flow control, whose repre-
sentative is the congestion control algorithm of TCP protocol, and the other is
routing congestion control algorithm based on queue management, whose repre-
sentatives are RED, REM, AVQ, etc. [4] these two algorithms used together to
form a congestion control system of computer network, and both complement each
other. In TCP/IP network, it is the network layer and transport layer that undertake
the task of network congestion control. The network layer provides the queue
management based routing control algorithm, while the transport layer supplies the
end-to-end congestion control algorithm based on flow control.

Network congestion is a phenomenon occurred in computer network, that is,
when the amount of data in computer network exceeds the network’s maximum
load, the computer network starts to discard parts of data packet and resulting in
quality deterioration of data transportation. The most serious situation is causing
paralysis of the entire computer network, almost all data packets cannot be
transported correctly to their destination end. However, this situation is strongly
avoided by computer network.

Some causes of network congestion are as follows:

1 A large amount of network data packets suddenly intensively flow to one or
several network links, which leads to local overload, enters congestion situation,
which will even as serious as spreading to the entire network.

2 The processing speed of routing nodes in network is not fast enough, leading to
large amount of data packets existed in network and then entering congestion
situation.

3 The too low bandwidth of network can also make the data packets accumulated
in network links, which then leads to congestion for the overload of network.
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Once the network congestion occurred, may it possibly be further deteriorated
and spread, because the routing nodes discard data packet for the queue saturation,
and then the sending end resend this data packet for overtime, even resend in many
times, which causing a further increase of data amount in network and heavier
network congestion. Therefore, one of the important purposes of congestion
control is to avoid network entering the congestion situation rather than to
“dredge” after network entering the congestion state.

37.3 The Modeling of TCP Congestion Control Algorithm

Suppose the congestion window is W(¢), R(t) represents RTT [5], the queue length
of routing nodes is ¢(t), the number of TCP flows accessed is N(¢), C is the
bandwidth of TCP flows shared link.

Considering the definition of RTT, we can simplify R (t) as the following form

Ri(t) = di + &Ct)

(37.1)
Among, di represents the propagation delay time of number I TCP flow.

Meanwhile, it can be considered that the distribution of TCP flows in unity is
equilibriums, which means if each TCP flow is distributed independently then can
suppose Ri(7) = R(z). Suppose all TCP flows are TCP Reno, then it can be found
according TCP Reno algorithm that after the flow rate of each TCP flow passed
their first peak point, they will be stay at CA status rather than entering SS status
because of the mechanisms of Fast Retransmit and Fast Recovery.

Based on the above two supposes, we can achieve the differential equations of
TCP congestion control:

1 W(H)W(r— R(1))

(1) = R~ WPU — (R(1))
q(t) = ZT(;))N(t) -C (37.2)

Among, p (t—R (t)) is the packet-loss probability of routing queue, representing
the effect of routing congestion control algorithm on congestion window of TCP
flows. If the routing queue management algorithm is DropTail, then p (t) is a (0, 1)
distribution. In the above formulas, the first describes the changes of congestion
window made up of two parts. The first part is -, representing the linear increase

R(7)
of TCP at CA stage, while the second part of % p(t — R(r)) represents

congestion window halving after receiving CN signal; the second formula
describes the relationship between TCP congestion window and routing buffer

formation, XY(—(Z?N (¢) represents the imputing ability of TCP sending end to routing
nodes, and C stands for the ability of routing nodes on data processing.



352 H. Ze

Suppose the fixed points of the formula as (W, go) and N(¢) = N, then (Wp, qo)
meets the following equation system:

1wy 0
%N CcC=0 .
Ry o

Make a Linearization to the differential equations, and get the following
equations:

. N RyC?

OW(t) = ——— (6W(t) + 6W(t — Ro)) — 5 op(t — Ro)
Rye 2N (37.4)

5q(t) = X sw(e) — L sq(r)

q\t) = Ro Ro q
So the transmission function of the first equation is shown as:
RO_Cze—SRo

H(s) = 2N° (37.5)

7s—|—Rz_)LC(1 + esho)

Considering about W > lin the ordinary, and it can be know from the formula
that

N 1 1
e < = 37.6
R3C  WyRy < Ry (376)

So we can get the formula of

N 7SR(}

N N
—— =——(1—-5sR ) R ——. 37.7
Rc’ rcl Rt )~ s (37.7)
Thus, the transmission function can be simplified into
ROC;Z e—Ro
H(s) = ———. (37.8)
ST Rec

And then establish the simplified linearized differential equation system as
below:

Sq(t) = =W (1) — —q(1) (37.9)

From this way, we can get the transmission function of TCP congestion control
shown as following:
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foid
P(s) = Ll e, (37.10)

Y i
(s+7) (++4)

Considering further about the second equation in the equation system, and
according to the relationship between the flowing rate at data terminal and the
queue length of routing nodes as well as considering the factors of queue capacity
and bandwidth, we can establish the following:

q(t) = =140 'C+ZR,-(Z]V&))‘ (37.11)

Among, —1,,) e C represents the capability of data link in data transmission.
When the transmission ability of link is stronger than the data sending ability at
terminal, the queue length gets to 0. Therefore, only when —1,, eC+

. N .
PO ﬁét)) > 0, then ¢(t) = C + i_zl[%, or else ¢(t) = 0.

Suppose ¢ as the sampling time, and then the relationship between average
queue and current queue in RED algorithm is as below:

g™ (1 +0) = (1 — @)™ (1) + wq(1) (37.12)

And can get the following after derivation,

In(l — w) () — In(1 — w)

g (1) =—— ) (37.13)

Finally according to the relationship of packet-loss probability and average
queue among RED algorithm, we can reach the equation of p(t) = Lrep(¢™°(t) —
Qmin), in Wthh LRED — _ Pmax

Gmax —qmin”

(1=)

Therefore, combining all the formulas and designating K = In —, we can

obtain the linearlized differential equation aboutp(z) and ¢(¢), that is Sp(r) =
Kop(t) — KLrgpdq(t), whose transmission function is G(s) = I/Iﬁ"_“{
The linearized differential equations for the entire system are shown as below:

2N RyC?

SW(r) = —R(z)—CéW(t) — SNz 0Pt = Ro)
Sq(t) = R%éW(t) - Rio(sq(t) (37.14)
op(t)

5p('l) = LrepK( —dq(1))

Lrep
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The generic transmission function is as below:

675R0

(1+W>(1+1;—'R0)(1+ﬁ)

3
in which A = Wis the coefficient.

H(s)=Ae (37.15)

37.4 The Stability Analysis of Congestion Control System

From the formula (6.17), we can get three extreme points of system (6.16) which
are 2N /RéC7 1/Ry, and — K. In RED algorithm, as the weight parameter w of
weighted average queue is extremely small, so the absolute value of K compared
with 2N / R3C and 1/Ry is much smaller. It can be considered that —K is the main
extreme point of system (6.16). So the Fourier function of transmission function
(6.17) at a frequency of v<0.1min{2N/R}C,1/Ro} can be simplified as below:

e*.iVRo
e
1+jv/(-K)

According to stability theory, it is required to meets |H(jv)| <1 and
ZH(jv) > — 180°, and the amplitude should be as:

H(jv)=A (6.18)

LRED(RZOC)3 1800
ZH(v) =/—23 _ _yRy> —90° — 0.1
(v) xRz

~ —96° (6.19)

Lrep(RoC)? 1

¢ 142 /K? <l

Therefore, the followings are necessary when we are determining the stability
of TCP congestion control system:

So, it required that as following:

Estimate the stabilized frequency upper limit v, according to condition of
v<0.1min{2N/R3C,1/Ry}.
After fixing v,, then we can suppose K = 0.1v,.
Obtain the estimated value of Lggpaccording to formula (6.20), and then establish
the transmission function of RED algorithm.
Estimate the sampling interval parameter gaccording to the bandwidth of routing
nodes existed link, and calculate the value of weight parameter w in RED
algorithm.
Determine the upper limit of packet-loss rate, obtain the differential value between
gminand gmax according to Lggp, and finally the parameters in the whole TCP-RED
congestion control system have been fixed up.
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37.5 Summary

The congestion control system, as one of the key parts for the normal operation of
computer network, has become a hot research in both domestic and abroad at
currently. The preliminary research on congestion control system of computer
network was focused on the improvement of algorithm and some researches on
network behavior. This paper, based on some relative literatures, carried out a
comparatively intensive research on the aspect of network congestion control and
built up a continuous time model for TCP congestion control system. TCP con-
gestion control algorithm and RED queue management algorithm, as the two parts
of TCP congestion control system, are modeled independently and then cascaded
into a unity. Finally, it analyzed the model stability near the stationary points, and
pointed out that the stability of TCP congestion control system mainly depended
on the RED algorithm.
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Chapter 38
The Realization of OPNET and MATLAB
Co-Simulation Based on HLA

Yu Zhang, Zhen Yao and Xiangming Li

Abstract In some cases, it is difficult to simulate the communication behavior of
a wireless Network precisely only using MATLAB or OPNET. In this chapter we
will use High Level Architecture to achieve the OPNET and MATLAB’s co-
simulation.

Keywords MATLAB - OPNET - Co-simulation - HLA - Wireless

38.1 Introduction

There are a lot of times you need a very detailed physical layer simulation. It may
fail to meet requirements of the simulation accuracy, only by OPNET’s Pipeline
Stage mechanism. MATLAB facilitate these kinds of simulation using its own
simulation models. The High Level Architecture (HLA) is software architecture
for creating computer simulations out of component simulations. Here we will
discuss how to use HLA to ahieve OPNET and MATLAB’s co-simulation.
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Fig. 38.1 Logical view of an HLA federation

38.2 The Mechanism of High Level Architecture

The HLA provides a general framework within which simulation developers can
structure and describe their simulation applications. The HLA consists of three
components: HLA Rules,Interface Specification and Object Model Template
(OMT). HLA is not an implementation, it provides a framework.

In fact, the Run Time Infrastructure (RTI) is the implementation of HLA.
Figure 38.1 shows a high level, logical view of an executing HLA Federation. All
of the components shown in the figure are part of a single federation with the
exception of the RtiExec.

38.3 The Framework and Federates of Co-Simulation
38.3.1 The Framework of Co-Simulation

OPNET or MATLAB should be as a federate to join the federation execution. In
fact, they firstly communicate with RTI through RTIAmbassador and Federat-
Ambassador. And RTI will coordinate all federates to transfer messages as
Fig. 38.2 shows:

38.3.2 The OPNET Modeler Federate

The High-Level Architecture (HLA) functionality in OPNET Modeler enables you
to include a simulation as one of the federates in an HLA federation, and thus to
both affect—and be affected by—events in other federates.
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Fig. 38.3 OPNET modeler federate

Figure 38.3 shows the topology of an example OPNET Modeler federate and
illustrates how events flow between the OPNET Modeler federate and the
federation.

Step 1. Events flow from the OPNET Modeler network nodes to the HLA-
OPNET Interface node.Step 2. Events then flow to the federation’s RTI. Step 3.
HLA flow from the federation to the HLA-OPNET Interface node. Step 4. HLA
events the flow to other nodes of the network model.

An OPNET Modeler federates is composed of the following elements:

A network model containing instance of the node and link models, plus the
special HLA interface node. Node and link models implementing the simulation
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Fig. 38.4 The components of single federate

behavior, HLA interactions, and HLA outgoing messages. A special HLA inter-
face node model. This node contains a factory function responsible for creating an
instance of a Federate Ambassador for the simulation.

An Simulation Object Model (SOM) file specifying the HLS interface of the
federate.

The .fed or FDD file, shared by all federates.

38.3.3 The MATLAB Federate

MATLAB does not directly provide simulation models to support HLA. But we
can use mixed programming of MATLAB and C++ to achieve our aim.

LibRTI(The RTI Library) makes HLA service methods available to federates,
and It is written in C++. User’s codes for a federate is linked with Local RTI
Component Code (LRC) from the C++ library libRTI to form a complete federate.
These local RTI components provide the services for the federate through com-
munication with the Rtiexec, the FedExec and other federates. The components of
a single federate are shown in Fig. 38.4:

LibRTI contains the RTlambassador class, which is used to provide RTI ser-
vices to the federate. It also contains the abstract class Federate Ambassador which
defines all of the interfaces to the callback functions but cannot be used until actual
implementations of these functions are provided by the federate. Class
RTI_FederateAmbassador is an abstract class, as it contains (in the C++ imple-
mentation) pure virtual functions. So we can use C++ to realize the implemen-
tation of the virtual function to get the service.

At the same time, MEX-files in MATLAB are a way to call your custom C,
C++ routines directly from MATLAB as if they were MATLAB built-in functions.
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The gateway routine to every MEX-file is called mexFunction. This is the entry
point MATLAB uses to access the DLL. In C/C++, it is always:

mexFunction(int nlhs, mxArray *plhs[],
int nrhs, const mxArray *prhs[])

{
//add code here

}

An MATLAB federates is composed of the following elements:

Mexw32 file which packages C++ code to get RTI services, and will be called
by MATLAB. In fact it is an interface between MATLAB models and RTI.

Mathematical models in MATLAB.e.g: physical layer or link layer of wireless
network.

The .fed or FDD file like in OPNET Modeler federate.

38.4 Example of OPNET and MATLAB’s Co-Simulation

Here is a simple example using OPNET and MATLAB’s co-simulation. The
example has two federates: an OPNET Modeler federate (OPNET) and a controller
federate (MATLAB). The OPNET federate contains two nodes representing
planes. The movements of these planes are controlled by the controller federate.

The controller federate advances federation time, sends interactions that modify
the bearing and ground speed of the planes in the OPNET federate, and receives
interactions from the OPNET federate.

38.4.1 The Realization of OPNET Federation

Launch OPNET Modeler and make sure that Wireless functionality is available.
Then create a new project with an empty scenario, world scale. Add two plane
nodes and a HLA interface to the scenario.

Create a new FDD file with two interaction classes: Order and Order_Reply.

Create a mapping file in order to map Order class to Plane_Order and
Order_Reply to Plane_Ack.

Each of the node could get the order and then give the control a replay. The
code just like blow:

/* extract information from packet */

pk= op_pk_get (/*parameters of stream index*/);
op_pk_nfd_get_dbl (pk, /*parameter*/, /*parameter/);
op_pk_nfd_get_dbl (pk, /*parameter*/, /*parameter/);
op_pk_destroy (pk);
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/* update node attributes */

op_ima_obj_attr_set_dbl (/*parent id*/,/*parameter*/, /*parameter/);
op_ima_obj_attr_set_str (/*parent_id*/,/*parameter*/, /*parameter/);
/*send interaction®/

pk = op_pk_create_fmt (/*name of ack*/);

op_pk_nfd_set_int32 (pk, /*parameter*/, /*parameter/);
op_pk_nfd_set_dbl (pk, /*parameter*/, /*parameter/);
op_pk_nfd_set_dbl (pk, /*parameter*/, /*parameter/);
op_hla_interaction_pk_send(pk,/*time*/);

38.4.2 The Realization of OPNET Federation

Use C++ to realize the related services. We need MATLAB to create the feder-
ation, then join it, publish and subscribe interaction class. After the initialization,
MATLAB could declare it’s Time Strategy. Then we need mexFunction to
package all the services in C++.

The code just like below:

void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[])
{

/*Judge the parameters*/

int num_parameters;

num_parameters = (int) mxGetScalar(prhs[0]);

switch (parameters)

{

/*call proper Func.

Func should have the rule like example below */

}

return;

}

/*for example: how to join the feration in C++ code*/

void connecthla(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[])

{

(*rtiAmb).createFederationExecution(tFederationName, tFedFile);
(*rtiAmb).joinFederationExecution(tFederateName,tFederationName,
federate Amb);

}

In MATLAB we add the interface to its search path. So MATLAB could call
the functions by the interface.
The code in MATLAB likes below:

[*create federation*®/
e=createFedExec(FederationName,FedFile);
J/*we can use the function in interface just like MATLAB inner functions*/
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Fig. 38.5 The process of co-simulation

38.4.3 The Process of Co-Simulation

At first MATLAB create the federation; finish the initialization and then wait for
OPNET to join the federation. When OPNET finish the initialization, they start to
advance simulation. The process just like Fig. 38.5:
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Chapter 39

Design and Applications of Third Party
Integrated Information Security
Management System

Yuefeng Fang, Xiaoyong Wang and Fei Gao

Abstract This chapter mainly analyzes the current status of information security,
discusses the domestic and international trends of its technology development, and
proposes the third-party integrated information security management system. And
by analyzing the services used currently, it also generally introduces the appli-
cation design of information security management system, such as planning and
design, whole framework design, and so on. Finally the planning and the design of
the system is presented.

Keywords The third party - Integrated information security management system -
Designs

39.1 Introduction

Information Security Managed Service is the comprehensive and systematic
service that fulfill internals information system in enterprise with a third-party
service [1-4]. According to the monitoring report by CNERT/CC, in 2007 the
growth rate of phishing incidents in Chinese Mainland was 140%, that of vicious
webpage code incidents was 260%, that of the tampered-web sites was 150%, and
that of the Trojan-implanted hosts was 2,200%. The security threats are increas-
ingly serious and the complexity of security management increases synchronously.
The traditional single and simple network security concepts and tools can not keep
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the information system from the new, dynamic and intelligent network security
threats well. All of those show the importance of establishing the Information
Security Management System [5].The third-party integrated information security
management system is mainly to monitor and manage the incidents of users’
information security punitively, and to provide users with means to build various
information security services.

39.2 Technology Trends at Home and Abroad

To build an intelligent active defense system the following key technologies must
be involved: security-evaluation on information system, real-time processing
ability to mass events, intelligent aided decision-making ability, and so on. Those
key technologies are recently the important research directions of information
security fields. From the practical point of view, the biggest problem to construct
the security system currently is not the lack of security product, but that the
products cannot make a timely reasonable response to security situation of the
network. Domestic and foreign experts and scholars have done extensive resear-
ches and explorations on information security management and monitoring, and
the content of service, which are concentrated in the following areas:

39.2.1 Security Risk Analysis Service

National certification organizations and risk identification and certification systems
are founded in 1970 and 1980s in these IT-developed countries like America and
Canada. They are responsible for researching and developing the evaluation
criterion, evaluation and certification methods and evaluation techniques, and do
information security identifications and certifications based on evaluation standard
[6, 7]. In China, the study on information system risk evaluation has just been
started in recent years. It focuses mainly on the establishment organizational
structure and services system. The relevant standard and technology systems are
still in research stage.

39.2.2 Security Evaluation Services

Nowadays, the popular security evaluation services are ISO/IEC TR 13335,
Operational Key Threat, Assets and Vulnerability Evaluation Methods and
Processes (OCTAVE), Comprehensive Analysis of Network Security based on
index analysis, Network Security Evaluation based on fuzzy evaluation and
Evaluation Methods based on knowledge [3, 4].
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39.2.3 Network Vulnerability Analysis Services

From a technical perspective, in the felid of Network Vulnerability Analysis and
Information System Security Strengthening, the existing vulnerability scanners,
such as NESSUS and ISS Internet Scanner, are used to vulnerability-scan the
network for specified single or multiple hosts. But they lack of lack of a
comprehensive analysis of network security situation. Therefore, we need to
integrate the comprehensive information of security configuration, such as the
vulnerabilities of target network, network services, physical links and access
rights, to construct the possible systematic attack scenarios (i.e. the attack path
set), and to automates the generation of attack scenarios and analysis procedure.

39.2.4 Network Security Incidents Processing Services

Security incidents processing is the core of network security services. Security
incidents reflect the real-time status of the intrusion existing in the network. The
following are the current security incidents processing:

Security Situation Evaluation

It organically integrates the protection, monitoring, and emergency response of
the network security system. The main function is to comprehensively evaluate the
network security status and transforming trends, that is to provide users with an
accurate evaluation of network security status and its developing trend according
to the history record of network security properties, and to enable the network
managers to make decisions and protection purposefully.

Security Incidents Correlation

There are many intrusion detections, which are based on alert correlation in
research. The representatives are EMERALD from America and MIRADOR Sys-
tem from France. EMERALD has Alert thread and Meta alert. The former is made
up with the alarms which belong to the same attack and sensor. The later is con-
stituted with one or more of the alarm correlation from heterogeneous sensors [5].

39.2.5 Intelligent Decision-Making and Active
Defense Services

It includes the technologies as active acquisition of attack information, automatic
decision-making based on artificial intelligence, and security enhancement, and
SO on.

Active Security Pre-alarming Technology

It includes the following tow technologies: attack information active acquisition
technology which is based on Honey pots and active pre-alarming and defense
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technology for large-scale malicious attacks. There are only a few comprehensive
studies on the early warnings of large-scale DDOS attacks and worm attacks at
home and abroad. They just design appropriate early warning protection methods
mainly for the a particular characteristic of large-scale malicious attacks, such as
SYN Caches and SYN Cookies methods for SYN Flood Attack [4].

Security Resources Active Response Technology Based on a Game Theory

The behavior models of network attacking and defenses based on game theory
explore how to use the principles and methods of game theory. By establishing the
profitability function of offence and defenses and related personals, and analyzing
the possible balance and strategy choice of all the players in the offence and
defenses game, the theory has certain strategically directive significance to
network security management. The direct study of game theory in the field of
network security applications has just begun at home and abroad. Researchers take
the network attack and defenses as infinitely repeated incomplete information
game with perfect information, and get the following correspondences (Fig. 39.1).

Active Security Enhancement Technology

It includes security patches automated publishing technology and key service
survivability enhancement technology. All of these patch managements and dis-
tribution systems are based on Microsoft’s SUS, and can basically meet needs of
patch distribution, testing and management. But information source server has
become the main security and efficiency bottleneck in large-scale network,
because the whole structure of the system are based on C/S Mode. The key service
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survivability enhancement technology mainly focuses on the service survivability
enhancement technology based on Dynamic Drift. Its main idea is to transfer
user’s service requests to other similar server components by drift technology,
when the components that provide services break down, such as meeting attack,
error, natural disasters. That will allow the system to provide services incessantly.

39.3 Application Design of Information Security
Management System

39.3.1 Planning and Design of the System

Information Security Management Comprehensive System realizes its manage-
ment on the following three levels from top to bottom: Security Management
Center, Security Management Domain and Management Sub domain. Manage-
ment Sub domain is responsible for collecting and managing the information of
security devices and servers in the managed sub domain. Security Management
Domain arranges security management information collected from multiple
management sub domains. Security Management Center real-timely monitors and
manages all of the security equipments and the core servers in the business
network through Security Management Domain and Management Sub domain,
such as firewall, intrusion detection systems, virus prevention systems, network
audit system, host audit system, data security systems, and so on. The total
Security Management Server is placed center machine room. And security engine
is placed in the network segment monitored by user. The following Fig. 39.2
describes the architecture of information security management system.

Information security management system is hierarchically deployed in the
security management servers of each security management sub domains, security
management domains and security management center. It is a distributed pro-
cessing system based on Web processing mode. Security management server is the
core of the system, and runs the background functional modules of event-collec-
tion, correlation, matching, trend calculation, and so on. Through the four types of
interfaces, security management server allows the higher level to issue security
notice and tactics, and do information query to the lower level. It also makes sure
the lower level to get notice and tactics, response the query requests, and send
event alarm, early warning, situation data and security reports to the higher level.
By the further secondary development, security management server can exchange
information with the external systems, such as GIS systems, network management
systems, command and control system, and so on.

The server of security management center provides the professional security
management staff with management and control platforms: Security Management
Client and Situation Awareness Client. The former is a browser faces to
management and maintenance of the security manager, it provides the user with the
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Fig. 39.2 Deployment diagram of information security management system

functional interfaces forewent alarms, query, strategy development, deployment
and change. The later provides user with trend analysis, display, alarm, which
realizes the functions of strategy development, deployment and change, and so on.

39.3.2 Whole Framework Design of System

The whole framework design of information security comprehensive management
system is showing as Fig. 39.3.

As Fig. 39.3 shows, information security comprehensive management system
provides the following functions:

Topology Discovery

Automatic Topology Discovery Module can realize automatic topology
discovery, and organizes the formation of the topology automatically. Network
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Fig. 39.3 Functional structure chart of information security management system

topology shows operation conditions of the entire network clearly, distinctly and
hierarchically. It also and provides information for assets management according
to network topology discovery.

Assets Management

Assets Management includes all management of the following hardwires and
software’s: network equipment, security equipment, servers, computer terminals,
software products installed, and so on. Combined with topology management, it
manages the relevant network equipment, security equipment, terminals and
servers in network topology. Device management supports the combination of
automatic discovery and manual input. It automatically collects all kinds of
hardware and software configuration information of each equipment. It also
records changes in hardware and software equipment and timely records the asset
movements to provide the customer with real-time, detailed hardware and software
information of network assets. By statistical analyses, a unified asset usage report
is formed to provide the reference for hardware and software upgrades. It gives
fund input for rationalization information developments to avoid duplication of
investment and construction. As to each device, assets management module
manually inputs the asset tag number, equipment procurement time, production
units and contact methods, and the name, e-mail address and telephone number of
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the users and organizations. It provides users of different levels with assets
inquiries within corresponding operation right and the reports related to various
assets. It provides scientific basis and decision support for the customer’s
normalization, too.

Equipment Monitoring

Equipment monitoring module timely monitors the the network equipment,
safety equipment, some of the main server and host resources within management
domain. Its monitoring range covers servers, part of the hosts, routers, switches,
IDS, firewalls, vulnerability scanners, and so on. By updating the information of
equipments running status and coordinating with policy management system, it
responses automatically and timely when device status information exceeds the set
point. Through a lot of analysis and integration of the data collected, various
reports are formed, and large-screen displayed in graphics, such as pie chart, bar
graph, curve, and so on.

An equipment resource includes the followings (the corresponding parameters
should be confirmed by the equipment providers): Server, Service survivorship,
Host, Switch, Router, IDS, Firewall, Service monitoring.

Security Situation Analysis

The main function of security situation analysis is to format-unify and
standardize the massive original alarm data reported by distributed heterogeneous
security devices, and to do correlation statistical analysis and data mining.
The original information is from management equipments, security devices,
monitoring device, an so on, in the network. Proper mathematical treatment and
integration to the data can provide the number and chart that reflects the running
status of network. Situation analysis module of information security integrated
monitoring management system can provide the following functions:

(1) It provides user with an accurate assessment to the current state of network
security, and helps administrators to know the security threat status of system.

(2) It provides the historical evolution of security status, and helps the user to find
the rules of security evolution according to the security status changes over
time.

(3) It analyzes the development trend of network security, and helps network
administrator to predict potential network security problems in the future.

(4) It provides the evaluation index and relevant evaluation algorithm of security
status. A multi-level, multi-angle security status evaluation platform is built to
reduce the heavy burden of data analysis, so as to release administrator from
the mass, noise-charged data.

Event-handling

Event-handling includes the security events discovered by equipment moni-
toring and reported by security equipments. By analyzing the reported security
events, event-handling module can do a series of measures, such as pretreatment,
fusion and correlation analysis. So that the redundant security events can be
removed, and reconstruct the attack scenario by identifying the multi-step attacks.
It timely detects and alarms the known security events. As for some potential
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security risks and anomalies, it can notify the relevant managers promptly.
The later can maintain and update security systems. Alert information does
separate alarm and automatic processing according to different administrative
domains, types and threats, to provides events query and statistical analysis.

Log Audit

Log audit module provides log collection tools to all kinds of network
equipments, security devices, operating systems and application systems. It also
provides synthetically auditing operations to all kinds of log information, such as
uniform query, stats and ranking, etc. By uniform querying the log information,
administrators can view the running status of monitored equipments under specified
circumstances, and do further analysis on network security status associated with
the operating conditions of equipments. By stats and ranking, administrators can
easily access statistical ranking of network addresses and security events that
expiated security records during query time, so as to guide the work of the relevant
technical staff. Through the log cross-query among the equipments, alliance of each
equipment can be confirmed to provide references for upgrades and replacement of
network equipments. Log audit module combines all algorithms of event-handling
module, and does deep audit analysis on log information, such as merging, fusion,
correlation. It provides the administrators with a method to command network
security situation from the point of auditing analysis. It also provides a reasonable
“downsizing” program for log information if the historical the log information is
too bulking, which is to statistically compress the temporarily unneeded informa-
tion. By setting appropriate security policy, it send alarms to the administrator
timely when a suspicious or abnormal condition happens to the audited results.
The audited results output log-query results in the form of report.

Reporting Function

Reporting function module can analyze the latest dynamic data real-timely, by
depth statistical analysis, it generates intelligible and straightforward graphical
reports. It also provides flexible data so that the final generated report can easily
represent wide spectrum statistical results of source data. Reporting function
module can provide definable reports, which is to say, the time, objects and sta-
tistical results of the report is definable. So that the final generated report can
produce appraisal results according to the characteristics of statistical information,
such as pie chart, bar charts, graphs, etc.

Policy Management

The integrity of network security needs a unified security policy and workflow-
based management. With policy management, the unified security policy can be
provided for whole network security administrators so as to guide security
management agencies at all levels to do the deployment of security policy in the
light of local conditions and improve the whole network’s security and defense
capability. Meanwhile, it can also further improve the construction of security
policy system for IP network and provide guidance to all security work, which
effectively avoids the security risks caused by lacking of password, authentication
and access control policy, and so on.
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39.4 Conclusion

To sum up the above arguments, the application design of integrated information
security management system should fully consider the current advanced concept of
information security management, monitoring and security services, and adopts
the core technologies with independent intelligent property, such as management,
monitoring and services technologies. It uses the output of the information
system’s daily monitoring, information collection and risk assessment as the priori
knowledge for the whole system and uses the event processing as the principle of
decision-making active defense. At the same time, the appropriated intelligent
decision-making mechanism is established to achieve integrated management and
monitoring to network security events combining with the knowledge base. And
with the establishment of professional information security services, it provides
comprehensive management and service to the security events beforehand, middle
and afterwards. It builds the active defense system and provides the user with
multi-angle, multi-faceted information security management, monitoring and
emergency response services.
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Chapter 40

A Protocol for a Message System
for the Tiles of the Heptagrid,

in the Hyperbolic Plane

Maurice Margenstern

Abstract This chapter introduces a communication system for the tiles of the
heptagrid, a tiling of the hyperbolic plane. The chapter focuses on a short account
of an experiment obtained by running a simulation program.

Keywords Hyperbolic tilings - Cellular automata - Applications

40.1 Introduction

In this chapter, we present a protocol to manage communications between tiles of a
tiling of the hyperbolic plane. Why the hyperbolic plane? Because the geometry of
this space allows to implement there any tree structure. The reason for that is that
the simplest tilings defined in this plane are spanned by a tree. We refer to the
author’s chapter and books on this topic, see [5, 6]. Tree structures are already
intensively used in computer science, especially by operating systems. But the fact
that trees are naturally embedded in this geometrical space, especially on tilings
living there, was never used. This chapter proposes to take advantage of this
property.

In Sect.40.2, we briefly indicate how to model the tiling of the hyperbolic plane
in which we make the simulation announced in the title. We sketchily describe the
navigation technique with a mention to a new aspect. In Sect.40.3, we present the
protocol which allows us to improve the system briefly mentioned in [7].
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Fig. 40.1 Left-hand side: the mid-point lines. This tool which shows how a sector spanned by
the tree is defined in the heptagrid. Middle: first part of the splitting, around a central tile, fixed in
advance, seven sectors. Each of them is spanned by the tree represented in the right-hand side.
Right-hand side: the tree which spans the tiling

In Sect.40.4 we present the experiment which was performed by a simulation
program. In Sect.40.5, we conclude with further possible development of the
scenario implemented by the protocol.

40.2 The Heptagrid and How To Navigate There

Discovered around 1829, hyperbolic geometry put an end to the more than two
thousand years search of mathematicians to derive one axiom of Euclid’s Elements
from the others, see [6]. Around 50 years later, Poincaré devised a model for this
new geometry which is still in use nowadays, the so called Poincaré’s disc model.
Poincaré also proved that there are infinitely many tilings in the hyperbolic plane
constructed by the following simple process: take a convex regular polygon P,
replicate P in its sides and, recursively, the images in their sides. For any number
of sides at least five and infinitely many values of the interior angle between two
sides of P, the process covers the plane and tiles never overlap.

We shall consider a particular tiling constructed on the heptagon with an
interior angle of 120°, the heptagrid [3]. The left-hand side and middle pictures of
Fig. 40.1 give a representation of this tiling.

The tiling looks very much the regular hexagonal tiling of the Euclidean plane.
However it seems difficult to locate the tiles, even on this small figure. How to
overcome this problem? In fact, the tiles of each sector defined in the middle
picture of the figure are in bijection with the nodes of the tree represented in the
right-hand side picture. This key property and specific features of this tree allowed
the author to introduce a system of coordinates for the tiles of this and other tilings
of the hyperbolic plane with the following property: for each tile, it is possible to
compute in linear time with respect to the size of its coordinate a path from the tile
to the root of the sector in which the tile lies, see [2, 5, 6]. We have a stronger
result:
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Theorem 1 (see [6])) There is an algorithm which computes a shortest path
between two tiles of the heptagrid which is linear in the size of the coordinates of
the tiles.

The computer program already mentioned in the abstract implements an
algorithm satisfying the statement of Theorem 1.

40.3 The Communication Protocol

In Sect.40.1 we mentioned that in [7], we already proposed a communication
protocol for the tiles of the heptagrid. This protocol was based on a specific system
of coordinates, inherited from [4, 6]. We briefly describe this system in Sect 40.3.1
Then, in Sect.40.3.2 we define the new protocol.

40.3.1 Absolute and Relative Systems

The absolute system is based on a numbering of the sides for the tiles of the
heptagrid. For each tile, we number the sides from 1 to 7 in this order while
counter-clockwise turning around the tile. Now, how to fix side 1? We again take
the situation of the middle picture of Fig. 40.1: a central cell surrounded by seven
sectors, each one spanned by a copy of the Fibonacci tree. Now, side 1 is fixed
once and for all for the central tile. For the other tiles, side 1 is the side shared by
the tile and its father, considering that the central cell is the father of the root for
each copy of the Fibonacci tree spanning the sectors.

Now, a side always belongs to two tiles and so it receives two numbers. This is
why this numbering is called local. However, the association between both
numbers is not arbitrary. We give here the possible associations:

(1,3), (1,4), (1,5), (2,6), (2,7), (3,7), (3,1), (4,1), (5,1), (6,2), (7,2), (7,3), where
given the left-hand side number of the parenthesis, the right-hand side number is
the number in the other tile.

The local numbering gives a way to encode a path between two tiles A and B. Let
{Ti}c(o., be ashortest path from A to B. This means that Ty = A, T, = Band that 7;
and T; fori € [0..n — 1] share a side. Denote this side by s;. Let a; be the number of
s;in T; and b; be its number in T} . Then we say that the sequence { (a;, bi)}ie[o..n—l] is
an address of B from A. The reverse sequence gives an address of A from B. To
distinguish the ends of the path, we proceed in a slightly different way. We associate
the above numbers to the tiles: the tile 7; has an entry side denoted by en; and an exit
one denoted by ex;. Accordingly, an address or a coordinate of B from A is the
sequence {(en;, ex;) }cpo ), With eng =0, ex, =0, ex; = a; for i € [0..n — 1] and
en; = b;_ fori € [1..n].

Now, how to define a shortest path between A and B?
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There are two ways: the first way is given by Theorem 1.

The second way consists in the following. If A sends messages to every tile, it
considers itself as the central tile, taking its own number 1 as the number 1 of the
central cell. Remember that all tiles have the same size, the same shape and the
same area, this is why each tile may feel ‘equal’ to the others. When it sends the
message to its neighbours, it also sends them the information that it is the central
cell and it sends (0, i) to its neighbour i. And so, the neighbour receives its
coordinate from A. By induction, we assume that each tile 7 which receives the
message from A also receives its coordinate from A and its status in the relative
tree to A in which 7 is. From this information, and as 7 knows from which
neighbour it receives the message, 7 knows which of its neighbours are its relative
sons and so, it can append the element (enr, exr) to the address it conveys to the
corresponding son together with the relative status of the son as the tree has two
types of nodes. And so, we proved that each tile receiving a message from A also
receives its address from A and its relative status with respect to A. The local
numbering attached to A as a central tile is called the relative system. Now, from
its coordinate from A, T may computes the coordinate of A from T in a linear time
in the size of the coordinate, as follows from what we already have noticed. And
so, if T wishes to reply to the message sent by A it can do it easily. Moreover, from
the properties we have seen in Sect.40.2 , we can see that, proceeding in the just
described way, a public message is sent to every tile once exactly, which is an
important feature.

40.3.2 The Protocol

We distinguish two types of messages, public ones and private ones. By defini-
tion, a public message is a message sent by a tile to all the other tiles. A private
message is a message sent by a tile to a single other one. This distinction belongs
to the sender of the message. In this protocol, we assume that we have a global
clock defining a discrete time and that a message leaving a tile T at the time ¢ can
reach only a neighbour of 7 at time # 4+ 1. We say that the maximal speed for a
message is one.

The public message makes use of the relative system of the sender. However, in
the coordinates constructed by the tiles which relay the message, the numbers en;
and ex; computed by the relaying tile are defined according to the absolute system:
the tile does not know where is the sender and its own local numbering is defined
by the absolute system.

A private message is either a reply to a message, either public or private, or a
message sent to a single tile according to the following procedure. Each tile T has a
direct access to the system. Given the coordinates of a tile NV as defined in Sect.40.2
, the central cell being that of the absolute system, the managing system gives to
T a shortest path from 7 to N which is a coordinate of N from 7. And so, a private
message is defined by the fact that it has the address of the receiver.



40 A Protocol for a Message System for the Tiles of the Heptagrid 381

Now, a private message from A to B stores the coordinate of B as two stacks
a and r. The stack a is for the direct run from A to B, the stack b is for the way
back. Each tile T on the path conveys the message to the next one N on the path, in
the direction from A to B. To perform this, T reads the top of a, say (en, ex). It
knows that ex is the number of N from itself. Just before sending N the message
and the stacks, T pops the top (en, ex) of a and pushes (ex, en) on the top of r. In
this way, T knows that it is the receiver if ex = 0. When this is the case, T pops the
top (en, ex) of a, pushes (ex, en) onto r but does nothing else. When T is ready to
answer, it exchanges a and r and so, the same process allows the message to reach
A together with a coordinate of B from A.

It is easy to see that this process is linear in time with respect to the coordinate
of the receiver, assuming that all messages travel at a constant speed.

However, we cannot assume that all tiles send messages at any time. This
would not be realistic. Also, we cannot assume that public messages are sent for
ever to cover the whole plane which would also not be realistic. Indeed, in case of
public messages sent without stopping, the number of messages at any tile at each
time would increase to infinity at an exponential rate with time.

We limit the scope of a public message by defining a radius of its propagation.
If a public message is sent from A, it will reach any tile whose distance from A is at
most the radius. The distance between two tiles A and B is the length of a shortest
path between A and B. How to implement the limitation? One solution is that the
message carries the delay which would be decremented by 1 each time it reaches a
new tile, and the message would destroy itself when the delay would be 0. With
this solution, we have to transport the delay to all tiles within the radius and at each
time, we have to perform this decrementing at each tile.

There is another solution. When A sends a public message with radius r, the
message is sent at the speed % As we have a global clock, we shall distinguish
between odd and even times. A public message travels at odd times and remains on
the tile at even times. This time, only the sender has to remember the delay and has
to decrease it at each time until the delay is 1. At this moment, an erasing message
is sent at speed 1. If the delay is r, the erasing message reaches the corresponding
public message r times later and it then destroys the message together with itself.
See the illustration by Fig. 40.2. With this, we completed the description of the
process concerning public messages. Private messages always travel at speed 1.

A last point for the simulation: as a tile does not send a message at any time, we
have to decide when it sends a message. For this purpose, we use a Poisson
generator, both for the decision of sending a message and, in the case of a public
message, for defining the radius of the propagation of the message. For each
parameter, we use a different coefficient for the generator. We shall see the values
in Sect.40.4
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Fig. 40.2 The emission of a public message and of its erasing signal

40.4 The Experiment

The experiment was performed by running the program on a simple laptop. The
laptop is a Lenovo one, with two Intel processors, both working at 2 GHz, and
Linux Mandriva as operating system. The used ADA-compiler belongs to the gnu-
family, version 4.4.1. In the first section, we describe the experiment and we give
an account of the results. In the second section, we give an interpretation of the
results.

The program was run for six values of the depth of the Fibonacci tree, ranging
from 5 to 10. Denote by S the observation space. The size of S is defined by the
depth of the Fibonacci tree which spans the seven sectors displayed around the
central cell. The area of S in number of tiles is 7f>4,2 — 6 for a depth d, where f, is
the n™ term of the Fibonacci sequence defined by fy = f; = 0. Table 40.1 gives the
area of S and the number n7 of messages emitted up to the indicated time 7. The
line mean of the table indicates the mean value of “* on the interval [1..T].

The parameters of the Poisson law for the different decisions regarding a tile
were the following:

0.005 for emitting a public message,

0.0025 for replying to a public message,

0.001 for a private message directly to a single tile,

5.00 and 10.00 for the radius of propagation of a public message.

Another important feature regarding private messages is that in the experiment,
it was assumed that once a communication has started it goes on endlessly: if
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Table 40.1 The number of tiles and the total number of messages

Depth 5 6 7 8 9 10
Tiles 1,625 4,264 11,173 29,261 76,616 200,593
Sent, 5 1,101 3,308 8,636 21,797 49,295* 60,453
Time, 5 168 168 168 168 142 69
Ratio 3.00454 2.61064 2.52396
Mean, 5 6.81949 19.13115 50.10053 128.31127 342.79960 877.83673
ratio 2.80536 2.61879 2.56108 2.67162 2.56079
sent, 10 2,173 8,289 13,687* 13,784* 19,167* 30, 164*
time, 10 168 168 92 41 30 24
mean, 10 11.21332 40.57043 101.35430 197.08219 405.77815 965.53752
ratio 3.618057 2.50356 1.94449 2.058929 2.37947

A replies to a message sent by B, either public or private, then B replies to A which
again replies to B and this process goes on periodically. Moreover, the reply was
always assumed to be immediate.

Table 40.1 indicates the number of messages issued during the whole time of
the simulation, lines sent, measured by the number of iterations of the main loop
of the computer program, lines t ime. The number after sent and t ime indicates
which was the mean value for the radius of propagation. Table 40.1 also indicates
the ratio between the numbers of messages sent when the radius of propagation is 5
and when the depth of the Fibonacci tree is 5, 6 and 7 as for these depths, we have
the same duration 168. Under the line indicating the time for radius 5, we indicate
the ratio between the number of messages for consecutive depths as long as the
overall duration is the same. The lines mean indicate the mean value of 7' on the
interval [1..7], T being indicated by the lines time.

From the data of Table 40.1, it seems to us that we can draw the following
conclusion:

Assumption 1 For any ¢, the number of messages issued at the time 7 in S is
proportional to the number of tiles belonging to S.

We have not the room to produce other data collected during the simulation. In
particular, the proportion between public message, replies to them and direct
private messages to a single tile were analyzed. Also the maximal number of
messages passing at a tile was studied. As we cannot display the data, we can just
indicate that the experiment shows a slow increasing of the maximal number
passing at a tile with time.

At this point, we can also indicate that our choice of a Poisson law to model this
message system was driven by the geometry of the space. Indeed, a uniform
distribution would give much more weight to distant tiles by the simple fact that
their number increases exponentially: the farther they are the more message they
would send to the centre. 