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Abstract: The role of philosophy in the development of the risk sciences has been rather limited.

This is unfortunate since there are many problems in the analysis and management of risk that

philosophers can contribute to solving. Several of the central terms, including ‘‘risk’’ itself, are still

in need of terminological clarification.Much of the argumentation in risk issues is unclear and in

need of argumentation analysis. There is also still a need to uncover implicit or ‘‘hidden’’ values in

allegedly value-free risk assessments. Eight philosophical perspectives in risk theory are outlined:

From the viewpoint of epistemology, risk issues have brought forth problems of trust in expertise

and division of epistemological labor. In decision theory, the decision-maker’s degree of control

over risks is often problematic and difficult to model. In the philosophy of probability, posterior

revisions of risk estimates (in so-called hindsight bias) pose a challenge to the standard model

of probabilistic reasoning. In the philosophy of science, issues of risk give us reason to investigate

what influence the practical uses of knowledge can legitimately have on the scientific process. In

the philosophy of technology, the nature of safety engineering principles and their relationship to

risk assessment need to be investigated. In ethics, the most pressing problem is how standard

ethical theories can be extended or adjusted to cope with the ethics of risk taking. In the

philosophy of economics, the comparison and aggregation of risks falling to different persons

give rise to new foundational problems for the theory of welfare. In political philosophy, issues

such as trust and consent that have been discussed in connection with risk give us reason to

reconsider central issues in the theory of democracy.
Introduction

Philosophy is often seen as an unworldly discipline, dealing with abstract and contrived issues

that have very little connection with real life. Concededly, philosophy has a long tradition of

unabashedly delving into intellectual problems that have no immediate application. In this it

does not differ from most other academic disciplines. But philosophy also has another side. It

has a strong tradition, going back at least to Socrates and Aristotle, of probing into issues that

societies and individuals need to understand better in order to solve practical problems. And

just as in other disciplines, some of the progress made in studies driven by pure intellectual

curiosity has turned out to provide us with indispensible tools for investigations aimed at

solving practical problems. Examples of this can be found in the philosophy of risk as well as

other areas of applied philosophy.

In what follows, a brief historical background (section >Historical Background) will be

followed by a presentation of the major types of contributions that philosophy can make to

risk research (section >What Philosophy Can Contribute) and an overview over eight

philosophical perspectives on risk (section >Philosophical Perspectives in Risk Theory).

Finally, some topics for further research will be summarized (section > Further Research).
Historical Background

Modern risk research originated in studies from the 1960s and 1970s that had a strong focus on

chemical risks and the risks associated with nuclear energy. From its beginnings, risk research

drew on competence in areas such as toxicology, epidemiology, radiation biology, and nuclear

engineering. Today, many if not most scientific disciplines provide risk analysts with specialized
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knowledge needed in the study of one or other type of risk – medical specialties are

needed in the study of risks from diseases, engineering specialties in studies of technological

failures, etc. In addition, several disciplines have supplied overarching approaches to risk,

intended to be applicable to risks of different kinds. Statistics, epidemiology, economics,

psychology, anthropology, and sociology are among the disciplines that have developed general

approaches to risk.

Philosophers did not have a big role in the early development of risk analysis. Most of the

philosophical contributions to the area were in fact outsiders’ criticisms of risk analysis. There

was a strong tendency in the early development of risk analysis to downplay value issues. Risk

assessments were presented as objective scientific statements, even when taking a stand on

value-laden issues such as risk acceptability. Most of the early philosophical work on risk had as

its main purpose to expose the value-dependence of allegedly value-free risk assessments

(Thomson 1985b; MacLean 1985; Shrader-Frechette 1991; Cranor 1997; Hansson 1998).

This was an important task, and it was also undertaken with some success. Although hidden

value assumptions are still common in risk assessments, there is now much more awareness of

their presence. Philosophers who took part in these discussions certainly contributed to the

steps that have been taken to keep facts and values apart as far as possible in the assessment of

risk, in particular attempts to divide the risk-decision process into a fact-finding risk-

assessment part and a value-based risk-management phase (National Research Council 1983).

In the 1990s, philosophers increasingly discoveredmany other risk-related issues in need of

philosophical clarification. Philosophers have studied the nature of risks, the specific charac-

teristics of knowledge about risk, the ethics of risk taking, its decision-theoretical aspects, the

implications of risk in political philosophy, and several other areas. It is too early to write the

history of these developments, but a pattern emerges in which most of the major subdisciplines

of philosophy turn out to have important risk-related issues to deal with. These developments

will be introduced in section >Philosophical Perspectives in Risk Theory, but before that we

are going to look more closely at the nature of the philosophical contribution.
What Philosophy Can Contribute

Philosophy is unique in having potential connections with virtually every other academic

discipline. Philosophical concepts and methods have proven to be applicable to a wide variety

of problems in other academic disciplines. When you probe into almost any field of learning,

interesting problems of a philosophical nature tend to emerge. Unfortunately, this potential is

underused, largely due to intellectual isolation and to the ‘‘two-cultures’’ phenomenon that

separates philosophers from empirical scientists.

The contributions of philosophy to other disciplines and to interdisciplinary cooperations

can be of many kinds, but experience shows that there are certain ways in which philosophy

has particularly often turned out to be useful. Three of them are especially important in

risk research:

● Terminological clarifications: Philosophy has a long tradition of constructing precise defini-

tions and developing new distinctions, often beyond the limits of what can readily be

expressed with current linguistic means. Armed with standard tools and distinctions from

philosophy, philosophers can often contribute to conceptual clarification in other disciplines.
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● Argumentation analysis: Arguments, as we express them in scientific or social debates, tend

to depend on unstated assumptions. Using the tools of logic and conceptual analysis

philosophers can often exhibit hidden assumptions and clarify the structure of arguments.

● The fact–value distinction: Factual input from science has a large and increasing role in

debates on social issues. This applies to virtually all branches of science: economics,

behavioral science, environmental science, climatology, medical science, technological

sciences, etc. But even if scientists try to make their statements as value-independent as

possible, they do not always succeed in this. Philosophical tools are useful in identifying the

values that are inherent in science-based information.

In the following three subsections, we will have a brief look at each of these types of

contribution, in order to show how philosophical method can contribute to investigations of

risk that are performed primarily by researchers in other fields.
Terminological Clarification

As in many other research areas, the terminology in risk research is often imprecise. This

applies even to key terms such as ‘‘risk’’ and ‘‘safety.’’ The word ‘‘risk’’ has been taken over from

everyday language, where it is used (often somewhat vaguely) to describe a situation in which

we do not know whether or not some undesired event will occur. In risk analysis, two major

attempts have been made to redefine risk as a numerical quantity. First, in the early 1980s,

attempts were made to identify risk with the probability of an unwanted event (Fischhoff et al.

1981; Royal Society 1983, p. 22). This usage has some precedents in colloquial language;

we may for instance say that ‘‘the risk that this will happen is one in twenty.’’ Secondly, in

more recent years, several attempts have been made to identify risk with the statistical

expectation value of unwanted events. By this is meant the product of an event’s probability

with somemeasure of its undesirability. If there is a probability of 1 in 100 that three people will

die, then ‘‘the risk’’ is said to be 0.03 deaths. Currently, this is by far the most common technical

definition of risk (International Organization for Standardization 2002; Cohen 2003).

From the viewpoint of philosophical definition theory (Hansson 2006b), this terminology

is problematic in at least twoways. First, it conflates ‘‘risk’’ with ‘‘severity of risk.’’ It makes sense

to say that a probability of 1 in 1,000 that one person will die in a roller coaster accident is

‘‘equally serious’’ as a probability of 1 in 1,000,000 that 1,000 people will die in a nuclear

accident, but it does not make sense to say that these two are the same risk (namely 0.001

deaths). They are in fact risks with quite different characteristics.

Secondly, it is a controversial value statement that risks with the same expectation value of

undesirable events are always equally serious. Some authors have claimed that serious events

with low probabilities should be given a higher weight in decision making than what they

receive in the expected utility model (O’Riordan and Cameron 1994; O’Riordan et al. 2001;

Burgos and Defeo 2004). The identification of ‘‘risk’’ with expectation values has the unfortunate

effect of ruling out this viewon the severity of risk bymeans of a terminological choice. In order to

achieve clarity in discussions on risk, we need to make a clear distinction between a risk and its

severity, and we also need to avoid terminology that takes controversial standpoints on what

constitutes risk severity for granted. Therefore, a term such as ‘‘expected damage’’ is much

preferable to ‘‘risk’’ as a designation of the statistical expectation values employed in risk analysis

(Hansson 2005).
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Besides ‘‘risk,’’ several other terms used in risk studies are in need of terminological

clarification. Prominent among these are ‘‘safety’’ and ‘‘precautionary principle.’’

‘‘Safety’’ has sometimes been defined as a situation without accidents (Tench 1985) and on

other occasions as a situation with an acceptable probability of accidents (Miller 1988). In

a recent philosophical analysis of the concept, it was shown that usage of the terms ‘‘safe’’ and

‘‘safety’’ vacillates between an absolute concept (‘‘safety means no harm’’), and a relative

concept that only requires such risk reductions that are considered to be feasible and reason-

able. It may not be possible to eliminate either of these usages, but it is possible to keep track of

them and avoid confusing them with each other (Möller et al. 2006).

The ‘‘precautionary principle’’ is a principle for decision making under scientific uncertainty

that has been codified in a several international treaties on environmental policies. Its major

message is that policy decisions in environmental decisions can legitimately be based on scientific

evidence of a danger, even if that evidence is not strong enough to constitute full scientific proof

that the danger exists. There has been considerable controversy on the precise meaning of the

principle. A careful philosophical analysis showed that themajor definitions of the precautionary

principle contain four major components, namely (1) a threat to the environment or to human

health, (2) a degree of uncertainty that is sufficient for action (such as ‘‘even before scientific proof

is established’’), (3) the action that is then taken (e.g., ‘‘warn’’ or ‘‘forbid’’), and (4) the level of

prescription (e.g., ‘‘is mandatory’’) (Sandin 1999). The first two of these can be summarized as

the trigger of the precautionary principle, whereas the last two constitute the precautionary

response (Ahteensuu 2008). Although this analysis does not resolve the controversies on the

principle, it facilitates a precise understanding of these controversies.
Argumentation Analysis

Ever since Aristotle, logical and argumentative fallacies have been an important topic in

philosophy (Walton 1987). It is not difficult to find examples of traditional fallacies such as

ad hominem in discussions on risk. In addition, there are fallacies that are specific to the subject

matter of risk. The following is a sample of such fallacies:

Risk X is accepted.

Y is a smaller risk than X.

∴ Y should be accepted.

Risk X is natural.

∴ X should be accepted.

X does not give rise to any detectable risk.

∴ X does not give rise to any unacceptable risk.

There is no scientific proof that X is dangerous.

∴ No action should be taken against X.

Experts and the public do not have the same attitude to risk X.

∴ The public is wrong about risk X.

A’s attitude to risk X is emotional.

∴ A’s attitude to risk X is irrational.



322 A Panorama of the Philosophy of Risk
For examples of the first five of these fallacies and clarifications of why they are fallacies,

see Hansson (2004b). For the last of these fallacies, see Roeser (2006).
The Fact-Value Distinction

As already mentioned, the task of uncovering hidden value assumptions in risk assessments

often requires philosophical competence. Implicit value components of complex arguments

have to be discovered, and conceptual distinctions relating to values have to be made. Often,

other competences are required as well. A thorough understanding of the technical contents of

risk assessments is needed in order to determine what factors influence their outcomes

(Hansson and Rudén 2006). This is an area in which cooperations between philosophy and

other disciplines can be very fruitful.

For the philosophical part of this work, two distinctions are particularly important. The first

is the seemingly trivial but, in practice, often overlooked distinction between being value-free and

being free of controversial values. There are many values that are shared by virtually everyone or

by everyone who takes part in a particular discourse. Medical science provides good examples of

this. When discussing analgesics, we take for granted that it is better if patients have less rather

than more pain. There is no need to interrupt a medical discussion in order to point out that

a statement that one analgesic is better than another depends on this value assumption. Similarly,

in economics, it is usually taken for granted that it is better if we all become richer. Economists

sometimes lose sight of the fact that this is a value judgment. Obviously, a value that is

uncontroversial in some circles may be controversial in others. This is one of the reasons why

values believed to be uncontroversial should be made explicit and not treated as non-values.

The other distinction is that between epistemic and non-epistemic values. Most of the

values that we usually think of in connection with risk policies are non-epistemic. The

epistemic values are those that rule the conduct of science. Among the most commonly

mentioned examples of such values are the attainment of truth, the avoidance of error,

simplicity, and explanatory power. It was Carl Hempel who pointed out that these should be

treated as values, although they are not moral values (Hempel 1960; Levi 1962; Feleppa 1981;

Harsanyi 1983). Epistemic values are not necessarily less controversial than non-epistemic

ones, but these are different types of controversies that should be kept apart.

The following are three examples of values that are often implicit or ‘‘hidden’’ in risk

assessments:

1. Values of error-avoidance: Two major types of errors can be made in a scientific statement.

Either you conclude that there is a phenomenon or an effect that is in fact not there. This is

called an error of type I (a false positive). Or youmiss an existing phenomenon or effect. This is

called an error of type II (a false negative). In scientific practice, errors of type I are the more

serious ones since they make us draw unwarranted conclusions, whereas errors of type II only

make us keep an issue open instead of adopting a correct hypothesis. As long as we stay in the

realm of pure science, the relative weights that we assign to the two types of error express our

epistemic values, and they need not have any connection with our non-epistemic values.

However, when scientific information is transferred to risk assessment, values of error-

avoidance are transformed into non-epistemic and often quite controversial values. Consider

the question ‘‘Does Bisphenol A impair infant brain development?’’ In a purely scientific

context, the level of evidence needed for an affirmative answer to this question is a matter of
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epistemic values. (How close to certainty should we be in order to take something to be

a scientific fact?) In a risk assessment context, the relevant issue is what level of evidencewe need

to act as if the substance has this effect. This is a matter of non-epistemic values. (How much

evidence is needed for treating the substance as toxic to infants?) In a case like this, a focus on

epistemic values will usually lead to more weight being put on the avoidance of type I errors

than type II errors, whereas a focus on non-epistemic values can have the opposite effect.
The distinction between a scientific assessment and a judgment of what should be done

given the available scientific information is both fundamental and elementary, but it is

nevertheless often overlooked (Rudén and Hansson 2008). It is not uncommon to find

scientists unreflectingly applying epistemic standards of proof in risk assessment contexts

where they are not warranted. It should be said to their defense that this is often more

difficult to avoid than what one would perhaps think. Scientists are educated to focus on

type I errors, and the tools of science are often ill suited to deal with type II errors. As one

example of this, standard statistical practices for the evaluation of empirical data that have

been tailored to the epistemic issue need to be adjusted in order to deal adequately with the

risk assessment situation in which type II errors are usually more important (Krewski et al.

1989; Cranor and Nutting 1990; Leisenring and Ryan 1992; Hansson 1995, 2002).
2. The value of naturalness: In public debates, risks associated with GMOs or synthetic

chemicals are often denounced as ‘‘unnatural.’’ This argument is seldom used in risk

assessments, but a converse version of it can sometimes be found, most often in connection

to radiation. Radiation levels are frequently compared to the natural background with the

tacit assumption that exposures lower than the natural background are unproblematic. In

health risk assessments, this is a very weak argument. That something is natural does not

prove that its negative effects on human health are small (Hansson 2003a). In ecological

risk assessments, an argument referring to naturalness may be more relevant. If we want to

protect the natural environment, then it is important to know what is natural. However,

appeals to naturalness or unnaturalness are often made in a perfunctory way in discussions

on ecological risk, and there is much need for clarification and analysis.

3. Attitudes to sensitive individuals: Risk assessments tend to focus on individuals with average

sensitivity to the exposure in question. However, individual sensitivity differs and in many

cases it is possible to identify groups of exposed persons who run a larger risk than others.

According to the best available estimates, the radiogenic cancer risk is around 40% higher

for women than for men at any given level of exposure. There are also small groups in the

population who run a much higher risk. However, the recommended exposure limits are

based on a population average rather than data for subpopulations (Hansson 2009a). From

an ethical point of view, this is problematic. Exposing a person to a high risk cannot be

justified by pointing out that the risk to an average person would have been much lower.

Nevertheless, sensitive groups are often overlooked or disregarded in risk assessments, and

the ethical implications of doing so are seldom discussed. It often takes careful study to

reconstruct and analyze the underlying value assumptions.
Philosophical Perspectives in Risk Theory

In the previous section, we encountered several ways in which philosophers can contribute to

interdisciplinary risk studies. Such contributions can be seen as applications of philosophy,
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mostly without much influence on the core of philosophical research. But the interaction

between philosophy and risk studies does not end there. In recent years, it has become

increasingly clear that risk has implications in many if not most of the philosophical sub-

disciplines. In what follows, we will have a look at several of these subdisciplines. In some of

them, there is already an established tradition of studying risk. In others, little has yet been

done, but interesting issues for future research can nevertheless be pointed out.
Epistemology

Risks are always connected to lack of knowledge. If we know for certain that there will be an

explosion in a factory, then there is no reason for us to talk about that explosion as a risk.

Similarly, if we know that no explosionwill take place, then there is no reason either to talk about

risk. What we refer to as a risk of an explosion is a situation in which it is not known whether or

not an explosion will take place. In this sense, knowledge about risk is knowledge about the

unknown. It is therefore a quite problematic type of knowledge. It gives rise to several important

epistemological questions that have not beenmuch studied. Two of themwill bementioned here.
The Limits of Epistemic Credibility

Some issues of risk refer to possible dangers that we know very little about. Recent debates on

biotechnology andnanotechnology are examples of this. It is easy to find examples inwhichmany

of us would be swayed by considerations of unknown dangers. Suppose that someone proposed

to eject a chemical substance into the stratosphere in order to compensate for the anthropogenic

greenhouse effect. It would not be irrational to oppose this proposal solely on the ground that it

may have unforeseeable consequences, even if all specified worries can be neutralized.

But on the other hand, it would not be feasible to take the possibility of unknown effects

into account in all decisions that we make. Given the unpredictable nature of actual causation,

almost any decision may lead to a disaster. We therefore have to disregard many of the more

remote possibilities. It is easy to find examples in which it can be seen in retrospect that it was

wise to do so. In 1969, Nature printed a letter that warned against producing polywater,

polymerized water. The substance might ‘‘grow at the expense of normal water under any

conditions found in the environment,’’ thus replacing all natural water on earth and destroying

all life on this planet (Donahoe 1969). Soon afterward, it was shown that polywater does not

exist. If the warning had been heeded, then no attempts would have been made to replicate the

polywater experiments, and we might still not have known that polywater does not exist. In

cases like this, appeals to the possibility of unknown dangers may stop investigations and thus

prevent scientific and technological progress.

It appears to be an unavoidable conclusion that we should take some but not all remote

possibilities seriously. But which of them?What about the warnings that global warmingmight

soon be aggravated by feedbacks that lead to a run-away greenhouse effect totally beyond our

control, the warnings that the greenhouse effect may not exist at all, the warnings that mobile

phones might have grave health effects, and that high-energy physics experiments might lead to

an apocalypse? We are in need of concepts and criteria to discuss such issues in a systematic

way, but as yet very little research has been performed on how to assess epistemic credibility in

cases like this (Hansson 1996, 2004d).



A Panorama of the Philosophy of Risk 2 35
The Legitimacy of Expertise in Uncertain Issues

In many issues of risk, we have seen wide divergences between the views of experts and those of

the public. This is clearly a sign of failure in the social system for division of intellectual labor.

However, it should not be taken for granted that every such failure is located within the minds

of the nonexperts who distrust the experts. Experts are known to have made mistakes.

A rational decision-maker should take into account the possibility that this may happen

again. This will be particularly important in cases when experts assign very low probabilities

to a highly undesirable event. Suppose that a group of experts have studied the possibility that

a new microorganism that has been developed for therapeutic purposes will mutate and

become virulent. They have concluded that the probability that this will happen is 1 in

100,000,000. Decision-makers who receive this report should of course consider whether this

is an acceptable probability of such an event, given the advantages of using the new organism.

But, arguably, this is not the most important question they should ask. The crucial issue is how

much reliance they should put on the estimate. If there is even a very small probability that the

experts are wrong, say a probability that we in some way estimate as 1 in a million, then that

will be the main problem to deal with. In cases like this, reliance on experts creates serious

epistemic problems that we do not yet seem to have adequate tools to analyze.
Decision Theory

A risk (in the informal sense of the word) is a situation in which some undesirable event may or

may not occur, and we do not know which. Probability theory is a tool for modeling such

situations. However, it should not be taken for granted that all such situations can be adequately

modeled in that way. In many cases, our knowledge is so incomplete that no meaningful

probability estimates are obtainable. In other cases, the situation may have features that make it

unsuitable for probabilistic modeling. This applies in particular to risks that depend on complex

interactions between independent agents.We all try both to influence the choices that othersmake

and to foresee them and adjust to them. Therefore, our choices will depend in part on how we

expect others to react and behave, and conversely their choices will depend on what they expect

from us. Such interpersonal interactions are extremely difficult to capture in probabilistic terms.

This applies not least to malevolent action, such as the actions of an enemy, a saboteur, or

a terrorist. Such agents try to take their adversaries with surprise. It is in practice impossible –

and perhaps even counterproductive – to make probability estimates of their actions. For most

purposes, a game-theoretical approach that makes no use of probabilities is more adequate to

deal with inimical actions than models that employ probability estimates.

The use of probabilistic models is also problematic in situations where we have to take

a whole series of decisions into account. The crucial issue here is whether or not one should

treat one’s own future choices and decisions as under one’s present control (Spohn 1977;

Rabinowicz 2002). The consequences at time t3 of your actions at time t1 are not determinate if

you have an intermediate decision point t2 at which you can influence what happens at t3. In

a moral appraisal of your actions at t1, you have to decide whether to treat your actions at t2 as

under your own control at t1 or as beyond your control at that point in time. In the former case,

a decision at t1 can bind your actions at t2; in the latter case, it cannot do so. Consider the

following two examples:
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Example 1

A nonsmoker considers the possibility to smoke for just 1 week and then stop in order

to achieve a better understanding of why so many people smoke. When making this decision,

should she regard herself as being in control of the future decision whether or not to stop

after a week? Or should she make a probabilistic appraisal of what she will do in that situation?

Example 2

A heavy cigarette smoker considers whether or not to try to quit. When making this decision,

should she regard herself as being in control of future decisions whether or not to start smoking

again? Or should she make a probabilistic appraisal of her future decisions? From such

a viewpoint, quitting may seem to have a too meager prospect of success to be worth trying

(Hansson 2007a).

Probably, most of us would recommend the non-control (probabilistic) approach to future

decisions in Example 1 and the control (non-probabilistic) approach in Example 2. However,

no general rule seems to be available to determine when a probabilistic approach to one’s own

future decisions is appropriate. Since most risk issues seem to require decisions on more than

one occasion, this is a problem with high practical relevance. We have access to sophisticated

decision-theoretical models that employ probabilities, but we do not have tools to determine

when we should use these models and when we should instead use non-probabilistic

approaches.
Philosophy of Probability

An average person’s yearly risk of being struck by lightning is somewhat below one in a million

(Lopez and Holle 1998). Risks of that magnitude have often been considered ‘‘negligible.’’ After

the Deepwater Horizon oil spill in 2010, BP’s chief executive, Tony Hayward, said that the risk

of this spill had been ‘‘one in a million’’ (Cox and Winkler 2010). However, there was no sign

that the public – or the public authorities – were willing to discuss BP’s responsibility from the

premise that the accident was almost as unlikely as being struck by lightning. The fact that the

accident had occurred was generally taken as proof that the company had not taken sufficient

measures to prevent it from happening.

This example reveals a common pattern in how we argue about probabilities in the context

of risks. If the expected utility argumentation were followed to the end, then many accidents

would be defended as consequences of a maximization of expected utility that is, in toto,

beneficial. But, such an argument is very rarely heard in practice. Once a serious accident has

happened, not much credence is given to the calculations showing that it was highly improb-

able. Instead, the very fact that the accident happened is taken as evidence that its probability

was higher than estimated. Such reasoning has been disparaged by some as a fallacy, ‘‘hindsight

bias’’ (Levi 1973; Fischhoff 1977). But it is not a fallacy.

Suppose that we know that a certain accident took place yesterday. Then the probability

that it did happenwas 1. Nevertheless, the probability that itwould happen can have beenmuch

lower, say 1 in 100. As was observed by Blackburn in a different context, these are two distinctly

different types of probabilities. ‘‘We can say that the probability of an event was high at some
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time previous to its occurrence or failure to occur, and this is not to say that it is now probable

that it did happen’’ (Blackburn 1973, p. 102).

A simple example serves to show that our estimates of past probabilities can legitimately be

influenced by information about what happened after the events in question. Suppose that

a die was tossed 1,000 times yesterday. My original belief about the chance of a six on the first

toss was that it was 1/6. When I learn that all the 1,000 tosses yielded a six, I change my opinion

and assign a probability close to 1 to the event to which I previously had assigned 1/6. This is

sensible since it is much more plausible that a die is biased than that a fair die yields the same

outcome in 1,000 tosses.

The same principle applies to the probabilities referred to in risk analysis, such

as the probability of an accident. Suppose that a new type of nuclear reactor is built. Nuclear

engineers argue persuasively that it is much safer than previous designs. They convince

us that the probability of a core damage (‘‘meltdown’’) is 1 in 108. However, after the first

reactor of the new type has been in service for only a couple of months, a serious accident

involving core damage occurs. Probably, most people would not see this as an example of an

extremely improbable event taking place. Instead, they would see the accident as a very strong

indication that the probability estimate 1 in 108 was wrong. Just as in the example with the

die, it would be perfectly rational to substantially revise one’s estimate of the probability,

perhaps from 1 in 108 to 1 in 105 or even higher. However, this is not an ordinary (Bayesian)

revision of probabilities (A Bayesian revision refers to the probability that the accident actually

took place, and thus takes us all the way from 10�8 to 1). This is a nonstandard form of

probabilistic revision. It can be accounted for in terms of second-order probabilities (Hansson

2009b, 2010b), but its properties and its implications in assessments of risk remain to be

investigated.
Philosophy of Science

In order to understand the relationship between risk assessments and scientific knowledge, it

is useful to take intrascientific knowledge production as a starting point. The production

of scientific knowledge begins with data that originate in experiments and other

observations. Through a process of critical assessment, these data give rise to the scientific

corpus (See > Fig. 2.1). The corpus consists of that which is taken for given by the collective of

researchers in their continued research and, thus, not questioned unless new data give reason to

question it (Hansson 2007b). Hypotheses are included into the corpus when the data provide

sufficient evidence for them, and the same applies to corroborated generalizations that

are based on explorative research.
Data Corpus

. Fig. 2.1

The knowledge-formation process in pure science
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The scientific corpus is a highly complex construction, much too large to be mastered by

a single person. Different parts of it are maintained by different groups of scientific experts.

These parts are all constantly in development. New statements are added, and old ones

removed, in each of the many subdisciplines, and a consolidating process based on contacts

and cooperations among interconnected disciplines takes place continuously. In spite of its

complex structure, the corpus is, at each point in time, reasonably well defined. In most

disciplines, it is fairly easy to distinguish those statements that are, for the time being, generally

accepted by the relevant experts from those that are contested, under investigation, or rejected.

Hence, although the corpus is not perfectly well defined, its vague margins are fairly narrow.

The process that leads tomodifications of the corpus is based on strict standards of evidence

that are an essential part of the ethos of science. Those who claim the existence of an as yet

unproven phenomenon have the burden of proof. In other words, the corpus has high entry

requirements. This is essential to protect us against the importation of false beliefs into science.

But as we noted in section >The Fact – Value Distinction, scientific information is often

used not only to guide the progress of science but also to guide practical decisions. As one

example of this, studies of the anthropogenic greenhouse effect are used both to achieve more

reliable scientific knowledge about what happens to the climate and to determine what

practical decisions to take in climate policies. In this and many other cases, two decisions

have to be based on the same scientific information: the intrascientific decision concerning

what to believe and an extrascientific (practical) decision concerning what to do. These are two

different decisions, although they make use of the same scientific data.
> Figure 2.2 illustrates the practical use of scientific information (Hansson 2004c). The

obvious way to use science for decision-guiding purposes is to employ information from the

corpus (arrow 2). In many cases, this is all that we need to do. The high entrance requirements of

the corpus have the important effect that the information contained in it is dependable enough to

be relied on in almost all practical contexts. Only on very rare occasions do we need, for some

practical purpose, to apply stricter standards of evidence than those that regulate corpus inclusion.

However, the high entry requirements of the corpus also have another, more complicating

implication. On some occasions, evidence that was not strong enough for corpus entry may

nevertheless be strong enough to have legitimate influence in some practical matters. To

exemplify this, suppose that a preservative agent in baby food is suspected of having a negative

health effect. The evidence weighs somewhat in the direction of there being an effect, and most

scientists consider it to be more probable that the effect exists than that it does not. Nevertheless,

the evidence is not conclusive, and the issue is still open from a scientific point of view.

Considering what is at stake, it would be perfectly rational for a food company or

a government agency to cease the use of the substance. Such a decisionwould have to be informed

by scientific information that did not satisfy the criteria for corpus entry. More generally

speaking, it would not seem rational – let alone morally defensible – for a decision-maker
Corpus Decision
21

3

Data

. Fig. 2.2

The use of scientific data for decision-making
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to ignore all preliminary indications of a possible danger that do not amount to full scientific

proof. We typically wish to protect ourselves against suspected health hazards even if the

evidence is much weaker than what is required for scientific proof. As was indicated in section
>The Fact – Value Distinction, in order to guide the type of decisions that we want to make,

these decisions have to be based on standards of evidence that differ from the criteria used for

intrascientific purposes. Evidence that is weaker than the requirements for corpus entry cannot

influence decisions in the ‘‘standard’’ way that is represented in > Fig. 2.2 by arrows 1 and 2.

In cases like this, we need to take a direct way from data to practical decision-making (arrow 3).

Just like the process represented by arrow 1, the bypass route represented by arrow 3

involves an evaluation of data against criteria of evidence. However, the two evaluation

processes differ in being calibrated to different criteria for the required strength of evidence.

The process of arrow 1 is calibrated to the standard scientific requirements, whereas that of

arrow 3 is calibrated to criteria corresponding to the needs of a practical decision. However, the

latter process is nevertheless in important respects a scientific one. From the viewpoint of

philosophy of science, it is a challenge to clarify the nature of argumentation and decision

processes like this that contain a mixture of scientific and policy-related components.

From a somewhat more practical point of view, it is essential to ensure that the bypass route

does not lead to inefficient use of the available scientific information. In order to see what this

requires, it is instructive to compare the processes represented by arrows 1 and 3. First of all,

there should be no difference in the type of evidence that is taken into account. Hence, in the

baby-food example, the same experimental and epidemiological studies are relevant for the

intrascientific decision (arrow 1) and for the practical one (arrow 3). The evidence is the same,

although it is used differently. Furthermore, the assessment of how strong the evidence is

should be the same in the two processes. What differs is the required level of evidence for the

respective purposes (Hansson 2008).

The term ‘‘precautionary principle’’ has often been used to designate the process illustrated

by arrow 3 in our diagram (cf. section >Terminological Clarification). But the need for

a special principle can be put in doubt. Once it is recognized that the principle applies to

practical decisions, it will be seen that the importation of practical values that this route makes

possible is not only legitimate but in many cases also rationally required. From a decision-

theoretical point of view, allowing decisions to be influenced by uncertain information is not

a special principle that needs to be specially defended. To the contrary, doing so is nothing else

than ordinary practical rationality, as it is applied in most other contexts. If there are strong

scientific indications that a volcano may erupt in the next few days, decision-makers will

expectedly evacuate its surroundings as soon as possible, rather than waiting for full scientific

evidence that the eruption will take place. More generally speaking, it is compatible with – and

arguably required by – practical rationality that decisions be based on the available evidence

even if it is incomplete.

Although the account given here is a reasonable ideal account, it is far from easy to

implement in practice. If we want to take uncertain indications of toxicity seriously, then

this has implications not only on howwe interpret toxicological tests but also on our appraisals

of more basic biological phenomena. If our main concern is not to miss any possible mech-

anism for toxicity, thenwemust pay serious attention to possible metabolic pathways for which

there is insufficient proof. Such considerations in turn have intricate connections with various

issues in biochemistry and, ultimately, we are driven to reappraise an immense number of

empirical conclusions, hypotheses, and theories. Due to our cognitive limitations, this cannot
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in practice be done. In practice, we will have to rely on the corpus in most issues and use the

detour (arrow 3) only in a limited number of selected issues. It remains to clarify how such

partial adjustments are best made.
Philosophy of Technology

Since the nineteenth century, engineers have specialized in worker’s safety and other safety-

related tasks. With the development of technological science, the ideas behind safety engineer-

ing have been subject to academic treatments. However, most of the discussion on safety

engineering is fragmented between different areas of technology. The same basic ideas or

‘‘safety philosophies’’ seem to have been developed more or less independently in different

areas of engineering. Therefore, the same or similar ideas are often discussed under the

different names for instance by chemical, nuclear, and electrical engineers. But a recent study

has shown that there is much unity in this diversity. In spite of the terminological pluralism,

and the almost bewildering number of similar or overlapping safety principles, much of the

basic thinking seems to be the same in the different areas of safety engineering (Möller and

Hansson 2008). In order to see what these basic ideas are, let us consider three major principles

of safety engineering: inherent safety, safety factors, and multiple barriers.
Inherent Safety

Also called primary prevention, inherent safety consists in the elimination of a hazard. It is

contrasted with secondary prevention that consists in reducing the risk associated with

a hazard. For a simple example, consider a process in which inflammable materials are used.

Inherent safety would consist in replacing them by noninflammable materials. Secondary

prevention would consist in removing or isolating sources of ignition and/or installing fire-

extinguishing equipment. As this example shows, secondary prevention usually involves

added-on safety equipment.

Themajor reason to prefer inherent safety to secondary prevention is that as long as the hazard

still exists, it can be realized by some unanticipated triggering event. Even with the best of control

measures, if inflammable materials are present, some unforeseen chain of events can start a fire.

Even the best added-on safety technology can fail or be destroyed in the course of an accident.

An additional argument for inherent safety is its usefulness inmeeting security threats. Add-on

safety measures can often easily be deactivated by those who want to do so. When terrorists enter

a chemical plant with the intent to blow it up, it does notmattermuch that all ignition sources have

been removed from the vicinity of explosive materials (although this may perhaps have solved the

safety problem). The perpetrators will bring their own ignition source. In contrast, most measures

that make a plant inherently safer will also contribute to diverting terrorist threats. If the explosive

substance has been replaced by a nonexplosive one or the inventories of explosive and inflammable

substances have been drastically reduced, then the plant will be much less attractive to terrorists

and therefore also a less likely target of attack (Hansson 2010a).

Most of the development of techniques for inherent safety has taken place within the

chemical industry. Another major industry where inherent safety is often discussed is the

nuclear industry, where it is referred to in efforts to construct new, safer types of

reactors. A reactor will be inherently safer than those currently in use if, even in the case
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of failure of all active cooling systems and complete loss of coolant, the temperatures will

not be high enough to trigger the release of radioactive fission products (Brinkmann et al.

2006).
Safety Factors

Probably, humans havemade use of safety reserves since the origin of our species. We have added

extra strength to our houses, tools, and other constructions in order to be on the safe side. The use

of safety factors, i.e., numerical factors for dimensioning safety reserves, originated in the latter

half of the nineteenth century (Randall 1976). Their use is now well established in structural

mechanics and in its many applications in different engineering disciplines. Elaborate systems

of safety factors have been specified in norms and standards (Clausen et al. 2006).

A safety factor is most commonly expressed as the ratio between a measure of the maximal

load not leading to the specified type of failure and a correspondingmeasure of themaximal load

that is expected to be applied. In some cases, it may instead be expressed as the ratio between the

estimated design life and the actual service life. A safety factor is typically intended to protect

against a specific integrity-threatening mechanism, and different safety factors can be used

against different such mechanisms. Hence, one safety factor may be required for resistance to

plastic deformation and another for fatigue resistance.

According to standard accounts of structural mechanics, safety factors are intended to

compensate for five major categories of sources of failure:

1. Higher loads than those foreseen.

2. Worse properties of the material than foreseen.

3. Imperfect theory of the failure mechanism in question.

4. Possibly unknown failure mechanisms.

5. Human error (e.g., in design) (Knoll 1976; Moses 1997).

The first two of these can in general be classified as variabilities, that is, they refer to the

variability of empirical indicators of the propensity for failure. They are therefore accessible to

probabilistic assessment (although these assessments may be more or less uncertain). The last

three failure types refer to eventualities that are difficult or impossible to represent in proba-

bilistic terms and, therefore, belong to the category of (non-probabilizable) uncertainty. They

are not easily amenable to probabilistic treatment. It is, for instance, difficult to see how

a calculation could be accurately adjusted to compensate self-referentially for an estimated

probability that it is itself wrong. However, these difficulties do not make these sources of

failure less important. Safety factors are used to deal both with those failures that can be

accounted for in probabilistic terms and those that cannot (Doorn and Hansson 2011).
Multiple Independent Safety Barriers

Safety barriers are arranged in chains. The aim is to make each barrier independent of its

predecessors so that if the first fails, then the second is still intact, etc. Typically, the first barriers

are measures to prevent an accident, after which follow barriers that limit the consequences of

an accident, and, finally, rescue services as the last resort.
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The archetype of multiple safety barriers is an ancient fortress. If the enemy manages to

pass the first wall, there are additional layers that protect the defending forces. Some engineer-

ing safety barriers follow the same principle of concentric physical barriers. Interesting

examples of this can be found in nuclear waste management. The waste can for instance be

put in a copper canister that is constructed to resist the foreseeable challenges. The canister is

surrounded by a layer of bentonite clay that protects it against small movements in the rock and

absorbs leaking radionuclides. This whole construction is placed in deep rock, in a geological

formation that has been selected to minimize transportation to the surface of any possible

leakage of radionuclides. The whole system of barriers is constructed to have a high degree of

redundancy so that if one of the barriers fails the remaining ones will suffice. With the usual

standards of probabilistic risk analysis, the whole series of barriers around the waste would not

be necessary. Nevertheless, sensible reasons can be given for this approach, namely reasons that

refer to uncertainty. Perhaps the copper canister will fail for some unknown reason not

included in the calculations. Then, hopefully, the radionuclides will stay in the bentonite, etc.

The notion of multiple safety barriers can also refer to safety barriers that are not placed in

a spatial sequence like the defense walls of a fortress but are arranged consecutively in

a functional sense. The essential feature is that the second barrier is put to work when the

first one fails, etc. Consider, for instance, the protection of workers against a dangerous gas

such as hydrogen sulfide that can leak from a chemical process. An adequate protection against

this danger can be constructed as a series of barriers. The first barrier consists in constructing

the whole plant in a way that excludes uncontrolled leakage as far as possible. The second

barrier is careful maintenance, including regular checking of vulnerable details such as valves.

The third barrier is a warning system combined with routines for evacuation of the premises in

the case of a leakage. The fourth barrier is efficient and well-trained rescue services.

The basic idea behind multiple barriers is that even if the first barrier is well constructed, it

may fail, perhaps for some unforeseen reason, and that the second barrier should then provide

protection. For a further illustration of this principle, suppose that a shipbuilder comes upwith

a convincing plan for an unsinkable boat. Calculations show that the probability of the ship

sinking is incredibly low and that the expected cost per life saved by the lifeboats is above 1,000

million dollars, a sum that can evidently be more efficiently used to save lives elsewhere.

How should the naval engineer respond to this proposal? Should she accept the verdict of

the probability calculations and the economic analysis, and exclude lifeboats from the design?

There are good reasons why a responsible engineer should not act in this way: The calculations

may possibly be wrong, and if they are, then the outcome may be disastrous. Therefore, the

additional safety barrier in the form of lifeboats (and evacuation routines and all the rest)

should not be excluded. Although the calculations indicate that such measures are inefficient,

these calculations are not certain enough to justify such a decision. (This is a lesson that we

should have learned from the Titanic disaster.)

The major problem in the construction of safety barriers is how to make them as

independent of each other as possible. If two or more barriers are sensitive to the same type

of impact, then one and the same destructive force can get rid of all of them in one swoop.

Hence, three consecutive safety valves on the same tube may all be destroyed in a fire or they

may all be incapacitated due to the same mistake by the maintenance department. It is

essential, when constructing a system of safety barriers, to make the barriers as independent

as possible. Often, more safety is obtained with fewer but independent barriers than with many

that are sensitive to the same sources of incapacitation.
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These three principles of engineering safety – inherent safety, safety factors, and multiple

barriers – are quite different in nature, but they have one important trait in common: They all

aim at protecting us not only against risks that can be assigned meaningful probability

estimates, but also against dangers that cannot be probabilized, such as the possibility that

some unforeseen event triggers a hazard that is seemingly under control. It remains, however,

to investigate more in detail the principles underlying safety engineering and, not least, to

clarify how they relate to other principles of engineering design.
Ethics

Moral theorizing has mostly referred to the values of certain outcomes. The evaluation of

uncertain outcomes is conventionally referred to decision theory, where it is treated as means-

ends (instrumental) reasoning directed toward the attainment of given ends. Hence, moral

philosophy refers primarily to human behavior in situations when the outcomes of actions are

well defined and knowable. Decision theory takes assessments of these cases for given and

derives from them assessments for situations involving risk and uncertainty. In this derivation,

it operates, or so it is assumed, exclusively with criteria of rationality and does not add any new

moral values. The dominating framework for these deliberations is expected utility theory.

Consider a person who risks a sleeping person’s life by playing Russian roulette on her.

In amoral assessment of this act, we need to consider (1) the set of consequences that will ensue if

the person is killed, and (2) the set of consequences that will fall out if the person is not killed.

In addition to this, we should also take into account (3) the act of risk imposition, which in this

case takes the form of intentionally performing an act that may develop into an instance of either

(1) or (2). Inmany people’s moral appraisal of this misdeed, (3) has considerable weight. The act

of deliberate risk-taking is perceived as awrongdoing against the sleeping person, even if she is not

killed and even if she never becomes aware of this episode or any disadvantage emanating from it.

However, in the standard decision-theoretic approach, only (1) and (2) are taken into account

(weighed according to their probabilities), whereas (3) is left out from the analysis.

This can be expressed with somewhat more precision in the following terminology:

In a conventional decision-theoretical appraisal of this example, (1) and (2) will be replaced

by their closest deterministic analogs. (1) is then evaluated as the act of discharging a fully loaded

pistol at the sleeping person’s head and (2) as that of letting off an unloaded pistol at her head.

The composite act of performing what may turn out to be either (1) or (2) is assumed to have

no other morally relevant aspects than those that are present in at least one of these two acts,

both of which have well-determined consequences. The additional moral issues in (3), i.e., the

issues concerning risk-taking per se, have no place in this account.

It is a general feature of this form of decision-theoretical analysis that if an act has moral

aspects that are not present in the closest deterministic analog of any of its alternative

developments, then these aspects are left out from the analysis. The crucial (but usually

unstated) underlying assumption is that an adequate appraisal of an action under risk or

uncertainty can be based on the values that pertain to its closest deterministic analogs. But as

we saw from the Russian roulette example, this assumption has the disadvantage of excluding

from our consideration the moral implications of risk-taking per se. This exclusion is unavoid-

able since risk-taking is by definition absent from the closest deterministic analogs that are used

in the analysis.
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The exclusion of risk-taking from consideration in most of moral theory can be clearly seen

from the deterministic assumptions commonly made in the standard type of life-or-death

examples that are used to explore the implications of moral theories. In the famous trolley

problem, you are assumed to know that if you flip the switch, then one person will be killed,

whereas if you do not flip it, then five other persons will be killed (Foot 1967). In Thomson’s

(1971) ‘‘violinist’’ thought experiment, you know for sure that the violinist’s life will be saved if

he is physically connected to you for 9 months, otherwise not. In Williams’s (1973) example of

Jim and the Indians, Jim knows for sure that if he kills 1 Indian, then the commander will spare

the lives of 19 whom he would otherwise kill, etc. This is in stark contrast to ethical quandaries

in real life, where action problems with human lives at stake seldom come with certain

knowledge of the consequences of the alternative courses of action. Instead, uncertainty

about the consequences of one’s actions is a major complicating factor in most real-life

dilemmas.

There are no easy answers to questions such as what risks you are allowed to impose on one

person in order to save another or what risks a person can bemorally required to take in order to

save a stranger. These are questions that present themselves to us as moral questions, not as issues

for decision-theoretical reckoning to take place after the moral deliberations have been finished.

The exclusion of such issues from most discussions in moral philosophy has the effect of

removing essential aspects of actual moral decision-making from our deliberations on moral

theory. In order to include them, we have to give up the traditional assumption that the valuation

of risk should take the form of applying decision-theoretical – and thus nonmoral – reasoning to

values that refer to the moral evaluation of non-risky outcomes (in the form of closest deter-

ministic analogs). Instead, we have to treat risk-taking per se as an object of moral appraisal.

The obvious way to develop an ethical theory of risk would be to generalize one of the

existing ethical theories so that it can be effectively applied to situations involving risk. The

problem of how to perform this generalization can be specified in terms of the causal dilution

problem. It was presented by Robert Nozick (1974) as a problem for deontological ethics but is

equally problematic for other moral theories.

" The causal dilution problem (general version):
Given the moral appraisals that a moral theory T makes of value-carriers with well-determined

properties, what moral appraisals does (a generalized version of) T make of value-carriers whose

properties are not well-determined beforehand?
In utilitarian moral theory, one fairly obvious approach to the causal dilution problem for

utilitarianism is the following (Carlson 1995):

" Actualism
The utility of a (probabilistic) mixture of potential outcomes is equal to the utility of the outcome

that actually materializes.
To exemplify the actualist approach, consider an engineer’s decisionwhether or not to reinforce

a bridge before it is being used for a single, very heavy transport. There is a 50% risk

that the bridge will collapse if it is not reinforced. Suppose that she decides not to reinforce

the bridge and that everything goes well; the bridge is not damaged. According to the actualist

approach, what she did was right. This is, of course, in stark contrast to common

moral intuitions.
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But actualism is not the standard decision-theoretical solution to the causal dilution

problem for utilitarianism. The standard approach is to maximize expected utility:

" Expected utility:
The utility of a probabilistic mixture of potential outcomes is equal to the probability-weighted

average of the utilities of these outcomes.
This is a much more credible solution, and it has the important advantage of being a fairly safe

method tomaximize the outcome in the long run. Suppose, for instance, that the expected number

of deaths in traffic accidents in a region will be 300 per year if safety belts are compulsory and

400 per year if they are optional. Then, if these calculations are correct, about 100 more persons

per year will actually be killed in the latter case than in the former.We know, when choosing one of

these options, whether it will lead to fewer or more deaths than the other option. If we aim at

reducing the number of traffic casualties, then this can, due to the law of large numbers, safely be

achieved by maximizing the expected utility (i.e., minimizing the expected number of deaths).

However, this argument is not valid for case-by-case decisions on unique or very rare

events. Suppose, for instance, that we have a choice between a probability of 0.001 of an event

that will kill 50 persons and a 0.1 probability of an event that will kill one person. Here, random

effects will not be leveled out as in the safety belt case. In other words, we do not know, when

choosing one of the options, whether or not it will lead to fewer deaths than the other option.

In such a case, taken in isolation, there is no compelling reason to maximize expected utility.

Even when the leveling-out argument for expected utility maximization is valid, compli-

ance with this principle is not required by rationality. It is quite possible for a rational agent to

refrain from minimizing total damage in order to avoid imposing high-probability risks on

individuals. This can be exemplified with an example involving an acute situation in

a chemicals factory (Hansson 1993). There are two ways to repair a serious gas leakage that

threatens to develop into a disaster. One of the options is to send in the repairman immediately.

(There is only one person at hand who is competent to do the job.) Hewill then run a risk of 0.9

to die due to an explosion of the gas immediately after he has performed the necessary technical

operations. The other option is to immediately let out gas into the environment. In that case,

the repairman will run no particular risk, but each of 10,000 persons in the immediate vicinity

of the plant runs a risk of 0.001 to be killed by the toxic effects of the gas. The maxim of

maximizing expected utility requires that we send in the repairman to die. This is also a fairly

safe way to minimize the number of actual deaths. However, it is not clear that it is the only

possible response that is rational. A rational decision-maker may refrain from maximizing

expected utility (minimizing expected damage) in order to avoid what would be unfair to

a single individual and infringe her rights. Hence, we have to go beyond expected utility theory

in order to do justice to important moral intuitions about the rights of individuals.

As already mentioned, the causal dilution problem was originally formulated for rights-

based theories by Robert Nozick. He asked: ‘‘Imposing how slight a probability of a harm that

violates someone’s rights also violates his rights?’’ (Nozick 1974, p. 7). In somewhat more

general language, we can restate the question as follows:

" The causal dilution problem for deontological/rights-based moral theories:
Given the duties/rights that amoral theory T assigns with respect to actions with well-determined

properties, what duties/rights does (a generalized version of) T assign with respect to actions

whose properties are not well-determined beforehand?
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A rights-based moral theory can be extended to indeterministic cases by just prescribing that if

A has a right that B does not bring about a certain outcome, then A also has a right that B does

not perform any action that has a nonzero risk of bringing about that outcome. Unfortunately,

such a strict extension of rights and prohibitions is socially untenable. Your right not to be

killed by me certainly implies a prohibition for me to perform certain acts that involve a risk of

killing you, but it cannot prohibit all such acts. Such a strict interpretation would make human

society impossible. For instance, you would not be allowed to drive a car in the town where

I live since this increases my risk of being killed by you.

Hence, rights and prohibitions have to be defeasible so that they can be canceled when

probabilities are small. The most obvious way to achieve this is to assign to each right

(prohibition) a probability limit. Below that limit, the right (prohibition) is canceled. However,

as Nozick observed, such a solution is not credible since probability limits ‘‘cannot be utilized

by a tradition which holds that stealing a penny or a pin or anything from someone violates his

rights. That tradition does not select a threshold measure of harm as a lower limit, in the case of

harms certain to occur’’ (Nozick 1974, p. 75).

Clearly, a moral theory need not treat a slight probability of a sizable harm in the same way

that it treats a slight harm. The analogy is nevertheless relevant. The same basic property of

traditional rights theories, namely the uncompromising way in which they protect against

disadvantages for one person inflicted by another, prevents them from drawing a principled

line either between harms or between probabilities in terms of their acceptability or negligi-

bility. In particular, since no rights-based method for the determination of such probability

limits seems to be available, they would have to be external to the rights-based theory. Exactly

the same problem obtains for deontological theories.

Finally, let us consider contract theories. They may perhaps appear somewhat more

promising. The criterion that they offer for the deterministic case, namely consent among all

those involved, can also be applied to risky options. Can we then solve the causal dilution

problem for contract theories by saying that risk impositions should be accepted to the degree

that they are supported by a consensus?

Unfortunately, this solution is fraught with problems. Consent, as conceived in contract

theories, is either actual or hypothetical. Actual consent does not seem to be a realistic criterion

in a complex society in which everyone performs actions with marginal but additive effects on

many other people’s lives. According to the criterion of actual consent, you have a veto against me

or anyone else who wants to drive a car in the townwhere you live. Similarly, I have a veto against

your use of (any type of) fuel to heat your house since the emissions contribute to health risks that

affectme. In this way, we can all block each other, creating a society of stalemates.When all options

in a decision are associatedwith risks, and all parties claim their rights to keep clear of the risks that

others want to impose on them, the criterion of actual consent does not seem to be of much help.

We are left then with hypothetical consent. However, as the debate following John Rawls’s

Theory of Justice has shown, there is no single decision rule for risk and uncertainty that all

participants in a hypothetical initial situation can be supposed to adhere to (Hare 1973;

Harsanyi 1975). It remains to show that a viable consensus on risk impositions can be reached

among participants who apply different decision rules in situations of risk and uncertainty (If

a unanimous decision is reached due to the fact that everybody applies the same decision rule,

then the problem has not been solved primarily by contract theory but by the underlying

theory for individual decision-making). Apparently, this has not been done and, hence,

contract theory does not either have a solution to the causal dilution problem.
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The difficulties that we encounter when trying to solve the causal dilution problem within

the frameworks of the common types of moral theories are indications of a deeper problem.

The attempted solutions reviewed above are all based on an implicit derivation principle: It is

assumed that if the moral appraisals of actions with deterministic outcomes are given, then we

can derive from them moral appraisals of actions whose outcomes are probabilistic mixtures

of such deterministic outcomes. In utilitarian approaches, it is furthermore assumed that

probabilities and (deterministic) utilities are all the information that we need (> Fig. 2.3).

However, this picture is much too simplified. The morally relevant aspects of situations of

risk and uncertainty go far beyond the impersonal, free-floating sets of consequences that

decision theory operates on. Risks are inextricably connected with interpersonal relationships.

They do not just ‘‘exist’’; they are taken, run, or imposed (Thomson 1985a). To take just one

example, it makes amoral difference if it is one’s own life or that of somebody else that one risks

in order to earn a fortune for oneself. Therefore, person-related aspects such as agency,

intentionality, consent, etc., will have to be taken seriously in any reasonably accurate account

of real-life indeterminism (> Fig. 2.4).

Based on this analysis, the causal dilution problem can be replaced by a defeasance problem

that better reflects the moral issues of risk impositions:

" The defeasance problem:
. F

The
It is a prima facie moral right not to be exposed to risk of negative impact, such as damage to

one’s health or one’s property, through the actions of others. What are the conditions under

which this right is defeated so that someone is allowed to expose other persons to risk?
The defeasance problem is a truly moral problem, not a decision-theoretical one. As far as I can

see, it is the central ethical issue that a moral theory of risk has to deal with. Obviously, there are

many ways to approach it, only few of which have been developed. It remains to investigate and

compare the various solutions that are possible. My own preliminary solution refers to

reciprocal exchanges of risks and benefits. Each of us takes risks in order to obtain benefits

for ourselves. It is beneficial for all of us to extend this practice to mutual exchanges of risks and

benefits. If others are allowed to drive a car, exposing you to certain risks, then in exchange you
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are allowed to drive a car and expose them to the corresponding risks. This (wemay suppose) is

to the benefit of all of us. In order to deal with the complexities of modern society, we also need

to apply this principle to exchanges of different types of risks and benefits. We can then regard

exposure of a person to a risk as acceptable if it is part of a social system of risk-taking that works to

her advantage and gives her a fair share of its advantages.

This solution is only schematic, and it gives rise to further problems that need to be solved.

Perhaps the most difficult of these problems is how to deal with large differences among the

members of society in their assessments of risks and benefits. But with the approach presented

here, we have, or at least so I wish to argue, a necessary prerequisite in place, namely, the right

agenda for the ethics of risk. According to traditional risk analysis, in order to show that it is

acceptable to impose a risk on Ms. Smith, the risk-imposer only has to give sufficient reasons

for accepting the risk as such, as an impersonal entity. According to the proposal just presented,

this is not enough. The risk-imposer has to give sufficient reasons why Ms. Smith – as the

particular person that she is – should be exposed to the risk. This can credibly be done only by

showing that this risk exposure is part of some arrangement that works to her own advantage.

For a more detailed discussion of this approach, see Hansson (2003b).
Philosophy of Economics

Risks have a central role in economic theory, and there are obvious parallels between the

problems of economic risk and the problems concerning other types of risk such as risks to

health and the environment. Let us have a look at two interesting issues in the philosophy of

economic risk: the aggregation problem and the problem of positive risk-taking.

The aggregation problem concerns how we compare risks accruing to different individuals.

Standard risk analysis follows the principles of classical utilitarianism. All risks are summed up

in one and the same balance irrespectively of whom they accrue to. Thus, all risks are taken to

be fully comparable and additively aggregable. In risk-benefit analysis, benefits are added in the
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same way and, finally, the sum of benefits is compared to the sum of risks in order to determine

whether the total effect is positive or negative. In such amodel, just as in classical utilitarianism,

individuals have no other role than as carriers of utilities and disutilities, the values of which are

independent of whom they are carried by.

An obvious alternative to this utilitarian approach is to treat each individual as a separate

moral unit. Then risks and benefits pertaining to one and the same person can be weighed

against each other, whereas risks and benefits for different persons are added or otherwise

aggregated since they are considered to be incomparable. Such ‘‘individualistic’’ risk weighing

is quite different from the total aggregations that are standard in risk analysis. But individu-

alistic risk weighing dominates in medicine. It is applied for instance in ethical evaluations of

clinical trials. It is an almost universally accepted principle in research ethics that a patient

should not be included in a clinical trial unless there is genuine uncertainty on whether or not

participation in the trial is better for her than the standard treatment that she would otherwise

receive. That her participation is beneficial for others (such as future patients) cannot outweigh

a negative net effect on her own health; in other words, her participation has to be supported by

an appraisal that is restricted to risks and benefits for herself (London 2001; Hansson 2004a).

The two traditions in risk assessment differ in the same way as the ‘‘old’’ and ‘‘new’’ schools

of welfare economics. In Arthur Pigou’s so-called old welfare economics, the values pertaining

to different individuals are added up to one grand total. This is also the approach of

mainstream risk analysis. The new school in welfare economics that dominates mainstream

economics since the 1930s refrains from adding individual values. Instead, it treats the welfare

of different individuals as incomparable. This became the standard approach after Lionel

Robbins had shown how economic analysis can dispense with interpersonal comparability

(Pareto optimality is the central tool needed to achieve this). The individualist approach that

was exemplified above with clinical trials is based on the same basic principles as those applied

by the new school in welfare economics (Hansson 2006a).

Mainstream risk analysis and mainstream economics represent two extremes with respect

to interindividual comparisons. The aggregations of total risk that are performed routinely in

risk analysis stand in stark contrast to the consistent avoidance of interindividual comparisons

that is a major guiding principle in modern economics. This difference also has repercussions

in the ideological uses of the respective disciplines. It is an implicit message of risk-benefit

analysis that a rational person should accept being exposed to a risk if this brings greater

benefits for others. The implicit message of modern (new school) welfare economics is much

more appreciative of self-interested behavior.

The issue of positive risk-taking appears to bemore or less specific for economic risks. Risk is

by definition undesirable, and we expect a rational person to avoid risk as far as possible. But in

economics, risk-taking is often considered to be desirable. The capitalist’s risk taking is acknowl-

edged as essential for the efficiency of a capitalist system, and it is also taken to justify the owner’s

prerogative to exert the ultimate control over companies and to reap the profits. As said already by

Adam Smith in his Wealth of Nations, ‘‘something must be given for the profits of the

undertaker of the work who hazards his stock in this adventure’’ (Smith [1776] 1976, p. 1:66).

The risk taking that Smith referred to was a substantial one, namely the risk of bankruptcy.

According to Smith, becoming bankrupt is ‘‘perhaps the greatest and most humiliating

calamity which can befal an innocent man’’ (Smith [1776] 1976, p. 1:342). This was the risk

that the capitalist was supposed to take and to be compensated for. Its seriousness was essential

for Smith’s argument as we can see from his negative attitude to arrangements that reduce the
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risk from that of bankruptcy to that of losing the invested capital. The most important such

arrangement was the joint-stock company (with limited liability) to which Smithwas decidedly

averse (Smith [1776] 1976, p. 2:741).

But since Smith’s time capitalism has been fundamentally transformed, two major

reductions in capitalist risk-taking have taken place. The first of these occurred in the latter

half of the nineteenth century when corporations with limited liability became the dominant

legal form of private companies in the industrialized parts of the world (Handlin and

Handlin 1945; Prasch 2004). Due to the massive spread of limited liability, personal risk taking

in most major industrial and financial endeavors was brought down from bankruptcy to loss of

the original investment, which was exactly what Adam Smith had warned against.

The second reduction in economic risk-taking took place about 100 years later. Beginning

in the late twentieth century, private investment in companies has to an increasing extent been

mediated by institutions and funds that diversify their securities in a sophisticated way to

reduce risk taking. Portfolio theory and modern financial marketplaces have combined to

make risk spreading much more efficient than what was previously possible. Today, an owner

who has applied prudent risk spreading only runs a risk that approximates the general

background risk of the economy. In terms of risk-taking, his situation is arguably less akin to

that of businesspeople risking everything they own than to that of the nineteenth century

landlords who according to John Stuart Mill ‘‘grow richer, as it were in their sleep, without

working, risking, or economizing’’ (Mill [1848] 1965, pp. 3:819–820).

Risk-spread ownership has thoroughly transformed the economic system, but its

philosophical implications have not been much discussed. It is for instance not unreasonable

to ask what effects this development has on the legitimacy of the owner’s prerogative that was

previously based at least in part on the risk-taking role of owner.
Political Philosophy

Although risk and uncertainty are ubiquitous in political and social decision-making, there has

been very little contact between risk studies and more general studies of social decision

processes. Public discussions of risk are dominated by a way of thinking that is markedly

different from how democratic decision-making is commonly discussed. We can see this from

the frequent references in discussions on risk to three terms that are not much used in general

discussions on democratic decision-making.

‘‘Consent’’ is one of these words. Consent by the public is often taken to be the goal of

public communications on risk. The following quotation is not untypical:

" Community groups have in recent years successfully used zoning and other local regulations, as

well as physical opposition (e.g., in the form of sitdowns or sabotage), to stall or defeat locally

unacceptable land uses. In the face of such resistance, it is desirable (and sometimes even

necessary) to draw forth the consent of such groups to proposed land uses (Simmons 1987, p. 6).

To consent means in this context ‘‘voluntarily to accede to or acquiesce in what another

proposes or desires’’ (Oxford English Dictionary). This is very different from the role of the

citizen as a decision-maker in a democracy.

The second of these words is ‘‘acceptance.’’ The goal of risk communication is often taken to

be public acceptance of a presumedly rational act of risk-taking. Hence, in discussions on the
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siting of potentially dangerous industries, ‘‘public acceptance’’ is usually taken to be the crucial

criterion. This usage signals the same limitation in public participation as the word ‘‘consent.’’

The third word is ‘‘trust.’’ Much of the discussion in the risk-related academic literature on

the relationship between decision-makers and the public takes the public’s trust in decision-

makers to be the obvious criterion of a well-functioning relationship. This is, again, very

different from discussions on democracy in political philosophy. In a democratic constitution,

the aim is the public’s democratic control over decision-makers, rather than their trust in them

(Hayenhjelm 2007).

In contrast to the limited approach to public participation in risk decisions that is indicated by

the keywords ‘‘consent,’’ ‘‘acceptance,’’ and ‘‘trust,’’ let us consider the ideal of full democratic

participation in decision-making. This ideal was very well expressed by Condorcet in his vindi-

cation of the French constitution of 1793. Condorcet divided decision processes into three stages.

In the first stage, one ‘‘discusses the principles that will serve as the basis for decision in a general

issue; one examines the various aspects of this issue and the consequences of different ways tomake

the decision.’’ At this stage, the opinions are personal, and no attempts are made to form

a majority. After this follows a second discussion in which ‘‘the question is clarified, opinions

approach and combine with each other to a small number of more general opinions.’’ In this way,

the decision is reduced to a choice between a manageable set of alternatives. The third stage

consists of the actual choice between these alternatives (Condorcet [1793] 1847, pp. 342–343).

The discussion on public participation in issues of risk has mostly been restricted to

Condorcet’s third stage, and – as we have seen – often also to amerely confirming or consenting

role in that stage. This approach is obviously untenable if we wish to see decisions on risk in the

full context of public decision-making in a democratic society. Without public participation at

all three stages of the decision-making process, risk issues cannot be dealt with democratically.

Therefore, the discussion needs to be shifted away from special procedures for dealing with

risk. Instead our focus should be on how the special characteristics of risk-related issues can

best be dealt with in our general decision-making processes.
Further Research

Far from being an unusual oddity in philosophy, the topic of risk connects directly to central

issues in quite a few subdisciplines of philosophy. In some of these subdisciplines, a significant

amount of research on risk has already taken place. In others, only the first steps toward

systematic studies of risk have been taken. But in all of them, important philosophical issues

related to risk remain unexplored. The following are ten of the most important issues for

further research that have been pointed out above:

● When is trust in experts on risks justified, and when is distrust irrational?

● How remote possibilities of disaster should be taken seriously?

● How can we account for probabilistic reasoning that seems rational but is not compatible

with the standard theory of probability?

● To what extent, and in what ways, should practical consequences have influence on

scientific assessments of risk?

● How can the principles of safety engineering be accounted for, and how do they relate to

probabilistic risk analysis?



522 A Panorama of the Philosophy of Risk
● How can a risk or safety analysis take into account the possibility that the analysis itself is

wrong?

● When is it ethically permissible to expose another person to a risk?

● How can utilitarianism be extended or adjusted so that it provides us with a reasonable

account of the ethics of risk-taking?

● Do we have a right not to be exposed to risks and, in that case, when can it be overruled?

● What role should those exposed to a risk have in democratic decisions on that risk?
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