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Preface

It is a rare event that the impressive group of leading experts is willing to share
their views and reflections on development of their research areas in the last
few decades. The editors of this book have been very fortunate to attract such
contributions, and as an effect two volumes of “Practical Aspects of Computational
Chemistry: Overview of the Last Two Decades and Current Trends” are being
published. Astonishingly, we found that this task was not so difficult since the
pool of authors was derived from a large gathering of speakers who during the last
20 years have participated in the series of meetings “Conferences on Current Trends
in Computational Chemistry” (CCTCC) organized by us in Jackson, Mississippi.
We asked this group to prepare for the 20th CCTCC, organized in October 2011;
the reviews of the last 20 years of the progress in their disciplines and their response
to our request were overwhelming. This initiative was conveyed to Springer who,
in collaboration with the European Academy of Sciences (EAS), invited us to edit
such a book. We are now pleased to present a second volume (the first one has been
published in January 2012) of this publication.

The current volume presents the compilation of splendid contributions dis-
tributed over 14 chapters. The very first chapter contributed by R. Cammi discusses
the important aspects of recent development of the Polarizable Continuum Model
(PCM) at the coupled cluster level. The effects of extreme pressure on the molec-
ular properties within the PCM framework are also discussed. M.V. Basilevsky,
A.V. Odinokov, and N. Kh. Petrov have used Bjerrum-Fuoss-Kraus approach to
describe the theory of association/dissociation of ion pairs in binary solvent mix-
tures in the next chapter. The third chapter describes the application of graph theory
to determine all the possible structures and temperature-dependent distribution of
water cluster, and this has been contributed by M. Aida et al. In the following
chapter, H. Okumura, S.G. Itoh, and Y. Okamoto discuss generalized-ensemble
algorithms for the complex molecular simulation. Such an approach has advantage
over the conventional Monte Carlo and molecular dynamics simulations since the
problem of trapping of simulation in the energy local minima does not arise.

Next three contributions are devoted to nano-science. In the fifth chapter S. Irle
et al. present results of QM-/MD-based investigation of formation of different
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vi Preface

nanostructures such as fullerene, carbon nanotube, and graphene under nonequi-
librium conditions. And this chapter is followed by a contribution on quantum
mechanical study of chemical reactivity of carbon nanotube in which T. Yumura
and M. Kertesz have reviewed recent progress made on covalent functionalization of
single-walled carbon nanotube. Chapter 7, contributed by J. Huang et al., discusses
the designing of functional materials using theoretical methods. The importance of
long-range dispersion interaction to study nanomaterials is also described.

In the next chapter, L.N. Ognichenko et al. present recent advances in
QSPR/QSAR analysis of nitrocompounds where solubility, lipophilicity, and
toxicity are adequately discussed. In Chapter 9, L. Gorb et al. discuss the
application of quantum chemical calculations for the prediction of physicochemical
properties of energetic materials. Chapter 10, written by I. Kaplan and U. Miranda,
encompasses the state-of-the-art calculations on electronic structure and properties
of 3d transition metal dimmers, namely, the dimers of Mn and Sc. On the other hand,
S. Sakaki presents the results of the ¢-bond activation reactions by transition metal
complexes in the next chapter. Chapter 12 deals with the theoretical modeling of
environmental mercury depletion reaction and is contributed by D. Majumdar,
S. Roszak, and J. Leszczynski. In the next chapter, B.R. Ramachandran and
L.M. Pratt describe organolithium chemistry using quantum mechanical methods.
The last chapter of the current volume is presented by J. Gu, J. Wang, and
J. Leszczynski. It presents review of the computational modeling of low-energy
electron-induced DNA damage.

With great pleasure, we take this opportunity to thank all authors for devoting
their time and hard work, enabling us to complete the current volume “Practical
Aspects of Computational Chemistry II: Overview of the Last Two Decades and
Current Trends.” We are grateful for the excellent support from the President of the
EAS as well as to the editors of Springer. Many thanks go to our families and friends
without whom the realization of the book was not possible.

Jackson, Mississippi, USA Jerzy Leszczynski
Manoj K. Shukla
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Chapter 1
On Two Recent Developments in the Description
of Molecular Properties in Solution by Using
the Polarizable Continuum Model (PCM):
The Coupled-Cluster Theory and the Molecules
at Extreme Pressures

R. Cammi

Abstract A summary of the key aspects of polarizable continuum model (PCM)
for the calculations of molecular properties in solution is accompanied with the
description of some new computational features recently introduced within the
PCM framework. These features regard the extension of the quantum-mechanical
description of the solute to the coupled-cluster level and the description of the effects
of the extreme pressure on the molecular properties.

1.1 Introduction

A major concern of the modern quantum chemistry is the prediction of molecular
properties and processes in solution [1–3]. There are two main approaches for the
description of solvation effects, making use the first of a discrete representation
of the solvent, and the second of a continuous responsive distribution. For a
systematic exploration of a wide range of molecular properties and processes, the
continuum methods are by far preferable. The justification of this statement is
easily done. The discrete models are forcibly based on a computer simulation,
in which all the numerous degrees of freedom of the solvent molecules have to
be explicitly considered, with numerous repeated calculations of the interactions
among the molecular partners of the system, required to reach convergence in
the thermal average given by the simulation procedure MD or MC, with millions
of steps or moves. The continuum solvation methods have a by far simpler
computational structure. Considering an ab initio QM description of the solute, the
procedure is based on the definition of an effective Hamiltonian accompanied by a
solute-solvent integral interactions operators with a two body kernel, in which no

R. Cammi (�)
Dipartimento di Chimica G.I.A.F, Università di Parma, I-43100 Parma, Italy
e-mail: roberto.cammi@unipr.it

J. Leszczynski and M.K. Shukla (eds.), Practical Aspects of Computational
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2 R. Cammi

degrees of freedom of the solvent molecules enter explicitly. The solution of this
effective Schrödinger equation is obtained with the standard procedure of ab initio
calculations in gas phase. With this standard iterative process, the complete effect
of the solvent on the solute is obtained.

In this contribution, we review on prediction of molecular properties within
polarizable continuum model (PCM), which well represents one of the several
versions of the continuum methods [1–3]. The review presents an overview of key
aspects of the PCM modeling as well as of the two recent developments in title.

1.2 The Basic and the Standard PCM

The PCM was originally formulated as an ab initio quantum-mechanical (QM)
methods to describe the solvent effects over molecules [4]. It uses an effective
molecular Hamiltonian for the solute, given by adding to the Hamiltonian of the
isolated molecule (H0) a term describing the interaction with the external medium,
which is represented as a homogeneous and infinite dielectric medium having the
same dielectric permittivity of the pure solvent:

H‰ D H0 C V MS.‰/: (1.1)

The solute-solvent interaction operator V MS.‰/ describes the electrostatic interac-
tion of the solute M with the dielectric medium, and its argument denotes that it
depends on the wavefunction (‰) of the solute itself. PCM has been the prototype
of the continuum methods based on the apparent surface charge (ASC) approach,
characterized by a continuous charge distribution � spread on the boundary of the
cavity in the continuum medium containing the solute M. The cavity in PCM is
accurately modeled on the shape of M starting from a set of interlocking spheres
centered on the nuclei of the atoms of M and with radii related to the corresponding
atomic van der Waals radii.

The surface charges are obtained by solving the boundary conditions at the
cavity surface which determine a jump into the directional derivative of the total
electrostatic potential V D VM C V� (VM is the electrostatic potential produced by
the electronic and nuclear charge distribution of the solute). The apparent surface
charges are source of the electrostatic potential V� which interact with the electrons
and nuclei of the molecule. V� is called the solvent reaction potential and completely
determines the solute-solvent iteration operator V MS.‰/.

The basic energy quantity of the PCM model has the thermodynamical status
of a free energy of the whole solute-solvent systems and is given by the following
functional:

Gel D< ‰jH0 C 1

2
V MS.‰/j‰ >; (1.2)
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where the factor one-half in front of the solute-solvent interaction operator VMS.‰/
is a consequence of its dependence of the solute wavefunction. The free-energy
functional (1.2) assumes a reference state given by the noninteracting electron and
nuclei, at rest, and by the unperturbed, pure solvent at the standard thermodynamic
conditions of temperature and pressure. Gel acts as potential energy surface (PES)
for the nuclei of the molecular solute.

1.2.1 The Standard PCM

The standard PCM [5] maintains the essential aspect of the basic version, with some
changes and numerous additions.

PCM has been extended to almost all the levels of the QM theory, with
inclusions of analytical expressions of the first and second derivatives of the energy.
Nonelectrostatic solute-solvent interaction terms have been added; all the energy
terms have the status of a free energy, and the total free-energy, G, of the solute-
solvent system is written as

G D Gel CGrep CGdis CGcav CGth; (1.3)

where Grep and Gdis represent, respectively, the contribution to the solute-solvent
interaction due the Pauli repulsion and to the dispersion mechanisms;Gcav represent
the work need to build up the void solute cavity within the pure solvent; and finally,
Gth represent the contribution to the free energy due to the thermal motions of the
nuclei of the solute [3].

For the definition of the apparent charge distribution new algorithms have been
added in the standard PCM, called IEF-PCM [6], D-PCM (the original version) and
C-PCM, a version which introduces a simplification [7].

1.3 The PCM Modeling of Molecular Properties

In this section, we describe some of key extensions of the standard PCM model for
the calculation of molecular properties in the ground and excited states [8, 9].

Several properties regard excited states. The passage to excited states, which are
not considered in the standard model, introduced new features of the theory.

Nonequilibrium effects due to the dynamical nature of the solvation have to be
considered in the description of dynamical properties of the molecular solutes.

Several molecular response properties are determined in terms of higher-order
derivatives of the PCM free-energy functional (1.2). The analytical evaluation of
these derivatives introduces additional extensions to the standard model.
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The description of the molecular response properties in solution also requires
extensions able to connect the properties at the microscopic quantum level with the
corresponding macroscopic responsive properties.

1.3.1 Electronic Excited States

1.3.1.1 Electronic Vertical Excitation: Nonquilibrium Effects

The QM approach to the excitation of a molecular system in solution by a vertical
transition must take into account of the characteristic times of the solvent degrees of
freedom. The information on these characteristic times is embodied in the spectrum
of the dielectric permittivity of the solvent as a function of the frequency �.!/ of
the perturbing electric field. A vertical transition excitation has very short relaxation
times (CT D 10�16 s), and the only active portion of dielectric permittivity is that
associated with the electronic degrees of the solvent.

The solution of the electrostatic problem for the vertical excitation of a chro-
mophore exploits a partition of the solvent polarization into two components: the
first related to the fast motion (i.e., electron motion) and the second to all the
remaining relaxation modes, related to the nuclei motion of the solvent molecules.
This extension of the theory was first elaborated for the basic model [10] and then
revised in the standard PCM [11–13].

1.3.1.2 Electronic Excited States: State-Specific vs. Linear
Response Methods

The standard method in quantum mechanics to define excited states is based on
the use of a CI expansion, with all the electronic states orthogonal each other.
This property is modified in calculations in solution because each of the different
electronic states is subjected to a different reaction potential.

Another aspect of this dependence of the reaction potential on the excited state is
that it is not possible to get in a single run the energies for all the states. This picture
of the excited states is called state specific (SS) because for each state, a specific
computational procedure has to be used.

The state-specific approach (SS) has been implemented at different QM levels:
MCSCF [11, 13–16] CISD [11]. The PCM-MCSCF is provided of algorithms with
analytical gradients for geometry optimization [16].

There is another approach based on the theory of the linear response (LR).
Its simpler formulation, called time-dependent Hartree-Fock (TD-HF) or random-
phase approximation (RPA), gives a description of excited state energies comparable
to that given by the standard approach in the absence of solvent effects. This
equivalence is not preserved in the continuum solvation picture. An accurate
analysis [17, 18] has revealed that the origin of the lack of this equivalence is due
to a problem of the LR formulation in describing the solvent response associated
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to the excited states. Corrections to the LR description (which is computationally
faster than SS) are now in use. [19, 20]

The formulations of the linear response (LR) methods have been implemented
at different QM levels of accuracy: ZINDO [21], CIS, TD-HF, and TD-DFT all
provided of algorithms with analytical gradients for geometry optimization [22,23].

The QM levels of the state-specific (SS) methods and of the linear response (LR)
methods have been recently increased to include the coupled-cluster (CC) theory
(see Sect. 1.4.1 for the basic CC theory of the PCM model).

1.3.2 Electric and Magnetic Properties

1.3.2.1 The Local Field Effect

Response properties of molecules in a condensed phase are related to the actual
intensity of the perturbing field experienced by the molecules, which differs from
the field intensity measured experimentally. The solution of this problem for the
PCM model is more general with respect to the corrections due to Lorentz (1909)
and Onsager (1936) [24], which are limited to spherical or ellipsoidal cavities.

The formulation [25] introduces an additional electrostatic PCM calculation,
with the empty cavity in the presence of an external field, to determine the additional
set of apparent charges induced by the field at the boundary of cavity. This set
of charges is then included as an additional perturbation in the QM calculation
on the molecule for to the determination of the electric response functions. This
procedure can be applied to a static as well to an oscillating (i.e., time dependent)
electromagnetic field.

1.3.2.2 Electric Response

The electric response functions of the molecular solutes are defined in terms of the
derivatives of the PCM free-energy functional with respect to the macroscopic field
in the bulk solvent (i.e., the Maxwell field). The first derivative gives the dipole
moment �, the second, third, and fourth derivatives give the polarizability ˛, and
the first and second hyperpolarizabilities ˇ and � . These quantities are defined
for static as well for time-dependent electromagnetic fields. For each hyperpolar-
izbilities, there are several time-dependent response properties depending on the
combination of field of different frequencies and describing different nonlinear
optical phenomena.

The calculation of these response functions has been given at HF, DFT, and MC-
SCF QM level using a time-dependent coupled-perturbation approach [12, 26–29].
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1.3.2.3 Magnetic Responses

Magnetizability, nuclear shielding tensor, and spin-spin coupling of molecules in
solution are examples of linear magnetic response properties that can be expressed
as suitable second derivative of the PCM free-energy functional with respect to
a suitable combination of the two magnetic fields present in the systems: the
external magnetic field B and the field due to the collection of nuclear magnetic
moments m. The calculation of these quantities with approximate QM methods
suffers of the dependence of the magnetic response functions on the origin of the
molecular reference frame. Different methods have been introduced to avoid the
gauge dependence, and a PCM version has been elaborated for the GIAO, LORG,
IGLO, and CSGT methods [30–35]. Nonequilibrium and local field effects are of
marginal relevance.

1.3.3 Properties Related to Nuclear Motions

1.3.3.1 Molecular Vibrations: Harmonic Frequencies and IR/Raman
Intensities

Calculations of the vibrational frequencies of solvated molecules involve the second
derivative of the PCM freeenergy of the systems with respect to the nuclei [36–41].
They require a preliminary geometry optimization of the solute to locate the
local minima of the PES. Some further refinements include the corrections due to
the effects of the nonequilibrium solvation and the mechanical anharmonicities.
The effect of the nonequilibrium corrections to the different timescale between
the vibrations and the inertial degrees of freedom of the solvent molecules is
numerically negligible save for fast vibrations [42–46].

The IR absorption intensity requires the evaluation of a mixed second derivative
of the PCM freeenergy with respect to the position and to the external field. The
external field is modified by the boundary of the cavity hosting the solute: this
is the local field modification we have already discussed for the polarizability.
Nonequilibrium effects are of sizable entity on the IR intensities [44, 47].

Raman spectra involve the derivatives of the polarizability with respect to the
normal coordinates. There are two sources of nonequilibrium effect: the incomplete
solvent response to the external field oscillation in the solute electronic density
and to the molecular vibrations; the two effects are active in different ranges of
frequencies and must be treated differently [48, 49].
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1.3.4 Dichroic Phenomena: Optical Activity Phenomena

The modeling of solvent effects has been historically a key ingredient of the
quantum-mechanical (QM) theories of chiro-optical properties circular dichroism
(CD) and optical rotation (OR). This is due to the fact that the chiro-optic phe-
nomena, since their discovery in the nineteenth century, are observed in condensed
phases (mostly in solutions) and that the measured quantities depend on the
nature of the phase (the solvent). The PCM computational procedures have been
elaborated for the electronic CD/OR (ECD/OR) and for the vibrational IR/Raman
CD (VCD/VROA) dichroic phenomena. The procedures contain the whole set of
features introduced in the elaborations for the preceding properties (local field, non-
equilibrium effects, geometry optimization) to which we have to add an efficient
code to get the free-energy weights of the molecular conformations contributing to
the spectroscopic signal [50–56].

1.4 New Features of the PCM

In this section, we review two new features of the PCM model for the descriptions
of the properties of molecular solutes: the extension to the analytical gradients at
the QM coupled-cluster level and the extension toward the study of the properties
of molecular systems at the extreme pressure regime.

1.4.1 The Coupled-Cluster Theory for the Polarizable
Continuum Model: Analytical Gradients

The study of several molecular processes (response functions and electronic excita-
tions) may require a higher level of the QM theory. This has motivated recent efforts
for a systematic extension of the PCM to various coupled-cluster methods for the
descriptions of the ground and excited state properties [57–64]. We report here on
the PCM coupled-cluster analytical derivatives theory.

1.4.1.1 The PCM Coupled-Cluster Energy Functional and Equations

The coupled-cluster theory for molecular solute exploits a coupled-cluster energy
functional (PCM-CC) having the expected thermodynamics status of free energy
of the whole solute-solvent system. The properties of the molecular solutes are
expressed in terms of derivate of the PCM-CC functional. These derivatives satisfy
a generalized Wigner “2n + 1” perturbation rules [57].
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We start by considering the coupled-cluster wavefunction defined by the usual
exponential ansatz [65]

jCC >D eT jHF >; (1.4)

where jHF > is the single determinant Hartree-Fock state of the molecular solute
and the cluster operator T is given as a sum of all possible excitation operators over
the N electrons

T D T1 C T2 C � � � C TN I Tn D 1

.nŠ/2

X

aibj :::

t ab:::ij ::: a
�
aaia

�

baj : : : (1.5)

being tab:::ij ::: , the coupled-cluster amplitudes. The excitation operators are here

represented as products of second quantization electron creation (a�i ; a
�

b) and
annihilation operators (ai ; ab). As usual, indexes .i; j; k; : : :/ and .a; b; c; : : :/

denote, respectively, occupied and vacant spin orbitals MO, while .p; q; r; : : :/
denote general spin orbitals.

The PCM coupled-cluster functional�GCC .ƒ; T / is defined as

�GCC D< HF j.1Cƒ/e�T ŒH.0/N C 1

2
NQN .T;ƒ/ � VN �e

T jHF >; (1.6)

whereƒ is a de-excitation operator,

ƒ D ƒ1 Cƒ2 C � � � I ƒn D 1

.nŠ/2

X

ijkabc:::

	
ijk:::

abc:::a
�
i aaa

�
j aba

�

kac : : : (1.7)

H.0/N is the normal-ordered form of Hamiltonian of the solute in presence of
the frozen Hartree-Fock reaction field1; VN is a vector collecting the electrostatic
potential operator of the solute at the surface of cavity (enclosing it within a medium
of dielectric permittivity �0) (see Chap. I (Appendix) an operative definition) and
NQN is the coupled-cluster expectation values

NQN D< HF j.1Cƒ/e�TQN e
T jHF > (1.8)

for the apparent charge operator QN [3]. There are several versions of the PCM
methods which differ for the definition of the operator QN . Here, we refer to the
integral equation formalism version (PCM-IEF) in which QN is related by a linear
transformation to the operator VN introduced above. The linear transformation is

1More specifically, H.0/N is defined as

H.0/N D Ho
N C NQHFVN ;

where Ho
N is the normal-ordered Hamiltonian of the isolated molecule, and NQHF collects the

Hartree-Fock polarization charges.
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acted by a matrix T†.�/ representing the polarization response of the solvent and
depending on its dielectric permittivity �0 and on the geometry † of the cavity
hosting the solute, QN D T†.�/VN .

The coupled-cluster amplitudes of the T and ƒ operators are determined by the
stationary conditions of the free-energy functional �GCC .ƒ; T /. The stationarity
with respect to the ƒ amplitudes, @�GCC

@	
ij::

ab::

D 0, gives the equations for the T

amplitudes

< HF j
�pe�THN e
T jHF >D 0; (1.9)

where 
�p is the adjoint of an elementary excitation operator 
p D a
�
aaia

�

baj : : :, and
HN is the Hamiltonian of the molecular solute:

HN D H.0/N C NQN .ƒ; T / � VN (1.10)

sum of the normal-ordered form of Hamiltonian of the solute in the presence of
the frozen HF reaction field, H.0/N , and of the coupled-cluster component of the
solvent reaction potential, NQN .ƒ; T / � VN . The T amplitudes of Eq. 1.9 correspond
to projection in the manifold spanned by all the orthogonal excitations to jHF > of
the coupled-cluster Schrodinger equation for the molecular solute.

The stationarity with respect to the T amplitudes, @�GCC
@tab::ij::

D 0, gives the equations

for the ƒ amplitudes:

< HF j.1Cƒ/e�T ŒHN ; 
p�e
T jHF >D 0; (1.11)

where the square brackets denote the commutator of their arguments.
Being the HamiltonianHN dependent on both T andƒ parameters, the equations

for the T amplitudes (1.9) and for the ƒ amplitudes (1.11) are coupled, and they
must be solved in an iterative and self-consistent way.

1.4.1.2 Analytical Derivatives Theory of the Molecular Properties

The analytical derivatives of the PCM-CC free-energy functional have presented up
to the third order of differentiation [57, 64]. As in the case of isolated molecules
[65], the coupled-cluster analytical derivatives can be performed with or without
considering the relaxation of the molecular orbital (MO) under the effect of the
perturbation. We limit here to consider differentiation with respect to perturbations
(˛; ˇ; : : :) given by time-independent electric or magnetic fields for which we
can consider the unrelaxed MO orbital approach. For sake of simplicity, explicit
expressions will be given up to the second analytical derivatives.

When the stationary conditions for the coupled-cluster parameters T and ƒ
are satisfied, the first derivative (i.e., the gradients) of the free-energy functional,
@�GCC=@˛ D �G˛

CC , can be expressed in the following form:
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�G˛
CC D < HF j.1Cƒ/e�T XNeT jHF >; (1.12)

where XN denotes the normal-ordered operator (XN D X � <HF jX jHF>)
representing the external perturbation having amplitude ˛. The analytical derivative
�G˛

CC satisfies a generalized Hellmann-Feynman theorem in the framework of the
PCM solvation model [12] and does not require the first derivatives of the coupled-
cluster parameters, in agreement with the perturbative “2n + 1” rule.

The second derivative of the PCM-CC energy is obtained by differentiation with
respect to a second perturbation ˇ of the analytical gradients of Eq. 1.16, and it may
be written as

�G
ˇ˛
CC D< HF j@ƒ

@̌
e�T XeT jHF > C < HF j.1Cƒ/Œe�T XeT ;

@T

@̌
�jHF > :

(1.13)
To evaluate the analytics second derivative �G˛ˇ

CC , we need to determine the
first derivative of the ƒ amplitude and of the T amplitudes. These derivatives are
obtained by solving at first order the T and ƒ. The first-order equations for the
amplitudes T are given by

0 D < HF j
pe�T YeT jHF > C < HF j
pŒe�T HN e
T ;
@T

@̌
�jHF >

NQˇ
N� < HF j
pe�T VN e

T jHF >; (1.14)

where Y denotes the operator representing the external perturbation having
amplitude ˇ and where NQˇ

N is defined as

NQˇ
N D< HF j.1Cƒ/e�T ŒQj!jN ;

@T

@̌
�eT jHF > C < HF j@ƒ

@̌
e�TQj!jN e

T jHF > :

(1.15)

The first-order equations for the amplitudes T are given by

0 D< HF j
pe�T QY eT jHF > C < HF j
pŒe�T HN e
T ;
@T

@̌
�jHF >; (1.16)

where QY is an effective perturbing operator defined as

QY D Y C NQˇ
NVN ; (1.17)

where Y denotes the operator representing the external perturbation having
amplitude ˇ and NQˇ

N is given by

NQˇ
N D< HF j.1Cƒ/e�T ŒQj!jN ;

@T

@̌
�eT jHF > C < HF j@ƒ

@̌
e�TQj!jN e

T jHF > :

(1.18)
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The effective perturbing operator QY is due to the coupling between the external
field and the solute-solvent interaction, as perturbing agents acting on the molecular
solute.

The corresponding first-orderƒ equations are given by

0 D < HF j.1Cƒ/Œe�T YeT ; 
p�jHF > C

C < HF j.1Cƒ/ŒŒe�T HN e
T ;
@T

@̌
�; 
p�jHF >

C < HF j@ƒ
@̌
Œe�T HNe

T ; 
p�jHF >

C NQˇ
N� < HF j.1Cƒ/Œe�T VN e

T ; 
p�jHF > : (1.19)

We finally note that by exploiting the perturbative “2n + 1” rule, also the third
derivative of the free energy functional, �G˛;ˇı

CC , can be expressed in terms of the
first derivatives of the coupled-cluster parameters. This allows to obtain coupled-
cluster static response functions up to third order for molecular solutes perturbed by
static external fields.

1.4.2 Effects of High Pressures on the Molecular Properties

As described in Sect. 1.2, continuum solvation methods have gained a wide pop-
ularity in the description of solvent effects on the electronic structure, geometry,
and properties of molecules in solution. The continuum approach has also been
extended to other media, as polymers and crystals. There are, however, fields for
which this approach has not yet been applied. Among them, there is solvation at high
pressure. In the last years, important progresses have been made in the experimental
studies on molecular systems subjected to very high pressures [66–73]. Ab initio
Carr-Parrinello simulations of systems at high pressure have appeared, [74,75] with
interesting results but at a considerable computational cost. What it lacks is an
accurate computational methods of cost comparable with that of isolated molecules
to support, confirm, and also predict the outcome of experimental studies.

We have presented a new computational method based on the polarizable
continuum model (PCM) [76]. The method has two key items: the definition of the
pressure .p/ in such extreme conditions and the elaboration of an analytical codes
for the calculation of molecular energy gradients for the present applications to the
regime of high pressures.
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1.4.2.1 Pressure and Quantum Repulsion Energy

The pressure is a macroscopic thermodynamic property not immediately transfer-
able into QM methods addressing the detailed description of a single molecule. We
have proposed a possible solution for this problem resorting an analytical formula-
tion based on the energy derivatives with respect to volume of the cavity hosting the
solute in a quantum-mechanical (QM) confining (i.e., repulsive) environment.

The quantum-mechanical description of confined systems dates back to the early
days of quantum chemistry [77]. The pressure for a molecular system confined
within a cavity of Volume (V) is defined as energy derivatives with respect to
volume of the cavity [78]. The pressure is called kinetic pressure, and it has been
demonstrated that it is equivalent to the pressure derived from the quantum statistical
mechanics, i.e., the thermodynamics pressure [79]. The applications were limited so
far to simple confining volumes of spherical or ellipsoidal shape only and for atoms
or very simple molecules [80–82].

The extension of this definition of the pressure into PCM permits to remove the
limitations as the PCM cavity is accurately modeled on the shape of the molecular
solute. In passing to the PCM, the pressure of the external medium acting on the
molecule is defined as

p D �
�
@Gel�rep

@V

�
; (1.20)

where Gel�rep denotes the PCM free-energy functional including the solute-solvent
interaction energies corresponding to the electrostatic and to the repulsion interac-
tions. The free-energyGel�rep is then defined as sum of 2 terms:

Gel�rep D Gel CGrep; (1.21)

where Gel denotes the free energy of the solute-solvent systems in presence of the
solute-solvent electrostatic interaction and Grep represents the contribution due to
the solute-solvent Pauli repulsion interaction. A quantum version of the repulsion
term Grep is here compulsory.

The QM Pauli repulsion contributionGrep is given by the functional form [83]

Grep D ˛

Z

r…C
�M .r/d 3r (1.22)

with

˛ D 4�

0:7
�Sn

S
val;

where the integral in Eq. 1.22 denotes the electronic charge density lying outside
the cavity, 0.7 is a numerical parameter (in a.u.) obtained from super-molecule
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calculations, �S is the numeral density of the solvent, and nSval is the number of
its valence electrons.

With respect to the other simple confining models, based on impenetrable
potential wall, the nature of QM Pauli repulsion contribution to the PCM free-
energy functional Grep allows a confining of the electronic charge distribution of
the solute in a smooth way, according to the term used by Le Sar and Herschbach in
the concluding remarks of Ref. [81].

To compute Gel�rep and its derivatives, we need to redefine for the appropriate
pressure some of the physical parameters used in PCM, namely, the dielectric
permittivity of the medium and its numeral density, and the size of the molecular
cavity.

1.4.2.2 Effect of the Pressure on the Equilibrium Geometries
and on the Vibrational Frequencies of Conjugated Polyenes

In this subsection, we present an illustrative calculation of the effect of the pres-
sure on the equilibrium geometries and vibrational frequencies of the conjugated
polyenes trans-polyenes 1,3-butadiene (butadiene), 1,3,5-hexatriene (hexatriene),
and 1,3,5,7-octatetraene (octatetraene), a class of systems of interest in the field
of high-pressure chemistry. [73]

The analytical first and second derivatives of Gel�rep have been implemented
into a local version of the Gaussian 09 [84] computational code and allow to
determine equilibrium geometries and vibrational frequencies of molecular systems
as a function of the pressure. The pressure of the environment is determined by
a proper reduction of the size of the molecular cavities hosting the molecular
solute. In the PCM procedure, the cavity is defined in terms of interlocking spheres
centered on the atoms’ nuclei and with radii equal to the corresponding vdW radius
multiplied a scaling factor, f , which can be varied to obtain the desired reduction
of the cavity, being f D 1:2 the value used in standard PCM calculations [3].
Numerical test shows that a variation of f within the range (1.2–0.8) allows to span
a range of pressure up to 16 GPa. All the calculations have been performed at the
DFT/B3LYP [85] level using the 6–31g** basis set [86].

Table 1.1 reports the equilibrium bond lengths for the single (C–C) and double
(C=C) carbon–carbon bond length of butadiene, hexatriene, and octatetraene as
a function of the pressure. The data show a shortening of all the bond lengths,
with a slightly greater compressibility of the single C–C bonds with respect to the
double C=C bonds. The mean compressibilities of the C–C and C=C bonds are
0:00066 Å=GPa and 0:00053 Å=GPa, respectively.

Table 1.2 reports the vibrational frequencies of selected Raman active C=C
stretching modes for the same systems. The vibrational frequencies increase
with the increase of the pressure. The mean pressure coefficient of vibrational
frequencies is of 1:9 cm�1=GPa. There are no experimental data to compare with



14 R. Cammi

Table 1.1 Carbon-carbon bond lengths (Å) of trans 1,3-butadiene, 1,3,5-hexatriene, and
1,3,5,7-octatetraene as a function of the pressure p(GPa). Results refer to the PCM/DFT/
B3LYP/ 6-31G(d,p) level. Data at 0.0 GPa refer to the gas phase; f is the scaling factor applied
to the atomic van der Waals sphere used for the PCM cavity

f p.GPa/ r.C1=C2/ r.C2–C3/ r.C3=C4/ r.C4–C5/

1,3-Butadiene – 0.00 1.3409 1.4576
1.2 0.11 1.3411 1.4579
0.8 9.2 1.3371 1.4517

1,3,5-Hexatriene – 0.00 1.3424 1.4494 1.3517
1.2 0.41 1.3424 1.4494 1.3517
0.8 12.4 1.3351 1.4401 1.3441

1,3,5-Octatetraene – 0.00 1.3434 1.4471 1.3551 1.4402
1.2 0.44 1.3434 1.4471 1.3551 1.4402
0.8 15.7 1.3361 1.4379 1.3475 1.4311

Table 1.2 Vibrational frequencies cm�1 involving Raman active
C=C stretchings of 1,3-butadiene, 1,3,5-hexatriene, and 1,3,5,7-
octatetraene as a function of the pressure, p(GPa). Results refer to
the PCM/DFT/B3LYP/ 6-31G(d,p) level. Data at 0.0 GPa refer to
the gas phase; f is the scaling factor applied to the atomic van der
Waals sphere used to define the PCM cavity

f p.GPa/ 0 00

1,3-Butadiene – 0.00 1,673.0 –
1.2 0.11 1,673.0 –
0.8 9.16 1,690.8 –

1,3,5-Hexatriene – 0.00 1,710.3 1,654.3
1.2 0.41 1,710.3 1,654.3
0.8 12.4 1,737.93 1,677.9

1,3,5-Octatetraene – 0.00 1,687.4 1,687.4
1.2 0.44 1,687.4 1,687.4
0.8 15.7 1,713.1 1,713.1

directly for butadiene, hexatriene, and octatetraene. The pressure coefficient of
the vibrational frequencies of the Raman active C=C stretching modes has been
measured for the all-trans-polyene retinal (ATR). The corresponding experimental
value is 3:5 cm�1=GPa [87].

These preliminary results for the effects on the pressure on the vibrational
frequencies in all trans-polyenes, indicate the potentialities of the PCM approach
to study high-pressure effects on molecular properties.

1.5 Conclusions

In this contribution, we have presented a brief overview of the PCM approach of
Tomasi and coworker for the study of the properties of molecular systems in solution
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and other more complex environments. We have focused on the PCM general
features included to systematically describe a wide range of molecular properties
and on two recent developments. The general features regard the description on the
excited state properties of molecular solute, the nonequlibrium solvation effects,
and the accurate description of the perturbing field acting locally on the solutes. The
two new developments presented are (i) the accurate QM coupled-cluster level of
description of the response properties and (ii) the description of the properties of
molecules in the presence of an extreme pressure (i.e., in the presence of a strong
repulsive environment). These recent developments give a further example of the
flexibility of the PCM method, able self-consistently to adapt both the QM level
of the molecular solutes to the needed accuracy, and the description of the solute-
solvent interaction to the essential physics of the target system.

Acknowledgment The author thanks the editors Prof. J. Lecszynski and Dr. M. Shukla for the
invitation to give a contribution to this volume celebrating the Current Trends in Computational
Chemistry (CTCC) conference series.
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Chapter 2
The Distribution of Internal Distances for Ionic
Pairs in Solvents of Various Polarity

M.V. Basilevsky, A.V. Odinokov, and N.Kh. Petrov

Abstract The theory of association/dissociation of ion pairs in binary solvent
mixtures is presented and analyzed based on the classical Bjerrum-Fuoss-Kraus
approach. The probability distribution of interionic separation distances serves as
the basic quantity underlying the thermodynamics of the ion pair equilibrium in
solution. Its dependence on the binary solvent composition can be measured in
electrochemical and spectroscopic experiments, and it provides the unique and
essential information on the microscopic structure, stability, and kinetic behavior
of ion/solvent associates which are formed in such systems. The perspective of their
computer simulation by applying advanced technologies of recent computational
chemistry is illustrated by our studies and interpretation of the counterion effect in
the deactivation kinetics, which had been observed for the excited singlet state of
the cyanine dye in the toluene/dimethylsulfoxide mixture.

2.1 Introduction

The concept of electrolytic dissociation in solution is an essential element of the
chemical theory. In the aqueous solution, strong electrolytes dissociate almost com-
pletely. The properties of such systems are well established and fully understood.
On the other hand, the theory of electrolyte solutions, where the dissociation is
incomplete and the solute molecules are associated in a large extent, is more
sophisticated and requires further elaboration. In the present work, we consider the
background of this theory, discuss its present status, and illustrate the material by
some recent computations.
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Let us consider the dissociation equilibrium for the ion pair AB:

AB � A C B: (2.1)

Here A and B are ions (say, cation A and anion B) having opposite charges ˙Q of
the same magnitudeQ. The consideration of more complicated systems makes both
the presentation and notation more complicated but no enrichment in the basic ideas
is gained. As usually, the association constant is defined via concentrations of the
reactant and product ingredients (they are denoted as Œ: : :�):

Kass D ŒAB�

ŒA� ŒB�
: (2.2)

It is closely related to the degree of association, defined as

˛ D ŒA�

c
D ŒB�

c
;

c D ŒA�C ŒAB� D ŒB�C ŒAB� : (2.3)

The total concentration of pairs AB, both associated and dissociated, is denoted as c.
Although the majority of applications are addressed to aqueous solutions, the

studies of the equilibrated system (2.1) in nonaqueous media are of great interest.
A binary mixture of polar and nonpolar solvents conventionally serves as an instru-
ment for fine-tuning the solvent polarity (i.e., its dielectric permittivity ") in wide
extent by gradually varying the mixture composition. In such systems, the degree
of dissociation ˛ can be varied in its entire range 0<˛<1. The corresponding
association constants Kass may vary within 1–15 orders of magnitude. The pairs
AB, with large degree of association, exist in weakly polar and nonpolar solvents
even at the concentrations c which are rather weak. Strong interionic interactions
are responsible for the unusual properties which appear in such systems but are not
fully understood at the present time.

Theoretical investigations of electrolyte solutions, in which the degree of dis-
sociation varies within a wide range, were initiated and promoted by the classical
papers of Bjerrum [1] and Fuoss and Kraus [2] (BFK). This BFK theory, developed
from the thermodynamic approach, introduces as a basic quantity the effective
intrapair potential (i.e., the potential of mean force, PMF) W.R/, where R denotes
the inter-ionic separation within the pair (R D RAB). Another essential element
of this theory is the distribution function exp .�W.R/=kT / (where kT means the
Boltzmann factor), in terms of which the main thermodynamic properties of the
equilibrium (2.1) are formulated.

It should be noted at this point that the alternative theory of the associa-
tion/dissociation system (2.1) has been developed. It is based on the concepts,
which are, at the first glance, very different from those underlying the BFK theory.
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The associated state of the AB pair can be imagined as a collection of localized
chemical structures, including one or more solvent molecules as ingredients. The
sophisticated set of local equilibria mutually connects these local states. It is also
involved in the global equilibrium between all of the local states and the dissociated
pairs A C B. The kinetics of transitions between each pair of states is treated
in terms of the diffusion equations specially elaborated for treating ionic species
[3–7]. The interrelation between this kinetic treatment and the thermodynamic BFK
approach can be established. From the point of practical interest, the thermodynamic
methodology, based on the Boltzmann distribution with the PMF W.R/, is most
straightforward and advantageous. It is specially adapted for treating those systems
in which the ionic association effects dominate in the equilibrium (2.1). Henceforth,
we deliberately restrain the presentation by this method.

2.2 The Definitions and Notation for Basic Quantities

For the simplest case of structureless spherical ions, the isotropic PMF W.R/ is
defined as a function of interionic distance R:

W.R/ D G.R/�G.1/; (2.4)

where G.R/ is the Gibbs free energy of system AB immersed in the medium. It is
convenient to be expressed as

G.R/ D Ggas.R/CGsolv.R/: (2.5)

This is a sum of gas-phase and solvation components. The gas-phase part represents
a wide and deep potential well. Its attractive branch is mainly determined by the
Coulomb interaction, whereas the repulsive branch represents the van der Waals
interaction which will be assumed as a combination of two Lennard-Jones (LJ)
terms:

Ggas D �Q
2

R
C C12

R12
� C6

R6
: (2.6)

Here C12 and C6 are the conventional LJ coefficients, andQ is the absolute value of
the ion charge. The first repulsive LJ term is slightly screened by its second attractive
dispersion counterpart. The quantum-mechanical charge transfer effect is neglected
in this model.

The most simple representation of the solvation component reads

Gsolv D
�
1 � 1

"

��
const C Q2

R

�
; (2.7)
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where " denotes the dielectric permittivity. The const is R-independent; it therefore
disappears when the difference (2.4) is considered. The simplest version of the PMF
then becomes

W.R/ D �Q
2

"R
C C12

R12
� C6

R6
: (2.8)

Its long-range asymptotic behavior is determined by the first screened Coulomb
term.

In the general anisotropic situation, when r D rB � rA means the relative
position vector and the PMF is denoted as W.r/, the distribution function F.r/
is proportional to the nonnormalized Boltzmann probability function, i.e.,

F.r/ D 1

Z
exp

�
�W.r/
kT

�
: (2.9)

It is convenient to retain the one-dimensional representation by introducing
spherical coordinates r W .R; �; '/. In terms of the interionic distance R, the
probability density function is expressed as

F.R/ D 1

Z
P.R/I P.R/ D R2

�
exp

�
�W.R/
kT

��

�;'

; (2.10)

where h: : :i�;' means the integration over angular variables. The partition function
Z is defined as the integral

Z D
Z

V

exp

�
�W.r/
kT

�
d3r D

RmaxZ

0

P.R/dR: (2.11)

The total volume V D 4�R3max=3 contains both associated and dissociated pairs AB.
In a macroscopic system containing N pairs, it is spatially restrained because the
distributions under consideration are attributed to a single ion pair. In the isotropic
limit

P.R/ D 4�R2 exp

�
�W.R/

kT

�
: (2.12)

Function P.R/ is shown schematically in Fig. 2.1. Its first peak, generated by
the PMF well, is located in the same space region, whereas the second peak
is determined by the asymptotic square R-dependence. The minimum point RB ,
which conditionally separates these peaks, will be termed as Bjerrum radius. The
corresponding Bjerrum volume is V1 D 4�R3B=3. In the original work [1], the
expression RB D Q2=2"kT was assumed based on the model (2.8)–(2.12).
Alternative estimates were discussed and tested in subsequent publications [8–16]
because the underlying continuum solvation model was oversimplified. Typically,
the two peaks of the probability function are separated by a flat and long interval in
which W.R/=kT � 1. The explicit location of RB within this region has no real
significance.
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Fig. 2.1 Schematic
representation of the P.R/
function. The peak
distribution area is denoted as
Z1 and Z2. The radius Rmax

bounds the region where the
second peak is defined

Following the BFK theory, the association constant (2.2) is expressed as the
integral over the space surrounding the first peak of function P.R/:

Kass D Z1 D
Z

V1

P.R/dR D
RBZ

a

R2
�
exp

�
�W.r/
kT

��

�;'

dR: (2.13)

The final detailed expression contains the single-dimensional BFK quadrature
and is adapted for treating angle-averaged Boltzmann distributions. The appearance
of the lower integration boundary R D a follows the original BFK prescription. In
advanced treatments, when the PMF is properly defined, the integrand is suppressed
automatically for R < a, and accepting R D 0 for the lower boundary is equally
well relevant.

2.3 The Low Concentration Regime

The definition (2.3) for the ion pair concentration includes both associated and
dissociated pairs:

ŒAB� D c.1 � ˛/;

ŒA� D ŒB� D c˛: (2.14)

The equation for ˛ which follows from (2.3) reads

Kass D 1 � ˛

˛2c
: (2.15)
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Its solution is

˛ D 1

2Kassc

hp
1C 4Kassc � 1

i
: (2.16)

The limit of infinite dilution is formulated by means of the relations

c ! 0; ˛ ! 1; 1 � ˛ � 1;

Z D 1

c
: (2.17)

The expression for Z appears under conditions listed in the first line of (2.17).
This is derived below. The basic relation (2.13) becomes an immediate consequence
of (2.15) under conditions (2.17).

The extension of these asymptotic trends for the case of finite (but small)
concentrations is possible because, owing to the mass action law, the Kass is
a concentration-independent quantity. This conjecture works until the interpair
interactions remain so weak that the concept of concentration is valid and can
be applied without invoking the absolute activity a D �c. In other words, the
assumption � D 1 for the activity coefficient remains an acceptable approximation.
We call such situation “the low concentration regime” and consider it in more
detail. Within this regime, the product Z1c may not at all be small, although
the concentration is small by the definition. This corresponds to the case of
strong association with deep PMF wells. The partition function Z then becomes
a complicated function of c which can be derived from identities (2.14) as

Z D ŒAB�C ŒA�

ŒAB�
Z1 D Z1

1 � ˛ : (2.18)

Here ˛ is extracted from (2.16) with Kass D Z1. The asymptotic result (2.17) for Z
appears when c ! 0. In this way, the problem of finding the upper limit Rmax, when
Z is evaluated as the one-dimensional integral (2.11) (see Fig. 2.1), is avoided. If
desired, Rmax may be found as a root of the equation Z �Z1 D R Rmax

RB
P.R/R2dR,

where Z is given by (2.18). Because P.R/ � R2 for R > RB , the integral can
be approximated as 4�.R3max � R3B/=3. In accord with (2.18), the integral Z1 can
(depending on the ˛ value) contribute to the partition function in a larger or lesser
extent. The absolute values of the probability density F.R/ become available by
this means.

It is seen from (2.18) that Z decreases when ˛ falls down within its total range
0<˛<1. The maximum radiusRmax also decreases. If we denote as V0 D 4�R30=3

the volume per a single ion pair, i.e., V0 D 1=c, then

Rmax D R0 D 3

4�
c�

1
3 : (2.19)



2 The Distribution of Internal Distances for Ionic Pairs in Solvents. . . 25

2.4 The Formal Background for the BFK Approach

In the most general formulation, the ion pair AB is a compound composed of
individual particles, i.e., ions A and B. The equilibrated many-particle system (2.1)
(2N ionic particles in volume V ) is entirely determined by the configuration integral

LN D
Z

exp

�
�UN .ra1; : : : raN I rb1; : : : rbN /

kT

�
�

NY

aiD1
d 3rai

NY

bjD1
d 3rbj : (2.20)

The subscripts ai and bj label the coordinates r of ions Ai and Bj , respectively.
The notation can be simplified without damaging the essential conclusions by
introducing two extra conditions:

(a) Only two-particle interactions between different sorts of particles (A and B) are
included in UN . The pairsAiAj and BiBj with repulsive Coulomb interactions
are withdrawn. This allows for contracting the notation. The subscripts i , j can
now be dropped, whereas the meaning of remaining subscripts a, b is extended:
they serve for direct numbering of the particles A, B with the count a; b D
1; 2; : : : N .

(b) The elementary two-particle interactions are isotropic, i.e., UN is composed of
pair potentialsW.Rab/ where Rab D jra � rbj.

By this means, the many-particle potential UN reduces to

UN .Rab/ D
NX

a;bD1
W.Rab/; (2.21)

where W.R/ represents the PMF (2.8). The nonseparable potential (2.21) still
represents the multiparticle combination of interactions. Its further simplified
separable counterpart reads

UN .Rab/ D
NX

aD1; bDa
W.Rab/: (2.22)

The indices a and b are rigidly correlated in (2.22) which results in the separation of
the remaining variables. It is the approximation which underlies the BFK approach.
The counterion Bb with b D a remains as a single partner for the ion Aa. Only
isolated pairs AaBb .b D a/ with intrapair interactions W.Rab/ are counted.
The interaction between these pairs is neglected, and the pairs themselves are
non-correlated. The difference between potentials (2.21) and (2.22) determines the
interpair correlations which comprise the essentially multiparticle effects. It can be
said that Eq. 2.22 represents the ideal gas of ion pairs AB with an internal degree



26 M.V. Basilevsky et al.

of freedom Rab characterized by the interaction W.Rab/. The internal partition
function for a single pair, defined by (2.11), is related in this approximation to the
configuration integral (2.20) as

lnZ D 1

N
lnLN : (2.23)

Additional comments both in favor of approximation (2.22) [17, 18] and against
it [15, 16] can be considered:

(a1) This is indeed a reasonable approach for the short-range association region
(R < RB ). Once a pair AB is formed and its Helmholtz free energy is
A D �kT lnZ, its association with another pair would gain the free energy
excess that is much smaller in magnitude than A. Although the interpair and
intrapair van der Waals repulsion effects are similar, the intrapair attraction
effects are much stronger than the interpair ones. Firstly, the intrapair elec-
trostatic interaction is Coulomb-like, with distance dependence v1=Rab, but
the total distance dependence for the dipole-dipole interpair interaction decays
as v1=R3ab . Therefore, at interpair distances Rab , exceeding the sum of van
der Waals radii of A and B, which are only significant, the relative interpair
electrostatic contribution to the total stabilization effect is not large for a
double-pair aggregate. Secondly, the intrapair covalent binding, appearing at
short separations, additionally stabilizes individual pairs, but it is suppressed
at the level of the interpair interaction.

(b1) The argument of comment (a1) becomes doubtful as applied to the dissociation
region (R > RB ) where all short-range effects, both stabilizing and destabiliz-
ing, are exhausted. The existence of separated ions, rather than individual ion
pairs, is implied for the pertaining ensemble with the accompanying condition
W.Rab/=kT � 1. The potential (2.21), symmetric relative to the interchange
of pair interactions, appears to be the most relevant for this case.

Returning now to the BFK approach, we note that the comment (a1), which
is reliable, is accepted as its background, whereas the unfavorable comment (b1)
is safely avoided owing to the relation (2.18). This argument, based on the
mass action law, i.e., on the solid thermodynamic platform, covers implicitly all
necessary multiparticle effects and rigorously allows for eliminating their explicit
consideration in the dissociation region. The most essential statistical distinction,
which discriminates the identification and count of particles for the two regions,
is taken into account by applying Eqs. 2.15 and 2.16. The idea of independent
noninteracting ion pairs in the association region (the geminate pairs [19]) is
complemented by the concept of uncorrelated independent ions (i.e., of the ideal
gas of ions) in the dissociation region. Neglecting the interion interactions remains
the weakest point of the original BFK model.
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2.5 The Interaction Between Ions in the Dissociation Region

2.5.1 Cluster Expansions

The outlined above status of the BFK approach poses it as a model which combines
the ideal gas approximation for pairs AB, with the internal degree of freedom
Rab (in the association region), and the same approximation for isolated ions A
and B (in the dissociation region). By this means, its identity with the standard
thermodynamic treatment of dissociation processes is revealed [18]. As applied
to the ionic dissociation, the only doubt which remains concerns the long-range
Coulomb interactions. The peculiarity of ionic ensembles cannot indeed be ignored
because of the divergence problem which we discuss briefly below.

The multiparticle extension of the BFK approach has been developed [1, 13–
16, 20–25] mainly in the context of the Debye-Hückel (DH) theory. As a rule,
it is applied only to the dissociation region, where such correction is especially
desirable, whereas the application of the DH method is straightforward. The single
pair probability exp .�W.r/=kT / is substituted by the generalized pair distribution
function

g.r/ D exp

 
�W .r/
kT

!
(2.24)

with the standard asymptotic condition lim
R!1g.r/ D 1. The methodology for a

consistent treatment of g.r/ and the corresponding effective PMF W .r/ for the
general many-particle potential UN that appears in (2.20) is formulated in the
statistical theory. For the isotropic case, when g.r/ and W.r/ become functions
of the interionic distance R, we can proceed further with a contracted notation as
accepted below.

The ensemble of ions A and B with charges ˙Q and ionic concentrations ŒA� D
ŒB� D ˛c D cion are considered with 0 < ˛ < 1. The interactions between similar
ions are disregarded. We introduce these simplifications in order to adjust for the
model pairwise potential UN (2.21). The following expansions in powers of the
ionic concentration are established [26, 27]:

g.R/ D exp

 
�W .R/

kT
Œ1CO .Rjcion/�

!
;

�W .R/
kT

D �W.R/
kT

CO .Rjcion/ : (2.25)

The Helmholtz free energy A D � 1
N
kT lnL, where L is the configuration

integral (2.20), has the expansion (written again for the isotropic case)
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� �A

kT
D cion

2

1Z

0

4�R2
�

exp

��
�W.R/
kT

�
� 1

�	
dRCO



c2
�
;

A D AC�A: (2.26)

Here the zero-order free energy A represents the ideal gas (i.e., ions without
interaction) approximation. The correction terms O.Rjcion/ in (2.25) and O.c2/
in (2.26) represent further expansions in powers of cion:

O .Rjcion/ D
X

n�1
cnion‚n .R/ I O



c2
� D

X

n�2
cnionın: (2.27)

The explicit algorithms for finding the multiparticle coefficients‚n .R/ and ın (the
cluster graph techniques) are formulated [26–28]. Equations 2.25 and 2.26 reveal
and verify the important conclusion that in the infinite dilution limit c ! 0, the
multiparticle effects disappear and the simple description in terms of functions
W.R/ and exp .�W.R/=kT /, as accepted in Sects. 2.2–2.4, is legitimate.

A comment is required regarding the Helmholtz free energy A, which has
appeared here instead of the Gibbs free energy G, as used conventionally in other
places of this chapter (see Sect. 2.2). From the point of the rigorous derivation
[26–28], invokingA is most relevant in the context of relations (2.25) and (2.26). In
applications, which are addressed here, the slight distinction between A and G can
be ignored, and we retain the same notation W.R/ for the PMF appearing in (2.25)
and (2.26) and for its counterpart defined via Eqs. 2.4 and 2.7. The small discrepancy
may be included in the correctionO.c2/ in (2.26).

2.5.2 The Debye-Hückel Theory

The problem of systems with long-range Coulomb potentials stems from the
divergence of expansions (2.26) and (2.27). This can be immediately demonstrated
by considering the integral in (2.26) as an example. When R is large (R � RB ),
the PMF W.R/, defined as (2.8), provides the integrand which is proportional
to 1="R. Therefore, the integral diverges at its upper limit. The similar break-
down appears with terms ‚n .R/ and ın in (2.27). They represent complicated
sums of multiparticle integrals containing as integrands the product of functions
(exp

��W .Rab/ =kT
�1), with a; b D 1; : : : N , arranged in different compositions

(the cluster integrals). These integrals diverge at the upper limit. However, all
divergences would mutually cancel and ultimately disappear provided the total
amount of expansion terms with different powers cnion could be accurately collected.

The DH theory performs this collection idea at the approximate level. The initial
PMF W.R/ (2.8) is reformulated as [20]

W.R/ D C12

R12
� C6

R6
CWDH.R/C �.R/; (2.28)
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where

WDH.R/ D �Q
2

"R
exp

�
� R

RD

�
: (2.29)

The modified Coulomb term WDH.R/ now contains the exponential screening
factor which is tuned by the parameter RD (the Debye radius). The last term �.R/

in (2.28) represents extra multiparticle (cluster) potentials which cannot be captured
in terms of the DH approximation. Only numerical solutions for g.R/, provided they
are available [20], can serve for their explicit estimation. It is now readily seen that
the screened DH potential (2.29) produces no divergences. The same can be verified
for �.R/, but this term is neglected in the majority of applications. Altogether, the
main outcome of the modification (2.28) (restrained by dropping the term �.R/)
is the convergent expansion (2.26), which can be evaluated explicitly. The readily
accessible result with the closed expression for the first order term is [16,20,26,27]

� �A

kT
D 1

12�

V0

R3D
CO



�2
� D 1

9

�
R0

RD

�3
CO



�2
�
;

� D
�
R0

RD

�3
: (2.30)

Here � is the DH smallness parameter with R0 D .3=4�cion/
1=3 that represents the

effective radius attributed to the unit volume V0 D 1=cion. The expression for the
Debye radius RD reads [26, 27]

RD D
�

"kT

4�Q2cion

� 1
2

: (2.31)

The essential note is required about the choice of the effective concentration:
cion D ˛c where ˛ is the degree of dissociation and c is the total concentration of
ion pairs (see Eq. 2.19). This detail distinguishes V0 in (2.30) from the standard unit
volume, the inverse of the concentration c. According to Fig. 2.1, V0.ion/ D V2.
Returning to the conventional notation yields

� D 6Q3

s
�c˛

."kT /3
: (2.32)

The square root dependence on c˛ is the typical feature of the DH theory.
The correction introduced by O



�2
�

originates from the extra term �.R/, which
is neglected in (2.28), as well as from the linearization exp .�W.R/=kT / � 1 �
.W.R/=kT /, which is inherent to the DH approximation. Provided this correction is
disregarded, the expression for the ionic activity coefficient � immediately follows
from (2.15) and (2.30):

ln �2 D �1
9
�: (2.33)

It grows up as .c˛/1=2.
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Fig. 2.2 Activity coefficient
� as a function of ionic
strength I for 1:1 electrolyte
in water solution. Various
curves were obtained by
different versions of the
integral equation theory.
Reprinted from Ref. [20] with
kind permission of © The
American Institute of Physics
(1968)

2.5.3 When the Interaction Is Important?

We can test how the DH methodology works in real systems. For typical spectro-
scopic experiments, with cion D c˛ and c D 10�4 M, we obtain R0 D 160˛1=3 Å
and RD D 35"1=2 Å. The smallness parameter � is of order of 1 when ˛ � 1 and
" > 30, whereas for c D 10�5 M the solid estimate � � 1 is expectable. This
tentative example establishes the range of validity of the DH approach. However,
the DH correction in (2.30) is ��A=kT � 10�1 even for c D 10�4 M, which
is negligible in practice. Therefore, the “low concentration regime” (Sect. 2.3) is
most typical in spectroscopic applications, and c serves as a quantity which is
quite legitimate. The situation may appear different for electrochemical applications
with c � 10�1–10�2 M, although even in this regime the concentration variable
remains to be not without utility. As an example, Fig. 2.2 shows the results of several
computations, performed beyond the DH approximation, of the activity coefficients
in water solvent for the 1:1 electrolyte [20]. The dependence on

p
I (where the ion

strength I D c for the system under consideration) reveals that � value is reasonably
close to 1 for I < 0:5M.

We conclude that significant deviations from the ideal behavior are expected
only for electrolyte solution systems where � � 1, i.e., for those systems with high
concentrations of ions and low dielectric permittivity. Under so specified conditions,
the association of ions and ion pairs in more complex aggregates was predicted [29].
Ionic triplets ABA or BAB and pair dimers ABBA are observed experimentally
(see extensive reviews in Refs. [15] and [16]). In this way, the higher cluster terms
appearing in virial expansions (2.25)–(2.27) find their material incarnation.
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2.6 The Structure of Ion Pairs in the Associated Region

The definition of the boundary distance RB , separating the association and dissoci-
ation regions (Fig. 2.1), was originally formulated by Bjerrum [1] based on the most
primitive continuum solvation model. Alternative algorithms invoking microscopic
models of the solvent were considered by many authors [8, 10–16, 30, 31]. The
ion pair AB can combine with one or more solvent particles to form the so-
called “contact,” “solvent-shared,” “solvent separated” pairs, etc. [32,33]. Molecular
level simulations in support of this idea have been reported [34–37]. Each of such
aggregates is characterized by its own chemical structure, geometric parameters, and
other properties. In terms of them, the range of ionic separations bounded within the
association region may be specified. The contact distance (denoted as a) between
A and B and the cutoff distance (denoted as RB in the preceding text) serve as
the lower and upper integration limits in the BFK formula (2.13). By considering
these values as empirical parameters, a satisfactory fit of experimental association
energies can be gained in the frame of the BFK approach [12–16,38–40] within the
wide range of solvent polarity (see Refs. [15, 16] as the key reviews).

The original work by Fuoss and Kraus [2] may serve as a proper illustration.
Association constants for tetraisoamyl ammonium nitrate in dioxane/water mixtures
were measured and calculated in terms of Eq. 2.13 which was reduced to the one-
dimensional integral similar to Eqs. 2.11 and 2.12. The PMF (2.8) was reduced to
the single-screened Coulomb term �1="R bounded from below by the infinitely
high potential wall placed at R D a. The experimental values of Kass are listed
in Table 2.1, borrowed from this pioneering work, together with other relevant
information. Parameter a, i.e., the lower integration limit in (2.13), was selected
so as to reproduce the experiment. It remains constant for the whole range of
the solvent composition, which verifies the validity of the BFK approach. We
have added to this table the computed values of the degree of dissociation ˛

(corresponding to the solute concentration c D 10�4 M). It is seen that the whole
association/dissociation range is covered both by the experiment and the theory.

Table 2.1 Association
constants for tetraisoamyl
ammonium nitrate in
dioxane/water mixtures [2]

% Water " Kass, M�1 a, Å ˛.c D 10�4 M/

0.60 2.38 2:0 � 10�16 6.01 1:4 � 10�6

1.24 2.56 1:0 � 10�14 6.23 1:0 � 10�5

2.35 2.90 1:0 � 10�12 6.36 1:0 � 10�4

4.01 3.48 2:5 � 10�10 6.57 1:5 � 10�3

6.37 4.42 3:0 � 10�8 6.65 1:7 � 10�2

9.50 5.84 1:65 � 10�6 6.45 1:2 � 10�1

14.95 8.5 1:0 � 10�4 6.50 6:8 � 10�1

20.2 11.9 9:0 � 10�4 6.70 0.9
53.60 38.0 0.25 6.15 1
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Fig. 2.3 PMF profile for
aqueous NaCCl� system.
Reprinted from Ref. [43] with
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Fig. 2.4 The PMF profiles for benzene/DMSO mixtures. A–E label the solvent contents as the
DMSO molar fraction x: x D 0 (A); x D 0.1 (B); x D 0.2 (C); x D 0.5 (D); x D 1 (E). Reprinted
from Ref. [44] with kind permission of © Taylor & Francis Ltd (2011)

The refined empirical theory of this sort covers solution systems with higher
electrolyte concentrations c and lower dielectric permittivities ", i.e., with higher
value of parameter � in (2.30). As described in Sect. 2.5, such systems are expected
to involve ionic clusters [13–16, 29, 41, 42], whose appearance accompanies the
formation of isolated associated ion pairs AB. Altogether, the association region
represents a collection of diverse ion/solvent structures, more or less complicated,
which coexist within a sophisticated and mobile equilibrium.

Recent molecular simulations provide new and valuable information on this
issue. A shallow local minimum with the barrier height of 1–2kT appears on the
PMF profile calculated by a number of authors for the NaCl pair in water solvent.
Figure 2.3 [43] demonstrates a typical example of such computation. Figure 2.4 [44]
is another example which extends the study for a number of solvent mixtures
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with varying polarity. The system considered is ClCCl� pair dissolved in the
benzene/dimethylsulfoxide (DMSO) mixture. The solvent composition, measured
as a molar fraction of DMSO, is denoted as x, which changes in a wide range. The
virtual particle ClC in this model computation has the same LJ parameters as Cl�,
for which the coefficientsC12 andC6 in Eq. 2.8 are well defined. Several conclusions
can be inferred from this computation

(a) Broad and extremely deep PMF wells appear in solvents with low " values. The
minimum depth value is ca. 30 kcal/mol for pure benzene (x D 0) with " D 2:2.

(b) A molecular simulation, based on a reliable force field, reveals uniquely the
lower integration limit for Eq. 2.11, i.e., the contact distance a.

(c) Being inserted in the BFK Eq. 2.11, the distribution function P.R/ (Eq. 2.10)
establishes the total size of the association region in the case when the depth
of the PMF well is sufficiently large (say, > 10 kT). For such wells, when they
are broad and deep (say, for x < 0:5), the peak of P.R/ is extremely high and
narrow. The integration around its maximum position in many cases defines
the values of association constants, whereas the contribution coming from the
wings of P.R/ is negligible. This is why the explicit choice of the integration
limits a and RB does not matter much.

(d) The wavy PMF profiles visualize the molecular structure of solvation shells in
the vicinity of AB pairs. They transform into small local wells, separated by low
barriers from the external (dissociation) region (see Fig. 2.3 and the profile for
x D 1 in Fig. 2.4), which is typical for highly polar solvents (x > 0:2). No real
energy barriers occur on the steep background attractive slopes of broad and
deep Coulomb-like wells, appearing at lower DMSO concentrations (x < 0:1).
Computations show that the remainder of smeared wavy structure makes little
impact during the computation of the association constant.

(e) For the case of local PMF wells surviving in the hight-polarity solvents
(x >0:2), and displaying a pair of clearly distinguishable minima and the barrier
between them, the idea of the underlying individual chemical structures makes
sense. This, however, has no serious consequences because the dissociation of
AB pair is almost complete (˛!1) in such situation even for the pair concen-
trations c of order of 1 M. This signals that the depopulation of associated states
is almost complete.

It follows from the present discussion that the theoretical treatment of the associ-
ation region in terms of the PMF and the pertaining single peak distribution function
P.R/, which is actually available via an advanced continuum-level computation of
the solvation free energy, may be often acceptable for a practical application. The
multitude of mobile and vague local molecular structures can often be captured by
means of such treatment. This one-peak description will be used henceforth in the
remainder text of the present article.

The statement (e) should, however, be formulated with more caution. It assumes
that the consideration of the single main distribution peak, associated here with
contact ion pairs, is always sufficient in practice. An opposite opinion may arise
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when one compares the two alternative theories of the ion pair dissociation, namely,
the present thermodynamic BFK approach and the alternative kinetic approach,
based on the diffusion theory [3–7]. The so called cage effect [19], implying the
complicated diffusion kinetics in the association region, is an essential element
of the diffusive treatment [45, 46]. This phenomenon, observed experimentally as
the influence of the magnetic field on the recombination kinetics of radical and
ion-radical pairs, could be as well included in the thermodynamic approach by
the assumption that the presence of the second (i.e., the solvent-separated) PMF
well serves as its natural origin. Provided this is so, the presence of the second
distribution peak in the association region is definitely observable, at least via the
studies of the diffusion kinetics [47–49]. Probably, it could also be revealed by
precise studies of how dissociation degree varies between its limit values ˛ D 1

and ˛ D 0. Fine-tuning of ˛ in its transition region can be provided by a
smooth variation of the binary solvent composition (see Table 2.1). The transition
interval of ˛ variation is especially sensitive to the presence of the second peak,
which is expected to disappear rapidly but steadily in this region. Unfortunately, a
quite reliable computational studies of this fine effect are not available at present
because they require a complicated combination of the quantum-chemical and
MD simulation techniques during the 3D integration procedure (2.11), which is
obligatory for the computation of ˛ as a function of the solvent composition. In
our computations reported below, a continuum solvent treatment was applied for
this purpose, and the second peak effect is certainly missing in such procedure.

2.7 Advanced Computations for Real Systems

A lot of computations of association constants (2.13) are reported in the literature.
Many of them are mentioned in Sect. 2.6. Additional references [50–52] deal with
the solute ion pairs which represent really complicated chemical systems. The
common feature of all these theoretical studies is the oversimplified electrostatic
PMF (2.8) in which the short-range (LJ) part is reduced to a Heaviside step function
with the step boundary R D a determining the lower integration limit in the BFK
integral (2.13).

Recent computational technologies allow for essentially improving the treatment
of W.r/. The following refinement elements are available at the present time:

(a) The quantum-mechanical short-range interaction effect (the interionic charge
transfer) is explicitly included in terms of a quantum-chemical calculation. It
involves partial covalent binding between ions A and B.

(b) The solvent-modulated Coulomb interactions, treated by means of the com-
bined MD/continuum approach, take into account the nonuniform medium
effects, which always appear in binary solvent mixtures. The origin of such
phenomenon is the strong electric field created by the solute particle, provided
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Fig. 2.5 Structure of the TCCI ion pair. Ethyl fragments (C2H5—) denoted as broken lines are
attached to the nitrogen atoms. The positive charge is distributed symmetrically over the cation

it is charged or polarized. As a response, the polar component of a binary
solvent accumulates in the vicinity of the ion pair or its ionic fragments, which
results in the position dependence of the solvent composition and the dielectric
permittivity " D ".r/. This changes significantly the simple Coulomb potential
in (2.8) screened by the constant dielectric permittivity ". The advanced
continuum methodology properly treating such effects is described [53–55].

(c) Typical organic ion pair solutes appearing in applications loose the double-
spherical symmetry inherent to inorganic salts AB where A and B are either
monoatomic ions or can be treated as spherical particles at least approximately.
The immediate result appears as an anisotropy of the interaction coordinate r in
Eq. 2.9, which requires the explicit three-dimensional (3D) computation of the
integral (2.13).

All such complications, which are technical but important, are illustrated below
using the organic dye molecule thiacarbocyanine iodide (TCCI) as an example.
The advanced computation performed for this molecule [56, 57] was required in
order to rationalize the measurements of its fluorescent decay kinetics in the mixed
toluene/DMSO solvent [58]. This explains why the excited S1 state of the TCCI
is the main object considered below. The resulting interpretation is described in
Sect. 2.9.

Figure 2.5 here illustrates the structure accepted for the first excited singlet state
of this molecule. It is composed of the two planar heterocyclic fragments connected
by the three-center polymethine bridge. The origin of the coordinate frame (pointO)
is located at the central carbon atom of this bridge. Axes Ox and Oy define the
plane of the Fig. 2.5 in which the aromatic cycles are disposed. The rigorously
symmetric configuration with the symmetry plane xOz is postulated below. The
geometry of its excited state was optimized, based on the TDDFT computation [59],
under this symmetry condition. As follows from the analysis of quantum-chemical
and solvation studies, theOx axis represents the direction of the energetically most
favorable approach for the ions.
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2.8 The Thiacarbocyanine Iodide (TCCI) in Its Excited
S1 State: The Overview of PMF Computations

2.8.1 The Computational Scheme

The computation of association constants for the cyanine dye system CyCI�
(thiacarbocyanine iodide, TCCI) was performed for the series of mixtures toluene/
DMSO [56]. The excited S1 state of this chromophore molecule was considered.

For its PMF computation, the usually applied classical force field (2.8) proved
to be inefficient. This is illustrated by Fig. 2.6, where three gas-phase PMF profiles
drawn along the Ox axis are shown.

Profile A was found by means of a high-level quantum-chemical computation
(CC2 [60]). It is considered as a benchmark for other more simplistic approaches.
Profile B represents the polyatomic molecular-mechanical potential, the counterpart
of the approximation (2.6):

Wgas.r/ D
X

i

�qi jq0j
Ri0

C C i0
12

R12i0
� C i0

6

R6i0
; (2.34)

with indices “i” labeling atomic sites of the cation CyC and index “0” belonging
to the iodine anion. Partial electrostatic charges qi , q0, the interatomic distances
Ri0, and the corresponding LJ coefficients C12 and C6 are involved in this primitive
computation. The charges qi were found in a gas-phase CC2 computation for the
isolated CyC, whereas q0 D �1.

The so computed PMF is indeed a poor approximation. The important quantum-
mechanical charge transfer effect observed in the CC2 computation at short
interionic distances (the contact pair) is totally missing in (2.34). The result of this
drawback appears as a large error in the depth of the PMF minimum (ca 10 kcal/mol)

Fig. 2.6 PMF profiles for the TCCI along the Ox axis. Reprinted from Ref. [56] with kind
permission of © The American Institute of Physics (2011)
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and its position (the global minimum is located outside the Ox axis in the xOz
plane, i.e., the true profile B in Fig. 2.6 goes beyond the global classical minimum,
as predicted by (2.34) [56]).

Profile C provides a preliminary illustration of the strong solvation effect. It
was calculated by CC2 with the implicit account for the solvent reaction field
(DMSO, dielectric permittivity " D 46:8) within the COSMO dielectric continuum
approximation [61]. Owing to the intensive dielectric screening, the free energy
minimum point has raised by 75 kcal/mol. The depth of the remaining potential
well does not exceed 5 kcal/mol.

It is impossible to perform the 3D integral (2.13) based on the CC2 approach even
for the gas-phase component of the PMF. This is why we invoked the semiempirical
RM1 quantum-chemical computation [62] as an available alternative for capturing
the charge transfer effect. The RM1 was selected among other semiempirical
procedures after several trial tests. In the vicinity of the PMF minimum, the position
of the RM1 potential and its shape reproduce tentatively their CC2 benchmark
counterparts. This is seen from Fig. 2.6. Based on such preliminary consideration,
we formulated the most realistic strategy for 3D PMF computations as the following
prescription:

W.r/ D �
Wgas.r j RM1/�Wgas.r0 j RM1/CWgas.r0 j CC2/CWsolv.r/:

(2.35)

It shifts down the RM1 gas-phase potential in order to combine as closely as possible
its minimum with the CC2 benchmark. Here r0 means the gas-phase CC2 minimum
position, shown in Fig. 2.6, which corresponds also to the global 3D minimum as
found in numerical tests. This PMF is certainly too flat, but the wrong asymptotic
behavior at the wings of this profile is neutralized, at least partially, by the cutoff at
R D RB , which is imposed by the upper bound of the integral (2.13). The solvation
term in (2.35) was computed in terms of the advanced continuum model [44,54,55].

2.8.2 The Resulting PMF Profiles

More refined solvation curves were also constructed in one dimension along theOx
axis. Here the CC2 gas-phase profile A can be used instead of the first term of (2.35),
contained in square brackets:

W.r/ D Wgas.r j CC2/CWsolv.r/: (2.36)

The so obtained PMF profiles are displayed in Fig. 2.7 for a variety of
toluene/DMSO solvent mixtures. The range of solvent composition 0:03 < x < 1

(i.e., the molar percentage of DMSO varying from 100% to 3%) is established by
the conditions of the experiment considered for the interpretation in the following
Sect. 2.9. The remarkable comment, which is important, is the notion that the spatial
positions of the PMF minima remain practically constant over the whole range of
the changing DMSO contents.
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Fig. 2.7 One-dimensional PMFs along theOx axis for different DMSO concentrations x. Eq. 2.36
is applied; x varies upwards from 0 to 1 as x = 0, 0.03, 0.07, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0. Reprinted
from Ref. [56] with kind pemission of © The American Institute of Physics (2011)

The computations of association constantsKass were done by performing the 3D
integral (2.13). The PMF functionW.r/ was found in terms of the algorithm (2.35).
The results are listed in Table 2.2. It contains the valuesKass so determined and the
related quantities, which are useful for the analysis of these results. The percentage
of the DMSO given in the first line is denoted as x below. In the association free
energies, defined as usually

�G0
ass D �kT ln ŒKass � C0� ; (2.37)

the standard concentrationC0 D 1M is applied in order to cancel the dimensionality
of the association constant.

The results of the straightforward 3D integration of the first peak of the
distribution function P.r/ can now be extended in order to investigate its shape
characteristics. The corresponding PMFs W.r/ are examined in Fig. 2.7 in detail
in a single dimension directed along the Ox axis. Their minima are located on
this line within a small interval (less than 0.1 Å) around R0 D 4:25Å. This means
that the impact of the medium variation on the value of the minimum position R0
can be considered as negligibly small. The average shift relative to the gas-phase
PMF minimum (R0 D 4:2Å, see Fig. 2.6) is also quite small. We assume now that
the first peak components of the 3D probability distributions (see Fig. 2.1) can be
approximated as isotropic sharp and narrow Gaussian peaks, denoted as P1.R/

P1.R/ D Z1b.R/I b.R/ D 1

�
p
2�

exp

"
�1
2

�
R � R0

�

�2#
: (2.38)

Here b.R/ are normalized Gaussian functions. The normalizing factor Z1 is
visualized in Fig. 2.1. The positions R0 and half-widths � can be found as the
pertaining moments:



2 The Distribution of Internal Distances for Ionic Pairs in Solvents. . . 39

Table 2.2 Association constants Kass and related parameters computed for the TCCI

x 0.0 0.03 0.07 0.1 0.2 0.4 0.6 0.8 1.0

R0, Å 4.361 4.565 4.566 4.567 4.568 4.569 4.570 4.570 4.571
� , Å 0.1045 0.1344 0.1353 0.1357 0.1364 0.1371 0.1375 0.1378 0.1379
Kass;M�1 1:8 � 1020 1:2 � 1014 5:3 � 1010 1:0 � 109 1:9 � 107 3:2 � 105 4:6 � 104 1:4 � 104 6:3 � 103
�G0ass, kcal

mol �27.62 �19.20 �14.62 �12.93 �9.93 �7.50 �6.35 �5.66 �5.18

R0 D 1

Z1

Z

V1

R exp

�
�W.r/
kT

�
d3r;

�2 D 1

Z1

Z

V1

.R �R0/2 exp

�
�W.r/
kT

�
d3r: (2.39)

The results of the integration are also listed in Table 2.2.
The basic observation is that 3D peaks are slightly shifted, relative to the one-

dimensional (1D) R0 values, along the Ox axis. The variation of R0 as a response
to the medium composition x remains again negligibly small. The half-width �
values can be also considered as constant ones within the whole x range.

It can be concluded that the shapes of averaged distributions P1.R/ are quite
insensitive to the variation of the medium composition. Intuitively, this observation
can be understood in terms of the concept of the “dielectric enrichment” [63], which
suggests that the local solvent environment in the close vicinity of a solute mainly
consists of the polar solvent component. For the case of spherical ions, that effect
was verified by direct MD simulations [53,54] which have demonstrated that the first
solvation shell of a ionic solute in benzene/DMSO mixtures included exclusively
DMSO molecules within a wide range of the solvent composition x down to quite
low percentage of the DMSO. The deviation of R0 and � values, observed for pure
toluene (x D 0 in Table 2.2), from those found for other solvent compositions
(x > 0), becomes understandable under this notion.

2.9 The Decay Kinetics of the TCCI in the First Excited State

2.9.1 The Kinetic Scheme

This investigation has been performed [57] for the purpose of interpretation of
spectroscopic experiments in which the quantum yields for several decay channels
were measured for the singlet S1 states of the two dyes: trans TCCX (or CyCX�)
with counterions X� = I� or Cl� [58].

For the case X� = I�, the kinetic scheme to be considered is shown in Fig. 2.8.
The four arrows denote four decay processes, namely, the fluorescence, the inter-
combination ST conversion, the trans-cis isomerization, and some other undetected
processes (most possibly, the radiationless internal conversion). The pertaining rate
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Fig. 2.8 Scheme of degradation channels for the TCCI (its first singlet state) in the toluene/DMSO
mixtures

constants and quantum yields are denoted as ki and 'i , i D 1 � 4. For this
combination of photophysical and photochemical transformations, the kinetics has
been studied in the mixture toluene/DMSO with the solvent composition x varied
between x D 1 down to x D 0:03 [58]. Figure 2.9a, b illustrates the results found
for the TCCX cases with counterions I� and Cl�, respectively. Note that process 2
(the ST transition) is practically absent in the second case of the chlorine anion.

In Fig. 2.9a, b, the experimental values of quantum yields 'i [58] appear as dots
corresponding to different values of the solvent composition x. For the chlorine
counterion in the solvent of weak polarity (x � 1), the yield '1 (the fluorescence)
increases weakly while x falls down. In the case of the iodine counterion, the same
process is strongly suppressed in the medium of low polarity. The isomerization
quantum yield '3 demonstrates the similar trends. For CyCI�, the decrease in '1
and '3 is balanced by the strong increase of '2 (the ST transition, i.e., this process
is absent in the CyCCl�).

The natural guess on the origin of this effect involves the idea of the relativistic
heavy atom effect as promoted by the iodine ion, which generates ST transitions
facilitated by the spin-orbital interaction. However, the understanding of how and
why the quantum yields depend on the solvent composition is a more delicate
matter. The work described here [57] is addressed for clarifying this issue. It applies
the microscopic computation considered in Sect. 2.8. The calculated there function
F.R/ [56] serves as an efficient tool for reaching the desired objective.

2.9.2 The Distribution Function

The distribution function F.R/ exists under the condition that the total solution
system is equilibrated. The equilibrium is perturbed by the decay reactions which
proceed according to the scheme shown in Fig. 2.8, but it is regenerated owing to the
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Fig. 2.9 Quantum yields for different decay channels of TCCX as functions of the solvent
composition x. (a) The experimental (dots [58]) and computed (full lines [57]) results for CyCI�.
(b) The experimental results for CyCCl�. Reprinted from Ref. [57] with kind permission of
© The American Institute of Physics (2011)

relaxation processes via the spatial diffusion of the counterions and the orientational
reorganization of their solvation shells. The basic assumption, which underlies the
present approach, postulates that the relaxation processes are much faster than the
decay ones. Under this condition, the local values of rate constants ki .R/ and
quantum yields 'i .R/ (see Fig. 2.8) can be introduced as functions of the interionic
separation R. The possible anisotropic nature of the decay processes is neglected.

Then the average (i.e., observed) quantum yields for different decay channels can
be expressed as

h'i i D
1Z

0

ki .R/

4P
jD1

kj .R/

F.R/dRI i D 1 � 3: (2.40)

Actually, only three first channels are involved because the last one (i D 4) is fixed
by the condition

P4
jD1 'j .R/ D 1.
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At this point, a reasonable but simple assumption on the R-dependence of
kinetic constants in (2.40) is in order [57]. According to this prescription, the rate
constant k2 (the ST transition) decreases with the increase of R and vanishes at
large separations. The rate constants k1 and k3 increase and reach their asymptotic
values k01 and k03 when R is large. Their profiles along R were represented by
Morse curves. By this means, the width of the limited region, where the variations
of ki .R/ are significant, is governed by the exponent parameters �i (i D 1 � 3).
Only dependencies of such kind proved to be successful for the interpretation of the
experimental data. They are as well understandable from the physical argumentation
stating that the exponential changes at short separations can be naturally attributed
to the effects of overlap between the wave functions of the partner ions.

The asymptotic values k0i were assumed to be equal to the same constants
observed in pure DMSO:

ki D k0i D k0i .DMSO/; i D 1; 3; 4: (2.41)

A special structure of the distribution F.R/ is now utilized:

F.R/ D .1 � ˛/b.R/C f̨ .R/: (2.42)

Here b.R/ and f .R/ represent normalized to unity probability distributions for
the first and second peaks appearing in Fig. 2.1. The representation (2.42) follows
from (2.18). The parameters for b.R/ are listed in Table 2.2. No such specification
is required for f .R/ (except for the normalizing condition

R
f .R/dR D 1)

because the asymptotic values (2.41) are R-independent. Thereby, the final result
for quantum yields is obtained as

h'i i D .1 � ˛/

1Z

0

bi .R/'i.R/dRC ˛'0i ;

'i .R/ D ki .R/

4P
jD1

kj .R/

; i D 1 � 3;

'0i D k0i
4P

jD1
k0j

; i D 1; 3; 4I '02 D 0: (2.43)

The suggested computational scheme leaves undetermined four kinetic parame-
ters, namely, k2=k4, �1, �2, �3. The values k2 and k4 are defined at R D 0. It was
shown [57] that only ratios of kinetic coefficients are involved in the computation,
so we can select k4 as a rate unit.
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Table 2.3 The dependence of the fitted peak parameters on the solvent composition x

x 0.03 0.07 0.1 0.2 0.4 0.6 0.8 1.0

R0, Å 4.565 4.679 4.799 5.189 5.189 5.189 5.189 5.189
˛ 2:8 � 10�5 1:4 � 10�3 0.01 0.07 0.42 0.74 0.89 0.94

2.9.3 The Fitting Results

The parameter optimization results in the data listed in Table 2.3. The Gaussian
approximation (2.38) and (2.39) accepted for the normalized distribution b.R/
characterize, according to (2.42), the first peak of the total distribution function
F.R/. As already noted, the direct evaluation of the Gaussian parameters R0 and
� [56] has revealed their insensitivity upon the variation of the solvent composition.
For all experimental points specified in Fig. 2.9a, they proved to be practically
identical. With this unexpected outcome, the available derivation of the dependence
of quantum yields h'ii on the solvent composition becomes entirely controlled
by the changes in dissociation degree ˛. Such straightforward procedure is not
sufficiently flexible for a properly smooth description of the experimental data in the
transition region. The result of the computation appears as a sharp stepwise change.
The desired smooth variation of ˛ could only be gained under the condition that
the positions R0.x/ of the Gaussian peaks are allowed to vary as fitting parameters.
The directly calculated value R0 D 4:57Å [56] can be, without any inconsistency,
attributed to x D 0:03 (point 1 in Fig. 2.9a), but for the other x values, the R0
positions must be detected via empirical fitting. In such a way, theR0 values listed in
Table 2.3 were obtained. Their fitting is actually required for three next points 2–4,
corresponding to x D 0.07, 0.1 and 0.2. For the larger values of x, the same upper
limit R0.0:2/ D 5:19Å can serve without problems. Here the ˛ values are close to
1 and the fitting results are insensitive to a variation ofR0 in a wide range. Note that
the calculated from the PMFs constant value � D 0.136 Å [56] was throughout used
in the fitting computations.

Thereby, the result of satisfactory reproducing the experimental quantum yields
could be obtained [57] at the expense of treating three extra values (R0.0:07/,
R0.0:1/ and R0.0:2/) as adjustable parameters. Simultaneously, the fitting proce-
dure provided four regular kinetic parameters, specified after Eq. 2.43, as

k2=k4 D 1:3 � 103; �1 D 0:90Å
�1
; �2 D 5:73Å

�1
; �3 D 0:48Å

�1
: (2.44)

2.9.4 Discussion

The algorithm for computing the spatial distribution function F.R/ (Eq. 2.42) has
been elaborated for ion pairs dissolved in mixed solvents. It requires a prelimi-
nary preparation of the PMF W.r/ based on the quantum-chemical computation
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combined with the advanced dielectric continuum theory [56]. For an organic ion
pair of complicated structure (the TCCI dye) in the binary toluene/DMSO mixture,
the 3D distribution exp.�W.r/=kT / was computed and averaged to give F.R/.
On this basis, the rational interpretation of the nontrivial counterion effect observed
experimentally in photochemical kinetics of the TCCI (in the S1 state) decay is
formulated.

The results cannot be qualified as totally successful. The methodology we have
applied seems to be insufficiently flexible and sensitive for completely revealing
the impact of the solvent composition on the distribution function. This seeming
deficiency contaminated its computation by extra fitting parameters reducing the
reliability of the interpretation. Several reasons for such failure can be considered.
Firstly, we cannot, indeed, eliminate the methodological drawbacks, which possibly
appear in the dielectric continuum treatment of the observed fine solvation effects.
For instance, the alternative molecular simulation predicts the oscillating behavior
of the PMF profiles in the close vicinity of a solute particle, which is smeared
and cannot be reproduced via the continuum treatment. On the other hand, the
parameters of F.R/ (i.e., the peak position R0 and its variance �2), found within
the continuum approach, were qualitatively confirmed in the specially arranged MD
simulation. This is why the different explanation, which is not addressed to the
methodology of the F.R/ computation, may be as well legitimate. The guess is
prompted by the simplifying assumption inherent to the kinetic model suggested by
the parametrization of rate coefficients ki .R/. It discards totally their orientational
specificity involved in the decay kinetics. For an intricate organic structure, like
the TCCI (in the S1 state), the expectable anisotropy of ion pair configurations,
provided it is neglected, can result as spurious solvent dependencies of F.R/, i.e.,
those effects observed in our calculations.

Given this latter comment, which is obvious, let us return to the problems specific
for the continuum-level computation of the solvation free energy [44,54,55]. Based
on Eq. 2.35, the total PMF was specially fitted in order to reproduce the benchmark
MD profile of the same PMF. The total shape was reliable, whereas the position
and the depth of the global potential minimum were always determined quite
accurately. However, the wavy structure of the PMF profiles (see Figs. 2.3 and 2.4)
was inevitably lost in continuum computations (see Fig. 2.7).

As discussed in Sect. 2.6, the small second peak always appears in MD profiles
specific for polar solvents (water and DMSO). It fully dissipates in the nonpolar
solvents (benzene and toluene), but its disappearance proceeds steadily when the
proportion of the polar component decreases gradually in the solvent mixture.
Following the terminology of local solvent structures (Sect. 2.6), we can consider the
main (permanent) PMF peak and the accompanying (gradually disappearing) peak
as a contact and a solvent-separated ion pairs, respectively. Taking into account such
fine structure, inherent to the association region of ion pair configurations, could be
an extra factor to increase the flexibility of computations implemented in treating the
probability distribution F.R/ (2.42). The general comment on this point is given at
the end of Sect. 2.6. With such a refinement, function b.R/would appear, depending
on the solvent composition, as a variable combination of two peak components,
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with the second one gradually disappearing. Unfortunately, the straightforward MD
simulation is too laborious for being included in the 3D integration procedure,
while the present version of the continuum approximation cannot allow for detecting
this effect.

2.10 Conclusion

In the present work, the ionic equilibrium (2.1) was analyzed in terms of
the interionic PMF W.r/ and the corresponding probability density F.R/ D
R2

Z

D
exp

�
�W.r/

kT

�E

�;'
which represents the distribution of interionic distances R.

This general approach is expected to be reliable for a practical implementation
provided the PMF is calculated with due precision. In applications, it may be more
convenient and universal than the alternative treatment of ion pairs in solution in
terms of equations of the diffusion theory [3–7].

The details of the PMF structure are especially important for treating the short-
range association region R < RB . The customarily applied primitive molecular-
mechanical potential (2.8) should be refined by considering several more sophisti-
cated effects.

(a) Partial covalent binding (the interionic charge transfer)
(b) The nonuniformity of solvent composition and its dielectric properties arising

in binary mixtures of polar/nonpolar solvents in the vicinity of an ion pair solute
(the so-called dielectric enrichment effect [63])

(c) The PMF anisotropy which must be taken into account for the majority of real
solute systems composed of nonspherical organic cations and/or anions

Inclusion of these effects in the treatment of the PMF requires an extra
computational effort, which is significant. So, item (a) implies performing a
lot of quantum-chemical computations at a reliable level. For treating item (b),
the molecular simulation is the most solid but costly approach. The advanced
dielectric continuum solvent model [53–55] can be also applied. It is specially
adapted for treating the pertaining anisotropy effects, being much more appropriate
computationally than the alternative molecular level (say, MD) calculation. Item (c)
implies performing straightforward 3D integration according to Eq. 2.11, which is
not an ordinary task under the condition that items (a) and (b) are incorporated.
Such advanced program was tentatively covered using the TCCI as a representative
example [56], which is briefly described in Sect. 2.8.

With the details extracted at the stage of items (a) and (b), the PMF usually
acquires fine structure appearing as a set of shallow local minima which accompany
the main global minimum created by a competition of Coulomb and LJ forces
inherent to the primary potential (2.8). Such a complication, specific for the
associated region of ion separation (R < RB ) in a polar solvent, finds its counterpart
in the diffusion theories, which reveals in this context as the kinetic cage effect
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[47–49]. The so arising wavy structure of PMF profiles reproduces itself as several
peaks in the 1D distribution function F.R/. As discussed in the concluding remarks
of Sects. 2.6 and 2.9, the effect of accompanying secondary peaks, which is
suppressed steadily when the polarity of a solvent is gradually decreasing, may
be discovered by studying the composition dependence of several experimental
observations performed in binary solvent mixtures.

For the long-range dissociation region R > RB , the screened Coulomb interac-
tion �Q2="R remains as a single essential PMF component. This allows one to treat
successfully the dissociated ion pairs as an ideal gas of separate ions (no interaction),
provided the concentration c of pairs is sufficiently low. Such an approximation is
legitimate in spectroscopic experiments (c < 10�2 M). For higher concentrations
(c > 10�2 M) of ion pair solutions, no other methodology than the DH theory is
available at present for treating the ionic interaction within a practically available
implementation.

It is important to emphasize that even in dilute solutions, typical for spectroscopic
applications, nontrivial effects may become quite visible when the association
constants become large (Kassc� 1). This condition implies a small dissociation
degree (˛� 1). It is typical for solvent mixtures of low polarity ("<10 � 15),
containing a small proportion (< 20%) of the polar component.

Up to this point, the probability function F.R/ was exclusively considered as a
source for a computation of association constants Kass. However, the scope of its
application is more rich. Section 2.9 gives an example of how it can be extended.
When Kassc� 1, the degree of dissociation ˛ provides, according to Eq. 2.18,
an important extra information required for a proper normalization of F.R/. The
absolute values of this function in the association region become available by this
means which may found numerous applications. The competition of different decay
channels contributing to the deactivation kinetics of the excited state of an organic
dye, and its dependence on the composition of the solvent mixture, is the single
particular example existing at the present time. Its extension in various research
directions can be anticipated. This promising combined branch of experimental and
computational chemistry deserves a further elaboration.
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Chapter 3
Digraphs in Chemistry: All Possible Structures
and Temperature-Dependent Distribution
of Water Clusters

Misako Aida, Dai Akase, Hideo Doi, and Tomoki Yoshida

Abstract Graphs, digraphs, and rooted digraphs play important roles in chemistry.
We present a graph-theoretical procedure to generate all the topology-distinct
structures for water clusters. The NVT ensemble of water clusters is divided into
the configurational subsets, which correspond to the topology-distinct hydrogen-
bonding patterns, and the relative molar Helmholtz energies of the hydrogen-
bonding patterns are evaluated. The method is based on the combination of standard
Monte Carlo techniques with defined hydrogen-bonding patterns. The structure
distributions of water clusters at finite temperatures are presented on the basis of
the hydrogen-bonding patterns instead of the inherent structures. The thermody-
namically favored structures of water clusters are presented. A list of new potential
energy functions for water is given. An assessment of potential energy functions
for water is also presented. A rooted digraph is used to represent the features of
protonated water clusters. From detailed investigation of the structural patterns
obtained, several restrictions which should be satisfied in the stable structures of
protonated water clusters are found. The generated hydrogen-bonding matrices of
the restrictive rooted digraph are used as the theoretical framework to obtain all the
local minima on the potential energy surfaces of those protonated water clusters
using ab initio molecular orbital and density functional theory methods.

3.1 Introduction: A Historical View of Graphs in Chemistry

When and how did the connection begin between chemistry and graph theory? In the
1870s, the mathematician Cayley [1] used graph theory to solve a problem concern-
ing the number of isomers of chemical compounds. He investigated CnH2nC1OH in
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the cases where n was from 1 to 6. He compared the numbers of known isomers and
the numbers of the possible isomers. He noticed that there were some isomers which
had not been found. This was the first encounter of chemistry with graph theory. If he
had not realized that, we would not have been able to understand how many isomers
may exist in chemical compounds. The number of isomers that has been observed
does not tell us the number of possible isomers. Experimental methods may not be
available by which all isomers can be observed. By means of graph theory, we can
obtain the maximal number of isomers. To clarify the limits of possibility is very
important in chemistry.

Chemists have used graph theory as criteria to determine the properties of
chemical compounds, but this is not recognized by most chemists. In 1947, Wiener
[2] investigated the relationship of boiling points with structures for paraffin. In
1971, Hosoya [3, 4] investigated the relationship of boiling points with structures for
octane. Although their investigations were not such that they could explain the origin
of the phenomenon, they were epoch-making works. This is because they were
aiming at property prediction. They pointed out that once we know the structure of
a chemical compound, we can predict the property. This means that we do not need
to synthesize a molecule or observe a molecule to know its properties. This concept
is especially useful in procedures used in drug development and drug discovery.
The properties of an enormous number of drug candidates can be evaluated without
molecular syntheses. This is a success of chemists.

Another important concept in chemistry is how to name a molecule. A nomen-
clature must meet the following conditions. First, a specific chemical name must
be given to a molecule. Second, a chemical name must correspond to a chemical
structure, one to one. You may think that you can give any individual name to any
molecule. However, this approach will fail. Suppose there are 1,000 compounds,
then you must make individual 1,000 names and memorize those 1,000 names. This
is why a nomenclature must exist. Even though the rules of a nomenclature that you
must memorize might be difficult to learn, you can produce names that can explain
the structures of chemical compounds. Here you must be aware that a nomenclature
is not always complete: namely, a chemical structure may have several different
names.

The evolution of computers has made this incompleteness a problem. Nowadays,
people tend to search for a chemical compound by a keyword or by a name, not by
a structure. This is a troublesome issue. Searching with a different keyword gives
a different result. In fact, the IUPAC nomenclature allows some different names to
be given to a molecule. This is because the IUPAC nomenclature includes some
ambiguity so that the naming rules are simple. On the other hand, the Chemical
Abstracts index name and Chemical Abstracts Service (CAS) registry number have
a different concept from that of IUPAC. The Chemical Abstracts index name does
not give the same name to a different molecule. The CAS registry number is
the molecular discrimination number. Thus, by using these, we can search for a
molecule. If we use these, however, it is difficult to search for other molecules which
are “analogous” to a given molecule.
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Then, how can we search for “analogous” molecules of a given molecule?
Here, “analogous” may mean that we can convert a molecule to other molecules
by changing one functional group. This is the subgraph isomorphism problem.
There are many computer programs which can search for “similar” compounds.
These programs probably do not solve the subgraph isomorphism problem, but they
calculate an indicative value of a structure and use that to find “similar” compounds.

Graph theory is thus a powerful tool in chemistry. It is noteworthy that the
information only exists in the connections. In other words, if a connection exists,
we can extract a property. From now on, graph theory will play a more important
role in chemistry [5–7].

In this chapter, we concentrate on the hydrogen bonding in a water cluster, i.e.,
the connection between water molecules. We introduce how graph theory is used to
extract the properties of water clusters and how it works hand in hand with current
computational chemistry.

3.2 Graphs and Digraphs

3.2.1 Graphs, Digraphs, and the Adjacency Matrix

First, we give a brief introduction to graphs. We refer only to some basic terms of
graphs which are used later, and we attempt to express the terms schematically with
less mathematical expressions.

A graph is a set of vertices and edges. Vertices are often called nodes or points,
and edges are also called lines. The edge donates the connectivity between two
vertices. Vertices and edges may be distinguishable by labels. Graphs are widely
used for schematic representations (Fig. 3.1). In chemistry, a chemical formula is
described as a graph whose vertices represent atoms and whose edges represent
chemical bonds, in which the labels for vertices are element symbols and the labels
for edges mean the kind of bonds, such as single bonds, double bonds, and aromatic
bonds (Fig. 3.2).

A digraph (or directed graph) is a graph whose edges are directed. The digraph
contains more information about the relation between two vertices, i.e., the direction
from a vertex toward another vertex. A directed edge is also called an arc. In contrast
to a digraph, a graph where the edges are not directed is called an undirected graph.

Fig. 3.1 A graph
and a digraph
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Fig. 3.2 Molecular structures and graph representations

Fig. 3.3 Water cluster and digraph representation

There are different ways of representing graphs. One easy way is to use an
adjacency matrix. The adjacency matrix of an undirected graph with n vertices is the
nth-order square matrix, whose element aij is equal to 1 if there is an edge between
vertex i and vertex j, and 0 otherwise, hence the matrix is symmetric. For a digraph,
the element aij of the adjacency matrix is 1 if and only if an arc from vertex i toward
vertex j exists.

A graph invariant is a property of graphs. The number of vertices and the number
of edges are two simple graph invariants. The Hosoya index [3] is also a kind of
graph invariant. If two graphs are equivalent, the graphs are called isomorphic. Of
course, isomorphic graphs have the same graph invariants.

3.2.2 Hydrogen-Bonding Network with Graph Theory

A hydrogen-bonding network is a target of graph-theoretical approaches. A digraph
rather than an undirected graph is appropriate for representing a hydrogen-bonding
network, because a digraph expresses not only the connectivity but also the direction
of a hydrogen bond. In this case, vertices represent components forming hydrogen
bonds, and arcs stand for hydrogen bonds from hydrogen donors to hydrogen
accepters (Fig. 3.3).
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One of the most famous examples of hydrogen-bonding networks is found in
water. Since a water molecule can form up to four hydrogen bonds, a maximum of
two hydrogen donors and two hydrogen acceptors, the hydrogen-bonding networks
become very complicated even if they are formed in clusters.

Water clusters have local minimum structures on the potential energy surfaces,
among which the lowest energy one is the global minimum structure. The local
minimum structures are often regarded as representative structures of the cluster.
The number of local minima increases with the cluster size, and searching for all
the local minima and the global minimum is a laborious problem.

The number of internal degrees of freedom of water clusters is quite high because
of the independency of each component molecule. When the hydrogen-bonding
network is specified, however, the configurations are almost defined except for the
orientation of the dangling OH.

In 1991, Radhakrishnan and Herndon [8] used the graph representation of water
clusters and conducted regression analyses using several graph invariants, in which
the interaction energy of water clusters was fitted as a function of the graph
invariants. The correlation is very good if proper graph invariants are selected for
the analyses. The selected graph invariants include not only the number of arcs,
which represents the number of the hydrogen bonds formed in the cluster, but also
information about the network, e.g., the numbers of paths of different lengths, the
number of three- and four-membered rings, and the total number of double donation
or acceptance of arcs at each vertex. This result indicates that the cooperativity of
hydrogen bonds is inherently associated with the hydrogen-bonding network.

The structure generation of an isomer is another application of the graph
representation of water clusters. A typical procedure is as follows. First, an
undirected graph corresponding to a particular topology of clusters under study is
selected. Then, digraphs representing different topologies of isomers are generated
by the replacement of the edges with arcs in the undirected graph. If there are any,
the duplications, i.e., isomorphic digraphs, are removed. The final structures are
constructed using the remaining digraph, and are used for the following studies,
such as the geometry optimization. For example, cage, book, prism, chair, and
boat structures for (H2O)6, cube structures for (H2O)8, fused cube structures for
(H2O)12, and dodecahedral structures for (H2O)20 have been studied [9–13]. For the
cubic octamer, there are 14 topologically distinct isomers, each of which has the
corresponding local minimum structure.

3.3 Hydrogen-Bonding Pattern of Water Clusters

3.3.1 Enumeration and Mapping

When the number of the digraphs corresponding to a water cluster is enumerated,
we can obtain all the possible topologically distinct hydrogen-bonding patterns of
the water cluster. A digraph satisfying the following three conditions is considered
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Table 3.1 The number of
digraphs corresponding to
water clusters

Vertex Digraphs

2 1

3 5

4 22

5 161

6 1;406

7 14;241

8 164;461

9 2;115;335

10 29;903;139

11 460;066;726

12 7;644;586;673

as representing a water cluster: (1) the maximum number of arcs directed toward a
vertex is 2 and the maximum number of arcs directed from a vertex is 2; (2) up to one
arc is allowed between any two vertices; (3) the digraph must be connected. Miyake
and Aida [14] enumerated the number of digraphs satisfying the above-mentioned
conditions by means of adjacency matrices up to eight vertices. Furthermore,
Vukičević et al. [15] extended this up to 12 vertices using a more sophisticated
algorithm. The results of the enumerations are summarized in Table 3.1. The
numbers guarantee the upper limits of the hydrogen-bonding patterns of water
clusters; in other words, there are no other topologically distinguishable isomers.
This is an advantageous property of the hydrogen-bonding pattern compared with
the local minimum structures, the number of which is not easy to enumerate.

If a definition of a hydrogen bond is given, the structure of a water cluster can
be mapped to the corresponding hydrogen-bonding pattern, although it is difficult
to systematically assign the structure of a water cluster to the corresponding local
minimum structure when the structure is geometrically far from the local minimum.
Miyake and Aida [16] applied this idea to water octamers at finite temperature by
means of Monte Carlo simulation. They demonstrated that the classification to the
hydrogen-bonding pattern corresponds to the division of the configurational space
of the water cluster structure, which does not depend on whether local minimum
structures exist or not.

3.3.2 Helmholtz Energy, Internal Energy, and Entropy

We consider a system of a water cluster in the canonical ensemble that is character-
ized by a constant number of molecules, constant volume, and constant temperature
T. The canonical ensemble is created by means of Monte Carlo simulation. The
partition function Q of the system is given by

Q D
Z
�.E/e�ˇEdE; (3.1)
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where �(E) is the density of states, and ˇD 1/kBT. The Helmholtz free energy A is
related to the partition function in the canonical ensemble:

A D �kBT lnQ: (3.2)

Since the system can be divided into a set of hydrogen-bonding patterns, the
partition function is expressed as follows:

Q D
X

i

Z
�i .E/e

�ˇEdE

D
X

i

Qi : (3.3)

The subscript i donates hydrogen-bonding pattern i. Now, we define the
Helmholtz free energy of hydrogen-bonding pattern i, as follows:

Ai D �kBT lnQi

D Ui � T Si : (3.4)

Here, Ui is the internal energy of hydrogen-bonding pattern i, and Si is the
entropy of hydrogen-bonding pattern i. However, it is not so straightforward to
compute the absolute value of the partition function. In practice, we can evaluate
the relative free energies �Aij between hydrogen-bonding patterns i and j from the
probabilities Pi and Pj at which hydrogen-bonding patterns i and j are sampled in the
canonical ensemble by means of molecular dynamics or Monte Carlo simulations,
namely,

�Aij D �kBT ln


Qi

ı
Qj

� D �kBT ln


Pi
ı
Pj
�

D �Uij � T�Sij : (3.5)

The internal energy differences between the hydrogen-bonding patterns can be
obtained from ensemble averages of the potential energy; thus,

�Uij D hUi i � ˝
Uj
˛
: (3.6)

The relative entropies are calculated using Eq. 3.5.

3.3.3 Water Trimer

Five hydrogen-bonding patterns of the water trimer are depicted in Fig. 3.4. The
global minimum structure is found in cyclic hydrogen-bonding pattern 3-3A, in
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Fig. 3.4 Digraph representation of a water trimer
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Fig. 3.5 Relative population
of water trimers at 200 and at
300 K

which all water molecules act as both a hydrogen donor and a hydrogen acceptor.
This pattern also contains another local minimum structure, which is different from
the global minimum one in the orientation of the dangling OH [17]. In linear
hydrogen-bonding pattern 3-2A, to the best of our knowledge, there are no local
minima on the ab initio molecular orbital (MO) potential energy surface. Two linear
local minimum structures [18] are classified as patterns 3-2B and 3-3C, respectively.
These two structures are almost isoenergetic.

The relative populations of the hydrogen-bonding patterns of water trimers at
200 K and at 300 K are shown in Fig. 3.5. The energies are shown in Table 3.2. At
200 K, cyclic pattern 3-3A is the lowest in free energy, or is the most populated. The
stability is due to it having the lowest internal energy, which is the average of the
interaction energies of the structures classified into the pattern. The pattern with the
second-lowest energy is 3-2A, followed by 3-2B and 3-2C.

At 300 K, linear pattern 3-2A becomes the lowest in free energy. Cyclic pattern
3-3A is higher in free energy, although the internal energy is still the lowest. The
result indicates that the configurational space of hydrogen-bonding pattern 3-2A is
generally placed at a higher area than that of 3-3A on the potential energy surface.
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Table 3.2 Relative
Helmholtz free energies,
internal energies, and entropic
terms of hydrogen-bonding
patterns of (H2O)3

200 K 300 K

Pattern �A �U �T�S �A �U �T�S

3-3A 0.00 0.00 0.00 0.23 �2.86 3.09
3-2A 0.69 2.20 �1.51 0.00 0.00 0.00
3-2B 3.35 6.01 �2.66 2.40 2.72 �0.32
3-2C 3.44 5.82 �2.38 2.50 2.74 �0.25
3-3B 3.96 4.78 �0.81 3.84 1.63 2.21

The energy values are in kilocalories per mole

3.3.4 Water Octamer

Although the enumeration by means of the digraph representation of a water cluster
revealed that 164,461 hydrogen-bonding patterns of the water octamer are possible,
not all the patterns can be formed because of the geometry limitation, i.e., the shape
of water molecules, the conditions of hydrogen bonds, and so on. As mentioned
already, the number is the maximal value. In fact, tens of thousands of patterns are
observed in a typical Monte Carlo simulation of the water octamer. From various
theoretical studies [19–22], it is known that two cubic structures, one has D2d

symmetry and the other has S4 symmetry (Fig. 3.3), are especially stable, and either
of which is the global minimum structure on the potential energy surface of the
water octamer. Other cubic or noncubic local minimum structures, such as a cyclic
single ring isomer, have higher potential energies than the two cubic isomers.

The Monte Carlo simulation using the TIP3P potential by Miyake and Aida [16]
showed that the Helmholtz energies of double-ring hydrogen-bonding patterns are
lower than those of two cubic hydrogen-bonding patterns (8-12A and 8-12B in
Fig. 3.3) corresponding to the D2d and S4 structures at 200 K. The internal energies
of the two patterns remain low. Furthermore, the cyclic single-ring hydrogen-
bonding pattern is the lowest in Helmholtz energy at 300 K. The results were
qualitatively supported by a thermodynamic simulation based on the 164 local
minimum structures with the harmonic approximation by Maeda and Ohno [23],
where double-ring structures are more abundant than cubic structures at higher
temperatures.

3.3.5 Dipole Moment of Water Clusters

The dipole moment of a hydrogen-bonding pattern can be a characteristic quality.
The orientation of each molecule constituting the cluster, which is inherently
obscured in a hydrogen-bonding pattern, is reflected in the dipole moment as an
ensemble average.

The dipole moments of pattern 3-3A at 200 and 300 K are calculated to be 1.4
and 1.6 D, respectively. The temperature dependence is due to the variation of the
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structure distribution among the hydrogen-bonding pattern. The cyclic hydrogen-
bonding network tends to restrict the structure, and this leads to a decrease in the
dipole moment of the cluster. The dipole moments of pattern 3-2A at 200 and 300 K
are 2.1 and 2.9 D, respectively.

3.4 Assessment of Potential Functions for Water

3.4.1 Potential Functions for a Water Molecule

Nowadays, ab initio MO or density functional theory (DFT) calculations can
be routinely performed for clusters and the condensed phase with the periodic
boundary condition using a small unit cell. These calculations are computationally
too expensive to apply for much larger systems and simulations for long times.
Therefore, the water potential functions are still important, and their accuracy and
transferability are comparable to those of high-level ab initio methods and the
computational cost is relatively low.

Many potential functions describing water–water interaction have been devel-
oped since Bernal and Fowler [24] proposed the first interaction potential in 1933.
We do not intend to delve here into the details of the models and the parameters
used to calculate the interaction. There are two types of potential functions: one
is the empirical potential and the other is the ab initio potential. Most empirical
models have been composed of simple pairwise additive interaction terms, e.g., the
charge–charge Coulomb terms and Lennard-Jones terms. The number of interaction
sites and the geometries depend on the model, resulting in a variety of potential
functions.

The potential functions for water were reviewed previously [25]. A list of
potential functions for the water molecule which have been developed since 2002 is
given in Table 3.3.

3.4.2 Distribution of the Water Molecules in a Water Dimer

The assessment of the water potential energy functions is often done by comparing
the simulation results with available experimental data. Here we show a different
aspect for the assessment. In solution or in a crystal, the oxygen atom of a water
molecule accepts at most two hydrogen bonds. We show whether water potential
functions can represent this feature or not.

The distribution of a water molecule around another water molecule is evaluated
by the interaction free energy (�A) landscape. Here we show the distribution of a
water molecule in a water dimer. The free energy landscape represents the stability
and distribution of a ligand molecule around the target molecule at finite temperature
[46–48].
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Table 3.3 Potential functions for water which have been developed since 2002

Model References Year Status Sites Rigid/flexible
Polarizable/
nonpolarizable

SPC/A [26] 2002 Empirical 3 Rigid Nonpolarizable
SPC/L [26] 2002 Empirical 3 Rigid Nonpolarizable
TTM2-R [27] 2002 Ab initio 4 Rigid Polarizable
TTM2-F [28] 2002 Ab initio 4 Flexible Polarizable
SPC/S [29] 2003 Empirical 3 Rigid Nonpolarizable
COS/B2 [30] 2003 Empirical 4 Rigid Polarizable
AMOEBA [31] 2003 Empirical 3 Flexible Polarizable
SWM4-DP [32] 2003 Empirical 5 Rigid Polarizable
SAPT-5sC 3B [33] 2003 Ab initio Rigid Polarizable
TIP4P-Ew [34] 2004 Empirical 4 Rigid Nonpolarizable
TIP5P-E [35] 2004 Empirical 5 Rigid Nonpolarizable
COS/G2 [36] 2004 Empirical 5 Rigid Polarizable
COS/G3 [36] 2004 Empirical 5 Rigid Polarizable
TIP4P/Ice [37] 2005 Empirical 4 Rigid Nonpolarizable
TIP4P/2005 [38] 2005 Empirical 4 Rigid Nonpolarizable
TTM2.1-F [39] 2006 Ab initio 4 Flexible Polarizable
SSDQO [40] 2006 Empirical 1 Rigid Nonpolarizable
SDFT-5s [41] 2006 Ab initio Rigid Nonpolarizable/

polarizable
TTM3-F [42] 2008 Ab initio 4 Flexible Polarizable
CC-pol [43] 2008 Ab initio Rigid Polarizable
CC-pol-8s [44] 2008 Ab initio Rigid Polarizable
DMIP [45] 2009 Empirical 3 Flexible Polarizable

We calculate and compare �A landscapes of a water dimer: one is from an ab
initio MO energy calculation at the HF/STO-3G level of theory, and the other is
from a force field energy calculation using TIP3P.

The configurations are sampled by Metropolis Monte Carlo simulations of 107

steps. One of the water molecules (water A) is kept fixed during the simulation,
and the oxygen atom (OA) of water A is at the origin. Another water molecule
(water B) moves around in the simulation box of 10.0 Å3. To sample interaction
configurations efficiently, a periodic boundary condition is imposed on the oxygen
atom (OB) of water B. This is the constant NVT MC simulation with T D 300 K.
In the current simulations, we assume that a water molecule is rigid and has TIP3P
geometric parameters. Simulation results are visualized as a map and an isosurface
(Fig. 3.6 for STO-3G and Fig. 3.7 for TIP3P). �Ai of cell i represents both the OB

distribution around a water molecule and the stability of the system at 300 K. During
Monte Carlo simulation, minimum interaction energies for small cubic cells are also
stored. These are visualized as a �Emin map and this represents the OB distribution
around a water molecule at 0 K.

The results from Monte Carlo simulations with STO-3G and TIP3P potentials
are shown in Figs. 3.6 and 3.7, respectively. On the �Emin map in either figure,
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Fig. 3.6 Distribution of the
water oxygen atom in water
dimer from Monte Carlo
simulation with HF/STO-3G:
(a) �A isosurface; (b) �A
map; (c) �Emin map. Energies
are in kilocalories per mole

four minima are observed with the same stability. This indicates that the four
tetrahedrally located sites, which are potential hydrogen-bonding sites, are identical
at 0 K. On the �A map in either figure, the �A values around the hydrogen atoms
of water A and OA are different. These are common characteristics of Monte Carlo
simulation results from ab initio MO calculations and TIP3P calculations.

On the other hand, there is a striking difference in the distribution around OA

between the ab initio MO simulation and the TIP3P simulation: there are clearly
two minima in the �A map of the ab initio MO simulation (Fig. 3.6), whereas there
is only one minimum in the �A map of the force field simulation (Fig. 3.7). In the
case of TIP3P, it seems that the two minima around OA on the �Emin map collapse
to one toward the bisector of the H–O–H angle of water A on the�A map. In the�A
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Fig. 3.7 Distribution of the
water oxygen atom in a water
dimer from Monte Carlo
simulation with TIP3P:
(a) �A isosurface; (b) �A
map; (c) �Emin map. Energies
are in kilocalories per mole

isosurface of the TIP3P simulation, a hemispherical distribution is seen around OA.
This may indicate that TIP3P cannot reproduce the angle dependency in hydrogen
bonding in simulations.

Caution is needed when a three-dimensional water network is treated with a force
field in finite-temperature simulations.

3.5 Protonated Water Cluster

3.5.1 Rooted Digraphs and Restrictive Rooted Digraphs

A rooted digraph is used to represent the features of a protonated water (PW) cluster
[49, 50]. A graph is a set of vertices and edges, and a graph corresponding to a PW
cluster is a kind of rooted graph, since a PW molecule is distinguished from other
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Fig. 3.8 Structure of a protonated water cluster and the corresponding rooted digraph

water molecules in the PW cluster. For a rooted graph with n vertices, the adjacency
matrix A is the nth-order square matrix, whose element aij is equal to 1 for a pair of
vertices i and j which are connected by an edge, and 0 otherwise. Since the hydrogen
bond possesses direction and corresponding vertices, to represent the feature of
the hydrogen bond in a PW cluster we use a rooted directed graph (digraph).
A rooted digraph is a set of vertices and arrows (Fig. 3.8). A rooted digraph has
a corresponding matrix representation. For a rooted digraph with n vertices, the
directed adjacency matrix H is the nth-order square matrix, whose element hij is
equal to 1 for an arrow directed from vertex i to vertex j, and 0 otherwise. PW
clusters can be represented by rooted digraphs, where the vertices correspond to
PW molecules or water molecules, and arrows correspond to hydrogen bonds from
the proton donor to the proton acceptor. We call the representative adjacency matrix
the “HB matrix.” All possible structures which are topology-distinct can be obtained
by means of the HB matrix, i.e., by counting up all the possible rooted digraphs with
the conditions for forming PW clusters.

The numbers of enumerated rooted graphs and rooted digraphs of PW clusters
of H3OC(H2O)n�1 (n D 2–7) are given in Table 3.4. Various initial geometries for
a PW cluster corresponding to these possible rooted digraphs (for n D 2–4) were
constructed and each of the trial geometries was optimized by means of the ab initio
MO method. As seen in Table 3.4, although the number of possible topology-distinct
rooted digraphs increases rapidly with cluster size, the number of stable topology-
distinct structures is very limited; e.g., only one local minimum out of nine rooted
digraphs and only three local minima out of 63 rooted digraphs are found for the
trimer and for the tetramer, respectively. Making use of these results as well as
those from other works [51–57], we extracted four structural rules (given below),
and found the criteria that a rooted digraph corresponding to a stable structure for
PW clusters should fulfill. Here, we call a vertex that corresponds to a PW molecule
a P-vertex and a vertex that corresponds to a water molecule a W-vertex.

RRDG-1: There is no arrow directed toward the P-vertex.
RRDG-2: There are two or three arrows directed from the P-vertex.
RRDG-3: When two arrows are directed from the P-vertex, no W-vertex which

accepts an arrow from the P-vertex can accept an arrow from
another vertex.

RRDG-4: When three arrows are directed from the P-vertex, up to two of the
W-vertices, each of which accepts an arrow from the P-vertex, can
accept an arrow from another vertex.
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Table 3.4 The numbers of rooted graphs, rooted digraphs, and restrictive rooted digraphs of
protonated water clusters of H3OC(H2O)n�1 (nD 2–7) and the number of stable structures of
protonated water clusters of H3OC(H2O)n�1 (nD 2–6)

n

2 3 4 5 6 7

Rooted graphs 1 3 11 58 294 1,806
Rooted digraphs 2 9 63 561 5,843 68,696
Restrictive rooted

digraphs
1 5 39 338 3,523

Topology-distinct local
minimum structures

MP2/6-31G** 1 1 3 9 43
MP2/aug-cc-pVDZ 1 1 3 8 30
B3LYP/6-31G** 1 1 3 9 31
B3LYP/aug-cc-pVDZ 1 1 3 5 25

We remove those hydrogen-bonding patterns which do not fulfill these criteria
from all possible topology-distinct hydrogen-bonding patterns and generate the
restrictive rooted digraphs.

We have enumerated the rooted graphs, rooted digraphs, and restrictive rooted
digraph (n � 3), which correspond to PW clusters of H3OC(H2O)n�1 (n D 2–7).
The numbers of the generated rooted graphs, the generated rooted digraphs, and
the generated restrictive rooted digraphs, and the corresponding number of local
minima are summarized in Table 3.4. It should be noted here that we are dealing
with only topology-distinct geometries in the current work. We do not take account
of any fine structures of PW clusters, such as the direction of a free O–H bond.

3.5.2 Topology-Distinct Protonated Water Clusters

PW clusters are common in nature and play important roles in many fields of
science, including atmospheric chemistry, solution chemistry, and biological chem-
istry. There are a lot of stable structures in PW clusters with various arrangements
of the constituent water molecules. The number of the available structures (the
hydrogen-bonding patterns) plays an important role in thermodynamic properties
of PW clusters. The number of local minima increases rapidly with the cluster size.

It is not trivial to present all of the possible structures or to claim that a
structure is indeed the global minimum. The number of local minima might vary
when a different level of theory or a different potential function is used for the
calculation of the potential energy surface. The important point is that we know all
the possible topology-distinct hydrogen-bonding patterns of the PW cluster after the
enumeration; i.e., we know that there cannot be other patterns.

For the PW clusters of H3OC(H2O)n�1 (n D 2–5), all the optimized geometries
are shown in Fig. 3.9. Only topology-distinct geometries are dealt with here. Any
fine structures of PW clusters, such as the direction of a free O–H bond, are not
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Fig. 3.9 Rooted digraphs of protonated water clusters of H3OC(H2O)n�1 (nD 2–5) and the
optimized geometries at the MP2/aug-cc-pVDZ level of theory

taken into consideration. All water molecules in PW clusters up to a heptamer are
classified according to the difference in the contribution in the hydrogen-bonding
pattern. The O–H bond stretching frequency depends on the class of the water
molecule as well as on the classes of the water molecules to/from which hydrogen
bonds are directed [50].

For a PW dimer, the optimized structure (1A in Fig. 3.9) has C2 symmetry, and
is the Zundel cation. The PW dimer from the topological point of view is shown in
Fig. 3.10a. In the figure, P1 denotes a PW molecule which donates one hydrogen
bond; 1A denotes a water molecule which accepts one hydrogen bond. Because
of the symmetry, a hydrogen-bonding pattern in which there is an arrow from P1
toward 1A is equal to one with an arrow where P1 and 1A are exchanged. Z0 denotes
a Zundel-type water molecule with no other water molecules attached. At the global
minimum, two Z0 water molecules are symmetrically the same.
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Fig. 3.10 Classification of water molecules into protonated water clusters: (a) Protonated water
dimer; (b) Protonated water trimer; (c) Protonated water tetramer; (d) Zundel-type protonated
water tetramer
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Fig. 3.11 Classification of water molecules into protonated water pentamers

For the PW trimer, there are nine topology-distinct rooted digraphs with three
vertices, and there is only one restrictive rooted digraph (2A in Fig. 3.9). The
corresponding structure of this restrictive rooted digraph is just the global minimum
of the PW trimer. A schematic drawing of the PW trimer is given in Fig. 3.10b. In
the figure, P2 denotes a PW molecule which donates two hydrogen bonds.

For the PW tetramer, there are 63 topology-distinct rooted digraphs with four
vertices, and there are five restrictive rooted digraphs (Table 3.4). We have found
that three of the five restrictive rooted digraphs correspond to the stable structures
of PW tetramers; the optimized structures and the corresponding rooted digraphs
of H3OC(H2O)3 are given in Fig. 3.9 (3A, 3B, and 3C). Schematic drawings of the
PW tetramer are given in Fig. 3.10c and d. Pattern 3C is the one in which two O–H
bonds on both sides of the Zundel-type PW dimer are hydrogen-bonded with two
water molecules. Each of the water molecules which share a proton between them
is called Z1 here. As shown in Fig. 3.10d, although 3C does not have C2 symmetry
at the local minimum, we can consider the two Z1 water molecules as being quasi-
symmetrical.

For the PW pentamer, 39 restrictive rooted digraphs among 561 possible rooted
digraphs were generated. Various initial geometries were constructed for a PW
pentamer with a hydrogen-bonding topology corresponding to each of the restrictive
rooted digraphs, followed by the geometry optimization by means of the ab initio
MO method and the DFT method with various basis sets. We found nine local
minima out of 39 restrictive rooted digraphs by means of both MP2(full)/6-31G**

and B3LYP/6-31G**, and eight and five local minima out of 39 restrictive rooted
digraphs with MP2(full)/aug-cc-pVDZ and B3LYP/aug-cc-pVDZ levels of theory,
respectively (Table 3.4). The optimized structures with MP2/aug-cc-pVDZ and the
corresponding rooted digraphs of eight local minima of PW pentamers are given
in Fig. 3.9. PW pentamer 4B (Fig. 3.11) has an H3OC Eigen core and is a unique
pattern with Cs symmetry, in which two water molecules are hydrogen-bonded to
two free O–H bonds on two dangling water molecules of Eigen-type PW trimer 2A
(Fig. 3.10).

For the PW hexamer, 338 restrictive rooted digraphs among 5,843 possible
rooted digraphs were generated. Various initial geometries were constructed for
a PW hexamer with a hydrogen-bonding topology corresponding to each of the
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above-mentioned restrictive rooted digraphs, followed by geometry optimization by
means of the ab initio MO method and the DFT method with various basis sets. We
found 43, 30, 31, and 25 local minima out of 338 restrictive rooted digraphs at the
MP2(full)/6-31G**, MP2(full)/aug-cc-pVDZ, B3LYP/6-31G**, and B3LYP/aug-cc-
pVDZ levels of theory, respectively (Table 3.4).

By means of the anharmonic downward distortion following algorithm, isomers
of PW clusters of H3OC(H2O)n�1 (n D 5–7) have been explored [58]. They located,
9, 24, and 131 isomers for n D 5, 6, and 7, respectively, by the automatic exploration.

3.6 Future Perspective

Progress in the implementations of ab initio MO theory and in computer power
enable various large-scale computations. To understand the complex computational
results, the importance of graphs, including digraphs and rooted digraphs, will
increase more and more. A graph-theoretical consideration provides a theoretical
framework, even when the computational results may differ depending on the levels
of the computational methods used.
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Chapter 4
Generalized-Ensemble Algorithms
for Simulations of Complex Molecular
Systems

Hisashi Okumura, Satoru G. Itoh, and Yuko Okamoto

Abstract In molecular simulations of complex systems with many degrees of
freedom, conventional Monte Carlo and molecular dynamics simulations in canoni-
cal ensemble or isobaric-isothermal ensemble suffer from a great difficulty, in which
simulations tend to get trapped in states of energy local minima. A simulation in gen-
eralized ensemble performs a random walk in specified variables and overcomes this
difficulty. In this chapter, we review the generalized-ensemble algorithms. Replica-
exchange method, multicanonical algorithm, and their extensions are described.
Some simulation results based on these generalized-ensemble algorithms are also
presented.
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4.1 Introduction

In complex molecular systems such as biomolecular systems, conventional Monte
Carlo (MC) and molecular dynamics (MD) simulations at low temperatures in the
canonical ensemble and those at low temperatures or high pressures in the isobaric-
isothermal ensemble tend to get trapped in states of energy local minima, giving
results in error. In order to overcome this difficulty, a class of simulation methods,
which are referred to as the generalized-ensemble algorithms, are often employed
(for reviews, see e.g., Refs. [1–5]). In a generalized-ensemble simulation, each state
is weighted by a non-Boltzmann probability weight factor so that a random walk in
potential energy space may be realized. The random walk allows the simulation to
overcome any energy barrier and to sample much wider conformational space than
by conventional methods. The generalized-ensemble algorithm was introduced to
the molecular simulation field almost 20 years ago [6].

One of the most well-known generalized-ensemble algorithms is perhaps replica-
exchange method (REM) [7] (see Ref. [8] for the MD version). Multiple replicas
of the system in the canonical ensemble at different temperatures are simulated
simultaneously, and every few steps, a pair of replicas at neighboring temperatures
is exchanged. This causes a random walk in temperature for each replica, and the
simulation can avoid getting trapped in states of energy local minima.

REM was extended to multidimensions/multivariables so that not only tempera-
ture but also other parameter values of the system are exchanged, and the method
is referred to as multidimensional replica-exchange method (MREM) [9]. Various
special cases of MREM were then proposed [10–15] (MREM is also known as
Hamiltonian replica-exchange method [10]).

Another widely used generalized-ensemble algorithm is multicanonical algo-
rithm (MUCA) [16, 17] (for a textbook, see, e.g., Ref. [18]; see also Refs. [19, 20]
for the MD version). The probability weight factor, which is referred to as the
multicanonical weight factor, is defined to be inversely proportional to the density
of states so that a flat distribution in potential energy may be obtained. The uniform
distribution induces a free random walk in the potential energy space, and the
multiple-minima problem is overcome.

MUCA was extended so that flat distributions in parameters other than potential
energy and/or multidimensional parameter space may be realized [21–28].

We remark that general formulations for multidimensional/multivariable
generalized-ensemble algorithms (including REM and MUCA) were recently
worked out [29–31].

In this chapter, we describe both REM and MUCA. We then present sev-
eral of newly developed generalized-ensemble algorithms that are multidimen-
sional/multicomponent extensions of REM and MUCA. The first algorithm is an
example of MREM and referred to as the van der Waals replica-exchange method
(vWREM) [32], where different values of van der Waals radius are exchanged. The
second one is the multioverlap algorithm (MUOV), which performs a random walk
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in the overlap space instead of the potential energy space [33–35]. Further extension
of MUOV, which is referred to the multicanonical-multioverlap algorithm (MUCA-
MUOV) [36–38] and realizes a random walk both in the potential energy space
and the overlap space, is then given. The fourth method that we present here is
the multibaric-multithermal algorithm (MUBATH), which realizes a random walk
both in the potential energy space and in the volume space [39–45]. We remark that
other generalized-ensemble algorithms for the isobaric-isothermal ensemble have
also been developed [46–49]. Finally, examples of some simulation results based on
these methods are presented.

4.2 Generalized-Ensemble Algorithms

4.2.1 Replica-Exchange Method

Let us consider a system of N atoms of mass mk (k D 1; : : : ; N ) with their
coordinate vectors and momentum vectors denoted by q 	 fq1; : : : ; qN g and
p 	 fp1; : : : ;pN g, respectively. The Hamiltonian H.q; p/ of the system is the
sum of the kinetic energyK.p/ and the potential energyE.q/:

H.q; p/ D K.p/CE.q/; (4.1)

where

K.p/ D
NX

kD1

pk
2

2mk

: (4.2)

In the canonical ensemble at temperature T , each state x 	 .q; p/ with the
HamiltonianH.q; p/ is weighted by the Boltzmann factor:

WB.xIT / D exp .�ˇH.q; p// ; (4.3)

where the inverse temperature ˇ is defined by ˇ D 1=kBT (kB is the Boltzmann
constant). The average kinetic energy at temperature T is then given by

hK.p/iT D
*
NX

kD1

pk
2

2mk

+

T

D 3

2
NkBT: (4.4)

Because the coordinates q and momenta p are decoupled in Eq. 4.1, we can
suppress the kinetic energy part and can write the Boltzmann factor as

WB.xIT / / WB.EIT / D exp.�ˇE/: (4.5)
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The canonical probability distribution of potential energy PNVT.EIT / is then
given by the product of the density of states n.E/ and the Boltzmann weight factor
WB.EIT /:

PNVT.EIT / / n.E/WB.EIT /: (4.6)

Because n.E/ is a rapidly increasing function and the Boltzmann factor decreases
exponentially, the canonical ensemble yields a bell-shaped distribution of potential
energy which has a maximum around the average potential energy at temperature
T . The conventional MC or MD simulations at constant temperature are expected
to yield PNVT.EIT /. A MC simulation based on the Metropolis algorithm [50]
is performed with the following transition probability from a state x of potential
energyE to a state x0 of potential energyE 0:

w.x ! x0/ D min

�
1;
WB.E

0IT /
WB.EIT /

�
D min .1; exp .�ˇ�E// ; (4.7)

where

�E D E 0 �E: (4.8)

A MD simulation, on the other hand, is based on the following Newton equations of
motion:

Pqk D pk

mk

; (4.9)

Ppk D � @E

@qk
D Fk; (4.10)

where Fk is the force acting on the kth atom (k D 1; � � � ; N ). This set of
equations actually yield the microcanonical ensemble, however, and we have to add
a thermostat in order to obtain the canonical ensemble at temperature T . Here, we
just follow Nosé’s prescription [51, 52], and we have

Pqk D pk

mk

; (4.11)

Ppk D � @E

@qk
� Ps
s

pk D Fk � Ps
s

pk; (4.12)

Ps D s
Ps

Q
; (4.13)

PPs D
NX

kD1

pk
2

mk

� 3NkBT D 3NkB .T .t/ � T / ; (4.14)
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where s is Nosé’s scaling parameter, Ps is its conjugate momentum, Q is its mass,
and the “instantaneous temperature” T .t/ is defined by

T .t/ D 1

3NkB

NX

kD1

pk.t/
2

mk

: (4.15)

However, in practice, it is very difficult to obtain accurate canonical distributions
of complex systems at low temperatures by conventional MC or MD simulation
methods. This is because simulations at low temperatures tend to get trapped in
one or a few of local-minimum-energy states. This difficulty is overcome by, for in-
stance, the generalized-ensemble algorithms, which greatly enhance conformational
sampling.

The replica-exchange method (REM) [7] is one of effective generalized-
ensemble algorithms. The system for REM consists of M noninteracting copies
(or replicas) of the original system in the canonical ensemble at M different
temperatures Tm (m D 1; : : : ;M ). We arrange the replicas so that there is
always exactly one replica at each temperature. Then there exists a one-to-one
correspondence between replicas and temperatures; the label i (i D 1; : : : ;M ) for
replicas is a permutation of the label m (m D 1; : : : ;M ) for temperatures, and
vice versa: �

i D i.m/ 	 f .m/;

m D m.i/ 	 f �1.i/; (4.16)

where f .m/ is a permutation function of m and f �1.i/ is its inverse.

Let X D
n
x
Œi.1/�
1 ; : : : ; x

Œi.M/�
M

o
D
n
x
Œ1�

m.1/; : : : ; x
ŒM�

m.M/

o
stand for a “state” in this

generalized ensemble. Each “substate” xŒi�m is specified by the coordinates qŒi � and
momenta pŒi� of N atoms in replica i at temperature Tm:

xŒi�m 	 

qŒi �; pŒi �

�
m
: (4.17)

Because the replicas are noninteracting, the weight factor for the state X in this
generalized ensemble is given by the product of Boltzmann factors for each replica
(or at each temperature):

WREM.X/ D
MY

iD1
exp

˚�ˇm.i/H


qŒi �; pŒi �

�� D
MY

mD1
exp

˚�ˇmH


qŒi.m/�; pŒi.m/�

��
;

(4.18)

where i.m/ andm.i/ are the permutation functions in Eq. 4.16.
We now consider exchanging a pair of replicas in this ensemble. Suppose we

exchange replicas i and j which are at temperatures Tm and Tn, respectively:

X D ˚
: : : ; xŒi �m ; : : : ; x

Œj �
n ; : : :

� �! X 0 D ˚
: : : ; xŒj �0m ; : : : ; xŒi �0n ; : : :

�
: (4.19)
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Here, i , j , m, and n are related by the permutation functions in Eq. 4.16, and the
exchange of replicas introduces a new permutation function f 0:

�
i D f .m/ �! j D f 0.m/;
j D f .n/ �! i D f 0.n/:

(4.20)

The exchange of replicas can be written in more detail as

8
<

:
x
Œi�
m 	 


qŒi �; pŒi �
�
m

�! x
Œj �0
m 	 


qŒj �; pŒj �0
�
m
;

x
Œj �
n 	 


qŒj �; pŒj �
�
n

�! x
Œi�0
n 	 


qŒi �; pŒi �0
�
n
;

(4.21)

where the definitions for pŒi�0 and pŒj �0 will be given below.
In the original implementation of the REM [7], Monte Carlo method was used,

and only the coordinates q (and the potential energy functionE.q/) had to be taken
into account. In molecular dynamics method, on the other hand, we also have to
deal with the momenta p. We proposed the following momentum assignment in
Eq. 4.21 [8]:

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

pŒi�0 	
s
Tn

Tm
pŒi�;

pŒj �0 	
s
Tm

Tn
pŒj �;

(4.22)

which we believe is the simplest and the most natural. This assignment means
that we just rescale uniformly the velocities of all the atoms in the replicas by the
square root of the ratio of the two temperatures so that the temperature condition in
Eq. 4.4 may be satisfied immediately after replica exchange is accepted. We remark
that general momentum rescaling formulae were derived for various thermostats in
Ref. [53].

The transition probability of this replica-exchange process is given by the usual
Metropolis criterion:

w.X ! X 0/ 	 w


xŒi�m

ˇ̌
xŒj �n

� D min

�
1;
WREM.X

0/
WREM.X/

�
D min .1; exp .��// ;

(4.23)

where in the second expression (i.e., w.xŒi �m jxŒj �n /), we explicitly wrote the pair of
replicas (and temperatures) to be exchanged. From Eq. 4.22, the kinetic energy terms
all cancel out in Eq. 4.23, and � becomes

� D ˇm


E


qŒj �

� �E 
qŒi ��� � ˇn


E


qŒj �

� � E


qŒi �
��
; (4.24)

D .ˇm � ˇn/


E


qŒj �

�� E


qŒi �
��
: (4.25)
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Here, i , j , m, and n are related by the permutation functions in Eq. 4.16 before the
replica exchange: �

i D f .m/;

j D f .n/:
(4.26)

Note that after introducing the momentum rescaling in Eq. 4.22, we have the same
Metropolis criterion for replica exchanges, i.e., Eqs. 4.23 and 4.25, for both MC and
MD versions.

Without loss of generality, we can assume T1 <T2 < � � � <TM . The lowest
temperature T1 should be sufficiently low so that the simulation can explore
the global-minimum-energy region, and the highest temperature TM should be
sufficiently high so that no trapping in an energy-local-minimum state occurs.
A REM simulation is then realized by alternately performing the following two
steps:

1. Each replica in canonical ensemble of the fixed temperature is simulated
simultaneously and independently for a certain MC or MD steps.

2. A pair of replicas at neighboring temperatures, say xŒi�m and xŒj �mC1, is exchanged

with the probability w
�
x
Œi�
m

ˇ̌
ˇxŒj �mC1

�
in Eq. 4.23.

A random walk in “temperature space” is realized for each replica, which in turn
induces a random walk in potential energy space. This alleviates the problem of
getting trapped in states of energy local minima.

After a long production run of a REM simulation, the canonical expectation value
of a physical quantity A at temperature Tm (m D 1; : : : ;M ) can be calculated by
the usual arithmetic mean:

hAiTm D 1

nm

nmX

kD1
A .xm.k// ; (4.27)

where xm.k/ (k D 1; : : : ; nm) are the configurations obtained at temperature Tm and
nm is the total number of measurements made at T D Tm. The expectation value at
any intermediate temperature T (D 1=kBˇ) can also be obtained as follows:

hAiT D

X

E

A.E/PNVT.EIT /
X

E

PNVT.EIT /
D

X

E

A.E/n.E/ exp.�ˇE/
X

E

n.E/ exp.�ˇE/
: (4.28)

Here, the explicit form of the physical quantity A should be known as a function
of potential energy E . For instance, A.E/ D E gives the average potential energy
hEiT as a function of temperature, and A.E/ D ˇ2.E � hEiT /2 gives specific heat.
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The density of states n.E/ in Eq. 4.28 is given by the multiple-histogram
reweighting techniques [54, 55] as follows (an extension of the multiple-histogram
method is also referred to as the weighted histogram analysis method (WHAM)
[55]). Let Nm.E/ and nm be respectively the potential energy histogram and the
total number of samples obtained at temperature Tm D 1=kBˇm (m D 1; � � � ;M ).
The best estimate of the density of states is then given by [54, 55]

n.E/ D

MX

mD1
g�1m Nm.E/

MX

mD1
g�1m nm exp.fm � ˇmE/

; (4.29)

where we have for each m (D 1; : : : ;M )

exp.�fm/ D
X

E

n.E/ exp.�ˇmE/: (4.30)

Here, gm D 1 C 2
m, and 
m is the integrated autocorrelation time at temperature
Tm. For many systems, the quantity gm can safely be set to be a constant in the
reweighting formulae [55], and hereafter, we set gm D 1. Note that Eqs. 4.29 and
4.30 are solved self-consistently by iteration [54, 55] to obtain the density of states
n.E/ and the dimensionless Helmholtz free energy fm.

Moreover, the ensemble averages of any physical quantity A (including those
that cannot be expressed as functions of potential energy) at any temperature T
(D1=kBˇ) can now be obtained from the “trajectory” of configurations of the
production run. Namely, we first obtain fm (m D 1; � � � ;M ) by solving Eqs. 4.29
and 4.30 self-consistently, and then we have [56]

hAiT D

MX

mD1

nmX

kD1
A.xm.k//

1

MX

`D1
n` exp Œf` � ˇ`E.xm.k//�

exp Œ�ˇE.xm.k//�

MX

mD1

nmX

kD1

1

MX

`D1
n` exp Œf` � ˇ`E.xm.k//�

exp Œ�ˇE.xm.k//�
;

(4.31)

where xm.k/ (k D 1; � � � ; nm) are the configurations obtained at temperature Tm.



4 Generalized-Ensemble Algorithms for Simulations of Complex Molecular Systems 77

4.2.2 Extensions of the Replica-Exchange Method

4.2.2.1 Multidimensional Replica-Exchange Method

We now describe the multidimensional replica-exchange method (MREM) [9]. The
crucial observation that led to this algorithm is as follows: As long as we have
M noninteracting replicas of the original system, the Hamiltonian H.q; p/ of the
system does not have to be identical among the replicas, and it can depend on a
parameter with different parameter values for different replicas.

Let us consider a generalized potential energy function E�.x/, which depends
on L parameters � D .	.1/; : : : ; 	.L//, of a system in state x. The system
for MREM consists of M noninteracting replicas of the original system in the
“canonical ensemble” with M.D M0 � M1 � � � � � ML/ different parameter sets
ƒm (m D 1; : : : ;M ), where ƒm 	 .Tm0;�m/ 	 .Tm0; 	

.1/
m1 ; : : : ; 	

.L/
mL/ with

m0 D 1; : : : ;M0;m` D 1; : : : ;M` (` D 1; : : : ; L). Because the replicas are
noninteracting, the weight factor is given by the product of Boltzmann-like factors
for each replica:

WMREM 	
M0Y

m0D1

M1Y

m1D1
� � �

MLY

mLD1
exp

�
�ˇm0E�m

�
: (4.32)

Without loss of generality, we can order the parameters so that T1<T2< � � � <
TM0 and 	.`/1 < 	

.`/
2 < � � � < 	

.`/
M`

(for each ` D 1; � � � ; L). A MREM simulation is
realized by alternately performing the following two steps:

1. For each replica, a “canonical” MC or MD simulation at the fixed parameter
values is carried out simultaneously and independently for a certain steps.

2. We exchange a pair of replicas i and j which are at the parameter sets ƒm and
ƒmC1, respectively. The transition probability for this replica-exchange process
is given by

w.ƒm $ ƒmC1/ D min .1; exp.��// ; (4.33)

where we have

� D .ˇm0 � ˇm0C1/
�
E�m



qŒj �

� �E�m



qŒi �
��
; (4.34)

for T -exchange, and

� D ˇm0

h�
E�m`

.qŒj �/� E�m`
.qŒi �/

�
�
�
E�m`C1

.qŒj �/� E�m`C1
.qŒi �/

�i
;

(4.35)

for 	.`/-exchange (for one of ` D 1; � � � ; L). Here, qŒi � and qŒj � stand for
configuration variables for replicas i and j , respectively, before the replica
exchange.
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4.2.2.2 van der Waals Replica-Exchange Method

We now describe a special example of MREM, which we refer to as the van der
Waals Replica-Exchange Method (vWREM) [32].

We consider a system consisting of solute molecule(s) in explicit solvent. We can
write the total potential energy as follows:

E	.q/ D Ep.qp/C Eps.qp; qs/C Es.qs/; (4.36)

where Ep is the potential energy for the atoms in the solute only, Eps is the
interaction term between solute atoms and solvent atoms, and Es is the potential
energy for the atoms of the solvent molecules only. Here, q D fqp; qsg, where qp and
qs are the coordinate vectors of the solute atoms and the solvent atoms, respectively,

and denoted by qp 	
n
q1; : : : ; qNp

o
and qs 	

n
qNpC1; : : : ; qN

o
. (Np is the total

number of atoms in the solute.)
We are more concerned with effective sampling of the conformational space

of the solute itself than that of the solvent molecules. The steric hindrance of the
solute conformations are governed by the van der Waals radii of each atom in the
solute. Namely, when the van der Waals radii are large, the solute molecule is bulky,
and we have more steric hindrance among the solute atoms by the Lennard-Jones
interactions, and when it is small, the solute molecule can move more freely. We
thus introduce a parameter 	 that scales the van der Waals radius of each atom in
the solute by

�k` �! 	�k` (4.37)

and write the Lennard-Jones energy term within Ep in Eq. 4.36 as follows:

V	


qp
� D

Np�1X

kD1

NpX

`DkC1
4�k`

(�
	�k`

rk`

�12
�
�
	�k`

rk`

�6)
; (4.38)

where rk` is the distance between atoms k and ` in the solute and �k` and �k` are the
corresponding Lennard-Jones parameters. The original potential energy is recovered
when 	 D 1, and the steric hindrance of solute conformations is reduced when
	 < 1. We remark that this is the only 	-dependent term in E	 in Eq. 4.36.

We prepare M values of 	, 	m (m D 1; : : : ;M ). Without loss of generality, we
can assume that the parameter values are ordered as 	1 < � � � < 	M . Here, we
consider the case in which temperature is fixed to be T0 D 1=kBˇ0. The vWREM
is realized by alternately performing the following two steps:

1. For each replica, a canonical MC or MD simulation at the corresponding
parameter value 	m is carried out simultaneously and independently for a certain
steps with the corresponding Boltzmann factor of Eq. 4.3 for each replica.
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2. We exchange a pair of replicas i and j which are at the neighboring parameter
values 	m and 	mC1, respectively. The transition probability for this replica-
exchange process is given by Eq. 4.33, where� in Eq. 4.35 now reads

� D ˇ0

h�
V	m

�
qŒj �p

�
� V	m

�
qŒi �p

��
�
�
V	mC1

�
qŒj �p

�
� V	mC1

�
qŒi �p

��i
:

(4.39)

Here, V	 is the Lennard-Jones potential energy in Eq. 4.38 among the solute
atoms only.

Note that because the 	 dependence of E	 exists only in V	, the rest of the terms
have been canceled out in Eq. 4.35.

We see that Eq. 4.39 includes only the coordinates qp of the atoms in the
solute only and is independent of the coordinates qs of solvent molecules. Because
Np � N usually holds, the difficulty in the usual REM that the number of required
replicas increases with the number of degrees of freedom is much alleviated in this
formalism.

We remark that in order to further enhance the conformational sampling, we
can perform a two-dimensional REM in both temperature and 	, using Eqs. 4.34
and 4.35.

4.2.2.3 Reweighting Techniques

The results from MREM simulations with different parameter values can be
analyzed by the reweighting techniques [54, 55]. Suppose that we have carried out
a MREM simulation at a constant temperature T0 with M replicas corresponding to
M parameter values 	m (m D 1; : : : ;M ).

For appropriate reaction coordinates �1 and �2, the canonical probability distribu-
tion PT;	.�1; �2/ with any parameter value 	 at any temperature T can be calculated
from

PT;	.�1; �2/ D
X

E	1 ;:::;E	M

MX

mD1
Nm.E	1 ; : : : ; E	M I �1; �2/e�ˇE	

MX

mD1
nme

fT0;	m�ˇ0E	m
; (4.40)

and

e�fT0;	m D
X

�1;�2

PT0;	m.�1; �2/: (4.41)
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Here, Nm.E	1 ; : : : ; E	M I �1; �2/ is the histogram of the M -dimensional energy
distributions at the parameter value 	m and the reaction coordinate values .�1; �2/,
which was obtained by the MREM simulation, and nm is the total number of
samples obtained at the parameter value 	m. Note that this probability distribution
is not normalized. Equations 4.40 and 4.41 are solved self-consistently by iteration.
Note also that these equations can be easily generalized to any reaction coordinates
.�1; �2; : : :/.

From the probability distribution PT;	.�1; �2/ in Eq. 4.40, the expectation
value of a physical quantity A with any parameter value 	 at any temperature
T is given by

hAiT;	 D

X

�1;�2

A.�1; �2/PT;	.�1; �2/

X

�1;�2

PT;	.�1; �2/
: (4.42)

We can also calculate the free energy (or the potential of mean force) as a function
of the reaction coordinates �1 and �2 with any parameter value 	 at any temperature
T from

FT;	.�1; �2/ D �kBT lnPT;	.�1; �2/: (4.43)

By utilizing these equations, therefore, we can obtain various physical quantities
from the MREM simulations with the original and non-original parameter values.
We remark that although we wrote any T in Eqs. 4.40, 4.42, and 4.43 above, the
valid T value is limited in the vicinity of T0. We also need the T -exchange process
in Eq. 4.34 in order to have accurate average quantities for a wide range of T values.

4.2.3 Multicanonical Algorithm

The next generalized-ensemble algorithm that we present is the multicanonical
algorithm (MUCA) [16,17]. In the multicanonical ensemble, each state is weighted
by a non-Boltzmann weight factorWMUCA.E/ (which we refer to as the multicanon-
ical weight factor) so that a uniform potential energy distribution PMUCA.E/ may
be obtained:

PMUCA.E/ / n.E/WMUCA.E/ 	 constant: (4.44)

The flat distribution implies that a free one-dimensional random walk in the
potential energy space is realized in this ensemble. This allows the simulation to
escape from any local-minimum-energy states and to sample the configurational
space much more widely than the conventional canonical MC or MD methods.
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The definition in Eq. 4.44 implies that the multicanonical weight factor is
inversely proportional to the density of states, and we can write it as follows:

WMUCA.E/ 	 exp Œ�ˇ0EMUCA.EIT0/� D 1

n.E/
; (4.45)

where we have chosen an arbitrary reference temperature, T0 D 1=kBˇ0, and the
“multicanonical potential energy” is defined by

EMUCA.EIT0/ 	 kBT0 lnn.E/ D T0S.E/: (4.46)

Here, S.E/ is the entropy in the microcanonical ensemble. Because the density of
states of the system is usually unknown, the multicanonical weight factor has to be
determined numerically by iterations of short preliminary runs [16, 17].

A multicanonical MC simulation is performed, for instance, with the usual
Metropolis criterion [50]: The transition probability of state x with potential energy
E to state x0 with potential energyE 0 is given by

w.x ! x0/ D min

�
1;
WMUCA.E

0/
WMUCA.E/

�
D min

�
1;
n.E/

n.E 0/

�

D min .1; exp .�ˇ0�EMUCA// ; (4.47)

where
�EMUCA D EMUCA.E

0IT0/� EMUCA.EIT0/: (4.48)

The MD algorithm in the multicanonical ensemble also naturally follows from
Eq. 4.45, in which the regular constant temperature MD simulation (with T D T0)
is performed by replacing E by EMUCA in Eq. 4.12 [19, 20]:

Ppk D �@EMUCA.EIT0/
@qk

� Ps
s

pk D @EMUCA.EIT0/
@E

F k � Ps
s

pk: (4.49)

Let NMUCA.E/ be the histogram of potential energy distribution PMUCA.E/

obtained by the production run. The best estimate of the density of states can then
be given by the single-histogram reweighting techniques [57] as follows (see the
proportionality relation in Eq. 4.44):

n.E/ D NMUCA.E/

WMUCA.E/
: (4.50)

By substituting this quantity into Eq. 4.28, one can calculate ensemble averages
of physical quantity A.E/ as a function of temperature. Moreover, the ensemble
averages of any physical quantity A (including those that cannot be expressed as
functions of potential energy) at any temperature T (D 1=kBˇ) can also be obtained
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as long as one stores the “trajectory” of configurations from the production run.
Namely, we have

hAiT D

nsX

kD1
A.xk/W

�1
MUCA.E.xk// exp Œ�ˇE.xk/�

nsX

kD1
W �1MUCA.E.xk// exp Œ�ˇE.xk/�

; (4.51)

where xk is the configuration at the kth MC (or MD) step and ns is the total number
of configurations stored.

4.2.4 Extensions of Multicanonical Algorithm

4.2.4.1 Multioverlap Algorithm and Multicanonical-Multioverlap
Algorithm

While MUCA yields a flat distribution in potential energy and performs a random
walk in potential energy space, we can, in principle, choose any other variable
and induce a random walk in that variable. One such example is the multioverlap
algorithm (MUOV) [33–35]. Here, we choose a protein system and define the
overlap in the space of dihedral angles by [58]

O D 1 � d; (4.52)

where d is the dihedral-angle distance given by

d D 1

n�

X

i

da.�i ; �
0
i /: (4.53)

�i is the dihedral angle i , and �0i is the dihedral angle i of the reference
conformation. The distance da.�i ; �0i / between two dihedral angles is defined by

da.�i ; �
0
i / D min.j�i � �0i j; 2� � j�i � �0i j/: (4.54)

The dihedral-angle distance d in Eq. 4.53 takes a value in the range 0 
 d 
 1. If
d D 0, all dihedral angles are coincident with those of the reference conformation.
The dihedral-angle distance is thus an indicator of how similar the conformation is to
the reference conformation. As one can see in Eq. 4.52, the dihedral-angle distance
d is equivalent to the overlap O . We will deal with the dihedral-angle distance
instead of the overlap hereafter.



4 Generalized-Ensemble Algorithms for Simulations of Complex Molecular Systems 83

In the multioverlap ensemble at a constant temperature T0, the probability
distribution is given by the following non-Boltzmann weight factor, which we refer
to as the multioverlap weight factor:

Wmuov.d;EIT0/ D e�ˇ0Emuov ; (4.55)

where Emuov is the “multioverlap potential energy” defined by

Emuov.d;EIT0/ D E � kBT0f .d IT0/: (4.56)

The function f .d IT0/ is the dimensionless free energy at dihedral-angle distance d .
The generalization to the multidimensional dihedral-angle distance space is

straightforward, and the multioverlap weight factor is given by

Wmuov.d1; : : : ; dL;EIT0/ D e�ˇ0Emuov 	 e�ˇ0ECf .d1;:::;dLIT0/; (4.57)

where L is the number of the reference conformations and di is the dihedral-
angle distance, with respect to reference conformation i .i D 1; : : : ; L/. The
function f .d1; : : : ; dLIT0/ is the dimensionless free energy with the fixed
value of dihedral-angle distances d1; � � � ; dL. The dimensionless free energy
f .d1; : : : ; dLIT0/ is defined so that the probability distribution of dihedral-angle
distances Pmuov.d1; : : : ; dLIT0/ is flat:

Pmuov.d1; : : : ; dLIT0/ D
Z
dE Pmuov.d1; : : : ; dL;EIT0/

/
Z
dE n.d1; : : : ; dL;E/Wmuov.d1; : : : ; dL;EIT0/

D
Z
dE n.d1; : : : ; dL;E/e

�ˇ0ECf .d1;��� ;dLIT0/

	 constant; (4.58)

where Pmuov.d1; : : : ; dL;EIT0/ is the probability distribution of potential energy
and dihedral-angle distances, and n.d1; : : : ; dL;E/ is its density of states.

The MD algorithm in the multioverlap ensemble also naturally follows from
Eq. 4.57, in which the regular constant temperature MD simulation (with T D T0)
is performed by replacing E by Emuov in Eq. 4.12 [35, 36]:

Ppk D �@Emuov

@qk
.d1; : : : ; dL;EIT0/ � Ps

s
pk

D F k C kBT0
@f

@qk
.d1; : : : ; dLIT0/� Ps

s
pk: (4.59)
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The multioverlap weight factor, or the dimensionless free energy, is not a priori
known and has to be determined by the usual iterations of short simulations
[2, 18]. Suppose that we have determined an appropriate dimensionless free energy
f .d1; : : : ; dLIT0/ at temperature T0 and that we have made a production run at this
temperature. The results of the multioverlap production run can then be analyzed
by the reweighting techniques [57]. Namely, the expectation value of a physical
quantity A at any temperature T is given by

hAiT D

X

d1;��� ;dL;E

A.d1; � � � ; dL; E/Nmuov.d1; � � � ; dL; E/Wmuov.d1; � � � ; dL; EIT0/�1e�ˇE

X

d1;��� ;dL;E

Nmuov.d1; � � � ; dL; E/Wmuov.d1; � � � ; dL; EIT0/�1e�ˇE

D

X

d1;��� ;dL;E

A.d1; � � � ; dL; E/Nmuov.d1; � � � ; dL; E/e�.ˇ�ˇ0/E�f .d1 ;��� ;dLIT0/

X

d1;��� ;dL;E

Nmuov.d1; � � � ; dL; E/e�.ˇ�ˇ0/E�f .d1 ;��� ;dLIT0/
; (4.60)

where Nmuov.d1; : : : ; dL;E/ is the histogram of the probability distribution
Pmuov.d1; : : : ; dL;EIT0/ of potential energy and dihedral-angle distances that
was obtained by the multioverlap production run.

The multioverlap algorithm can further be combined with the multicanonical
algorithm as follows (this method is referred to as the multicanonical-multioverlap
algorithm (MUCA-MUOV)) [36]. In analogy with the multicanonical ensemble in
Eq. 4.44 or the multioverlap ensemble in Eq. 4.58, by employing the non-Boltzmann
weight factor Wmcmo.d1; : : : ; dL;E/, which we refer to as the multicanonical-
multioverlap weight factor, a uniform probability distribution with respect to the
potential energy and dihedral-angle distances is obtained:

Pmcmo.d1; : : : ; dL;E/ / n.d1; : : : ; dL;E/Wmcmo.d1; : : : ; dL;E/ 	 constant:
(4.61)

In this method, we obtain a random walk not only in the dihedral-angle distance
space but also in the potential energy space.

4.2.4.2 Multibaric-Multithermal Algorithm

Besides the canonical ensemble, molecular simulations in the isobaric-isothermal
ensemble are also commonly used. This is because most experiments are carried
out under the constant pressure and constant temperature conditions. The canonical
probability distribution PB.EIT0/ in Eq. 4.6 is here replaced by the isobaric-
isothermal distribution PNPT.E; V IT0; P0/ for potential energy E and volume V :

PNPT.E; V IT0; P0/ 	 n.E; V /e�ˇ0H: (4.62)
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Here, the density of states n.E; V / is given as a function of bothE and V , and H is
the “enthalpy” (without the kinetic energy contributions):

H D E C P0V; (4.63)

where P0 is the pressure at which simulations are performed. This weight factor
produces an isobaric-isothermal ensemble at constant temperature (T0) and constant
pressure (P0). This ensemble has bell-shaped distributions in both E and V .

As for the MD methods in this ensemble, we just present the Nosé-Andersen
algorithm [51, 52, 59]. The equations of motion in Eqs. 4.11–4.14 are now general-
ized as follows:

Pqk D pk

mk

C
PV
3V

qk; (4.64)
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pk; (4.65)

Ps D s
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Q
; (4.66)
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iD1
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mi

� 3NkBT0 D 3NkB .T .t/ � T0/ ; (4.67)
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D s ŒP.t/ � P0� ; (4.69)

where M is the artificial mass associated with the volume, PV is the conjugate
momentum for the volume, and the “instantaneous pressure” P.t/ is defined by

P.t/ D 1

3V
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iD1
qi .t/ � F i .t/

!
: (4.70)

We now introduce the idea of the multicanonical technique into the isobaric-
isothermal ensemble method and refer to this generalized-ensemble algorithm as
the multibaric-multithermal algorithm (MUBATH) [39, 40, 42, 43]. The molecular
simulations in this generalized ensemble perform random walks both in the potential
energy space and in the volume space.
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In the multibaric-multithermal ensemble, each state is sampled by the multibaric-
multithermal weight factor Wmbt.E; V / 	 expf�ˇ0Hmbt.E; V /g (Hmbt is referred
to as the multibaric-multithermal enthalpy) so that a uniform distribution in both
potential energy and volume may be obtained:

Pmbt.E; V / / n.E; V /Wmbt.E; V / D n.E; V / expf�ˇ0Hmbt.E; V /g 	 constant:
(4.71)

In order to perform the multibaric-multithermal MD simulation, we just solve
the above equations of motion (Eqs. 4.64–4.69) for the regular isobaric-isothermal
ensemble (with T D T0 and P D P0), where the enthalpy H is replaced by the
multibaric-multithermal enthalpy Hmbt in Eqs. 4.65 and 4.69 [42].

The multibaric-multithermal weight factor is, however, not a priori known and
has to be determined by the usual iterations of short simulations [2, 18]. After
an optimal weight factor Wmbt.E; V / is obtained, a long production simulation is
performed for data collection. We employ the reweighting techniques [57] for the
results of the production run to calculate the isobaric-isothermal-ensemble averages.
The probability distribution PNPT.E; V IT;P / of potential energy and volume in
the isobaric-isothermal ensemble at the desired temperature T and pressure P is
given by

PNPT.E; V IT;P / D Nmbt.E; V / Wmbt.E; V /
�1 e�ˇ.ECPV /

X

E;V

Nmbt.E; V / Wmbt.E; V /
�1 e�ˇ.ECPV /

; (4.72)

where Nmbt.E; V / is the histogram of the probability distribution Pmbt.E; V / of
potential energy and volume that was obtained by the multibaric-multithermal
production run. The expectation value of a physical quantity A at T and P is then
obtained from

hAiT;P D
X

E;V

A.E; V / PNPT.E; V IT;P /: (4.73)

4.3 Examples of Simulation Results

We now present several examples of the simulation results by the generalized-
ensemble algorithms described in the previous section.

The first example is a vWREM simulation of a small peptide [32]. In order
to demonstrate the effectiveness of vWREM, in which we exchange pairs of the
van der Waals radius parameter values, we applied the vWREM MD algorithm,
which we refer to as the vWREMD, to the system of an alanine dipeptide in explicit
water solvent and compared the results with those obtained by the replica-exchange
MD (REMD) simulation [8] and conventional canonical MD simulations. The N-
terminus and the C-terminus were blocked by the acetyl group and the N-methyl
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Fig. 4.1 The common initial conformation of the alanine dipeptide for the vWREMD, REMD,
and canonical MD simulations. Reprinted from Ref. [32] with kind permission of © The American
Institute of Physics (2010)

group, respectively. The number of water molecules was 67. The force field that
we adopted was the AMBER parm96 parameter set [60], and the model for the
water molecules was the TIP3P rigid-body model [61]. The vWREMD, REMD,
and canonical MD simulations were carried out with the symplectic integrator with
rigid-body water molecules, in which the temperature was controlled by the Nosé-
Poincaré thermostat [44,45,62–65]. The system was put in a cubic unit cell with the
side length of 13.4 Å, and we imposed the periodic boundary conditions.

In the vWREMD simulation, we needed only four replicas (M D 4). That is,
we employed four different parameter values 	m .m D 1; : : : ; 4/, and their values
were 	1 D 0:85, 	2 D 0:9, 	3 D 0:95, and 	4 D 1:0. The original potential energy
corresponds to the scale factor 	4 D 1:0. The temperature of the system T0 was
set to be 300 K for all the replicas in the vWREMD simulation. We also employed
four replicas for the REMD simulation to compare the sampling efficiency with
those of the vWREMD simulation, and the four different temperatures were 300 K,
315 K, 335 K, and 360 K, and these temperatures were determined so that exchanges
between pairs of replicas were accepted sufficiently. Moreover, we carried out four
canonical MD simulations at 300 K, and the difference among these four simulations
was initial velocities. We employed the original parameter value 	 D 1:0 for the
REMD and canonical MD simulations. The initial conformations were the same for
all the simulations, and the initial backbone dihedral angles � and  of the alanine
dipeptide were set .�;  / D .180ı; 180ı/, as shown in Fig. 4.1. The total time of the
MD simulations was 2.5 ns per replica for the vWREMD and REMD simulations
and 2.5 ns for each canonical simulation, including equilibration for 0.1 ns.

Figure 4.2 shows the time series of the backbone dihedral angles � for the
vWREMD, REMD, and the conventional canonical MD simulations. From the
figure, we see that the samplings in the � space in the vWREMD simulation were
the most effective, then those in the REMD simulation, and the least effective in the
conventional MD simulation.

The second example is a multioverlap MD simulation of the system of a
pentapeptide, Met-enkephalin, in vacuum [34]. The amino-acid sequence is Tyr-
Gly-Gly-Phe-Met. The N-terminus and the C-terminus were blocked with the acetyl
group and the N-methyl group, respectively. The force field that we adopted is
the CHARMM param 22 parameter set [66]. Our multioverlap MD simulations
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Fig. 4.2 Time series of the dihedral angle � during the vWREMD simulation (left), REMD
simulation (center), and canonical MD simulation (right)

Fig. 4.3 (a) Reference conformation 1 and (b) reference conformation 2. The side chains are
suppressed, and only backbone structures are shown. The dotted lines denote the hydrogen
bonds. The N-terminus and the C-terminus are on the right-hand side and on the left-hand side,
respectively

were performed by implementing the method in the CHARMM macromolecular
mechanics program [67].

We considered two energy-local-minimum states of Met-enkephalin as reference
conformations. In Fig. 4.3, we show these two reference conformations. We then set
L D 2 in Eq. 4.57, and the dimensionless free energy is expressed as f .d1; d2IT0/.
The multioverlap MD simulation was carried out at T0 D 300K with a time step
of 0.5 fs.

Figure 4.4 shows the time series of the dihedral-angle distances with respect
to each of the two reference conformations. While Fig. 4.4a, b shows the results
of the conventional canonical MD simulation at T0 D 300K, Fig. 4.4c, d shows
the results of the multioverlap MD simulation at the same temperature. When
d1 D 0, the values of dihedral angles of backbone completely coincide with those of
reference conformation 1 and d2 D 0:122. Conversely, when d2 D 0, d1 D 0:122.
When d1 .d2/ is near zero, the conformation is similar to reference conformation
1 (2). Therefore, Fig. 4.4 implies that the multioverlap MD simulation performed a
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Fig. 4.4 The time series of the dihedral-angle distances d1 and d2. (a) and (b) are from the
conventional canonical MD simulation, and (c) and (d) are the results from the multioverlap MD
simulation at T0 D 300K

random walk in the dihedral-angle distance space between reference conformation
1 and reference conformation 2, whereas the usual canonical MD simulation got
trapped in a local-minimum state near conformation 2.

The free energy F.d1; d2IT / (or the potential of mean force) at temperature T is
defined by

F.d1; d2IT / D �kBT lnPB.d1; d2IT /; (4.74)

where PB.d1; d2IT / is the reweighted canonical probability distribution of d1 and
d2 at T and given by (see Eq. 4.60)

PB.d1; d2IT / D

X

E

Nmuov.d1; d2; E/e
�.ˇ�ˇ0/E�f .d1;d2IT0/

X

d1;d2;E

Nmuov.d1; d2; E/e
�.ˇ�ˇ0/E�f .d1;d2IT0/ : (4.75)
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Fig. 4.5 The free-energy landscape obtained from (a) the conventional canonical MD simulation
and (b) the multioverlap MD simulation at T0 D 300K. Contour lines are drawn every 1 kcal/mol.
The labels A and B locate the local-minimum states. The label C stands for the saddle point, or the
transition state, between these two local-minimum states

In Fig. 4.5, we illustrate the free-energy landscapes with respect to the dihedral-
angle distances that were calculated from the results of the conventional canonical
MD simulation and those of the multioverlap MD simulation. While in Fig. 4.5a
only one local-minimum state exists near reference conformation 2, in Fig. 4.5b,
we find a local-minimum state A and a local-minimum state B near reference
conformation 1 and reference conformation 2, respectively. This result again implies
that the canonical MD simulation got trapped in the latter local-minimum state. The
local-minimum state B near reference conformation 2 corresponds to the global-
minimum state at 300 K. The local-minimum state A near reference conformation
1 is another local-minimum state at 300 K. The free-energy difference between the
global-minimum state (B) and the local-minimum state (A) is about 3 kcal=mol.

The saddle point C in Fig. 4.5b corresponds to the transition state between
the global-minimum state (B) and the local-minimum state (A). The free-energy
difference between B and C is about 5 kcal/mol and that between A and C is
2 kcal/mol. Because kBT � 0:6 kcal=mol at T D 300K, these barrier heights are
rather high. This is why the conventional canonical MD simulation got trapped in
the vicinity of the global-minimum state B.

Our next simulation is the multicanonical-multioverlap MD simulation of
Alzheimer’s amyloid-ˇ (Aˇ) peptide fragment [37]. The amino-acid sequence
was Ace-GAIIGLMVGGVVIA-Nme. In multicanonical-multioverlap simulations,
we must have a reference conformation. We adopted the conformation that was
obtained from the corresponding part in the conformation whose PDB ID code
is 2BEG. Here, we took into account only the backbone dihedral angles � (the
rotation angles around the N–C˛ bonds) and  (the rotation angles around the
C˛–C bonds) of the residues 30–41 of Aˇ(29–42) as the reference dihedral angles
in our simulations. The force field that we adopted is the CHARMM 22 parameter
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Fig. 4.6 Typical conformations of the Aˇ(29–42) molecule at 300 K when two molecules are
spatially separated. Reprinted from Ref. [37] with kind permission of © The American Chemical
Association (2008)

set [66]. We employed the GB/SA model [68–70] as an implicit solvent model. We
also introduced the harmonic constraint k.r � r0/

2=2 when the distance between
the center of mass of two Aˇ(29–42) molecules exceeded 20 Å in order to avoid
the states in which two molecules are too much spatially separated. Here, r is the
distance between the center of mass of two molecules, and k is a force constant
whose value is 200 kcal/(mol Å2), and the value of r0 is set 20 Å.

In Fig. 4.6, we show conformations of Aˇ(29–42) monomer in the case when
the distance between the center of mass of two peptides is more than 15 Å at
300 K. We identified three major metastable states. These states correspond to low
concentrations of Aˇ(29–42) peptides or to their monomeric states. Conformation
1 in Fig. 4.6 is a ˇ-helix-like structure, conformation 2 is an ˛-helix (or sometimes
�-helix) structure, and conformation 3 is an intramolecular antiparallel ˇ-sheet
(ˇ-hairpin) structure. When the Aˇ(29–42) peptide is in a monomeric state,
therefore, it seems that the conformations of Aˇ(29–42) peptides have the same
structure as those in Fig. 4.6.

We show the free-energy landscape of the dimer system at 300 K in Fig. 4.7a.
The free-energy landscape was obtained from the results of the multicanonical-
multioverlap MD simulation by the reweighting techniques. The abscissa is the
number of backbone C˛ intermolecular contacts, and we regard a pair of C˛ atoms
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Fig. 4.7 (a) Free-energy landscape of an Aˇ(29–42) dimer system at 300 K. The ordinate is an
indicator of structure for helix and strand. When the value of the ordinate is close to 1, conforma-
tions of Aˇ(29–42) become helical. Conversely, if the value is close to 0, the conformations have
extended forms. The abscissa is the number of backbone C˛ intermolecular contacts. Contour lines
are drawn every 1 kcal/mol. (b) Typical structures in the corresponding local-minimum states in
(a). The arrows indicate possible pathways of the early stages of amyloidogenesis. Reprinted from
Ref. [37] with kind permission of © The American Chemical Association (2008)

as being in contact if the distance between the two atoms is within 6.5 Å. d˛ and dˇ
in the label of the ordinate are dihedral-angle distances, which we introduced to set
the reaction coordinates of the free-energy data analysis. When the value of d˛ (dˇ)
is close to 0, the structures of Aˇ(29–42) molecules are helical (extended strand).
From the free-energy landscape in Fig. 4.7a, we identified seven local-minimum
states. In Fig. 4.7b, we show typical conformations of the Aˇ(29–42) in each local-
minimum state.

From Figs. 4.6 and 4.7, we deduce the dimerization (oligomerization) process,
which corresponds to a seeding process in amyloidogenesis, for Aˇ(29–42) peptides
as follows: Stage 1: When the Aˇ(29–42) peptides are in the monomeric state, the
peptides are mainly in one of the three conformational states in Fig. 4.6. Stage 2:
Aˇ(29–42) peptides come close to each other and create dimers (or oligomers) as a
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result of hydrophobic effects. If the structures are intramolecular antiparallelˇ-sheet
structures before dimerization, such as conformation 3 in Fig. 4.6, the conformation
after dimerization will correspond to conformation 2 in the local-minimum state E in
Fig. 4.7b. If the structures are like conformation 1 or 2 in Fig. 4.6, on the other hand,
the Aˇ(29–42) dimer will have structures like those of the conformations in A or B
in Fig. 4.7b. Stage 3: If the conformations in stage 2 are in states A or B in Fig. 4.7b,
then the peptides have helical conformations with extended parts like those in C.
If the conformations in stage 2 are already in E in Fig. 4.7b, on the other hand, this
corresponds to Stage 4 below. Stage 4: The extended parts will create intermolecular
ˇ-ladders such as those in D or E. Stage 5: The intramolecular secondary structures
are broken, and the peptides will have a fully extended form such as those in F. Stage
6: The Aˇ(29–42) dimer has intermolecular parallel or antiparallelˇ-sheet structure
like those in G. These pathways are summarized in Fig. 4.7b (see the arrows). In
the early process of amyloidogenesis, these intermolecular parallel or antiparallel
ˇ-sheet structure can be a seed of amyloid fibrils.

We now present the results of a multibaric-multithermal MD simulation [42]. We
considered a Lennard-Jones 12–6 potential system. The length and the energy are
scaled in units of the Lennard-Jones diameter � and the depth of the potential �,
respectively. We use an asterisk (�) for quantities reduced by � and �.

We used 500 particles (N D 500) in a cubic unit cell with periodic boundary
conditions. We started the multibaric-multithermal weight factor determination from
a regular isobaric-isothermal simulation at T �0 D 2:0 and P �0 D 3:0 (the multibaric-
multithermal production run was also performed at this set of temperature and
pressure values). These temperature and pressure values are respectively higher than
the critical temperature T �c and the critical pressureP �c [71,72]. Recent reliable data
are T �c D 1:3207.4/ and P �c D 0:1288.5/ [72]. The cutoff radius r�c was taken to be
r�c D 4:0. A cutoff correction was added for the pressure and the potential energy.

In order to carry out the multibaric-multithermal MD simulation in Eqs. 4.64–
4.69 with the replacement of H by Hmbt, we employed the Nosé-Poincaré formalism
[44,45,62–65]. This gives the same equations of motion as the Nosé thermostat and
provides a symplectic integrator. Therefore, it has an advantage that the secular
deviation of the Hamiltonian is suppressed. We have recently shown that this
integrator is also very effective for rigid-body molecules [64]. We performed a long
production run of 106 MD steps.

In Fig. 4.8a, we show the probability distribution PNPT.E
�=N; V �=N/ from

the isobaric-isothermal simulation that was carried out first. It is a bell-shaped
distribution. As the iteration of the multibaric-multithermal weight factor deter-
mination proceeds, Pmbt.E

�=N; V �=N/ will become flat and broad gradually.
Figure 4.8b depicts the probability distribution Pmbt.E

�=N; V �=N/ from the
multibaric-multithermal simulation that was finally performed. It shows a flat
distribution, and the multibaric-multithermal MD simulation indeed sampled the
conformational space in wider ranges of E�=N and V �=N than the conventional
isobaric-isothermal MD simulation.
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Fig. 4.8 (a) The probability distribution PNPT.E
�=N; V �=N / in the isobaric-isothermal MD

simulation at .T �

0 ; P
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0 / D .2:0; 3:0/ and (b) the probability distribution Pmbt.E
�=N; V �=N /

in the multibaric-multithermal MD simulation. Reprinted from Ref. [42] with kind permission of
© Elsevier (2004)
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Fig. 4.11 The probability distributions P.�;  / of the backbone dihedral angles � and  at T D
298K and P D 0:1MPa, which were obtained by the reweighting techniques from the results of
the multibaric-multithermal MD simulation (a) in the AMBER parm99 force field and (b) in the
AMBER parm96 force field. (a0) and (b0) are the contour map of (a) and that of (b), respectively.
Reprinted from Ref. [45] with kind permission of © The American Chemical Society (2008)

The time series of E�=N from two conventional isobaric-isothermal MD simu-
lations at (T �0 , P �0 ) = (1.6, 3.0) and (2.4, 3.0) are given in Fig. 4.9a. The potential
energy fluctuates in narrow ranges of E�=N D �4:0 � �3:5 at the higher
temperature of T �0 D 2:4 and in the ranges of E�=N D �5:1 � �4:7 and
at the lower temperature of T �0 D 1:6. On the other hand, Fig. 4.9b shows that
the multibaric-multithermal MD simulation realizes a random walk in the potential
energy space and covers a wide energy range.

A similar situation is observed in V �=N . In Fig. 4.10a the time series of two
conventional isobaric-isothermal MD simulations at (T �0 , P �0 ) = (2.0, 2.2) and (2.0,
3.8), is shown. The volume fluctuations are only in the range of V �=N D 1:3 � 1:4

and V �=N D 1:5 � 1:6 at P �0 D 3:8 and at P �0 D 2:2, respectively. On the
other hand, the multibaric-multithermal MD simulation performs a random walk
that covers even a wider volume range, as shown in Fig. 4.10b.

We applied the MUBATH MD algorithm to a system consisting of one alanine
dipeptide molecule and 63 water molecules. We used enough water molecules
so that the alanine dipeptide molecule was always held perfectly within the
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Fig. 4.12 The population ratiosW=WPII against the PII state as functions of pressure P at constant
temperature of T D 298K, which was obtained by the reweighting techniques from the results of
the multibaric-multithermal MD simulation. Reprinted from Ref. [45] with kind permission of
© The American Chemical Society (2008)

simulation box. We used both AMBER parm99 [73] and AMBER parm96 [60]
force fields for the alanine dipeptide molecule and the TIP3P [61] rigid-body model
for the water molecules. We employed a cubic unit cell with periodic boundary
conditions. The electrostatic potential was calculated by the Ewald method. We
calculated the van der Waals interaction, which is given by the Lennard-Jones 12–6
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Table 4.1 Differences �V / (cm3mol�1) in partial molar volume of the
C5; ˛R; ˛P; ˛L, and Cax

7 states from that of the PII state calculated by the
MUBATH MD simulations. Raman experimental data are taken from Ref. [75]

State AMBER parm99 AMBER parm96 Raman

C5 1.5˙ 0.9 �0.3˙ 0.9 0.1˙ 0.3
˛R 1.8˙ 0.8 �2.0˙ 2.0 1.1˙ 0.2
˛P 0.6˙ 0.8 0.1˙ 1.2 –
˛L �5.2˙ 1.0 �10.2˙ 5.6 –
Cax
7 – 9.4˙ 4.1 –

term, for all pairs of the atoms within the minimum image convention instead of
introducing the spherical potential cutoff. The time step was taken to be�t D 0:5 fs.

Figure 4.11 shows P.�;  / obtained from the MUBATH MD simulations by the
reweighting techniques at T = 298 K andP = 0.1 MPa. In the case of longer peptides
or proteins, the ˛R state corresponds to an ˛-helix structure, and the PII and C5 states
correspond to a ˇ-strand structure. It is known that, in general, the AMBER parm99
force field tends to form an ˛-helix structure, and the AMBER parm96 force field
tends to form a ˇ-sheet structure [74]. The distributions P.�;  / in Fig. 4.11 are
consistent with this feature.

Figure 4.12 shows the population ratio of each state and the PII state as a
function of P at the constant temperature of T D 298K. A pressure increase at
constant temperature generally causes a decrease in the volume. The decreases in
the population ratio of some state and the PII state mean that the volume of that state
is larger than that of the PII state. The difference in partial molar volume�V of the
C5 state from that of the PII state, for example, is calculated from the derivative of
log.WC5=WPII/ with respect to P by

�V D �RT
�
@ log.WC5=WPII/

@P

�

T

: (4.76)

The difference between the partial molar volume of the other states and that of
the PII state was also obtained in the same way. The values of �V are shown in
Table 4.1. Note that all the experimental data lie in between the corresponding
simulation results with the two force fields.

4.4 Conclusions

In this chapter, we described two powerful generalized-ensemble algorithms,
namely, replica-exchange method (REM) and multicanonical algorithm (MUCA),
which are effective for molecular simulations. We also introduced multidimen-
sional/multivariable extensions of the two methods, namely, MREM, vWREM,
MUOV, MUCA-MUOV, and MUBATH. These generalized-ensemble algorithms
are particularly useful for biomolecular simulations.
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Chapter 5
Atomistic Mechanism of Carbon Nanostructure
Self-Assembly as Predicted by Nonequilibrium
QM/MD Simulations
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K.R.S. Chandrakumar, Yoshio Nishimoto, Hu-Jun Qian,
and Keiji Morokuma

What can be controlled is never completely real; what is real
can never be completely controlled.

Vladimir V. Nabokov [1]

Abstract We review our quantum chemical molecular dynamics (QM/MD)-based
studies of carbon nanostructure formation under nonequilibrium conditions that
were conducted over the past 10C years. Fullerene, carbon nanotube, and graphene
formation were simulated on the nanosecond time scale, considering experimental
conditions as closely as possible. An approximate density functional method was
employed to compute energies and gradients on the fly in direct MD simulations,
while the simulated systems were pushed away from equilibrium via carbon
concentration or temperature gradients. We find that carbon nanostructure formation
from feedstock particles involves a phase transition of sp to sp2 carbon phases,
which begins with the formation of Y-junctions, followed by a nucleus consisting of
pentagons, hexagons, and heptagons. The dominance of hexagons in the synthesized

S. Irle (�) • Y. Wang • Y. Nishimoto • H.-J. Qian
Institute for Advanced Research and Department of Chemistry, Nagoya University,
Nagoya 464-8602, Japan
e-mail: sirle@chem.nagoya-u.ac.jp; ywang@iar.nagoya-u.ac.jp;
yoshio.nishimoto@a.mbox.nagoya-u.ac.jp; hujunqian@gmail.com

A.J. Page • B. Saha • K.R.S. Chandrakumar
Fukui Institute for Fundamental Chemistry, Kyoto University, Kyoto 606-8103, Japan
e-mail: alisterpage@gmail.com; bisajit@gmail.com; krschandrakumar@gmail.com

K. Morokuma (�)
Cherry L. Emerson Center for Scientific Computation and Department of Chemistry,
Emory University, Atlanta, GA 30322, USA

Fukui Institute for Fundamental Chemistry, Kyoto University, Kyoto 606-8103, Japan
e-mail: morokuma@emory.edu

J. Leszczynski and M.K. Shukla (eds.), Practical Aspects of Computational
Chemistry II, DOI 10.1007/978-94-007-0923-2__5,
© Springer ScienceCBusiness Media Dordrecht 2012

103



104 S. Irle et al.

products is explained via annealing processes that occur during the cooling of the
grown carbon structure, accelerated by transition-metal catalysts when present. The
dimensional structures of the final synthesis products (0D spheres – fullerenes,
1D tubes – nanotubes, 2D sheets – graphenes) are induced by the shapes of the
substrates/catalysts and their interaction strength with carbon. Our work prompts
a paradigm shift away from traditional anthropomorphic formation mechanisms
solely based on thermodynamic stability. Instead, we conclude that nascent carbon
nanostructures at high temperatures are dissipative structures described by nonequi-
librium dynamics in the manner proposed by Prigogine, Whitesides, and others.
As such, the fledgling carbon nanostructures consume energy while increasing the
entropy of the environment and only gradually anneal to achieve their familiar, final
structure, maximizing hexagon formation wherever possible.

5.1 Introduction

Nanotechnology started out as a vision that involved arranging atoms “one by
one, just as we want them,” following Richard Feynman’s “There’s plenty of
room at the bottom” speech [2]. The basic idea was to use atom-positioning
techniques for writing the contents of entire encyclopedias on the head of a
pin. Feynman thereupon developed the concepts of atomic-scale computing and
molecular machinery, a theme that was enthusiastically picked up most notably
by K. Eric Drexler in his 1986 book “Engines of Creation” [3]. The concept of
the molecular machines, assembled with atomic precision, culminated in Drexler’s
idea of self-replicating “nanofactories” [4], where the molecular equivalents of
industrial robots build the next generation of molecular robots. This so-called top-
down atom assembly approach, based on the ideas of Feynman and Drexler, was
closely related to a view of the nanoscale where Newtonian mechanics dictate
the motions and interactions of molecules and atoms as scaled-down versions of
scaffolds and billiard balls. Initially, the top-down approach met success: using
the tip of a scanning tunneling microscope (STM), which had been invented in
1981 [5], Don Eigler and Erhard Schweizer wrote the letters I-B-M on a nickel
(110) surface using 35 Xenon atoms. However, it was soon realized that such an
approach would be difficult to extend to three dimensions, would be too laborious
on an industrial scale, and, most importantly, inevitably impeded by physical and
chemical interactions between those molecules and atoms. Rick Smalley – one of the
discoverers of buckminsterfullerene C60, and perhaps the most outspoken advocate
for the use of nanotechnology as part of a solution to global problems – is well
known for his criticism of Drexler’s molecular assemblers [6, 7]. This criticism
rests on the grounds that precise positioning control is impossible due to, what he
called, the “fat finger” and “sticky finger” problems. Chemical and van der Waals
forces are the major culprits, plaguing the top-down approach to nanotechnology.
The debate continued on without conclusion, but Drexler’s nanofactories have not
materialized thus far, nearly 20 years after their initial conception.
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A practical solution to the problems highlighted by Smalley was to engage the
“enemy forces” of the top-down approach as “prime enablers” in a “bottom-up”
nanotechnology. This technology is rooted in supramolecular chemistry, a field that
was pioneered by Jean-Marie Lehn, Donald Cram, Fraser Stoddard, and others in
the 1970s and 1980s. Chemical and van der Waals forces between the supramolec-
ular constituents are now exploited to direct chemical systems into spontaneous
self-assembly following “instructions” (molecular regions endowed with specific
interactions) encoded in their chemical constituents [8]. Biological nanomolecules
such as DNA and proteins similarly create form and function based on distinct
sequences of smaller molecular entities, namely, nucleobases and amino acids. The
bottom-up approach can be most easily appreciated when molecules self-assemble
into monolayers on two-dimensional surfaces, where weak intermolecular forces,
namely, van der Waals and hydrogen-bonding interactions, orchestrate the assembly
of sometimes stunningly beautiful patterns [9, 10]. Weak covalent bond formation
between adsorbates and metal surface, as in the case of self-assembled monolayers
(SAMs) of thiols [11], or strong covalent bond formation between monomer units,
as in the recently reported bottom-up synthesis of graphene [12], can also be used
for directed structure formation. The assemblies are certainly not restricted to two
dimensions, as molecular tweezers [13] and DNA-based nano-origami [14] show.
The full range of the chemistry toolbox is used in bottom-up nanotechnology. It
is thus potentially possible to create ever-new custom-designable materials and
functions [15] and to expand into the so-called adjacent possible regime, in which
molecular machines create functional materials of higher complexity [16].

A different type of bottom-up nanotechnology, not based on supramolecular
chemistry but on nanomorphology [17], also relies on the principle of directed
self-assembly. In this less chemical but more physical approach, the principles
of aggregation and coarsening during crystal growth are exploited in the creation
of zero- and one-dimensional nanoparticles with specific shapes and electronic
properties. These structures typically contain few chemical elements and became
popularly known as quantum dots (QDs) or quantum wires (QWs) [18, 19].
Among such structures, nanoparticles composed of carbon are arguably the most
fascinating. Carbon is perhaps the most important chemical element in the universe
after hydrogen: Its atoms have the unique ability to bind to each other with
strong covalent bonds in one-, two- and three-dimensional molecular structures,
ranging in size from small diatomics to large polymers and crystals. Its rich
hydrocarbon chemistry occurring in interstellar dust clouds is crucial for the cooling
of star formation processes [20]. On Earth, carbon plays the center stage role in
biochemistry, essential to terrestrial life. To mankind, elemental carbon in the form
of charcoal was essential to harness the power of fire for making iron-based tools,
and carbon-based fossil fuel plays a central role for heating and energy production
to this day. The development of nanotechnology received a great boost by the
discovery of the pure carbon compound buckminsterfullerene in 1985 [21]. The
family of fullerenes demonstrated for the first time elemental carbon’s powerful
ability to form an infinite array of allotropes beyond graphite and diamond. The
most familiar ones are, of course, zero-dimensional fullerenes [22], one-dimensional
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carbon chains [23] and carbon nanotubes (CNTs) [24], two-dimensional graphenes
[25], and three-dimensional graphites and nanodiamonds (NDs) [26]. In addition,
there is a plethora of other allotropes that are intermediates between these basic
three categories, such as haeckelites [27], nanoscrolls [28], nanohorns [29], CNT
helices [30, 31], CNT-graphene hybrids [32], and Schwarzites [33], to name just a
few. Extensive reviews of these and more structures can be found in [34–36]. The
basic difference between carbon-based nanostructures and conventional QDs and
QWs is the fact that the covalent bonds between constituent atoms in the case of
carbon are exceptionally strong. This gives rise to high mechanical stability and
thermal conductivity. The resulting macromolecular structures thus possess diverse
electronic band structures ranging from insulators (diamonds) to metals (graphenes,
haeckelites, certain CNTs, etc.). The combination of these properties makes carbon-
based nanomaterials potentially ideal candidates for a wide range of applications
that not only include Feynman’s original concepts of molecular computing and
molecular machinery [37] but also more daring ones, such as the use of CNT ropes
for the construction of space elevators [38].

Knowledge of the detailed mechanisms of nanostructure formation is crucial
for the further successful development of bottom-up nanotechnologies. In the
case of supramolecular chemistry, it is often possible to study the sequence of
individual steps leading up to structure formation, since the self-assembly reactions
are typically carried out in solution and therefore occur under relatively “mild”
conditions [8, 39]. Consequently, similar to other wet “flask-and-beaker” chem-
istry, thermodynamic stabilities and kinetic reaction rates can be extracted from
experiment, and computation of minimum energy reaction pathways connecting
reactants, transition states, intermediates, and final products [40] are possible using
traditional approaches that involve the efficient optimization of stationary points
on the Born–Oppenheimer potential energy surfaces. However, in the case of
carbon nanostructure formation, it is often necessary to employ extraordinarily
high temperatures in which small carbon fragments condense into larger complexes
along a steep temperature gradient [41]. This is especially true in the case of laser
evaporation [21] and Krätschmer–Huffman carbon arc [42] methods of fullerene
and CNT synthesis, and the laser-evaporation synthesis of single-walled carbon
nanohorns (SWCNH) [29]. A common aspect of all of these methods is that graphite
patches are transformed into carbon plasma or vapor at temperatures exceeding the
sublimation point of graphite (around 3,900 K [43]) [44], which rapidly cools down
to temperatures between 1,000 and 2,000 K. NDs are nowadays often produced
using chemical vapor deposition techniques around 3,000 K [45], where gas-phase
pyrolytic decomposition of the carbon feedstock species also plays a crucial role
[46]. Under such extreme conditions, it becomes clearly impossible to know the ma-
jor chemical species involved in the elementary reactions, let alone to study all the
individual chemical reaction steps leading to the gradual nanostructure formation.
Time-resolved spectroscopic diagnostics of single-walled CNT (SWCNT) growth in
laser-evaporation synthesis [47] have not been able to shed light on the atomic level
details of CNT nucleation and growth. Even under the much less dramatic reaction
conditions employed, for instance, in catalytic chemical vapor deposition (CCVD)
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synthesis of CNTs [48–50] and graphenes [51, 52], where catalysts are thought to
reduce the barriers for the decomposition of the carbon feedstock [53], it is clear that
the precursor gas chemistry determines the crystallinity of CNTs at low temperature
[54]. Unfortunately, the precursor gas chemistry is highly complex and usually left
out in the kinetic modeling of CNT nucleation, growth, and growth termination [55].
For all of these reasons, unsurprisingly, the formation mechanisms of fullerenes,
CNTs, and graphenes remain a topic of “heated” discussions to this day.

Theoretical studies of the fullerene, CNT, and graphene formation mechanisms
have been carried out in great numbers, and it is impossible to list even a small
fraction of them in this review. Unfortunately, the vast majorities of these studies
and formation mechanism proposals tacitly assume that the carbon nanostructure
formation would occur akin to traditional organic or organometallic chemistry,
where each intermediate along the reaction step is close to thermodynamic equi-
librium with the reaction medium and the other constituents of the reaction mix.
As an example, we will highlight some of these postulated reaction mechanisms,
namely, the ring stacking mechanism of fullerene formation by Wakabayashi and
Achiba from 1992 [56], Smalley’s pentagon road of fullerene formation [57], and
the screw-dislocation growth model of SWCNTs by Ding and Yakobson [58]. In
the history of buckminsterfullerene C60, the greatest mystery has been how nature
achieves to materialize, without fail, its characteristic high icosahedral point group
symmetry in each single molecule. Such “precision engineering” stands juxtaposed
against the backdrop of the high-temperature and the chaotic gas-phase chemistry of
its synthesis process. Achiba and Wakabayashi reasoned that, based on their time-
of-flight mass spectrometry (TOF-MS) observation of abundant carbon macrocycle
anions Cn

� (n D 10, 12, 14, 16) in laser-evaporated carbon vapor, carbon rings might
stack along ordered sequences such that the end product would result in the familiar
Ih–C60 or D5h–C70 fullerene cages. The precision required for such stacking is
mind-boggling: To construct the Ih–C60 cage, the proposed stacking sequence reads
C10–C18–C18–C12–C2. Not only are C18 rings almost entirely absent from TOF-MS
spectra, the original C10 ring must also first collapse into a carbon equivalent of
naphthalene (sans hydrogen atoms), a structure that is energetically many electron
volts higher than the macrocyclic isomer, or the ring structure. Moreover, in contrast
to C60, the stacking sequence for C70 needs to be substantially modified to yield its
familiar D5h isomer: C10–C18–C20–C16–C2–C2–C2. Not only is C20 almost entirely
absent from the TOF-MS, it seems also strange to assume the presence of C2 at
the final stage of fullerene formation, since these highly reactive species should
have been previously consumed in the formation of the macrocyclic carbon rings.
Rick Smalley avoided such pitfalls and postulated that C2 molecules would stack
in carbon clusters that would maximize the number of isolated pentagons in the
structure. Thermodynamics is at work here: isolated pentagons are known to be
energetically more stable by about 1 eV compared to fused pentagons, which
provide the justification of the empirical isolated-pentagon rule (IPR) [59]. This rule
states that experimentally observed (empty) fullerene cages avoid fused pentagons.
However, Smalley never explained how these C2 molecules would construct the
different molecular structures of C60 versus C70. Once the cage size is “decided,” the
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C2’s would have to stack in different position sequences without help from the IPR,
since both cages have no fused pentagons. Somewhat related to Smalley’s pentagon
road is the proposal by Ding and Yakobson [58] that SWCNT sidewalls grow in
such a way that C2 units always settle at the “cozy corner” (in analogy to the screw-
dislocation growth in crystallization processes described by Frank and coworkers in
1949 [60]). Although it is undeniable that thermodynamically C2 molecules would
prefer to aggregate at the position that would result in an extension of the outermost
hexagon layer around the open rim, the difference between Frank’s crystal growth
theory and SWCNT growth is the difference in the binding strength between the
constituent atoms. As mentioned above, the carbon-carbon bond in CNTs is among
the strongest found in nature; once formed, excess reaction energy is quickly
dissipated away from the addition site via the high thermal conductivity of CNTs,
and it is therefore unlikely that the C2 molecule would detach and migrate along
the rim after it had “discovered” that it was attached in the “incorrect” position. The
potential energy surfaces of Coulombic or van der Waals crystals are up to orders
of magnitudes shallower! Moreover, it is not clear whether CNT growth in CVD
synthesis is really occurring by means of naked C2 molecules, or whether C2H or
C2H2 species play an important role, as postulated for instance in [61].

These three examples demonstrate a desire to explain growth of highly ordered
carbon nanostructures as a consequence of a central principle of order, whether
this be thermodynamical stability (Smalley/Ding-Yakobson) or anthropomorphic
creation of order by molecules following precise reaction roadmaps in analogy to
construction staff following the architect’s blueprints (Wakabayashi-Achiba). The
theme of a central principle of order is followed in nearly all theoretical studies of
carbon nanostructure formations; we have reviewed a number of these works in [62]
in the context of fullerene formation and in [63] in the context of SWCNT nucleation
and growth. In retrospect, it is easy to dismiss proposals of anthropomorphic
formation mechanisms on the grounds that diffusion processes are inherently
random. It is not easy to evaluate how far away from thermodynamic equilibrium the
self-assembly processes occur: if all growth processes were reversible, performed
for instance at infinitely slow cooling rates, the end result would always be highly
oriented graphite [41]. We wish to stress once more at this point that fullerene
and CNT formation occurs either in the presence of large temperature and carbon
concentration gradients (in the case of laser ablation/carbon arc synthesis), driving
the systems away from thermodynamic equilibrium, or occurs at still relatively high
temperatures between 800 and 1,500 K (in the case of CCVD synthesis). In both
cases, the exact composition of the carbon feedstock is unknown, and the effects of
large entropy and random diffusion cannot be ignored. It depends on the individual
case whether principles applicable to thermodynamic equilibrium can be used to
understand the creation of molecular order, and it is difficult to estimate how much
of a system’s formation mechanism is based on nonequilibrium phenomena.

It is now well accepted that irreversible processes occurring in systems far
from thermodynamic equilibrium may cause the emergence of order [64–66], in
particular when autocatalysis is involved and coupled with feedback networks [16].
The low-entropic structures created in such processes form due to the consumption
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of energy and consequent dissipation of entropy to the outside world. The con-
stituents of dissipative structures change over time while their overall appearance
remains practically unchanged. Examples for such so-called dynamic self-assembly
are abundant and include the autocatalytic process of star formation in galaxies [20],
self-organized critical systems near phase transitions [67], sand dunes, clouds in the
atmosphere, tornadoes and hurricanes, the processes occurring inside and among
biological cells [16], and biological and geological morphogenesis, to name just a
few. None of these self-organized systems requires central management, and none is
directly associated with minima on potential energy surfaces, since the constituents
of the dissipative structures change dynamically over time. Furthermore, systems
in thermodynamic equilibrium appear unchanged over time and can therefore not
be immediately used to study growth processes that naturally follow an arrow of
time [65].

Since carbon nanostructure formation occurs under “nonequilibrium” conditions
and involves complex chemical reaction networks that change over time, we felt
compelled to study the atomistic dynamics of fullerene, SWCNT, and graphene
formation by taking temperature and/or carbon concentration gradients explicitly
or implicitly into account. A study of such dynamic systems necessarily requires
that its time evolution be accurately followed. The most straightforward way to
follow time evolution of chemical systems in computer simulations can be achieved
by numerically solving Newton’s equation of motion for the atomic (classical)
nuclei in so-called molecular dynamics (MD) simulations. Although Newtonian
trajectories of individual particles appear identical under propagation in positive
or negative time, Newtonian trajectories of ensembles of particles do not, due to
collisions creating correlations between these particles. The succession of these
correlations causes the ensemble of particles to become “Poincaré nonintegrable”
[65], and propagation forward and backward in time will necessarily lead to
different trajectories, introducing the notion of an “arrow of time” [65]. The
result is that unidirectional growth processes involving ensembles of particles
can be studied in such many-body systems even though the MD trajectory of an
individual particle on a potential energy surface is, in principle, time reversible.
Boltzmann’s arrow of time emerges in these simulations naturally! Quite naturally,
numerical simulations of nanostructure formation involve a great number of atoms
and the propagation of their positions and velocities over a long period of time.
For this reason, computationally efficient Tersoff-type [68, 69] reactive empirical
bond order (REBO) [70–72] force fields have been employed in the early stud-
ies of fullerene [73, 74] and SWCNT formation [75–83]. However, fullerenes,
SWCNTs, and graphenes consist of sp2-hybridized carbon atoms where quantum
mechanical delocalization of  -conjugation becomes important. Moreover, when
a metal catalyst is involved as, for instance, in SWCNT and graphene growth
simulations, charge transfer and the effects of variable electronic states of the
catalyst nanoparticles play an important role. It is therefore desirable to perform
direct MD simulations on the fly on potential energy surfaces (PESs) that are
obtained from quantum chemical electronic structure calculations. But not even
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massively parallel computers are fast enough to perform direct quantum chemical
MD (QM/MD) simulations based on density functional theory (DFT) electronic
structure theory, which is the computationally least demanding of the traditional
quantum chemical methodologies.

When we entered the field of carbon nanostructure growth simulations, we
set out to perform such QM/MD simulations of ensembles of C atoms and C2

and C2H2 molecules using an approximate DFT method, which will be explained
in the following section. Aside from a few isolated attempts that employed
conventional DFT in BOMD simulations shorter than 50 ps [84–86], our series of
QM/MD simulations approaching the nanosecond timescale now stands unrivaled.
In Sect. 5.2, we briefly describe the employed quantum chemical method in detail,
and in the subsequent sections, we review our nonequilibrium QM/MD simulations
of fullerene formation (Sect. 5.3), SWCNT nucleation and growth (Sect. 5.4), and
graphene growth (Sect. 5.5), before drawing general conclusions on the formation
mechanisms of carbon nanostructures (Sect. 5.6).

5.2 Computational Methodology of Nonequilibrium
QM/MD Simulations

In this section, we present a brief account of the main theoretical methods and
algorithms employed in the QM/MD simulations that are presented in Sects. 5.3,
5.4 and 5.5. Our approach is based on the density-functional tight-binding (DFTB)
method. This method is essentially a two-center approximation to the popular DFT
method, which had its first great successes starting in the 1990s [87, 88]. For systems
containing a few hundred atoms, DFTB is, in practice, ca. three orders of magnitude
faster than traditional DFT methods. In DFTB theory, the atomic/molecular energy
is given as

EDFTB D
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where "i is the ith Kohn–Sham (KS) eigenvalue (obtained from the diagonalization
of the Hamiltonian matrix in a non-orthogonal pseudo-atomic orbital basis) and
EAB

rep describes the repulsive force between nuclei A and B, a function of nuclear
geometry alone. The matrix elements of the two-center Hamiltonian, from which
the "i’s are computed, as well as the EAB

rep potentials do not need to be computed as
integrals over the pseudo-atomic orbital basis functions and operators since they are
only read into memory once for each molecular geometry from tabulated data. This
results in a significant reduction in the computation time compared to traditional
DFT. However, effects of charge polarization are not included in this 0th order
approximation. To alleviate this problem, the self-consistent-charge DFTB (SCC-
DFTB) method was developed [89]. The SCC-DFTB energy is given as
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The SCC-DFTB energy includes a second-order contribution to the DFTB
energy involving the charge fluctuation, �q˛ D q˛ � q0˛ , where q˛ and q0˛
are the effective atomic populations of the atom ˛ in the molecule and in the
free atom, respectively, typically computed from Mulliken population analysis.
The SCC-DFTB KS molecular orbitals (MOs) are iteratively optimized until the
corresponding energy of Eq. (5.2) becomes self-consistent with respect to �qA
and �qB . Although all Hamiltonian matrix elements are kept in memory at each
molecular geometry, the iterative procedure incurs an increase in computational
time of approximately one order of magnitude with respect to non-charge-consistent
DFTB [Eq. (5.1)] because matrix diagonalization of the one-electron Hamiltonian
needs to be performed for each charge iteration. We note in passing that spin-
splitting energies can be introduced in a similar way using on-center spin-spin
interaction energies. In this case, the self-consistent solutions with respect to both
charge density and spin densities are computed using different MOs for different
spin [90], which incurs an additional doubling of the required computational time.
When the gap between highest occupied MO (HOMO) and lowest unoccupied
MO (LUMO) is small, or the density of states near the Fermi level is large, it
occurs frequently that self-consistency with respect to charge and/or spin densities
cannot be attained. This happens nearly always in metallic or near-metallic systems.
However, the convergence issue is improved dramatically by introducing a finite
electronic temperature during the convergence of the MOs. In such a case, the
variational SCC-DFTB energy becomes the Mermin free energy [91]

ESCC�DFTB C Te2kB

orbitalsX
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where Te is the electronic temperature and the population of the ith MO, fi, is now
defined at each SCC iteration using the Fermi-Dirac (FD) distribution

fi D 1

exp Œ."i � �/ =kBTe C 1�
(5.4)

The FD distribution is, in principle, a continuous function determining specific
values for the ith MO energy, "i : � is the chemical potential and is numerically
determined so that the sum of all fractional MO occupations is equal to the total
number of electrons Ne: Ne D 2†ifi. The FD distribution varies continuously over
the [0,1] interval near the Fermi level, with larger values closer to the HOMO and
smaller values closer to the LUMO. The application of the FD distribution to SCC-
DFTB wavefunction effectively allows the description of ensembles of electronic
states in an average sense, and we did not include spin polarization in our QM/MD
simulations of metallic or near-metallic systems where its effects are small due to the
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high density of states near the Fermi level. Since DFTB is based on DFT, it inherits
both the strengths and weaknesses of DFT. Molecular geometries and vibration
frequencies [92] calculated using DFTB are therefore generally reliable. Extensions
to include dispersion interactions have been reported as early as 2001 [93]. On the
other hand, DFTB is subject to the self-interaction error of DFT [94, 95].

The MD method essentially involves the discrete integration of Newton’s
equations of motion as a function of time. Since its conception [96, 97], it has
been applied with great success in fields as diverse as molecular physics, materials
science, and biological sciences. The discretization of time in MD integration may
be achieved in a number of different ways. One such method is the Velocity–Verlet
algorithm [98], which is perhaps the most popular MD integration scheme today.
In this algorithm, both the nuclear coordinates and velocities are updated at each
iteration of the integration, using coordinates/velocities of the previous iteration

x .t C�t/ � x.t/C v.t/�t � 1

2m
rU .x.t//�t2 (5.5a)

v .t C�t/ � v.t/ � 1

2m
ŒrU .x.t//C rU .x .t C�t//��t (5.5b)

where U is the derivative of the electronic potential energy (in this case calculated
using DFTB or SCC-DFTB). Discrete integration of the equations of motion in this
fashion results in the microcanonical, or NVE, ensemble (in which the number of
atoms, N, the volume, V, and the total energy, E, of the system are held constant). We
will limit the present discussion to MD in which N, V, and the system temperature,
T, are held constant throughout the simulation. Placing these restrictions on the
MD system results in what is otherwise known as the NVT ensemble. There are
several popular methods (more commonly known as thermostats) by which the MD
temperature is maintained, and each results in the rescaling of nuclear velocities
in some way. Of particular note are the thermostats of Anderson [99], Berendsen
[100], and the method of velocity scaling [101], which is most simple in its
formulation. In the present context, we most often employ the Nosé–Hoover chain
thermostat [102–105], in which the nuclear Hamiltonian of the system is augmented
with a term representing a heat-bath that is coupled to the degrees of freedom
of the system. The augmented equations of motion thus sample microcanonical
and canonical distributions in the extended and original systems, respectively.
However, care must be taken when deciding the strength at which the Nose–Hoover
chain thermostat is coupled to the MD system. Too weak coupling will result in
inadequate temperature control, whereas too strong coupling is known to result in
high-frequency temperature oscillations.

The nonequilibrium conditions are imposed in our simulation systems either by
periodic addition of reactive carbon species such as C atoms, C2 or C2H2 molecules,
or by placing systems that are in equilibrium at much higher temperature, such
as ensembles of C2 molecules, in a comparatively low-temperature environment.
Occasionally, we also remove particular atom species from a system. Moreover,
carbon concentration can be varied in open systems in various ways. Which of
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these techniques is employed in our simulations depends on the specific case, and
therefore, we will introduce these respective methodologies in the corresponding
individual sections.

5.3 Fullerene Formation

5.3.1 Background and Experimental Synthesis

Kroto, Smalley, Curl, and coworkers synthesized fullerenes C60 and C70 in 1985 by
applying the then newly available high-power laser technology for the evaporation
of graphite [21]. Higher helium pressure and longer annealing time gave higher
relative yield of these two particular species over the other Cn clusters. The authors
proposed the soccer ball structure for C60 for the following two reasons: First,
that in a spherical carbon cage, there are no highly reactive unsatisfied edge
valences and, second, that the structure of the truncated icosahedron is aesthetically
pleasing. They postulated that pentagons are energetically only favorable if they are
completely surrounded by hexagons [59]. For this structural proposal, later verified
by spectroscopic measurements, and the consequent discovery of the entire family
of fullerenes, the Nobel Prize in Chemistry was awarded to Sir Harry Kroto, Richard
E. Smalley, and Robert F. Curl in 1996. Eric A. Rohlfing et al. had published
the characteristic bimodal TOF-MS distribution of laser-evaporated graphite soot
already in 1984 [106] but did not provide a convincing explanation for the magic C60

peak. Earlier than Kroto et al., they had found that for small Cn
C clusters 1 
 n 
 30,

all values of n are allowed, while for larger Cn
C clusters n �36, only even-sized

n D 2 m species are visible in the TOF-MS. A “forbidden zone” appears between
n D 30 and 36. Extended Hückel [107] and higher-level ab initio calculations [108]
predict that regular polygonal rings are energetically more favorable than open
chains from n >10. The low-mass distribution shows magic peaks for C11

C, C15
C,

C19
C, and C23

C species [106]. Wakabayashi et al. independently demonstrated a
high abundance of C10

� rings in their TOF-MS experiment for negative anions
[56]. Apparently, the �n D 4 periodicity can be attributed to Hückel’s rule if one
assumes that a  -electron was ionized in these cations, leaving 10, 14, 18, and
22  -electrons in these all-carbon macrocycles. From n D 36 onward to higher
masses, fullerene cages are the likely structures underlying the observed mass peaks.
Today, we therefore interpret the TOF-MS distribution as linear carbon chains in the
region 1 
 n<�10 [109], macrocyclic rings �10 
 n< 30 [56, 108], and fullerenes
n � 36 [57]. It is clear that the magic peaks at C60 and C70 are not the result
of thermodynamic stability, since the cohesion energy of fullerenes continuously
increases with the cage size approaching infinity (and thus graphite) [110, 111].
Moreover, any fullerene synthesis operates under nonequilibrium conditions with a
continuous energy and carbon input. The surprising abundance of C60 and C70 must
therefore have a kinetic origin [112, 113].
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For higher yield fullerene synthesis, the Krätschmer–Huffman carbon arc
process is more suitable [42] than the original laser-evaporation technique.
Commercially, combustion of benzene or other hydrocarbons [114] is employed
for mass production of C60 on the scale of tons/year. Irrespective of the synthesis
method, carbon must be exposed to very high temperatures, so that the condensation
process of the carbon vapor or hydrocarbon fragments may facilitate the self-
assembly of the fullerene cages.

Attempts to rationalize the high abundance of C60 and C70 were perhaps
unconsciously guided by architectural principles, which are rather understandable
since the fullerene pentagon-hexagon carbon network immediately bears strong
resemblance to the geodesic domes created by American architect Richard Buck-
minster Fuller [115]. Moreover, Euler’s 12-pentagon closure principle combined
with the chemical stability conferred by pentagon nonadjacency (the IPR rule),
provided a structurally based stability criteria perfectly realized in the Ih–C60 and
D5h–C70 fullerene isomers as the smallest members of cages satisfying both criteria.
However, how carbon atoms “find” their locations during the growth of these
highly symmetric structures in the chaotic environment of cooling carbon vapor
had puzzled experimentalists and theoreticians for a long time. Proposed routes for
cage self-assembly involved the orderly stacking of C2 units (“pentagon road”) [57]
or C10 rings (“ring stacking” mechanism) [56], following rather precisely defined
stacking sequences. A single stacking mistake would lead to the wrong cage isomer!
The “party line” [116] and “ring fusion spiral zipper” mechanism [117] proposed
that linear carbon chains and rings would aggregate to form small closed carbon
cages with sizes from C38, after which the highly strained non-IPR cage would grow
by C2 insertion to C60 and C70. Such a less directed, more “organic” self-assembly
mechanism has the advantage that it can explain the striking absence of cluster
sizes between and including C29 and C37 [57], which would correspond to half-
opened carbon basket structures that have many dangling bonds on their edges and
are therefore more reactive. A variety of other, partially more exotic self-assembly
mechanisms have been proposed, and we refer the reader to an excellent review by
Nancy Goroff [118].

5.3.2 Dynamic Self-Assembly of Giant Fullerenes

Theoretical studies based on quantum chemical modeling of reaction pathways
have attempted to follow the aforementioned proposed formation mechanisms by
identifying their associated transition states and intermediates. We gave a brief
overview of these studies in [62]. Starting in 2005, our own quantum chemical
molecular dynamics (QM/MD) simulations of cooling carbon vapor began with
placing ensembles of C2 molecules into periodic boundary boxes at 2,000 K tem-
perature, causing spontaneous carbon condensation since this temperature simulates
a “shock freezing” of the C2 molecules that are only in thermodynamic equilib-
rium at temperatures around 5,500 K. Another aspect of imposing nonequilibrium
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Fig. 5.1 Snapshots of trajectory S2, (modified from Irle et al. [119]) and schematic illustration of
irreversible steps during dynamic giant fullerene self-assembly. Note that ring condensation and
chain growth may occur simultaneously and repeatedly

conditions was achieved by the periodic addition of more C2’s during the simulation.
We observed that giant fullerene (GF) cages with sizes of C121 to C208 spontaneously
self-assembled within 40–110 ps with a yield of approximately 23%, deduced
by counting the number of “successful” trajectories [119]. The carbon density in
these simulations was increased from 0.09 to 0.18 g/cm3 as a result of C2 feeding.
Beginning QM/MD simulations with an initial carbon density of 0.20 g/cm3 and
increasing it to 0.35 g/cm3 dramatically reduced the fullerene cage yield to approx-
imately 5%, while at the same time reducing the cage size to the range C74–C96 and
producing more amorphous carbon clusters instead [120]. Irrespective of the carbon
density, we found that the mechanism of dynamic self-assembly essentially follows
three stages: (i) nucleation, (ii) cage growth, and (iii) cage closure. Figure 5.1
depicts schematically the irreversible events occurring during these three stages of
GF self-assembly. Stage (i), nucleation, involves the reactive collision of carbon
chains that were rapidly created from individual C2 molecules during the first few
picoseconds of the simulations. Covalent bond formation between the chains and
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subsequent ring transformations are associated with highly exothermic sp- to sp2-
carbon rehybridization (upper panel of Fig. 5.1). It is important that a large number
of strained divalent carbon atoms are avoided in this process: Y-junctions with short
arms are better suited to react with each other to produce a high sp2/sp carbon
ratio in the initial condensed ring system, compared to long linear carbon chains.
Once a stable “nucleus” of about three fused pentagons and/or hexagons forms,
stage (ii), growth, ensues, and the condensed ring system grows rather quickly via
ring collapse of attached polyyne chains (second panel of Fig. 5.1). Nearly equal
numbers of pentagons and hexagons with a smaller fraction of heptagons are created
here. Together, these events resemble closely the party line [116] and ring fusion
spiral zipper mechanisms [117]. The carbon chains attached to the nucleus regrow
during ring collapse by assimilation of Cn chains from the environment (third panel
of Fig. 5.1), and ring collapse proceeds simultaneously. We have named these bowls
with attached carbon chains “octopus-on-the-rock” structures and found this very
flexible, dynamic, and reactive intermediate also during carbon nanotube growth
as well. If the “arms of the octopus” exceed a critical chain length of about ten
carbon atoms, it can be found that they form macrocyclic half-ring structures at
the boundary of the sp2 structure (the “body of the octopus”). In GF self-assembly,
ring collapse and chain growth are accompanied with annealing of pentagons and
heptagons to hexagons and repeated until the remaining cage opening can be closed
(bottom panel of Fig. 5.1 in stage iii). It appears that at least for carbon densities
between 0.09 and 0.20 g/cm3, as much carbon as immediately available from the
environment is incorporated into the fullerene cage. Higher carbon densities are
likely not realized in experiment, while lower carbon densities may indeed favor
the creation of smaller fullerene cages as found recently by Ueno et al. [121]. The
dynamic self-assembly of GF was also simulated by Yamaguchi et al. [122] using
tight-binding MD techniques in 2007. We have recently revisited the dynamic self-
assembly mechanism by explicitly including helium carrier gas in our QM/MD
simulations by combining DFTB energies with He–He and He–C Lennard Jones
potentials and found that the carbon diffusion is indeed slowed down at high carrier
gas pressures due to its caging effect, previously postulated based on experimental
studies [123]. The caging effect shifts the size distribution of the initially self-
assembled GFs toward smaller cage sizes. However, at experimentally optimum
helium pressures of around half atmosphere, we still find that the average cage size
is larger than 70 atoms, and that shrinking is an important factor for the formation
of kinetically stable fullerene cages.

5.3.3 Hot Giant Fullerene Shrinking

To us and others, it was puzzling that only GFs self-assembled in nonequilibrium
simulations, although we already mentioned that from a thermodynamic point of
view, larger fullerene cages are more stable than smaller ones [110, 111] and require
less curvature buildup during the cage self-assembly stage. Subsequent heating of
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Fig. 5.2 Schematic view of giant fullerene shrinking along the “highway of fast-shrinking, non-
IPR, heptagon containing cages” with progressing time from the right to the left, and kinetic
stability on the vertical axis, overlying a typical mass spectrum of black soot from Johnson et al.
[277]. In this view, the shrinking process is envisioned to lead to smaller, rounder, less defective,
and therefore kinetically increasingly stable fullerene isomers. Structures from giant fullerene S3
during shrinking taken from Zheng et al. [125]

these defect-rich giant cages in continued QM/MD simulations demonstrated that
they are easily deformable and lose at first attached polyyne antennas (“fall-off”) and
later C2 (and to a much smaller amount other small Cn chains) via the same window
mechanism first reported for tight-binding MD simulations of C60 at temperatures
around 5,600 K [124]. In comparison, C2 evaporation from defect-rich GFs is easier
and already occurs on the order of �100 ps at temperatures between 2,000 and
3,000 K [41, 120, 125]. During annealing, defect healing occurs on a similar time
scale as cage shrinking, and thus, it becomes gradually more difficult for the cages to
evaporate C2 (“pop-out” events). Figure 5.2 shows schematically how a typical mass
spectrum of black soot with magic fullerene peaks for sizes C60, C70, C76, C78, and
C84 can be interpreted as a result of the shrinking process. The initial self-assembled
fullerenes themselves possess a size distribution that depends on carbon density and
temperature; a TOF-MS of clusters produced by expansion of a supersonic carbon
beam into ultracold He indeed showed no special abundance of C60 or C70 but rather
a steady increase in the abundance of higher fullerenes, and the presence of clusters
with odd number of carbon atoms [126]. Beginning with these defect-rich GFs, C2

evaporation leads to cage shrinking. As the GFs are diffusing in the carbon plume
or combustion flame, the overall density of carbon material becomes smaller, and
therefore, cage growth by C2 assimilation can be expected to become less efficient
than the shrinking process (albeit being exothermic). The latter is fueled by the
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abundance of kinetic energy carried by the inert gas required for high yield of C60

and C70 [127]; the increase in C60 and C70 yield due to the simple introduction of an
“integration cup” by Kroto et al. [21] is another piece of evidence for the importance
of annealing and cage shrinking. “C2 swapping,” recently proposed by Curl et al.
[128], is not necessarily required for cage shrinking, as we showed in long-term
NVT dynamics of GFs at 2,000 K [41, 125]. The ejected C2 molecules need not be
absorbed by other fullerene cages but can be lost to the wall or in soot particles,
in particular when the carbon concentration reduces over time as is the case for the
expansion of the carbon vapor plume in laser ablation and carbon arc synthesis. In
the light of these QM/MD simulations, C60 and C70 as the smallest possible fullerene
cages obeying the IPR rule possessing highest kinetic stability are the ultimate
survivors of a grueling shrinking process [62], provided that the synthesis is carried
out at sufficiently high temperature and carrier gas pressure [123]. In agreement
with the original assumption by Bob Curl [112, 113], the surprising abundance of
C60 and C70 does therefore have a kinetic origin.

5.3.4 The “Shrinking Hot Giant” Road of Fullerene
Formation

In the light of the simulation results and discussions given above, one could say
that the beautiful molecular structure of the highly ordered and Ih-symmetrical
C60 molecule simply happens to be a consequence of the fact that it is the
smallest member of the Goldberg series (which follows the IPR by construction)
of near-spherical, icosahedral carbon cages with closed surface, a closed-shell
electronic configuration, and large energetic stabilization [129]. At first, GFs
dynamically self-assemble in a three stage autocatalytic process from polyyne
chains during irreversible exothermic sp!sp2 rehybridization, where occasional
pentagons incorporated in growing graphene sheets lend modest curvature to the
growing superstructure, ultimately producing closed spherical cages without open
edges or dangling bonds. These GFs are highly defective and can lose C2 units
rather easily due to thermal excitations. Between most C2 pop-out events, the
fullerene cage has time to undergo Stone–Wales and related transformations that
eventually may lead to the energetically most stable isomer, as Osawa [130] and
Maruyama [73] have impressively shown previously in generalized Stone–Wales
reaction pathway and reactive empirical bond order (REBO) MD simulations,
respectively. Elimination of C2 molecules from buckminsterfullerene is associated
with genuinely high energy barriers since its cage possesses such a strong, rigid
framework (the original motivation for Buckminster Fuller to create lightweight yet
very stable large dome structures). The high temperatures required for pyrolytic
decomposition of Ih–C60 (2,650 K) and D5h–C70 (2,440 K) [131] demonstrate
that these cages, once formed, are extremely hard to destroy. The Stone–Wales
transformation for Ih–C60 with barriers of 6–8 eV (depending on the choice of
the DFT method) requires a temperature exceeding 1,100 K [132], and it can be
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assumed that, once a perfect Ih–C60 cage was obtained by the combination of C2

elimination and Stone–Wales transformations, no more structural transformations
should occur below this temperature. The cage shrinking via C2 pop-out therefore
necessarily reaches an endpoint at either D5h–C70 or Ih–C60, providing the basis for
Curl’s kinetic origin argument for its abundance as described in [112, 113]. Since
there is no IPR fullerene smaller than C60, smaller cages – if formed via routes
not involving Ih–C60 – most likely disintegrate and become “recycled” in a new
dynamic self-assembly process. The Ih-symmetric structure of buckminsterfullerene
is therefore the ultimate survivor of the bombardment by carrier gas and other
hot carbon fragments, since it does not easily lose C2 molecules in further pop-
out events. The soccer ball as archetype of a nearly round sphere with a minimum
number of vertices can be kicked around without much damage to its structure! The
argumentation for the abundance of the almost spherical, thermodynamically also
favorable closed-shell C70 fullerene (the C70:C60 ratio is typically 0.1–0.3 [133])
follows similar lines, in particular when considering the fact that C60 and C70 are
the only and therefore smallest IPR satisfying Cn fullerenes with n 
 70. This fact,
as well as recent high-resolution transition electron microscopy (HRTEM) evidence
of GF cage shrinking [134], clearly supports the validity of the continued shrinking
with C60 and C70 species as the product “of some nozzle process which is removing
the other clusters from the beam,” as Smalley et al. already suggested in their
original works [135]. We named the combination of dynamic GF self-assembly
and cage shrinking the “shrinking hot giant” (SHG) road of fullerene formation.
Our more recent QM/MD simulations [136, 137] of combustion fullerene synthesis
[114] confirmed that SHG applies also in the case where hydrocarbon fuels are
burnt in an oxygen-lean environment. The presence of hydrogen was found to
effectively delay ring condensation, which is stage (ii) described in Sect. 5.3.2, as it
proves more difficult for radical sites to find divalent carbon reaction partners along
oligoacetylenic chains or at the edges of polyaromatic hydrocarbon flakes [137].
Only when the H/C ratio drops to about 5–10%, fast polygonal network formation
via ring condensation reactions was observed, leading to the self-assembly of GFs
in analogy to the pure carbon simulations [137].

5.3.5 Growth of Fullerene Cages

Although thermal shrinking is now a widely accepted mechanism, recent HRTEM
observations of direct fullerene formation from a graphene flake [138] and of
catalyst-free fullerene growth inside nanotubes [139], as well as the symmetric
smooth size distributions of fullerene laser coalescence products around main
buckminsterfullerene dimer (C118), trimer (C178), etc., peaks [140] are seemingly
at odds with the SHG road. We note, however, that in the growth and coalescence
experiments, a tightly sealed environment is required, and that C2 can presumably
not escape in such an experimental setup. It therefore appears that in addition to
C2 evaporation, the reverse process, namely, C2 capture, should exist as well and
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was “overlooked” by our previous QM/MD simulations of cage shrinking, which
were performed in free vacuum [120, 125]. Curl and coworkers recently proposed a
“spreading the distribution” mechanism based on C2 exchange between fullerene
cages with the goal to explain the experimentally observed abundance patterns
[128]. Such line of thinking follows an earlier theoretical work by Yi et al. who
reported a possible C58 C C62!2C60 coproportionation mechanism [141]. Indeed,
if the system was in chemical equilibrium as it is in a tightly closed environment, the
principle of microcanonical reversibility would apply, and C2 ejection and capture
reactions should occur at equal chemical reaction rates.

To verify this hypothesis, we recently performed constant temperature/constant
density direct quantum chemical/molecular mechanics (QM/MM) molecular dy-
namics (MD) simulations of dynamically self-assembled, hot GFs with their
attached polyyne antennas on the nanosecond timescale. In the microcanonical
ensemble (NVE simulations), we included explicit ambient buffer gas helium
or argon atoms at high pressures, and in constant temperature simulations, we
employed a velocity scaling thermostat, keeping the system pressure relatively low.
It was found that hot GFs are able to grow as well as shrink during continued high
temperature simulations, on the order of several carbon atoms per nanosecond.
Growth of GF occurred via end-on attack of C2, followed by either destruction
of its C–C bond or by capture of its dangling bond by cage carbon atoms. A
concerted insertion of C2into six-membered rings as in the Endo–Kroto mechanism
[142, 143] was not observed in our simulations. On the other hand, C2 ejection
followed the previously described routes, namely, a window mechanism [41, 120,
124, 125] or, for instance, a carbene defect-catalyzed pathway. It was observed that
larger GFs (>100 cage carbons) have a tendency to shrink whereas smaller GFs
(<100 cage carbons) tend to grow. However, the C2 ejection and insertion rates
depend strongly on the concentration of available carbon outside the cages: a larger
number of free carbons increase the growth rate, whereas a smaller number increase
the shrinking rate. Nevertheless, given this observation from constant density
simulations, it seems reasonable that the fullerene cage size abundance should peak
at a certain GF size, as obtained by kinetic modeling based on the assumption
of a C2 swapping equilibrium system [128]. The presence of explicit buffer gas
and the resulting higher pressure favor the shrinking process, in agreement with
experimental increased yield for C60 and C70 with higher buffer gas pressure [21].

5.3.6 Novel Aspects of the SHG Mechanism

In realistic pure carbon-based systems, in particular in the first stages after laser
ablation and production of the carbon vapor plume, the carbon concentration is
high. Small cage formation may play an important part at this stage, as was shown
by Ueno and Saito in the C10 collision simulations [121]. However, our simulations
including helium carrier gas at experimental pressures show that large cage growth
(>70 atoms) via dynamic self-assembly prevails, and that the number of directly
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formed C60 and sub-C60 fullerene cages is not very large. As the carbon vapor
plume expands and is carried away and cooled by the buffer gas, the carbon
concentration gradually reduces, and the hot GFs will tend to shrink as a result of
the nonequilibrium conditions enforced by the carbon density gradient. The energy
required for the endothermic shrinking process is available since the formation of
GFs is highly exothermic. Our results indicate that fullerene formation under typical
conditions is a kinetically controlled shrinking and annealing process. On the other
hand, the present simulations can explain the fact that fullerene molecules can grow
inside carbon nanotubes [139], and that fullerene coalescence [140] experiments in
a tightly sealed environment can produce oligomers with a higher number of carbon
atoms as present in the component monomers. Most intriguingly, we extrapolate
from our simulations that C2 swapping between GFs after cage self-assembly may
lead to total replacement of all constituent carbon atoms of the initial GF cage, since
the experimental time of fullerene synthesis is on the order of 1,000�s [144]. If this
does indeed happen, it becomes literally true that fullerene cages are dissipative
structures formed under nonequilibrium conditions, similar to atmospheric clouds
or biological systems. This would then be the first time that the formation of a
molecular, covalently bound structure is explained in terms of Prigogine’s theory
of self-organization in nonequilibrium systems [64, 145].

5.4 Carbon Nanotube Formation

We turn now to a discussion of our recent QM/MD simulations of SWCNT
nucleation, growth, and healing. This discussion will focus on the mechanism of
SWCNT nucleation on a number of different catalyst nanoparticles, including Fe,
Ni, SiO2, SiC, and Si. SWCNT nucleation resulting from both model CVD and arc-
discharge processes will also be discussed. In this way, we will demonstrate that,
at the atomic level, the mechanism of SWCNT nucleation is surprisingly invariant
to both the experimental method employed and several pertinent environmental
factors. Similar as for the fullerenes, we begin with a brief description of the popular
experimental synthesis methods.

5.4.1 Background and Experimental Synthesis

The laser-evaporation technique that was employed first in the discovery of buck-
minsterfullerene [21] can also be used to generate both SWCNTs [146, 147] and
multi-walled CNTs (MWCNTs) [148]. Carbon arc-discharge [149–151] and solar
furnace methods [152] may also be employed. Common to all these methods is
the fact that a graphite target containing a transition metal (TM) (ultimately the
catalyst for the synthesis of SWCNTs) is used. In fact, Bethune had initially tried
to generate endohedral metallofullerenes containing cobalt when he discovered
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that the Krätschmer-Huffman carbon arc process in this case produced webs of
carbon fibers instead of the expected metallofullerenes [153]. Multiple pulses are
found to produce higher SWCNT yields and greater purities in case of pulsed
laser vaporization (PLV) [154] and to produce double-walled CNTs (DWCNTs)
in case of high-temperature pulsed arc discharge (HT-PAD) [155]. It is thought
that the first pulse produces many large graphene fragments, and that subsequent
pulses further decompose these carbon clusters [156]. However, without doubt,
the processes occurring in the immediate ablation zone are very complex and still
not well understood [157]. For fullerene and CNT synthesis, subsequent heating
after the initial pulse(s) is always required, and furnace temperatures vary typically
between 1,000 and 1,500 K. If on the other hand the carbon plumes are allowed
to cool to room temperature immediately after a pulse, single-walled nanohorns
(SWNHs), in the case of laser evaporation [29], or amorphous carbon, in the case of
HT-PAD, are produced [155]. In contrast to fullerene synthesis, where He is most
efficient, Ar and N2 [158] are excellent carrier gases in both PLV and carbon arc
syntheses of SWCNTs. The task of the carrier gas is likely to evenly distribute
kinetic energy and thus “thermostat” the carbon plumes. By-products of SWCNTs in
PLV synthesis are frequently fullerenes, giant fullerenes, as well as graphite onions
[159, 160], but the amount of amorphous carbon produced in carbon arc methods is
typically somewhat greater.

Apart from these “pure carbon”–based CNT synthesis methods, catalytic CVD
(CCVD) SWCNT syntheses are nowadays widely used in particular because they
are more promising for industrial-style continuous nanotube production. Perhaps
most famous is the high-pressure CO conversion (HiPco) synthesis developed at
Rice University, which relies on the Bouduard charcoal reaction: 2 CO!C C CO2

[49]. In early times, Fe(CO)5 and Mo(CO)6 were used as the gaseous source
for both metal catalyst and carbon (floating catalysts) in the HiPco process, but
ferrocene, ethylene, acetylene, and other feedstock species have gradually replaced
the carbonyl compounds [48, 161]. Only recently has CO staged a comeback in the
context of chirality control when employed in combination with NH3 [162]. When
the metal catalyst is deposited on a substrate like Al2O3 or SiO2, vertically aligned
nanotube arrays (VANTAs) of SWCNTs and MWCNTs can be grown in high yield
on the catalyst surface [163]. H2 is commonly mixed in the carrier gas in order to
continually reduce the metal catalyst, to etch the metal catalyst particle surfaces,
and to promote hydrogen abstraction from the hydrocarbon feedstock by virtue of
an anti-Le Chatelier behavior common to open dynamic nonequilibrium systems.
In CCVD synthesis, oven temperatures are typically lower than in the case of laser
ablation or carbon arc syntheses, namely, around 500–900 K, but can go up as high
as 1,500 K [164].

Following different approaches, Maruyama et al. [50] and Hata et al. [165] found
that the presence of oxygen during the CCVD synthesis leads to increased yield
and tube lengths, by the admixture of water vapor or the use of ethanol (alcohol
CCVD or short ACCVD) as carbon source, respectively. Also, sulfur has been
successfully used to increase the yield of SWCNTs [166] or prompt SWCNT Y-
junction formation [167]. It is believed that the role of the chalocogens is to burn
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away amorphous carbon [168, 169], or to capture hydrogen radical atoms, which
would favor the formation of amorphous carbon by sp3-carbon production [170].
As to the latter argument, it has recently been demonstrated that the presence of
atomic hydrogen is in fact important for both nucleation and growth mechanisms
[171]. Recent evidence points to the prevention of Ostwald ripening of the metal
catalyst as a major role of water in the vertically allowed SWCNT carpet growth
[172]. A hybrid method combining both laser-evaporation and CCVD syntheses is
laser-assisted CCVD (LCCVD), which is a high-quality, albeit expensive, SWCNT
synthesis method [173].

5.4.2 SWCNT Nucleation: Acetylene Oligomerization
on Metal Particles

Today, CVD synthesis of SWCNTs from hydrocarbon feedstock is perhaps the most
popular method of choice on the commercial scale. The most typically employed
gaseous precursors include acetylene, ethanol, and methane (almost always in the
presence of some inert buffer/carrier gas). Yet little is known regarding the atomistic
mechanism of such carbonaceous CVD processes. Here, we will focus on the
mechanism of Fe-catalyzed acetylene CVD elucidated from our recent QM/MD
simulations [174].

In order to investigate the Fe-catalyzed acetylene (C2H2) CVD process, we
employed an Fe38 catalyst nanoparticle. The diameter of this nanoparticle is ca.
0.9 nm and so is at the lower end of the experimental SWCNT diameter distributions
[175]. Thirty C2H2 molecules were initially supplied at periodic intervals onto
the equilibrated catalyst nanoparticle (see Fig. 5.3a), after which the resultant
(C2H2)30Fe38 model complex was annealed at 1,500 K for 500 ps. During the
C2H2 adsorption process, the occasional abstraction of atomic H by the Fe-catalyst
surface was observed, leading to the presence of C2H radicals on the particle
surface. Similarly, abstraction of atomic H by adjacent C2H2 molecules was also
observed, resulting in both C2H and C2H3 species. Both abstraction processes
are endothermic, with barriers between ca. 20 and 35 kcal mol�1. The direct
formation of H2 was not observed, despite the abstraction of atomic H by the
catalyst surface. This is not surprising, considering the high endothermicity of
the H2 formation process (using SCC-DFTB, this barrier is estimated to be ca.
35–50 kcal/mol�1). Such endothermic processes are inherently difficult to observe
in unbiased MD simulations on this time scale. The radical products C2H and
C2H3 are extremely reactive and therefore rapidly initiated oligomerization between
adjacent C2Hx species. Such oligomerization is exothermic by ca. 18 kcal mol�1

(see Fig. 5.3b). Following these oligomerization reactions, extended sp2-hybridized
carbon networks ultimately form on the catalyst surface via cross-linking of
neighboring oligoacetylene-like chains, resulting in the formation of pentagonal
and hexagonal carbon rings. In all cases, pentagonal rings were formed first – an
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Fig. 5.3 The initial stages of simulated acetylene CVD on Fe38 catalyst nanoparticles at 1,500 K.
(a) Oligomerization results in the formation of extended polyyne chains on the catalyst surface
within 30 ps. (b) Examples of C2 oligomerization and their associated energetics. Examples of
both the C2H2CC2H!C4H3 and C2H2CC2H2!C4H4 oligomerization reactions are depicted.
The C2H precursors here are occasionally produced via the abstraction of atomic H onto the
catalyst surface. All energies and bond lengths given in kcal mol�1 and Å, respectively. Energies
of transition state frequencies are given in cm�1

observation that will frequently recur in Sects. 5.4.3, 5.4.4 and 5.4.5. Such a cross-
linking process is depicted schematically in Fig. 5.4. Also depicted in Fig. 5.4 is the
polyyne cross-linking mechanism (pertaining to SWCNT growth) proposed by Eres
[61]. While both processes are distinctly similar, no pure hexagonal ring networks
were formed in the cross-linking processes observed in our QM/MD simulations.

Figure 5.5 shows the ultimate products of the H-abstraction and oligoacetylene
oligomerization/cross-linking processes, namely, the formation of an extended sp2-
hybridized carbon network. The structure of this network generally fell into one of
three categories. The most “successful” structure regarding SWCNT nucleation is
structure (i), in which the network extends over the catalyst surface. In essence,
such a structure constitutes a SWCNT cap fragment, similar to the “yarmulke”
cap proposed by Smalley and coworkers [176]. However, structure (i) was only
observed at relatively low H/C ratios (see Sects. 5.4.3 and 5.4.4 for examples
of SWCNT nucleation in the absence of H). In cases of higher H/C ratios (i.e.,
more H), structure (ii) was typically observed due to the passivating effect of H
at the unsaturated edge of the carbon network. It is assumed that this graphene-
like sheet may coalesce to form an open nanotube according to the mechanism
proposed by Eres [61] (cf. Fig. 5.4), and we point out that polyacetylenic species
and polyaromatic hydrocarbons represent a large fraction of the exhaust gas during
CCVD SWCNT synthesis. Structure (iii) was also observed as a result of the
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Fig. 5.4 Cross-linking of extended polyyne chains on the catalyst surface leads to carbon ring
formation. (a) Explicit example of cross-linking observed in QM/MD simulations. Numbers 1 and
2 indicate reaction step. (b) Cross-linking reaction proposed by Eres et al. [61], resulting in the
formation of a graphene-type structure (Reprinted from Eres et al. [61] with kind permission of
© The American Chemical Society (2009))

Fig. 5.5 An extended sp2-hybridized carbon network is formed on the catalyst surface following
polyyne oligomerization. QM/MD simulations indicate that structures (i), (ii), and (iii) are typically
formed. Structure (i) is akin to the “yarmulke” SWCNT cap fragment proposed by Smalley et al.
[176]. Structure (ii) is typically formed in the presence of higher H concentrations and points to
the possibility that SWCNT nucleation may take place in the absence of a SWCNT cap fragment.
Structure (iii) features a catalyst nanoparticle covered with sp2-hybridized carbon “islands”

polyyne oligomerization/cross-linking process. In this case, the process yielded
“islands” of sp2-hybridized carbon. The presence of hydrogen at the edges of the
growing sp2 carbon network substantially slows down the ring collapse mechanism
that was rapid in stage (ii) of the fullerene self-assembly mechanism described in
Sect. 5.3.2. The origin of the growth inhibition by hydrogen in this case is identical
to the delay of stage (ii) ring collapse reactions during fullerene combustion
synthesis [136, 137], described in Sect. 5.3.3. Assumedly, QM/MD annealing of
hydrogen-rich structures over longer time scales (i.e., several nanoseconds) and
in the presence of hydrogen atoms acting as hydrogen scavengers might yield a
more consistent network after hydrogen removal, such as that typical of structure
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(i). Nevertheless, we wish to stress here that SWCNT nucleation is not necessarily
preceded by a carbon cap structure, or a liquid carbide phase, as structure (ii)
demonstrates. The latter observation will be corroborated in Sect. 5.4.3.

5.4.3 SWCNT Nucleation: Metal Type and Size Effect

It was observed in Sect. 5.4.2 that the removal/sequestration of hydrogen from
feedstock acetylene molecules was – somewhat surprisingly – the most problematic
issue in these QM/MD simulations. Presumably, the same problem would exist
regardless of the type of carbonaceous precursor employed in this respect (be it
acetylene, methane, ethanol, etc.). This difficulty arises due to a problem inherent to
MD methods since such methods have difficulty overcoming large energy barriers
on the global potential energy surface (PES). Although, in the limit of infinite
time, an MD simulation will sample all possible geometrical configurations and
consequently will have overcome all such barriers on the global PES. In practice
however, this is not possible considering the relatively short time span achievable
with MD simulations. To this end, we will discuss an alternative QM/MD approach
to the problem of SWCNT nucleation on Fe catalysts [177].

In the present approach, the hydrogen was simply removed from the gas-phase
carbonaceous molecules prior to their interaction with the catalyst nanoparticle. This
left us with atomic carbon or C2 molecules as carbon supply, the latter of which
has been confirmed to be an abundant and important species during laser ablation
SWCNT synthesis [178, 179]. It should be mentioned that such an approach repre-
sents a deviation from both CVD and pure carbon-based experimental conditions.
On one hand, in hydrocarbon CVD synthesis, it is clear and we have shown in
Sect. 5.4.2 that hydrogen may play an important role in the SWCNT nucleation
process (and similarly, during continued SWCNT growth). On the other hand, in
pure carbon SWCNT synthesis methods such as carbon arc or laser evaporation, it
is assumed that the catalyst particles are either supersaturated with carbon dissolved
at the time of metal/carbon co-condensation from the plasma from which carbon
caps segregate [180–182], or that hemi-spherical fullerene fragments form caps on
condensing metal or metal carbide particles [183, 184]. The vapor–liquid–solid
(VLS) mechanism [185, 186] is often quoted for this type of SWCNT growth,
but details of the mechanism depend strongly on the type of catalyst, temperature
profiles, and prevailing pressures in the various experimental setups. By adding
carbon atoms or C2 molecules onto pure metal particles, we are closer to the
simulation of laser ablation or carbon arc SWCNT synthesis, yet neglect the fact
that the metal particles possibly contain a large amount of carbon, and that the
carbon environment is certainly more complex and consists of more than a single
feedstock species. Nevertheless, for the sake of manageability of the simulations at
a stage where we could no longer perform an accurate modeling of experimental
conditions, we resorted to the periodic supply of 30 C2 molecules onto a pure
metal nanoparticle. Figure 5.6 depicts this adsorption process and the process of
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Fig. 5.6 SWCNT nucleation occurs via three distinct stages according to QM/MD simulations.
(a) QM/MD relaxation of a 30 C2 – Fe38 model system at 1,500 K yields a distinct SWCNT cap
fragment after 410 ps. (b) SWCNT nucleation is driven by successive ring condensation events on
the catalyst surface. The preferential formation of pentagonal rings in this structure is attributed to
the curvature of the catalyst surface and the diffusion dynamics of extended polyyne chains. (c) The
SWCNT nucleus. A single sp2-hybridized carbon atom acts as the cornerstone of all subsequent
ring formation events in the nascent SWCNT structure (Adapted from Ohta et al. [177] with kind
permission of © American Chemical Society (2009))

constant temperature annealing that followed. In this case, the MD relaxation of
this Fe38-carbon system was continued for 410 ps. Figure 5.6a shows that the
SWCNT nucleation process may be partitioned into three distinct stages. Initially,
C2 units bound to the Fe38 catalyst surface from the gas phase. The relatively
weak Fe–C interaction energy facilitated the subsequent diffusion of these C2 units
over the catalyst surface. As a natural consequence of this diffusion, C2 units
ultimately began to interact with each other, coalescing to form longer polyyne
chains (i.e., Fe–Cn–Fe structures) and “Y-junctions” (sp2 carbon atoms with three
short linear Cn chains attached, the so-called tri-furcates mentioned in [122]).
This was apparently the rate-limiting step of the nucleation process, in that it
was ca. 100 ps before the second stage of the nucleation mechanism took place
(Fig. 5.6b). This second stage featured the initial ring condensation processes on
the catalyst surface, while the subsequent third stage consisted entirely of additional
ring condensation events, resulting in the formation of a SWCNT cap fragment. The
exact mechanism of the initial ring condensation process from a single Y-junction is
depicted in Fig. 5.6c. Figure 5.6b shows that there was generally a preference for the
formation of pentagonal rings, as opposed to hexagonal or heptagonal rings, during
the initial stages of SWCNT nucleation. Indeed, the initial ring structure formed
was pentagonal as shown in Fig. 5.6c. This fact is consistent with our simulations
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regarding the formation mechanism of fullerenes at high temperatures as described
in Sect. 5.3.2, where Y-junctions are also the precursors of polygonal ring networks.
The longevity of these pentagonal rings, however, is attributed to the high positive
curvature of the catalyst nanoparticle surface (due to its small diameter) [187]. In
effect, our simulation results seem to suggest that the growing sp2-hybridized carbon
network attempts to “mold” itself to its supporting catalyst substrate from its very
beginnings.

The initial pentagonal ring observed in Fig. 5.6 acted as an anchor, or corner-
stone, for all subsequent ring condensation events. This period of ring condensation
(stage three of the nucleation process) consisted of a periodic process (Fig. 5.6c)
in which adjacent polyyne chains interacted on the catalyst surface due to their
diffusion, thus extending the sp2-hybridized carbon structure. This process is
best illustrated by the initial ring condensation event, in which two adjacent
polyyne chains coalesced, resulting in the above mentioned “Y-junction.” This
initial sp2-hybridized open-shell carbene with one carbon atom was, in essence,
the nucleus of the final SWCNT itself since all subsequent ring condensation
was based around it. The first pentagonal ring formed following the movement
of two Y-junction branches toward each other. With respect to the original sp2-
hybridized carbon atom, the most energetically favorable interaction corresponded
to the interaction between the second carbon atoms of each arm. In this way, only
two divalent carbon atoms, unfavorably bent to 108ı, become members of the
first pentagonal ring. The bending causes these divalent carbon atoms to take the
electronic configuration of a open-shell carbene with one  -electron participating in
the  -conjugation of the carbon ring and one unpaired ¢-electron that will receive
significant stabilization by metal-carbon bonds from the catalyst surface. If one
simply considers only carbon-carbon bonds to determine the valence hybridization
of the carbon atoms in the carbon structures on the catalyst, the sp/sp2 ratio of
the first pentagon ring is 2/3 (since the original Y-junction has three branches); if
a hexagon had formed, this ratio would be 3/3 D 1 and therefore require greater
stabilization from the catalyst. However, the catalyst should not come “too close”
to the growing sp2 carbon network, as the latter only weakly binds via van der
Waals forces to the metal particle: carbon atoms with three carbon-carbon bonds do
not interact strongly with the metal surface. We therefore observed that the initial
pentagon was formed on top of a metal vacancy and “clamped” in between metal
atoms that could both be considered a “step edge.” In subsequent ring collapse
events leading to condensed ring systems, pentagons as well as hexagons had similar
probabilities of formation because the formation of a hexagon from an already
existing pentagon with two attached carbon chains has an sp/sp2 ratio of 2/3, equal
to that of the formation of the first pentagon.

As mentioned in Sect. 5.3 and will be discussed in Sects. 5.4.6 and 5.5, extended
polyyne chains play a dominant role not only in fullerene formation and SWCNT
nucleation but also in the subsequent “continued” growth of SWCNT structures,
and the formation of graphenes. In this sense, SWCNT growth is therefore very
similar to the dynamic self-assembly of fullerenes (ring condensation growth via
the “arms of the octopus” see Fig. 5.1) [62, 119]. This leads to the conclusion
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Fig. 5.7 TEM images of intermediate structures observed during SWCNT growth experiments.
(a) A SWCNT cap fragment bound to a crystalline Fe3C nanoparticle with an approximate
diameter of 2 nm (Adapted from Yoshida et al. [191] with kind permission of © The American
Chemical Society (2008)). (b) A MWCNT growing from a (Fe, Mo)23 C6 nanoparticle catalyst.
In this case, the nanoparticle diameter is ca. 6 nm (Adapted from Yoshida et al. [191] with kind
permission of © The American Chemical Society (2009))

that such polyyne chains are essential for both the conception and the extension
of any sp2-hybridized carbon network. Of course, the crucial difference between
SWCNT and fullerene nucleation here is the presence of the catalyst nanoparticle.
In particular, it is noted that the QM/MD simulation presented in Fig. 5.6 once again
verifies the original proposal of Smalley et al., namely, that one of the fundamental
roles of the catalyst nanoparticle is to prevent the closure of the growing sp2-
hybridized structure [147]. We note that the carbon network growth via ring collapse
of short carbon chain mirrors the mechanism of SWCNT sidewall destruction,
studied by us in [188, 189]. The image of short polyyne chains attached to the open
end of a growing or disintegrating SWCNT was probably first invoked by Rick
Smalley in his comparison to the unraveling of the sleeve of a sweater [190].

5.4.4 Nucleation from Transition-Metal Carbide

According to the VLS mechanism [185, 186], CNT nucleation and growth are
preceded by a gaseous carbon/catalyst phase which co-condenses, forming a
catalyst-carbide nanoparticle. Images of transition-metal carbide nanoparticles dur-
ing SWCNT growth have been obtained using transmission electron microscopy
(TEM) on several occasions [191, 192] (see Fig. 5.7). Yet, to date, there is no
experimental evidence indicating that this carbide phase necessarily precedes the
nucleation and growth of SWCNTs, and indeed, environmental TEM images have
also supported the existence of pure metal phases during growth in the case of
nickel [193]. Anisimov et al. went in fact so far to say that cementite (Fe3C)
particles are catalytically inactive [194]. Our QM/MD simulations discussed in
Sects. 5.4.2 and 5.4.3 indicate that, for nanoparticle catalysts of ca. 1 nm, a carbide
phase is not formed at 1,500 K when carbon is added from the outer environment
and is not necessary for the SWCNT cap formation process. Recently, even
the thermodynamic stability of bulk transition-metal carbide nanoparticles have
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Fig. 5.8 The kinetics of SWCNT nucleation from Ni–carbide is enhanced relative to those from
Fe–carbide. Nevertheless, the mechanism of SWCNT nucleation is identical in both cases. (a) The
evolution of a computed SWCNT nucleation trajectory from a Ni77C39 carbide nanoparticle at
1,400 K. The SWCNT cap fragment is formed within 300 ps following repeated ring condensation
events. (b), (c) The evolution of two Fe58C58 carbide nanoparticles at 1,400 K. The stronger Fe–
C interaction impedes the formation of C–C bond and therefore impedes the SWCNT nucleation
process itself. Both trajectories show examples of the formation, and subsequent destruction, of
pentagonal carbon rings (Adapted from Page et al. [196] with kind permission of © The American
Chemical Society (2010))

been drawn into question from a number of independent approaches [194, 195].
Assumedly then, SWCNT nucleation may occur in the absence of a carbide phase.
Such disparities between theoretical and experimental assertions give reason for
further study of the role of the carbide phase to SWCNT nucleation and growth.

QM/MD simulations of SWCNT nucleation from amorphous Fe- and Ni-carbide
nanoparticles of ca. 1.3 nm size at 1,400 K are depicted in Fig. 5.8. It is evident from
this figure that, upon MD annealing at constant temperature, the amorphous carbide
phase almost immediately decomposes (within ca. 5–10 ps), yielding segregated
Fe/Ni-carbon systems. This phenomenon is known to take place regardless of
temperature or the carbon concentration in the amorphous carbide phase [196].
Figure 5.8 also indicates that the SWCNT cap nucleation mechanism in this
case (from a Ni-carbide) is the same as that presented in Sect. 5.4.3. For example, the
almost immediate precipitation of carbon from the nanoparticle bulk to the surface
leads to the formation of extended polyyne chains over the nanoparticle surface.
The oligomerization/cross-linking, etc., of these chains then leads to the formation
of primarily pentagonal and hexagonal rings (Fig. 5.8a) as the SWCNT cap fragment
is formed. The initial ring structure in all cases here is invariably a pentagonal ring
and is created by the Y-junction dynamics of Fig. 5.6c. Thus, the SWCNT nucleation
mechanism on Fe/Ni catalysts is evidently independent of the type of metal catalyst,
the temperature, and the origin/type of the feedstock carbon employed. We find the
invariance of the SWCNT nucleation mechanism with respect to these pertinent
experimental factors remarkable.
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Fig. 5.9 The kinetics of SWCNT nucleation from Ni–carbide is enhanced relative to those from
Fe–carbide. Average polygonal carbon rings formed from (a) Ni58C58 and (b) Fe58C58 at 1,400 K.
(c) Average carbon precipitation times (in ps) for Fe- and Ni-carbide nanoparticles between 800
and 2,000 K. Fe-carbide carbon remains within the nanoparticle bulk for a longer time period,
compared to Ni-carbide carbon, due to the stronger Fe–C interaction. At 800 K, the trend is
reversed since Ni–carbide exists in the solid phase. All data averaged over ten trajectories (Adapted
from Page et al. [196] with kind permission of © The American Chemical Society (2010))

Despite this invariance, differences in the ultimate product of the nucleation
process are evident with respect to both the catalyst type and the simulation
temperature. The kinetics of SWCNT nucleation was also affected by the type
of catalyst employed – explicitly, SWCNT nucleation from the decomposition
of Ni-carbide proceeded more quickly, compared to that from Fe-carbide (see
Figs. 5.8 and 5.9). It was observed that at higher temperatures (2,000 K, as
opposed to 800 or 1,400 K), the populations of pentagonal and hexagonal rings
in the SWCNT cap fragment were approximately equal. On the other hand, at
lower temperatures, a distinct preference toward pentagonal ring formation existed.
These differing ring populations were ascribed to the effect of temperature on
the SWCNT nucleation dynamics. At higher temperatures, the growing polyyne
chains on the catalyst surface are more thermally excited and thus exhibited larger
amplitude vibrational motion. Considering the pentagonal ring mechanism given
in Fig. 5.6c, this increased motion makes the formation of a C–C bond between
tertiary carbon atoms (with respect to the sp2-hybridized “cornerstone” carbon
atom) more likely. It also allows metal atoms to leave the nanoparticle surface and
bind more tightly to the divalent bent carbon atoms of the initial carbon polygon.
Hence, hexagonal ring formation is more probable in this case. Perhaps the most
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important difference observed between the kinetics of SWCNT nucleation from Fe-
and Ni-carbide nanoparticles, however, pertains to the relative rates of SWCNT
nucleation. It was recently established that SWCNT nucleation is significantly
more labile on Ni catalysts, compared to Fe catalysts. This observation may be
directly attributed to the relative strengths of the catalyst-carbon interactions. This
theme recurred throughout the present work, as it dominates many aspects of
both SWCNT nucleation and growth. For example, the catalyst-carbon interaction
strengths between cap fragments and M55 nanoparticles, calculated using SCC-
DFTB, are 1.78 and 1.06 eV for Fe-C and Ni-C, respectively [197]. For comparison,
the C–C interaction strength is 5.84 eV. Therefore, Fe–C bond formation is more
favorable than Ni–C bond formation in a thermodynamic sense. Consequently, C–C
bond formation during the decomposition of Fe-carbide nanoparticles is impeded,
which in turn impedes the nucleation of the sp2-hybridized carbon network. This
argument also explains other phenomena related to SWCNT nucleation, such as
the lifetimes of the bulk and subsurface carbide intermediate species [196] (see
Fig. 5.9). In particular, the average time required for precipitation of all carbon from
the nanoparticle bulk to the nanoparticle surface/subsurface in the case of Fe-carbide
always exceeds that for Ni-carbide, except at low temperatures. At 800 K, the
reverse is the case since the Ni-carbide nanoparticle enters the solid phase, while the
Fe-carbide nanoparticle remains liquid. These QM/MD findings therefore support
recent claims that a subsurface carbide structure (in which a high density of carbon
exists at, or just below, the nanoparticle surface) precedes SWCNT nucleation and
growth [195, 198–201].

5.4.5 Nucleation from Nonmetal Nanoparticles

The mechanism of SWCNT nucleation on traditional, transition-metal catalysts
such as Fe, Ni, and Co has now been the subject of both experimental and
theoretical scrutiny for approximately a decade. Since 2009, however, a number
of experimental reports [202–210] have established nontraditional nanomaterials
to be catalytically active in the context of SWCNT nucleation and growth from
methane and ethanol CVD. Si-based materials, and in particular SiO2, have been
remarkably successful in this respect. Yet it has only been since 2010 that the
atomistic mechanisms of SiO2-, SiC-, and Si-catalyzed SWCNT nucleation have
been clarified [211, 212]. These QM/MD investigations will be the focus of this
section.

QM/MD simulations of methane CVD on SiO2 nanoparticles at 1,200 K [211]
are outlined in Fig. 5.10. Due to the inherently low catalytic activity of SiO2

itself, CHx radicals (x D 0–3 and is chosen randomly) were supplied to the SiO2

instead of CH4. This approach was motivated by the prior conclusion that CH4

decomposes pyrolytically prior to adsorption on the SiO2 surface [206]. In contrast
to CVD using traditional transition-metal catalysts, a complex chemical process
was revealed in the simulation on SiO2. Most notably, CO was produced as the
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Fig. 5.10 CH4 CVD on SiO2 nanoparticles at 1,200 K leads to SWCNT nucleation via a VSS
mechanism. (a) Snapshots at 0 and 35 ps showing the CVD process. (b) CO is the major chemical
product of the CH4 CVD process. The production of CO first requires the natural removal of H from
the CO carbon atom. CSixOy and HSixOy are the concentration of C and H on the SiO2 nanoparticle,
respectively. (c) Evolution of SWCNT nucleation on SiO2 nanoparticles. Contrary to nucleation on
transition-metal catalysts, nucleation here requires the saturation of the solid-phase catalyst with
carbon (Adapted from Page et al. [212]. Reprinted with permission © 2011 American Chemical
Society)

primary chemical product via the carbothermal reduction of the SiO2 nanoparticle,
a fact that is consistent with recent experimental observations [203]. The production
of each CO molecule first required hydrogen abstraction from neighboring C, Si,
or O atoms. Ultimately, the insertion of carbon into/removal of oxygen from the
SiO2 nanoparticle resulted in the local formation of amorphous SiC. However,
this carbothermal reduction was limited to the outer regions of the catalyst, with
the core of the particle remaining “oxygen rich.” The amorphous SiC regions
were composed predominantly of extended polyyne chains “anchored” in place
by native Si atoms. Consequently, these polyyne chains exhibit restricted vibra-
tional and translational mobility, compared to the equivalent precursor structures
observed during transition-metal-catalyzed SWCNT nucleation. A more detailed
discussion of the thermodynamic reasons underpinning these phenomena is given
below. At high concentrations of surface polyyne chains, SWCNT nucleation was
observed. This observation supports the previous claim by Homma and coworkers
that SWCNT nucleation on solid, covalent catalysts requires a “carbon-covered”
catalyst nanoparticle in order for nucleation to take place [207]. The pentagon-first
mechanism, established by QM/MD simulations of pure carbon on transition-metal
catalysts and discussed in Sects. 5.4.3 and 5.4.4, played a lesser role in the current
context. This is primarily due to two reasons: (a) higher initial carbon density will
cause a lower overall sp/sp2 ratio due to the increased presence of carbon atoms with
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three carbon-carbon bonds and (b) the stronger substrate-carbon interaction will
more effectively stabilize the triplet-carbene-like carbon atoms in the initial carbon
polygon. Similarly, the liquid carbide phase that is central to the VLS mechanism of
SWCNT, discussed in Sect. 5.4.4, is absent in the case of SiO2-catalyzed SWCNT
nucleation. This conclusion followed an analysis of the instantaneous Lindemann
index [213] of the SiO2 nanoparticle during the CVD process. The Lindemann index
[213], ı, is defined as
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Here, N is the number of atoms in the relevant system, rij is the instantaneous
distance between atoms i and j, and the brackets denote thermal averaging over a
finite interval of time. It is noted here that ı describes all atoms in the system and
is thus generally referred to as the “global” Lindemann index. On the other hand,
ıi pertains only to the motion of atom i and is therefore referred to as the “atomic”
Lindemann index. In the current discussion, we will make reference to both ı and
ıi . The Lindemann index has been used with particular success in the investigation
of transition and main group metal species (both bulk and nanoparticle structures)
[214–217]. From these investigations, the particular efficacy of the Lindemann index
in the prediction of nanoparticle melting points has been established. For example, it
is now generally accepted that the “threshold” ı value, which signifies the transition
between the solid and liquid phases is between 0.10 and 0.15 [214–217]. Thus, any
system exhibiting a ı below this threshold value may be considered to be solid,
whereas those with ı above this threshold value are considered to be liquid. At
all times, the Lindemann index revealed that the SiO2 nanoparticle existed as a
solid-phase structure. Moreover, QM/MD relaxation of this nanoparticle at elevated
temperatures (up to 3,000 K) indicated that nanoparticle SiO2 decomposes from the
solid phase at sufficiently high temperatures [212]. This sublimative phenomenon
here rules out the VLS mechanism as an explanation of SiO2-catalyzed SWCNT
nucleation and growth entirely. Instead, QM/MD simulations point to a vapor–solid–
solid (VSS) mechanism explaining SWCNT nucleation and growth in this case. The
mechanisms of SWCNT nucleation and growth on traditional and nontraditional
catalysts are therefore of fundamentally different natures. Subsequent experimental
results [210] have since corroborated this proposed VSS mechanism.

The observation that the catalytically relevant region of the SiO2 nanoparticle
is effectively devoid of oxygen motivated the subsequent QM/MD investigation
of SWCNT nucleation on pure Si nanoparticles. To this end, a Si58 nanoparticle
of approximate dimension 0.9 � 0.9 � 0.9 nm3 was employed as a CVD catalyst
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Fig. 5.11 SWCNT nucleation on Si catalyst nanoparticles following the adsorption of gas-phase
C2. (a) Structures of Si58C60 and Si58C200 model complexes at 1,200 and 1,800 K. (b) Polygonal
ring populations observed using low [C] conditions (i.e., a Si58C60 model system). (c) Polygonal
ring populations observed using high [C] conditions (i.e., Si58C200 model system). It is evident
that the initial saturation of the Si catalyst surface with carbon is necessary in order for SWCNT
nucleation to proceed

at 1,200 and 1,800 K. Gas-phase C2 moieties were adsorbed on the surface of
this catalyst nanoparticle in the manner described in Sect. 5.4.3. Two different
concentrations of carbon, namely, 60 and 200, were employed here, following
the observation made regarding the dependence of SWCNT nucleation on surface
carbon concentration on SiO2 catalyst nanoparticles. The structures of these Si58C60

and Si58C200 model systems after 100 and 45 ps annealing, respectively, are shown
in Fig. 5.11. Upon adsorption on the Si58 surface, these C2 moieties generally
coalesced, forming extended polyyne chains, in an identical fashion to nucleation on
Fe, Ni, and SiO2 catalysts. However, the mobility of these polyyne chains in the case
of Si58 was notably restricted, as was observed in the case of SiO2. This was also the
case at a higher annealing temperature of 1,800 K, leading to the conclusion that the
effect of temperature (at least below 2,000 K) on this SWCNT nucleation process
is effectively negligible. Once formed, these polyyne chains themselves gradually
coalesced on the nanoparticle surface, ultimately forming extended branched carbon
networks. While this is similar to the initial steps in SWCNT nucleation discussed
in Sects. 5.4.2, 5.4.3 and 5.4.4 in an atomistic sense, it is noted that the kinetics of
this coalescence on Si58 is significantly slower, compared to traditional, transition-
metal catalysts. In particular, in the latter case, the rate-limiting step of SWCNT
nucleation may be considered to be the formation of the SWCNT “nucleus” (the
initial polygonal carbon ring structure). Figure 5.11a shows that, following the
formation of the SWCNT nucleus on Si58, the subsequent extension of the sp2-
hybridized carbon network proceeded at a significantly slower rate. Figure 5.11a
also illustrates the effect of surface carbon concentration on SWCNT nucleation.
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Fig. 5.12 Radial distributions of carbon in (a) Si58C60 and (b) Si58C200 model complexes at 1,200
and 1,800 K. The inability of carbon to freely diffuse through the bulk region of the Si nanoparticle
is evident. Consequently, the majority of the carbon in both cases resides on the nanoparticle
surface, the latter of which is solid. SWCNT nucleation cannot therefore proceed via a VLS
mechanism

For example, the formation of polygonal carbon rings in the Si58C60 complex
(following the adsorption of 30 C2 species) is limited to a single hexagonal ring
structure after 100 ps. Conversely, an extended network of carbon ring structures
was formed in the Si58C200 model complex after only 50 ps. Thus, as was the
case regarding SiO2 catalyst nanoparticles, it is evident that the saturation of the
Si nanoparticle surface with carbon is a prerequisite for SWCNT nucleation. In
this sense then, SWCNT nucleation on SiO2 and Si58 seemingly proceeds via an
identical route – this point will be discussed at greater length below.

Following the adsorption of C2 onto the Si58 nanoparticle surface, the resultant
surface structure resembled an amorphous SiC phase, while the core of the Si
nanoparticle remained pristine. This is evident from Fig. 5.12a, which shows the
radial distribution of carbon within the Si nanoparticle as SWCNT nucleation
proceeds. This figure also shows that, at higher temperature, the penetration of the Si
nanoparticle by adsorbed carbon atoms becomes more probable and is independent
of the surface carbon concentration. Yet, the free diffusion of carbon through the
nanoparticle bulk and surface in this case is restricted below 2,000 K. The latter
observation may be explained with recourse to an analysis of the nanoparticle phase
during SWCNT nucleation. In the case of the pristine Si58 catalyst nanoparticle,
ı at 1,200 and 1,800 K were 0.298 and 0.372, respectively. However, upon the
adsorption of C2 on the Si58 surface, a dramatic decrease in this Lindemann index
was observed. At low carbon concentrations (i.e., the Si58C60 model complex), these
same ı values were 0.093 and 0.231, while at high concentrations (i.e., the Si58C200

model complex), they were 0.049 and 0.088, respectively. This decrease indicates
that the phase of the catalyst nanoparticle here changes from a liquid (when pristine)
to solid (when carbon-doped). The VLS mechanism therefore clearly does not apply
in this case. Considering this impasse, and the atomistic similarity between SWCNT



5 Atomistic Mechanism of Carbon Nanostructure Self-Assembly as Predicted. . . 137

Fig. 5.13 Thermal annealing at constant temperature (2,500 K) leads to the structural deformation
of SiC nanoparticles, ultimately producing SWCNT nucleation. (a) The first polygonal ring
formation event due to the free diffusion of Cn units within the SiC nanoparticle. (b) Polygonal
ring formation formed from the structural decomposition of the SiC nanoparticle at 2,500 K. (c)
Time-averaged ı values of the SiC nanoparticle between 1,000 and 3,000 K, computed over an
interval of 50 ps. SWCNT nucleation below 2,600 K evidently occurs while the SiC nanoparticle
is in the solid phase. Thus, SWCNT nucleation can be explained with recourse to a VSS mechanism

nucleation from Si and SiO2 nanoparticles, it is apparent that both proceed via the
VSS mechanism, as opposed to the VLS mechanism.

The production of an amorphous SiC nanoparticle following the adsorption of
C2 on Si nanoparticles warrants further investigation of the possibility of SWCNT
nucleation from SiC itself. Moreover, following the conclusion discussed above,
namely, that SWCNT nucleation on both SiO2 and Si occur via identical pathways,
it is reasonable to anticipate that the same applies to SiC. To this end, we have
investigated nucleation of SWCNT cap fragments as a result of the constant
temperature thermal annealing of SiC nanoparticles alone. In this case, a model
Si96C96 nanoparticle was annealed between 1,000 and 3,000 K. An example of
SWCNT nucleation observed at 2,500 K is illustrated in Fig. 5.13. It is noted that
this temperature is approximately that employed in relevant experiments which
demonstrate SWCNT growth following the high temperature vacuum decompo-
sition of SiC crystal surfaces [218]. These QM/MD simulations indicated that
SWCNT nucleation in this case followed the degradation of the SiC crystalline
structure. Indeed, upon annealing even at temperatures as low as 1,000 K, a well-
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defined crystallinity was not evident in the model SiC nanoparticle even after a
relatively short simulation time (i.e., 10–20 ps). The result of this degradation was
the cleavage of C–Si bonds, yielding an increase in the number of C–C bonds. The
pure carbon species exhibited free diffusion through/over the SiC nanoparticle. This
diffusion causes the elongation/oligomerization of polyyne chains. However, the
frequency of these interactions was concomitantly slower at lower temperatures,
such as 1,000 K. As is evident from Fig. 5.13a, b, polygonal ring formation occurred
after the initial period in which the oligomerization of polyyne chains took place.
In this case, the initial polygonal ring formation was the result of the diffusion and
subsequent interaction of neighboring C3 and C2 species. Figure 5.13b shows that
subsequent ring condensation then proceeded reasonably rapidly, with a definite
cap structure being formed within ca. 200 ps. However, after the formation of
this cap structure, the population of polygonal rings here then decreased – such
phenomena have not been observed in the case of traditional, transition-metal cata-
lyst nanoparticles. In a kinetic sense, therefore, SWCNT nucleation resulting from
thermal degradation of SiC is anticipated to be less favorable, compared to other
traditional catalysts. SWCNT nucleation, at the atomic level, is essentially no more
than the continual formation of carbon bonds between mono- and divalent carbons.
The origin for these inhibited SWCNT nucleation kinetics can therefore be found
in thermodynamics, which, at high temperatures, dominates SWCNT nucleation.
In this sense then, SWCNT nucleation is in effect a “thermodynamic sink.” From
Sect. 5.4.4, it is evident that thermal annealing of amorphous Fe- and Ni-carbide
nanoparticles yielded well-defined SWCNT cap structures, similar to those observed
here. However, SWCNT nucleation from Fe- and Ni-carbide nanoparticles also
resulted in cap structures exceeding the size of those observed using SiC, both on
shorter timescales (generally within ca. 100 ps) and at lower temperatures (below
2,000 K). The strengths of the Fe–C, Ni–C, and Si–C interactions are 1.78, 1.06, and
6.88 eV/atom, respectively, at the SCC-DFTB level of theory [196] (to re-iterate,
the strength of the C–C interaction is 5.48 eV using SCC-DFTB). The weaker
interaction of the Fe/Ni catalyst with carbon therefore correlates directly with an
increased rate of SWCNT nucleation. Once a C–C bond forms in the latter case, it
is rarely broken due to its greater thermodynamic stability (even if it is not the most
energetically stable ring structure – this is the deciding difference to Frank’s screw-
dislocation crystal growth [60], invalidating its application to SWCNT growth as
promoted by Ding and Yakobson [58]). On the other hand, the Si–C and C–C
interactions are, thermodynamically, comparable to each other. Consequently, C–
C bonds are more frequently broken during nucleation on SiC nanoparticles.

The dependence of <ı> on simulation temperature for the SiC nanoparticle is
depicted in Fig. 5.13c. From this figure, it is evident that the SiC nanoparticle existed
in the solid state below 2,600 K. However, Fig. 5.13a,b suggests that there was un-
doubtedly some liquid-like character in the SiC nanoparticle at temperatures above
2,600 K. In particular, <ıi> values indicate that, between 1,000 and 3,000 K, the
SiC nanoparticle exhibited three distinct behaviors depending on the temperature.
First, at lower temperatures (<1,400 K), the SiC nanoparticle was unquestionably
solid. At intermediate temperatures (between 1,400 and 2,600 K) a gradual increase
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in <ıi> for atoms residing close, or near to, the nanoparticle surface was evident.
Surface premelting therefore became prevalent at these temperatures, ultimately
causing <ı> to increase slightly. Such surface premelting has been shown to be
a prominent phenomenon in the melting dynamics of transition-metal nanoparticle
species [216]. In this respect therefore, transition metals and SiC nanoparticles
appear to be equivalent. According to established trends regarding transition-metal
nanoparticle melting, by increasing the temperature further, this surface premelting
is followed by the complete liquefaction of the nanoparticle. However, rather than
undergoing this solid–liquid phase transition, the SiC nanoparticle instead became
quasi-solid at temperatures above 2,600 K. One probable cause of this unexpected
behavior is ascribed to the influence of surface chemistry (the formation of C–C
bonds, polyyne chains, and polygonal carbon rings, etc.) on the Lindemann index
itself. In extreme cases, the formation of an extended sp2-hybridized carbon network
on the SiC nanoparticle surface, in part, solidified the SiC nanoparticle surface,
therefore retarding the melting process.

A pronounced similarity is therefore observed regarding the SWCNT nucleation
mechanisms on SiO2, SiC, and Si catalysts. The results discussed here constitute
the first evidence of a catalyst independent mechanism with respect to Si-based
catalysts. In addition, these results indicate the mechanism of SWCNT nucleation
on these Si-based catalysts is remarkably different to that established for transition-
metal catalysts and centers around a solid-phase catalyst nanoparticle. Since the
independence of the SWCNT nucleation mechanism has been established and
accepted in the case of transition-metal catalysts, this conclusion is seemingly
unremarkable. However, we point out here that with respect to the majority of
“nontraditional” catalysts such as SiO2, SiC, Si, Al2O3, ZrO2, and so on, the
precise mechanisms of SWCNT nucleation remains are in fact unknown at present.
Moreover, at first glance, there is no reason to suspect that the SWCNT nucleation
mechanism on such a diverse range of catalyst species should be in any way related,
considering their respective physicochemical properties.

5.4.6 Continued Sidewall Growth: Nanoparticle Effect

We now consider the phenomenon of continued SWCNT growth. This is generally
defined as the extension of the nanotube sidewall (by the addition of newly created
polygonal ring structures) parallel to the axis of growth. Note that this process
differs from the process of SWCNT nucleation, in which the nascent nanotube cap
fragment is formed. This partitioning of what is actually (in reality) a continuous
process is somewhat arbitrary. Nonetheless, it has enabled the precise atomistic
mechanism of SWCNT growth to be identified and studied.

Continued SWCNT growth has been modeled using QM/MD simulations on a
number of occasions (see [219] and references therein). The approach employed
in these investigations typically was similar to that described in Sect. 5.4.3 (see
Fig. 5.14). Fe-catalyst nanoparticles were thus first annealed at 1,500 K, after
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Fig. 5.14 Continued growth from a (5,5) SWCNT fragment on an Fe38 catalyst nanoparticle at
1,500 K. (a) The adsorption of gas-phase carbon atoms at a rate of 1 C/0.5 ps at the base of the
SWCNT structure leads to the extension of the sp2-hybridized carbon network via the formation
of new polygonal rings at the nanotube base. Growth is mediated entirely by the catalyst surface in
this case. (b) The SWCNT length as a function of time at 1,500 K. Adsorption of gas-phase carbon
atoms results in the addition of ca. 4 Å to the base of the SWCNT (Adapted from Ohta et al. [271]
with kind permission of © The American Chemical Society (2008))

which “simulated” gas-phase carbon feedstock (in this case, atomic C or C2) was
supplied at various rates to the base of the growing SWCNT or onto the nanoparticle
surface itself. Two such nanoparticles have been employed, namely, Fe38 and Fe55.
In both cases, a model SWCNT cap fragment (a C40 cap of (5,5) chirality), or
short SWCNT segment (depicted in Fig. 5.14), was employed to approximate a
SWCNT cap fragment formed in situ (such as that shown in Fig. 5.6). The effect
of the nanoparticle diameter on the mechanism and kinetics of continued SWCNT
growth has therefore been considered. Somewhat unsurprisingly, the increase in
nanoparticle diameter from 0.70 nm (Fe38) to 0.94 nm (Fe55) has no effect on the
atomistic mechanism of continued SWCNT growth. This mechanism is depicted
in Fig. 5.15. From this figure, it is evident that, like cap nucleation, the continued
nanotube growth process was driven by the extension of the sp2-hybridized carbon
network. This extension itself was driven by the formation of polygonal carbon rings
at the base of the nanotube structure (at the interface between the nanotube and
the catalyst nanoparticle), thereby extending the SWCNT cap in a unidirectional
manner. From Fig. 5.14, it can be seen that the SWCNT growth process took
place almost entirely on the catalyst surface; the original hexagonal network of
the tube remained intact and was pushed away from the metal due to the addition
of new polygonal carbon network growth at the tube-metal interface. Only very
rarely did carbon penetrate the catalyst surface and diffuse through the subsurface
region. Similarly, carbon was never observed to freely diffuse through the bulk of
the catalyst nanoparticle. Unsurprisingly, this behavior was not different from the
behavior observed during SWCNT nucleation on Fe38, a fact that is attributed to
the nanoparticle’s relatively small diameter, which exhibits a relatively high surface
energy. It is also noted here that Fe38 and Fe55 are both “magic number” metal
clusters and so exhibit unusual stability. We also performed a systematic comparison
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Fig. 5.15 Continued nanotube sidewall growth from a (5,5) SWCNT C40 cap on a Ni38 catalyst
nanoparticle at 1,500 K. (a) In this case, the extension and collapse of a single bridging polyyne
chain results in the formation of an extended conjugated system at the base of the SWCNT,
including a hexagonal, heptagonal, and two pentagonal carbon rings. (b) Depending on the size
of the catalyst nanoparticle, Ni-catalyzed SWCNT growth is found to be ca. 69–106% faster than
Fe-catalyzed SWCNT growth at 1,500 K (Adapted from Page et al. [197] with kind permission of
© The American Chemical Society (2010))

of continued SWCNT growth on an Fe38 particle at different temperatures, namely,
1,000, 1,500, and 2,000 K [220]. We found that 1,500 K was optimum for fast
growth since catalyst encapsulation by the ring collapse of longer polyyne chains
was more prevalent at the lower temperature, while loss of carbon fragments to the
vacuum reduced the growth rate noticeably at the higher temperature.

While the SWCNT growth mechanisms on Fe38 and Fe55 were observed to be the
same, this is not so with respect to the kinetics of SWCNT growth. QM/MD sim-
ulations [221] indicate that the growth slows with increasing catalyst nanoparticle
diameter – a conclusion that parallels that of others based on experimental evidence
[182, 222, 223]. This phenomenon is ascribed primarily to the relative surface areas
and volumes of the two catalyst nanoparticles. In particular, although the diameter of
Fe55 is only slightly larger than that of Fe38, the increases in surface area and volume
are more substantial. Thus, the domain over/through which adsorbed Cn species
may migrate, before being incorporated into the growing SWCNT, is concomitantly
larger in the case of Fe55. Nanotube growth employing the former, smaller catalyst
nanoparticle is therefore ca. 19% faster compared to that on Fe55. It is conceded
that both of these growth rates exceed those determined experimentally [47, 224–
228] by several orders of magnitude. This is a natural consequence of the relatively
unnatural carbon supply model that has been employed here. Nevertheless, the
error thus induced is systematic, and so, these relative trends in growth rates likely
remain valid. Although the growth depicted in Figs. 5.14 and 5.15 is an example
for growth from a “floating” catalyst, it is likely that the mechanism of SWCNT
“root”/“tip” growth on supported catalyst nanoparticles is similar since the majority
of nanotube growth chemistry is mediated by the nanoparticle surface itself and not
by its support.
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5.4.7 Defect Healing

As has been shown in the preceding sections, there have been significant advances in
both experimental and theoretical understanding of SWCNT nucleation and growth
on a number of different catalyst species, with different carbon feedstock. Yet
there are still outstanding issues regarding phenomena associated with SWCNT
growth. The most notable issue at present is that of “chirality-controlled” growth.
That is, a method by which a single particular, arbitrarily chosen (n, m) chirality-
type tube [or, at most a narrow distribution around (n, m)] may be synthesized in
situ remains elusive to date. At the atomistic scale, chirality-controlled growth is
equivalent to growth in which first a particular cap establishing the (n, m) chirality
is somehow created, after which only hexagonal rings are incorporated into the
growing SWCNT sidewall. The fundamental principles guiding such chirality-
specific synthesis are, as yet, largely unknown. Such chirality-controlled growth
is extremely desirable since the physical, electrical, and optical properties of a
SWCNT are determined entirely by its (n, m) chiral indices. Current experimental
SWCNT synthesis techniques (such as CVD and arc discharge) are known to
produce a broad distribution of (n, m) SWCNTs. While it is possible to subsequently
isolate a narrow distribution of (n, m) SWCNTs, such techniques invariably damage
the SWCNT structures by either chemical or physical means [229, 230]. Such
damage potentially limits the application of these SWCNTs in nanoscale devices.
An understanding of how to control a SWCNT’s chirality in situ is therefore critical
in this respect. In the following subsections, we will concentrate on the question
how purely hexagonal sidewall growth can be achieved despite the fact that initially
formed polygons exhibit distributions of pentagons, hexagons, and heptagons that
depend on the carbon concentration, temperature, and possibly other factors.

5.4.7.1 SWCNT Growth: The Defect Problem

It was shown in the preceding sections that, similar to giant fullerene formation,
SWCNT nucleation and growth processes are far from linear, ordered processes.
On the contrary, they proceed via complex pathways, resulting in unpredictable
dynamics attributable to the phase transition from linear sp carbon chains to fused
ring networks composed of sp2 carbon. Moreover, we find that entropy plays an
important role in the formation mechanism, favoring the formation of defects.
Considering the temperature at which SWCNTs nucleate and grow in CVD and
arc-discharge environments (i.e., typically 1,000 K or higher), this in itself is not
so surprising. Indeed, by revisiting the discussion of Sects. 5.4.2 and 5.4.3, it is
apparent that the inclusion of defects (such as polyyne chains, non-hexagonal ring
structures, and vacancies in the sp2-hybridized carbon network) is inherent to the
SWCNT nucleation process itself. The very first “nucleus” of the SWCNT on a
transition-metal catalyst is actually a pentagonal ring “defect.” The subsequent ring
condensation process, by which the SWCNT cap fragment is formed, also produces
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a majority of non-hexagonal ring defects. Although this is attributed to the curvature
of the catalyst surface imposing itself onto the growing sp2-hybridized carbon
network, the further formation of defect structures during growth (see Sects. 5.4.2,
5.4.3, 5.4.4, 5.4.5 and 5.4.6) cannot be rationalized in this manner. Nevertheless,
the incorporation of defect structures into a growing SWCNT effectively alters
its chirality and therefore physical properties. Since it is apparent that SWCNT
nucleation and growth are inherently defect-inducing processes, it is important to
understand the mechanisms by which such defects are removed in situ. The defects
may heal if the temperature during synthesis exceeds that required for cascades
of Stone–Wales transformations [231, 232]. However, in most of our QM/MD
simulations, such healing appears to be slow compared to chaotic growth. QM/MD
simulation of defect removal on transition-metal catalysts is the subject of the
following section.

5.4.7.2 SWCNT Chirality-Controlled Growth: The Healing Solution

The removal of SWCNT defect structures during growth has been investigated
previously using QM/MD [233]. To induce growth, gas-phase carbon atoms were
adsorbed at the region between a model C40 cap and its supporting Fe38 catalyst
surface. The hypothesis of this approach took into account the inherent stability of
the C–C bond (relative to the Fe–C bond) and therefore the greater stability of the
SWCNT as a whole. Due to this stability, the removal, or healing, of defects during
growth was anticipated to occur over longer time scales than those considered in
prior QM/MD simulations (ca. 50 ps). Three gas-phase carbon adsorption rates were
therefore employed, namely, 1 C/0.5 ps 1 C/10 ps and 1 C/20 ps (rates denoted using
“fast,” “slow,” and “very slow”). It is noted here that the former of these adsorption
rates is the same as that employed in the simulations discussed in Sects. 5.4.2, 5.4.3,
5.4.4, 5.4.5 and 5.4.6.

Comparison of the three carbon adsorption rates is made in Fig. 5.16. It is
immediate from this figure that the ability of the SWCNT to heal itself during
growth is directly correlated to the rate of carbon adsorption. As this rate decreases,
the number of polygonal ring defects in the growing sp2-hybridized carbon network
decreases. Moreover, the active removal of defects from the growing SWCNT
structure resulting in hexagonal ring formation is observed for slow and very slow
carbon adsorption. This suggests that the kinetics of SWCNT growth is more
favorable compared to those of defect removal. Figure 5.17 shows the reason
explaining why this is indeed the case. This figure depicts schematically two
examples of defect removal during slow SWCNT growth. The first of these defects is
a conjugated pentagonal-heptagonal ring defect, and the second is an adatom defect.
In both cases, the defect is removed solely by the self-isomerization of the SWCNT
cap structure itself. For example, the adatom defect shown in Fig. 5.17b is formed
following the adsorption of a carbon atom onto an existing hexagonal ring at the
nanotube base. This adatom defect quickly converted to a heptagonal ring defect,
which is evidently significantly more stable (lasting for ca. 15 ps). The addition
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Fig. 5.16 SWCNT healing is directly correlated with the rate of carbon adsorption at the nanotube
base. Polygonal rings formed in a single SCC-DFTB/MD trajectory using adsorption rates of
1 C/(a) 0.5 ps, (b) 10 ps, and (c) 20 ps. At the fastest adsorption rate considered, SWCNT
growth incorporates several defect ring structures into the carbon nanostructure. Slowing the
adsorption rate to 1 C/10 ps, the incorporation of defects is suppressed due to the action of the
self-isomerization of the sp2-hybridized carbon network. At the slowest rate considered, SWCNT
growth occurs solely due to hexagonal ring addition, thereby illustrating chirality-controlled
SWCNT growth (Adapted from Page et al. [233] with kind permission of © The American
Chemical Society (2009))

of a second carbon atom results in a heptagonal-hexagonal ring rearrangement,
which ultimately forms a C2 defect at the base of the SWCNT. After a further
ca. 10 ps, this C2 unit detaches from the cap and diffuses away over the catalyst
surface. Both instances of SWCNT defect removal depicted in Fig. 5.17 occur in
the vicinity of the catalyst surface. The assistance of the catalyst surface is therefore
implicated in these cases of SWCNT healing. The timescales over which these two
examples of self-isomerization take place are between 5 and 25 ps, respectively. This
observation is indicative of a fundamental principle regarding the in situ control of
SWCNT chirality. That is, the rate at which defect structures are incorporated into
the SWCNT structure depends on the relative rates of defect addition (due to growth)
and defect removal (due to SWCNT self-isomerization).

5.4.7.3 SWCNT Healing: Effects of Catalyst Composition and Size

In Sects. 5.4.3 and 5.4.6, it was established that a number of kinetic and mechanistic
phenomena associated with SWCNT nucleation and growth can be understood with
recourse to the relative carbon-catalyst interaction strengths. For example, a stronger
carbon-catalyst interaction leads to slower growth rates and changes the mechanisms
of SWCNT nucleation and growth. From the previous section, it was seen that the
catalyst nanoparticle is implicated in the defect healing process. It therefore seems
reasonable to hypothesize that the carbon-catalyst interaction may also play some
role regarding the relative ability of different catalysts to assist in SWCNT healing
processes. We will presently discuss such a proposal with respect to Fe- and Ni-
catalyst nanoparticles.

QM/MD simulations of SWCNT growth were carried out using Fe38, Ni38, Fe55,
and Ni55 catalyst nanoparticles [221]. Growth was induced at 1,500 K using a slow
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Fig. 5.17 Examples of SWCNT healing observed during SWCNT growth on Fe38 catalysts at
1,500 K. In both cases, defects are removed from the growing SWCNT cap solely by the self-
isomerization of the sp2-hybridized carbon network. (a) A conjugated pentagonal-heptagonal
defect is removed, resulting in the formation of two hexagonal rings at the base of the SWCNT
cap. (b) An adatom defect is removed, forming a hexagonal ring via a heptagonal ring defect
intermediate structure (Adapted from Page et al. [233] with kind permission of © The American
Chemical Society (2009))

carbon supply rate (i.e., 1 C/10 ps). The average defect formation and defect removal
statistics after 300 ps are given in Table 5.1. For the purpose of this analysis, “defect
formation” is defined here as the formation of a new pentagonal or heptagonal
ring, the conversion of a hexagonal ring to a pentagonal-heptagonal ring, or the
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Table 5.1 SWCNT healing statistics on Fe- and Ni-catalyst nanoparticles for a carbon adsorption
rate of 1 C/10 ps. The net rate of SWCNT healing may be considered as the difference between
the rates of defect formation and defect removal. All data averaged over ten SCC-DFTB/MD
trajectories, following 300 ps of simulation

Fe38 Ni38 Fe55 Ni55

Defect formation Pentagonal formation 3.2 6.1 2.2 4.6
Heptagonal formation 0.2 0.4 0.3 0.2
Hexagonal!heptagonal transformation 2.7 2.8 2.3 2.9
Hexagonal!deformation 1.0 0.2 0.6 0.2
Hexagonal!pentagonal transformation 0.1 0.3 0.6 0.1
Total defects formed (†1) 7.2 9.8 6.0 8.0

Defect removal Hexagonal formation 3.4 3.3 3.4 2.9
Heptagonal!hexagonal transformation 1.1 1.0 0.8 1.3
Pentagonal!hexagonal transformation 1.2 1.7 1.5 1.6
Total defects removed (†2) 5.7 6.0 5.7 5.8

Net healing (†2�†1) �1.5 �3.8 �0.3 �2.2

destruction of a hexagonal ring (i.e., ring opening). Conversely, “defect removal”
is defined here as essentially the opposite of defect formation, i.e., the formation
of new hexagonal rings and the conversion of a pentagonal-heptagonal ring to a
hexagonal ring. From Table 5.1, it is evident that the rate of defect removal in the
case of the four catalysts considered is essentially equivalent after 300 ps. Thus,
there is little dependence of the defect removal process on the size or elemental
composition of the catalyst. This is reasonable since the catalyst nanoparticle was
never explicitly involved in the process of healing (as discussed in Sect. 5.4.7.2).
Rather, it plays an implicit role, by saturating dangling bonds at the edge of the
SWCNT structure, thereby supporting the self-isomerization process. On the other
hand, Table 5.1 shows that the size and, more obviously, the elemental composition
of the catalyst nanoparticle directly affect the rate of defect formation during growth.
For example, for an equivalent catalyst size, SWCNT growth on a Ni catalyst
induces ca. 30–35% more total defects, compared to SWCNT growth on an Fe
catalyst. For a particular type of metal, Table 5.1 also shows that the number
of defects formed during SWCNT growth decreases with increasing nanoparticle
diameter. It is noted here that these two correlations are consistent with the effect of
nanoparticle size and composition on the total SWCNT growth rate. That is, faster
growth leads to more defects, whereas slower growth leads to a smaller number of
defects by comparison.

5.4.8 Conclusion from Nonequilibrium QM/MD Simulations
of SWCNT Nucleation and Growth

We have reviewed our own recent investigations into the phenomena of SWCNT
nucleation and growth using state-of-the-art QM/MD methods. Admittedly, our
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models represent deviations from experimental setups: (i) hydrogen and/or oxygen,
usually present in alcohol CVD synthesis, is typically absent in our simulations
for the reason that the hydrogen abstraction is a rare event on MD time scales;
(ii) addition by carbon atoms constitutes the supply of species with excessive
energy and reactivity, while addition of C2 seems to be more realistic at least
for the modeling of laser-evaporation synthesis [178, 179]; (iii) employed catalyst
nanoparticles are at the lower end of the experimentally employed size distribution;
(iv) substrate effects are missing; and (v) most severely, our carbon addition rates
are often one to three orders of magnitude too fast in comparison to experimentally
observed growth rates. Nevertheless, it is evident that QM/MD simulations of the
nonequilibrium, high-temperature processes occurring during SWCNT nucleation
and synthesis can provide fundamental knowledge that complements experimental
understanding. Moreover, considering the spatial and temporal resolutions furnished
by QM/MD methods (i.e., nanometers and picoseconds, respectively), such simu-
lations can predate, or correct, experimental understanding of these phenomena.
This is certainly the case with respect to models of SWCNT nucleation and growth.
For example, the VLS mechanism of SWCNT nucleation and growth on a variety of
transition-metal catalysts is very widely accepted. Yet it is only since the application
of QM/MD in this area that true understanding of various aspects of the VLS
mechanism has come to light. One such aspect regards the atomistic processes
of SWCNT nucleation and growth, which are dominated by the formation and
coalescence of extended polyyne chains, and the interaction of these chains with the
supporting catalyst surface. Another aspect, which remains under debate at the time
of writing, regards the existence and role of the transition-metal carbide phase in the
context of SWCNT nucleation and growth. In particular, our QM/MD simulations
and recent experiments and theoretical studies have challenged the traditional role
ascribed to this carbide phase in the SWCNT nucleation process. The presented
QM/MD simulations of Sect. 5.4.7 have also uncovered the phenomenon of catalyst-
assisted defect healing during continued SWCNT growth. This phenomenon, by
which a SWCNT structure consisting entirely of hexagons can be attained, has since
been implicated in models of chirality-controlled growth. Most recently, QM/MD
simulations have led the way in understanding the manner in which SWCNTs
nucleate and grow on “nontraditional” catalysts including SiO2, SiC, and Si. They
have also revealed the atomistic mechanism underpinning the CVD process on the
former catalyst species. In this context, QM/MD methods alone have uncovered
the remarkable fact that SWCNT nucleation on these solid-phase catalysts proceeds
according to an entirely different mechanism, compared to the traditional picture of
SWCNT nucleation/growth on transition-metal nanoparticles. Our “VSS” (vapor–
solid–solid) model is now being recognized by experimentalists in these cases [210].
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5.5 Graphene Formation

5.5.1 Background and Experimental Synthesis

The 2010 Nobel Prize in Physics was awarded jointly to Andre Geim and Konstantin
Novoselov for their “groundbreaking experiments” regarding the two-dimensional
material graphene [234]. Graphene is the name chosen by these Nobel laureates for a
single layer of graphite. Since graphite is a well-studied material, it comes with little
surprise that both the metal-catalyzed synthesis of such graphene sheets [51, 235]
as well as their structures [236] had been reported before the publication of the
Nobel Prize winning paper in 2004. The single graphene layer is a semimetal
or zero-gap semiconductor and has excellent electronic properties, for instance,
high mobility (15,000 cm2 V�1 s�1 and higher) and a room-temperature quantum
Hall effect [237]. Narrow single graphene ribbons show peculiar metallic and
semiconducting behaviors depending on the edge type and width, analogous to
the dependence of CNT conductivity on the roll-up vector [147]. Since chirality-
specific CNT synthesis has yet to be achieved, as discussed in Sect. 5.4, the exquisite
characteristics of graphene open new possibilities of application in many electronic
devices, such as flexible film transistors, touch panels, solar panels, and so on.

Albeit easier than chirality-specific CNT synthesis, large-scale production of
graphene also turns out to be a formidable task. The central problem is to synthesize
a large-area graphene flake with a minimum number of defects at a reasonable
cost and efficiency. So far, the following methods have been used to synthesize
graphene flakes: (a) cumbersome micromechanical cleavage [234], (b) vacuum
decomposition of SiC (0001) surfaces at very high temperatures (>1,350ıC) [238,
239], (c) carburization and annealing of a metal carbide substrate [235, 240], and
(d) chemical vapor decomposition (CVD) of hydrocarbons on metal surfaces [241–
252]. At present, it seems that out of these four synthetic routes, similar as for CNT
synthesis (Sect. 5.4.1), the CVD technique has the greatest promise as it can be
potentially scaled up and does not require the high temperatures of SiC evaporation
and carburization techniques, which typically induce defects. Indeed, over recent
years, several reports of successful CVD synthesis of graphene on metal surfaces
appeared in the scientific literature. Different types of hydrocarbon feedstock were
employed (such as acetylene [242], propylene [243], acetaldehyde, and acetone
[244]), and graphene was grown on a variety of metal surfaces (nickel seems most
popular [242, 243, 245, 247, 252] but other metals such as rhodium [244], cobalt
[248], ruthenium [241, 246], iridium [249, 250] and copper [251]).

Despite practical advances in synthesis techniques resulting from phenomeno-
logical growth models, the atomistic mechanism by which graphene nucleates on
catalyst surfaces remains the topic of fierce debate. It is clear that carbon solubility
plays an important role; Ni has generally a higher C solubility than, for instance,
Cu, and consequently carbide formation is well documented for Ni surfaces [235]
but does not seem to play a role for Cu [251]. Temperature is equally important:
Lahiri et al. [252] reported low-temperature conversion of a surface carbide to
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graphene below 460ıC, while at higher temperatures, carbon atoms [251] [for
instance, on Cu(111) or Ni(111)], C2 units on Rh-YSZ-Si(111) [244], or linear
carbon chains [241] [on Ir(111)] attach to graphene islands. Evidence was found that
graphene growth on Ni(111) [193, 243], Ru(0001) [241], and Ir(111) [250] begins
with carbon atoms adsorbed at step edges, while it appears that graphene islands
nucleate spontaneously on terraces in case of Ir(111) [250], Rh(111) [253], and
Cu(111) [251]. Undoubtedly, Smoluchowski ripening via island coalescence plays
an important role in the graphene growth process [249, 250, 253], and Wang et al.
have even identified actual coronene-like C24 units as dominant islands performing
the surface migration on Rh(111) [253]. Although much work has been done,
a systematic study investigating the role of metal-carbon binding energy, carbon
solubility, carbide formation, feedstock concentration, temperature, etc., for the
formation mechanism is clearly required.

5.5.2 Haeckelite and Graphene Nucleation on Ni(111)

Previous theoretical investigations of graphene nucleation at step edges [254,
255] or terraces [241, 255, 256] have either employed static models, neglecting
irreversible dynamic processes occurring during nonequilibrium growth, or only
captured ultrashort dynamics of individual C–C bond formation in DFT-based MD
simulations [25]. We have therefore employed the computationally efficient SCC-
DFTB/MD method to study graphene nucleation on a Ni(111) surface at a nuclear
temperature of 1,180 K throughout the simulation. We chose to study the nucleation
of the first sp2 carbon ring systems from sp carbon on a terrace, at a constant
and rather large 83.3 mol% of the carbon density of a perfect, continuous sheet of
graphene. Horizontally aligned C2 units were randomly placed on a Ni(111) surface
without initial polygonal order (see Fig. 5.18a) in a set of ten “H” trajectories. In
another set of ten “G” trajectories, we replaced 12 C2 units by a domelike C24 carbon
cluster with coronene skeleton (mimicking observations in [250, 253]) to investigate
a possible template effect by its hexagonal network. The nonequilibrium character
of the simulations in this case is achieved by the use of C2 units at a temperature far
below that at which this species is at equilibrium with its environment.

As was the case in fullerene and SWCNT cap nucleation, the high density of
the C2 units initiated spontaneous sp carbon chain formation, which was followed
by an almost instantaneous interchain networking process during the first 2.5 ps
of annealing. Following this initial period of “reactive network formation” was a
more subdued period of annealing. Essentially, all carbon rings that were generated
after 50 ps were formed within the first 5 ps of simulation. Figure 5.18a–c shows
that carbon ring formation proceeded via the interaction of adjacent polyyne chains
on the Ni(111) surface. The presence of a Y-shaped junction, formed between two
adjacent polyyne chains, preceded the majority of ring formation events observed
in this work. The motion of the “arms” of this junction structure, driven by the
diffusion of the constituent carbon atoms on the Ni(111) surface, was then observed
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Fig. 5.18 Snapshots of “H” trajectories (a–c, left) and “G” trajectories (d–f, right) at 0, 2.5, and
50 ps, respectively. The location of the periodic boundary is indicated by the red line. The circle in
1(c) denotes an area of late ring collapse from a Y-junction

to initiate the ring formation process. Figure 5.18b, c shows an explicit example
of this process between 2.5 and 50 ps. In this case, a single Y-junction (encircled)
was generated on the Ni(111) at 2.5 ps. Its subsequent collapse to a pentagon, and
its interaction with neighboring polyyne structures, culminated in the formation of a
conjugated 6–5–5–7 carbon ring structure (i.e., adjoined 6-, 7-, and two 5-membered
carbon rings).

The reader may notice that this ring formation mechanism resembles closely the
SWCNT cap nucleation mechanism on transition-metal nanoparticles (Sects. 5.4.2,
5.4.3 and 5.4.4), as well as the initial steps of fullerene nucleation from polyyne
chains (Sect. 5.3). Notably, all observed sp2 carbon network nucleation events in
vacuum and on transition-metal catalysts begin with the formation of a Y-junction,
followed by five-membered ring formation. The motion of two Y-junction arms
drives the latter process as shown for SWCNT cap nucleation in Fig. 5.6c. In
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the context of graphene nucleation, the shortest Y-junctions have also been called
C4 “star conformations” in [256]. Interestingly, curvature of the catalyst surface
does not seem to play a role for the initial pentagon that results from the Y-
junction collapse. However, on a flat surface with a high polyyne concentration in
a single layer as in our simulations, the positive curvature of the pentagon needs
to be compensated by an adjacent polygon with negative curvature. Heptagons are
therefore the ideal polygonal shapes that are preferred in the immediate vicinity
of a pentagon. Thus, the structures formed in “H” trajectories resembled closely
that of haeckelite patches [27], i.e., they were composed predominantly of five-
and seven-membered rings. The curvature of the networked carbon structure was
therefore effectively zero and hence matched that of the Ni(111) surface. In the
case of the template-containing “G” model system, we found that the coronene-like
fragment acted as a “template,” which facilitated a more exclusive production of
six-membered rings at the expense of five- and seven-membered rings.

Already, Shelton et al. stressed in 1974 the similarity of graphite formation on
carbon-saturated Ni(111) to a phase transition process [235]. For a more quantitative
understanding of this possibility, we have analyzed the phase transition from linear
carbon chains to sp2 carbon networks observed here in terms of random graph theory
[257, 258]. Figure 5.19 displays for both “H” and “G” trajectories a plot of carbon
cluster size per unit cell versus nC–C/NC, where nC–C is the number of C–C bonds
and NC is the number of carbon atoms. As with other phase transitions described by
random graph theory, the plot confirms the existence of a critical nC–C/NC value just
before 1.0, above which the further conversion of linear carbon chains to sp2 carbon
polygons leads to the emergence of a fully networked carbon structure. Thus, it
is justifiable to discuss the sp2network formation from sp chains in the context of
critical phase transition phenomena [259]. In fact, similar phase transition behavior
can clearly be identified in fullerene formation simulations from C2 ensembles,
and SWCNT cap nucleation simulations on transition-metal catalysts. Furthermore,
the dynamics of haeckelite and graphene growth both obey nearly identical power
laws. It is therefore possible to consider these phenomena in the context of self-
organized criticality (SOC), alongside other phenomena as diverse as earthquake
magnitudes, traffic jams, and modern city populations [67, 260]. Apparently, the
employed temperature of 1,180 K is at the lower border to allow for a full conversion
of pentagons and heptagons to hexagons via Stone–Wales transformations [261], as
discussed in Sect. 5.3.3. We can only speculate that the haeckelite patches, although
kinetically favored by the “pentagon-first” mechanism, will eventually anneal on
microsecond time scales to a hexagonal graphene network. Thus, the ensembles
of carbon chains up to a critical concentration, as well as the haeckelite patches
that are nucleated in the absence of a hexagonal network, can be interpreted as
intermediate metastable states. It then appears that graphene crystallization, at
least in the limit of high surface carbon concentrations, follows Ostwald’s “rule
of stages” [262].
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Fig. 5.19 Phase transitions for “H” trajectories (a) and “G” trajectories (b). As the ratio of the
number of carbon bonds per carbon atom passes a critical value smaller than 1.0, the size of the
largest connected cluster slowly increases until it reaches a phase transition and a giant component
crystallizes. The data points were collected during the entire length of all trajectories

5.6 Common Features in Fullerene, Nanotube,
and Graphene Self-Assembly

We have thus far summarized our nonequilibrium QM/MD simulations of
fullerene (Sect. 5.3), SWCNT (Sect. 5.4), and graphene (Sect. 5.5) formation
in both the presence and absence of various catalysts, such as transition-metal
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nanoparticles/surfaces and nontraditional Si-containing “catalyst” nanoparticles.
Following these simulations, we have proposed for the first time that carbon
nanostructure formation corresponds to a phase transition from linear sp carbon
chains to fused polygon networks composed of sp2 carbon that occurs at a
critical carbon concentration and corresponding carbon chain length distribution
(Sect. 5.6). Usually, periods of random growth are followed by periods of stability,
which justifies the classification of carbon nanostructure formation as growth
by “punctuated equilibrium” behavior [263], usually discussed in the context of
the evolution of the biosphere [264]. This surprising finding then displays with
overwhelming clarity that the mode of structural self-assembly of inanimate matter
(carbon) bears similarity to that of animate matter (biomolecules). In both cases,
the molecular systems in question are held together by bond networks with great
variability: In the case of carbon, these are the covalent bonds that can more
or less effortlessly rearrange when temperatures are high enough to overcome
associated barriers. In the case of biomolecules, these are the hydrogen bond
networks, which already may rearrange at room temperature. In both cases, the
structures encountered are not static but dynamic. As mentioned in Sect. 5.1, the
nonequilibrium conditions of carbon nanostructure formation, in particular that
of fullerenes, result in the formation of dissipative structures where constituents
(atoms and polygonal bond networks in the case of fullerenes, bond networks in the
case of SWCNTs and graphenes) are continually replaced in an entropy-producing
process, while the overall structure remains intact. Akin to clouds in the atmosphere,
these structures are in constant exchange with the environment (via heat and matter)
during their growth and deserve to be called “dissipative structures.” Needless to
say, in such a case, carbon nanostructure formation at high temperatures has little,
if any, resemblance to ordinary, thermodynamically controlled structure formation,
such as crystal growth [60]. Attempts to explain the former by the latter, as, for
instance, proposed by Ding and Yakobson, [58] are therefore apparently misguided.
We will now discuss more general features that we observed in our studies.

5.6.1 sp2 Carbon Network Nucleation: Pentagon First?

Much speculation has surrounded the question whether the first polygonal structure
formed during fullerene formation should be a pentagon, hexagon, or even a square
[117]. In these early days, it was apparent from TOF-MS that macrocyclic carbon
rings are abundant in the early stages of fullerene formation [56]. Clearly, these
are more stable than linear chains when the size of the carbon cluster exceeds
roughly ten carbon atoms [108], and it therefore did not seem reasonable to propose
that a pentagon would be created first since its odd number of vertices does not
allow that attached carbon chains close upon themselves into rings (see Fig. 5.20a).
However, when we performed our first nonequilibrium QM/MD fullerene formation
simulations starting from ensembles of C2 units, we noticed the abundance of carbon
chains as opposed to macrocyclic rings, which we attributed to the high-temperature
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Fig. 5.20 Pentagon first. (a) Proposed structures from van Helden et al. [117]. Note that a
pentagon is absent since it does not allow all attached carbon chains to be arranged in macrocycles.
(b) Schematics of sp to sp2 carbon conversion as initial stage of network nucleation, redrawn
from Fig. 5.6c. Black arrows indicate intermediate divalent carbon atoms possessing unpaired
¢-electrons. (c) Initial pentagon-containing structure during fullerene formation from Irle et al.
[119]. (d) Initial pentagonal structure during SWCNT cap nucleation on an iron nanoparticle from
Ohta et al. [177]. (e) Initial pentagonal structure during the oligomerization of acetylene on an iron
nanoparticle. (f) Initial pentagonal structure during haeckelite nucleation on Ni(111)

environment where entropy strongly favors the former over the latter structures.
Before us, nobody had explicitly considered the role of entropy in the fullerene
formation process, only with the exception of Maruyama and coworkers in their
REBO/MD simulations [74]. The latter chose not to elaborate on their finding
possibly because their potential energy function was too crude to allow such detailed
discussions. Whittaker had shown already in 1978 that carbyne forms of carbon
might be stable between 2,600 and 3,800 K [265]. Since graphite lies adjacent
to the region of carbyne in this famous carbon phase diagram [43], a mechanism
of transition between the sp2 and sp phases must exist. The hypothetical “party
line” [116] and “ring fusion spiral zipper” mechanism [117] of fullerene formation
come close to the ring condensation via carbon chain collapse observed in our
QM/MD simulations (see Fig. 5.1). Actually, for the reverse reaction, namely, the
disintegration of sp2 carbon networks into carbon chains due to external pulling
forces, evidence was recently found in experiment [266] and theory [188, 189,
267, 268]. In our earliest simulations of open-ended SWCNT self-capping, we had
termed the developing short linear chains at the tube openings “wobbling C2 units”
[188, 189].

We first noticed the importance of carbon chain Y-junctions in our 2009 study of
SWCNT cap nucleation [269] (see Figs. 5.6c and 5.20b). A Y-junction represents
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a single sp2 defect surrounded by sp1 carbon. The smallest Y-junction is the
aforementioned C4 “star conformation,” recently stressed in the context of graphene
formation in [256]. Larger Y-junctions had been observed in 2007 by Yamaguchi et
al., who referred to them as “tri-furcates” [122], and preceded fullerene formation
in their TBMD simulations. Inspecting our own QM/MD trajectories from 2003
[119], we also found abundant Y-junctions that we had failed to identify earlier.
Apparently, the sp to sp2 transition starts with the single sp2 corner stone carbon
atom, marked green in Fig. 5.20b. Since squares are too highly strained, the smallest
possible carbon cluster with an increase in the number of sp2 carbons is the
pentagon, possessing only two open-shell-carbene-like carbon atoms (indicated by
a black arrow in Fig. 5.20b), as discussed in Sect. 5.4.3. Formation of a hexagon
would not have alleviated ring strain much yet increased the number of unfavorable
open-shell-carbene-like carbon atoms to three. In vacuum, even the formation of
a pentagon as shown in Fig. 5.20b is endothermic by more than 2.5 eV, and we
therefore never observe such pentagons. Rather, what we observe during fullerene
formation are condensed ring systems, comprised of pentagons and hexagons,
as shown in Fig. 5.20c. However, if a chemical environment is present that can
stabilize the ¢-radical electrons at the edge of the first polygon formed from a single
Y-junction, we do observe the formation of single pentagons (Fig. 5.20d–f). We
conjecture that the role of step edges on metal surfaces in the case of graphene
growth, and on metal particles in the case of SWCNT cap nucleation, serves to
stabilize the first generation of carbon polygons, which would otherwise suffer from
dangling ¢-bonds at their edge. On substrates with low carbon adhesion strength,
such as transition metals, we find the formation of relatively long carbon chains.
Subsequently, Y-junctions emerge during surface diffusion of the carbon chains,
and in a process that apparently requires simulation times on the order of 100 ps,
a single pentagon is created from this Y-junction [177, 196]. Subsequent polygons
formed are pentagons, hexagons, and heptagons, very rarely quadrangles, and they
are formed in rapid succession until the carbon chains attached to the first pentagon
are too short to engage in sp2 network growth by ring collapse. The formation of the
first pentagon requires a long time since the condition has to be right such that its
three sp2 carbon atoms are located over a hollow site, and that its two open-shell-
carbene-like carbon atoms can favorably interact with step-edge-like metal atoms.
It was particularly revealing, and at first sight counterintuitive, that the first polygon
created on a flat metal surface such as Ni(111) was always a pentagon, prompting the
increased production of heptagons (and the creation of a haeckelite, see Sect. 5.5.2)
in subsequent steps to maintain a near-zero sp2 carbon curvature.

On substrates where the substrate-carbon interaction is comparable to the carbon-
carbon interaction, such as Si, SiO2, and SiC, much higher carbon concentrations
are required [211] (see Sect. 5.4.5). The carbon binds strongly with surface Si atoms
possessing dangling bonds due to the elimination of CO or structural defects. The
carbon network formation in such cases does not follow the Y-junction collapse
to pentagon structures and resembles more the segregation process of a carbide to
yield separated Si and carbon phases. No particular preference for either pentagons
or hexagons as initial pure carbon polygon was evident in our QM/MD simulations.
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5.6.2 Causality Dilemma: Curvature or Polygon?

Since the proposal of the soccer ball structure for buckminsterfullerene C60,
[21] it was stressed that, according to the famous Euler theorem, 12 pentagons
are required to achieve closure of any fullerene cage [115]. Smalley reasoned
that annealing would maximize the number of pentagons in a growing structure
[57]. Since hexagons have lower energies than pentagons, this assumption is
definitely incorrect. Annealing has to produce all-hexagonal graphite, as it does
when ample time for annealing and energy is provided to overcome Stone–Wales
barriers (the pentagon/hexagon ratio is always decreasing over time in our QM/MD
simulations of GFs at high temperature [41, 62, 120, 125, 136]). To halt the
annealing process at the moment when the pentagons have found their right position,
as Smalley suggested [57], is an arbitrary, goal-aware step that could only be
achieved by an external organizer who possesses advance knowledge of the final
fullerene cage architecture. This line of thinking is as misguided as the screw-
dislocation growth model of SWCNT growth [58] and entirely overlooks the fact
that fullerene formation occurs in an open environment, far from equilibrium, where
dissipative, ever-changing structures take over the domain of inanimate, lifeless
crystal structures. In the preceding section, we have elaborated on how carbon
chooses pentagons as the first polygonal structure in the transition from sp to sp2

phases. It then appears that one should not ask how nature puts the 12 pentagons
into the fullerene or SWCNT but how the hexagons are created in the final,
low-temperature, “dead” products. Since fullerenes, SWCNTs, and graphenes are
dissipative structures that can change their polygonal composition almost arbitrarily
at temperatures above the threshold for Stone–Wales transformations, it is now clear
that the final polygonal makeup of a carbon nanostructure is the result of annealing
during slow cooling from elevated synthesis temperatures. That is, we find that the
shape of the dissipative high-temperature structure dictates the eventual positions of
pentagons and hexagons and not the other way around. This shape is determined by
two factors: catalyst geometry and catalyst-carbon interaction strength. In Fig. 5.21,
we show three limiting cases. Figure 5.21a depicts the situation in vacuum (no
catalyst) for the processes of fullerene cage closure [119] and SWCNT self-
capping [189]. Figure 5.21b depicts a SWCNT cap formed on an Fe38 nanoparticle
[269] (spherical catalyst, weak catalyst-carbon interaction). Figure 5.21c shows
SWCNT cap formation on a SiO2 nanoparticle [211] (spherical catalyst, strong
catalyst-carbon interaction). Figure 5.21d depicts a SWCNT grown on the C-face
of SiC (000-1) during high-temperature vacuum deposition, modeled via periodic
removal of Si atoms [270] (flat catalyst, strong catalyst-carbon interaction). Finally,
Fig. 5.21e shows haeckelite and graphene growth on Ni(111) (flat catalyst, weak
catalyst-carbon interaction). For the ease of understanding, we have augmented
these figures by schemes where green octopuses symbolize sp/sp2 hybrid structures,
as was done in Fig. 5.1 for the “octopus-on-the-rock” intermediate structures before
cage closure. We find the following relationships:
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Fig. 5.21 Importance of catalyst shape and interaction strength with carbon for the shape adopted
by the dissipative carbon superstructure during high-temperature synthesis. The octopus symbol
in the schematic figures of the lower panel represents the sp/sp2 hybrid nanostructure during self-
assembly. (a) Vacuum, no catalyst in the process of fullerene cage closure [119] and SWCNT
self-capping [189]. (b) SWCNT cap formation on an Fe38 nanoparticle [269]. (c) SWCNT cap
formation on an SiO2 nanoparticle [211]. (d) SWCNT nucleation and growth on the C-face of SiC
(000-1) during high-temperature vacuum deposition, modeled via periodic removal of Si atoms
[270]. (e) Haeckelite and graphene growth on Ni(111)

1. Pure carbon (Fig. 5.21a) will achieve sp to sp2 phase transition via the formation
of a pentagon-rich polygon network formation, where spherical structures form
as a result of the curvature induced by the randomly created pentagons. The
process completes with the saturation of dangling edges via cage or cap closure
of the curved carbon structure.

2. Weak to strong substrate-carbon interactions and a curved substrate (Fig. 5.21b, c)
will prompt the formation of a carbon dome, followed by tube growth. This is
because the system has to solve an optimization problem between two competing
factors: weak or strong edge binding to the substrate on one hand, and the
tendency of carbon to anneal to hexagonal structures, associated with zero
curvature. The tube structure is the compromise structure that satisfies both
constraints at the same time and preserves the original curved cap structure
to the end. The requirement for initial dome formation is that catalyst-carbon
interactions should be strong enough to overcome the strain energy of the curved
 -conjugated carbon cap. In catalyst where this is not the case, for instance, in
the case of gold, chemical modifications have to be made to the Au particles to
enforce stronger catalyst-carbon interactions.

3. Strong catalyst-carbon interactions and a flat catalyst (Fig. 5.21d) also lead to
the formation of a carbon dome, followed by the growth of a tube structure. The
reason is the same as for (2), the shape of the particle in this case is of lesser
importance when the edge binding is so strong that it easily can overcome the
strain energy of the curved  -conjugated carbon cap.

4. Weak catalyst-carbon interactions and a flat catalyst (Fig. 5.21e) prompt the
formation of a flat haeckelite or graphene structure. This is because the driving
force for dome formation, namely, the edge stabilization by the catalyst, is not
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Fig. 5.22 Conceptual
depiction of (n, m) chirality
imprinted from an already
annealed, colder area onto the
hot, defectively grown
polygonal sp2 carbon network
near the tube-metal interface

acting in this case. Thus, the growing carbon structure settles to form a planar
haeckelite structure in the absence of a hexagonal seed network or graphene in
its presence. We conjecture that the presence of a step edge, or the abundance
of C4 “star” cluster, may also favor graphene formation over haeckelite. At any
rate, if temperature is high enough, haeckelite will quickly anneal to graphene on
experimental time scales.

In the context of SWCNT nucleation, our observations imply that one has to
ensure the thermal stability of a specific (n, m) chiral initial tube fragment, which
can imprint its chirality on the subsequently growing sp2 network (see Fig. 5.22
from [219]). Early on we noticed that long, straight SWCNT sidewalls correlate
well with a high hexagon formation rate [271]. We now understand that the origin of
these hexagons is the prevailing superstructure of the nascent carbon nanostructure
and not vice versa.

5.7 Conclusions

Our simulations have shown that carbon nanostructure formation processes at high
temperatures are processes occurring away from thermodynamic equilibrium and
cannot be understood by applying methods that were developed for the study of the
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latter. We have found a common phase transition mechanism for carbon cooling
from sp to sp2 phase that shows the importance of pentagons as first polygons
created in the structural transformations. The structures formed are dissipative in
nature and undergo constant changes regarding their composition, as they grow
and consume matter and energy while distributing entropy to the outside world.
Most importantly, nonequilibrium dynamics imply the occurrence of irreversible
processes [65], such as the carbon-carbon bond formation and the almost instan-
taneous dissipation of heat of reaction into the environment (tube or carrier gas).
The very nonequilibrium nature of these processes excludes equilibrium growth
mechanisms, which rely on the reversibility of the crystallization processes, such
as crystal growth. Carbon comes and attaches to existing carbon, producing either
a hexagon or, almost equally likely, a polygonal defect. Consequently, in all
carbon nanostructure formation processes, gradual defect healing from pentagons
to hexagons has to take place, as described in Sect. 5.4.7, and we find that such
annealing will follow the shape established by the dissipative structure, as shown in
Fig. 5.21. We find that transition metals are very efficient in this annealing, as they
keep boundary carbon mobile and lower the barrier for Stone–Wales transformations
of carbon in their vicinity. If we are to master the challenge of (n, m) chirality-
specific SWCNT growth, the targeted synthesis of specific metallofullerenes, or
the efficient production of graphene nanoribbons with specific edge structures,
we better acknowledge the fact that their synthesis occurs at high temperatures
under nonequilibrium dynamics. At present, discussions are too often centered
on the underlying thermodynamics, which is of course important, but does not
give appropriate guidelines as to how to create carbon nanostructures with current
methods of synthesis. We hope that this chapter has paved the way toward a new
understanding of nonequilibrium synthesis, and that nanotechnology will benefit
from the insights our QM/MD simulations have brought.

5.7.1 Future Perspectives

An important, if not the most important, issue that has remained unaddressed by our
studies thus far is the question of how the (n, m) chirality of the first stable tube
fragment (cap or short tube coalesced from polyyne chains) arises. There are good
reasons why we did not tackle this apparently very important question yet: (a) As
the success of the “very slow” carbon supply simulations reported in Sect. 5.4.7.2
shows with clarity, the rate of carbon addition has to be controlled so that slow
Stone–Wales and other healing transformations can occur before more carbon is
added that would stabilize existing defects. Therefore, to model defect-free growth,
the nucleation and growth simulations would have to be performed for simulation
times exceeding the presently possibly time scale by about one order of magnitude,
which is nearly an impossible task since time is not parallelizable, and the currently
employed DFTB algorithm does not scale well with the number of CPUs; (b) the
nucleation of chiral caps of specific type likely requires the presence of stable crystal
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facets with particular crystallographic surfaces. The simulation of nucleation on
nanoparticles with specific shape requires that the simulations are performed below
the melting temperature of the particles, and that the particles are large enough to
support the stability of such facets. Low temperatures translate computationally
to slower reactions and longer simulation times, while the use of larger catalyst
particles translates to tremendously increased CPU time requirements by virtue of
the O(N3) scaling of the currently employed DFTB algorithm. For these reasons,
a new approach to calculating accurate potential energies and gradients on the fly
is required to study the factors giving rise to specific (n, m) chirality in the first
stable tube fragment. One such possibility is the use of Liouville-von Neumann
MD (LvNMD) [272] based on the DFTB potential, which avoids diagonalization of
the Hamiltonian while retaining the possibility to employ an electronic temperature
regulating fractional orbital occupations according to Eq. (5.4). Another possibility
might be the use of semiempirical reactive force fields such as ReaxFF [273], which
was recently demonstrated to reproduce high-level first principles reaction data with
good accuracy [274]. Another possibility is the use of an integrated method such as
ONIOM [275, 276], employing DFTB and ReaxFF potentials for spatially separated
areas such as bulk and surface. We are currently exploring all of these avenues while
hoping that experimentalists find ways to synthesize small, stable tube fragments by
means of organic chemistry approaches such as exemplified in the recent virtuous
synthesis of [n]cycloparaphenylenes, representing so to speak the smallest segments
of (n, n) armchair SWCNTs. It is our conviction that, if inexpensive mass production
of high-quality SWCNTs with arbitrary (n, m) chirality could be achieved, SWCNTs
would surely outperform graphenes in terms of durability, variability of electronic
properties, ease of mechanical handling, and so on, when employed in future
nanoscale electronic devices.
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Chapter 6
Modeling of Chemical Reactivity of Carbon
Nanotubes: A Review

Takashi Yumura and Miklos Kertesz

Abstract In this review, we summarize recent progress on quantum mechanical
(QM) computational studies of single wall carbon nanotubes (SWCNs) func-
tionalized covalently. In particular, we focus on the additions of carbene into
SWCNs and the associated changes in the carbon-carbon (CC) bonds. A variety
of functionalizations are discussed: inner (endo-) and outer (exo-) additions, and
additions into bonds that are at various orientations with respect to the tube axis
across a wide range of research groups active in the field. Substituents studied
ranged from alkyl radicals, amidogen, and a wide range of carbenes to bifunctional
organic molecules.

The methods used in the reviewed literature are dominated by density functional
theory (DFT). Other methods included QM/MM modeling (ONIOM) and some
widely used wave function methods such as MP2 and the occasional semi-
empirical quantum chemical method. Both periodic boundary condition (PBC) and
cluster models were employed. Some of the results from different laboratories are
compared in tabular form. Methodological and computational convergency issues
are also discussed.

Two types of modification patterns on the tube surface near the addition site were
obtained in a number of studies due to carbene addition, depending on whether
the original CC bond in the honeycomb network is retained or broken. There are
also subtle surface modifications in the neighborhood of the addition, which in turn
modulates the electronic properties as well as has the power to direct a functional
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group into a specific preferred site. Patterns of the surface modification correlate
with whether the CC bond at the carbene attachment remains connected or is
cleaved. The correlation can be understood by counting the  electrons of the carbon
nanotube and by using Clar’s simple valence bond concept. Strategies to control
structural and electronic properties of functionalized SWCNs are also reviewed.

6.1 Introduction

Carbon nanotubes [1–4] can be solubilized by covalent functionalization [5–15].
Thanks to enhancing the solubility of carbon nanotubes, researchers can apply
functionalized nanotubes to many fields such as sensors, applications in medicinal
chemistry, creation of new materials such as polymeric composites, and uses in solar
conversion systems, to name only a few. Up to now, covalent functionalization of a
sidewall of SWCNs can be roughly categorized into two subgroups: cycloadditions
[16–31] and radical additions [32–88]. In the cycloadditions, divalent reagents
such as carbenes and nitrenes have been utilized, whereas in the radical reactions,
monovalent reagents, whose precursors are alkylhalides, diazonium-salts, alkyl-
lithium, and so on, can attach onto carbon nanotube surfaces. Another type
of covalent bond functionalization can be found in metal clusters deposited on
nanotubes [89–92, 178]. For example, nanotubes can act as supports for platinum
cluster catalysts by utilizing metal-nanotube interactions. Only highly reactive
species make covalent bonds with nanotubes successfully. However, high reactivity
of the reagents prohibits them from binding into a carbon nanotube in a site-selective
manner. If one could line up ordered functional groups on a carbon nanotube surface
in a specific pattern, functionalized carbon nanotubes could become candidates for
building blocks constructing nanoscaled devices [93, 94], owing to their unique
mechanical and electronic properties.

Functionalization of a carbon nanotube disrupts its sp2-bonded network. The
surface disruption can be observed by resonance Raman spectroscopy, where
intensity of the D-band around 1,300 cm�1 increases and the intensity of the G-band
around 1,500 cm�1 decreases upon covalent functionalization [5–15]. The changes
in Raman spectra can be interpreted by the appearance of sp3-hybridized carbon
atoms near the binding sites. Some researchers focused on the electron mobility of a
functionalized carbon nanotube. Measurements indicated that metallic conductivity
is suppressed by the functionalization [95, 96]. The experimental findings suggest
that the surface disruption should have a crucial impact on modulation of its
electronic properties. Here we review our current understanding of the covalent
functionalization of carbon nanotubes by organic-functional groups and the conse-
quences of the partial disruption of the CC network of the tubes. Differences among
tubes with different chiralities are also pointed out. Quantum mechanical modeling,
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Chart 6.1 Important valence bond representation of sp2 carbon surfaces

as pursued in various laboratories over the world, is particularly well suited for
obtaining insights into the energetics and structural modifications of bond making
and bond breaking in these carbon-based materials.

To better understand the electronic changes of carbon nanotubes by functional-
ization, one should investigate on the atomic scale how functional groups interact
with a carbon nanotube as well as how the resultant interactions perturb the carbon
nanotube surface. In this direction, recent quantum chemistry calculations, espe-
cially by using density functional theory (DFT) methods, will help us to understand
the covalent bond formation. In fact, standard DFT methods, such as general
gradient approximation (GGA) and hybrid functionals (e.g., B3LYP functional),
can describe accurately how the CC network is affected in various carbon materials.
There is no unanimity in the choice of methods in the literature. Generally, the
accuracy of recent DFT methods has increased due to improvements in the quality
of exchange-correlation functional. Due to these positive developments, several
researchers have studied the important problem of organic functionalization of
carbon nanotubes mostly by DFT methods with the aim to obtain microscopic
mechanistic insights.

In this review, we will summarize recent progress on computational studies of
covalent functionalization of carbon nanotubes, especially DFT studies with a focus
on the disruption of a carbon nanotube surface by functionalization. To interpret
the disruption of a carbon nanotube surface, we will utilize a basic idea of organic
chemistry, the “Clar aromatic sextet” [97, 98] and review how   electron counts
based on Clar valence representations provide a useful tool not only to explain
property changes of a carbon nanotube upon functionalization, but also to devise
a strategy toward site-selectivity. Chart 6.1 illustrates the most important valence
bond (VB) representations, which will be referred to subsequently. Non-covalent
functionalization of carbon nanotubes is also important in practical applications, but
these will not be reviewed here [11, 15, 177]. In this review, we focus on comparing
different computational methodologies applied to the covalent functionalization
problem and aim to describe the trends and general understanding obtained in
various laboratories.
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6.2 Computational Methods

A number of papers discussing the formation of covalent bonds on an SWCN
surface have been published [99–135]. First, we briefly summarize in Table 6.1 the
computational methods and carbon nanotube models in the published papers. These
computational studies differ from one another in two general ways. First, they model
different chemical processes. Second, the models differ systematically with respect
to the computational parameters. These key computational parameters belong to six
major categories:

1. Periodic boundary conditions (PBC) versus finite cluster calculations.
2. Level of theory, such as the choice of density functional or the level of semiem-

pirical versus Hartree Fock theory. (High-level wave function calculations are too
expensive at the moment for sufficiently large clusters or units cells.)

3. Basis set or kinetic energy cutoff.
4. Number of atoms in the finite cluster and, similarly, number of atoms in the

supercell in the PBC calculations.
5. An alternative to larger number of atoms is exploited in the quantum mechan-

ics/molecular mechanics (QM/MM) combined methods, such as ONIOM, which
depend on various additional parameters.

6. Other convergency parameters of the computations, such as number of k-points
in PBC, geometry convergency parameters, etc.

To the best of our knowledge, the first paper on the subject was published
in 2003 by Lu et al. who used a two-layer ONIOM approach [99, 100]. Later,
more reliable results were obtained from a cluster approach based on B3LYP/6–
31G* level by Chen et al. [101] and Bettinger [102]. As shown in Table 6.1, both
types of calculations, the cluster approach and the periodic boundary condition
(PBC) approach are well represented. The PBC calculations are mostly DFT
based, whereas the cluster calculations rely on a variety of methods including
semiempirical AM1 and PM3 methods, ab initio Hartree Fock (HF) method, DFT
method with various functionals (GGA functionals such as PW91 and PBE and
hybrid functionals such as B3LYP), and a two-layer QM/MM (ONIOM) method. In
the ONIOM calculations, functional groups and their neighboring carbon atoms of
a carbon nanotube are treated by a higher theoretical level such as a DFT method,
whereas the rest of the functionalized carbon nanotube is treated at a lower level like
AM1 or PM3.

Another key factor affecting the reliability of computations is the number of
atoms contained in a finite-length tube model. Finite-length tubes have discrete
energy levels, being in contrast to PBC (infinite-length) models. The number of
energy levels of a tube model increases with its length [136–138]. Accordingly,
the tube length affects the electronic properties, and thus it plays a crucial role in
determining energy for the interactions with a functional group. Another important
factor is that the edges of a finite-length tube strongly affect orbital shapes for
the crucial frontier orbitals. If a functional group is situated near an edge, the
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dependence on the relative position of the substituent and the edge can significantly
modulate the orbital interactions relevant for reactivity of the group. Thus, the tube
length of a model is required to be sufficiently long in order to obtain representative
results for the addition processes that occur not near the edge. The cluster-based
calculations listed in Table 6.1 used Gaussian-type basis sets. The standard basis
sets are 6-311G*, 6-31G*, 3-21G basis sets, as well as effective core potential plus
LANL2dz, which consist of, respectively, 18, 15, 9, and 9 contracted Gaussian basis
functions per carbon atom.

Plane-wave-type basis sets were often used in the PBC calculations. Here the
cut-off energy, ranging from 280 to 408 eV in Table 6.1, and k-point samplings
are key parameters determining the accuracy of the PBC computation. In the PBC
calculations, the supercell size is also important [107]. A sufficiently long supercell
along the tube axis is required to avoid interactions between adjacent functional
groups located on neighboring supercells. For example, unit cells used in our
previous papers [125, 135] contain up to 240 carbon atoms of a carbon nanotube
plus a few functional groups. In such large-scale calculations, DFT methods are
preferred to wave-function-based methods, such as the second-order Møller–Plesset
perturbation theory (MP2) and couple cluster (CC) methods. The advantage of DFT
methods is that they include electron correlation to describe their properties in a
relatively accurate manner, and at the same time are relatively less time-consuming.
Hence, various researchers have investigated the interactions between carbene-
derivatives and a carbon nanotube surface by using DFT methods (see Table 6.1).
A key parameter throughout these studies is the binding energy, which is defined for
a single addend as

Ebind .X/ D Etot .X �NT /� Etot .NT / �Etot .X/ :

Here NT stands for the carbon nanotube model (either a supercell for PBC or a
H-terminated cluster), Etot is the total energy calculated by the quantum mechanical
model in question, which is the triplet state for CH2.

6.3 Results and Discussion

6.3.1 Clar Representation of Pristine Carbon
Nanotube Surfaces

SWCNs can be constructed by rolling up a single-graphene sheet [1–4] charac-
terized by the index pair (n, m). These two integer parameters characterize the
roll-up with a chiral vector na1 C ma2, where a1 and a2 denote lattice vectors of
two-dimensional graphene. The electronic properties of carbon nanotubes (metallic
or semiconducting characters) are determined by the chiral index (n, m). Up to
now, theoretical work has mostly focused on special, achiral carbon nanotubes,
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Fig. 6.1 The structures of an armchair and a zigzag carbon nanotube. (a) (5,5) Armchair carbon
nanotube and (b) (9,0) zigzag carbon nanotube. Types of CC bonds in a carbon nanotube are also
indicated. Bond directions are abbreviated in the text as S (slanted), O (orthogonal), and P (parallel)
to the tube axis

characterized by either m D n cases, the so-called armchair (n, n) nanotubes that
are always metallic, and on the m D 0 cases, the so-called zigzag (n, 0) nanotubes
that are metallic if n is divisible by 3 [3]. In a few cases, chiral tubes that do not
belong to these two special categories were also considered [124, 126]. As shown
in Fig. 6.1, there are two types of CC bonds at each achiral nanotube with respect
to the tube axis; an orthogonal (O) and a slanted (S) CC bond along the axis of an
armchair nanotube, whereas a parallel and a S CC bond in a zigzag nanotube. PBC
PW91 calculations showed that the lengths of the two types of CC bonds in armchair
nanotubes are very close to each other (Fig. 6.2) [139–141]. The calculated CC bond
lengths are around 1.425 Å, as shown in Fig. 6.2 [139]. Differences between O and S
bonds (�) are small but vary systematically (Fig. 6.2). On the other hand, in zigzag
(n, 0) nanotubes one can distinguish between the two types of bonds in terms of
bond lengths. The deviations � between the two bonds range from 0.05 to 0.01 Å
as shown in Fig. 6.2. Interestingly, with an increase of m, the � values decrease in
an oscillatory manner with a periodicity of three.

To understand qualitatively the changes in CC bonds of carbon nanotubes, Clar
VB representations are helpful [126, 142–150]. For example, Matsuo et al. [142]
and Ormsly et al. [146, 147] applied the Clar concepts to elucidate aromaticity of
pristine carbon nanotubes with finite lengths and infinite lengths, respectively. In
fact, they calculated nucleus-independent chemical shifts (NICS) and interpreted
the degree of aromaticity at a certain position of the carbon nanotubes based on
the VB representations. Ormsly and King considered a carbon nanotube to be
constructed by rolling-up a graphene sheet whose   electrons are represented by
aromatic sextets. According to the Clar VB representation, the (n, m) nanotubes with
n � m D 3 k possess fully benzenoid structures, and their   electrons are aromatic
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Fig. 6.2 (a) Variations of CC bond lengths in armchair (n, n) and zigzag (n, 0) carbon nanotubes
as a function of n. The b1 and b2 bonds in armchair carbon nanotubes correspond to orthogonal (O)
and slanted (S) bonds in Fig. 6.1, respectively. In zigzag carbon nanotubes, the b1 and b2 bonds
represent slanted (S) and parallel (P) bonds in Fig. 6.1, respectively. (b) Differences between the
two types of bonds (�) are also given as a function of n (Reproduced from Sun et al. [139] with
kind permission of © The American Chemical Society (2003))

sextets given by circles in Fig. 6.3 [146, 147]. Qualitatively, these are exactly
the conditions for n and m that are associated with metallic carbon nanotubes
[151]. Also, this VB picture is consistent with the DFT calculations where two
O and S CC bonds are equivalent in terms of their lengths [139]. In the other
nanotubes (m � n ¤ 3 k), their   electrons cannot be represented only by aromatic
sextets. Instead, a wrapping seam of double bonds appears in their tubes. Since
the VB representations can discern three types of nanotubes in terms of the
structural features, it is interesting to analyze structural changes of nanotubes due to
functionalization with the aid of the Clar concept [116, 146, 147].
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Fig. 6.3 Clar valence bond (VB) representation of (12,9), (12,8), (12,7), and (19,0) carbon
nanotubes from left to right (Reproduced from Ormsby and King [147] with kind permission of
© The American Chemical Society (2004))

6.3.2 Addition of an Organic Reagent into the Inner
or Outer Surface of a Carbon Nanotube

In this section, we discuss the functionalization of a nanotube by two types of
organic molecules: a carbene or an alkyl radical. The functionalization can occur
on the inner or outer surface. Due to the different curvatures for inner versus outer
functionalizations, especially for smaller diameter tubes, different reactivities are
expected. In the formation of two covalent bonds between a nanotube and carbene,
two electrons participate, whereas one electron contributes to the alkylation leading
to completely different chemistries for the two types of reactions.

6.3.2.1 Addition of an Alkyl Radical

First we turn to functionalization of the (10,10) nanotube by an alkyl radical (methyl,
ethyl, isopropyl, and tert-butyl radicals). Figure 6.4 shows that an inner or outer
methyl radical attacks at one carbon (orange) atom of the nanotube. Due to the
formation of one covalent bond, an sp2 carbon of the tube is transformed into an sp3

carbon. The DFT findings support the prediction by experimentalists [152, 153] in
terms of the sp2 to sp3 transformation, as mentioned above. A further insight on the
alkylation of a carbon nanotube was obtained in a recent DFT study [135] illustrated
in Fig. 6.5, which displays the CC bond lengths and the binding energy depending
on types and location of the alkyl radicals. The calculated binding energies in
Fig. 6.5 show that the outer (exohedral) alkylation is energetically more stable
relative to the inner (endohedral) alkylation, suggesting that the inner nanotube
surface is less reactive than the outer surface. The inertness of inner tube surfaces
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Fig. 6.4 PW91-optimized structures for a methyl radical bound to the (a) inner or the (b) outer
surface of the (10,10) carbon nanotube. The carbon of the radical is in blue, and the C atom attached
by the radical is in orange (Reproduced from Yumura [135] with kind permission of © The Royal
Chemistry Society (2011))

has been also found in the addition of a single atom (H, N, and F atoms) [154]
as well as that of amidogen (NH2) [155]. In particular, Zhao et al. calculated the
potential energy profile for the binding of NH2 into an inner or outer surface of
(5,5) nanotube, as shown in Fig. 6.6 [155]. In the outer addition, there is one local
minimum. In contrast, an amidogen inside a nanotube has two stable configurations;
one configuration has an amidogen located at the center of the tube (separate form),
whereas the other has an amidogen bound to its inner surface (bound form). Between
the two stable configurations, there is a noticeable barrier. The energy profile clearly
indicates that the separate form is more preferable than the bound form, suggesting
that an inner NC bond is weak.

The calculated binding energies (Fig. 6.5) are smaller than the binding energies
of usual single CC bonds. In addition, the CC bond strength is strongly modulated
by the number of methyl groups in the reactant radical: the CC bond between an
inner alkyl radical and a tube surface becomes weaker for a more bulky radical. We
also see in Fig. 6.5 the diameter-dependencies of the calculated binding energies.
In terms of the diameter-dependencies, there is a different trend between the inner
and outer additions. In the inner addition, the CC bonds are strengthened with an
increase of tube diameter, whereas those in the outer addition are weakened. Both
calculated binding energies will converge to the corresponding values in graphene
(given by horizontal lines in Fig. 6.5), with an increase in the tube diameter. The
differences between the outer and inner alkylation can link to how easily a tube
surface is modified while forming a CC bond with an alkyl radical. Note that
modification of a tube surface is an endothermic step-part of the total interaction
energy [154]. Similar results were obtained by Chen et al., who investigated the
addition of H or F atom into the inner or outer surfaces of a nanotube [154]. More
importantly, Chen et al. correlated the differences in chemical reactivity among
armchair (n, n) tubes by using  -orbital axial vector (POAV, see Chart 6.2) [156].
In other words, the binding energy for the outer F or H addition into an armchair
nanotube has essentially a linear relationship with the ™P value that characterizes the
direction of the POAV [154]. To be more precise, a wider tube that has a smaller ™P
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Fig. 6.5 Properties of the (8,8), (10,10), and (12,12) carbon nanotubes attached by an alkyl
radical (methyl (black circles), ethyl (blue squares), and isopropyl (red triangles) radicals). In the
alkylation, calculated binding energies (a) and CC bond lengths (b) are given as a function of tube
diameter. Horizontal lines indicate respective graphene values that correspond to an infinite diame-
ter tube. Inner radical species are given by closed marks, and outer species are given by open marks
(Reproduced from Yumura [135] with kind permission of © The Royal Chemistry Society (2011))

value is less reactive toward the outer F or H addition. Furthermore, nanotube and
fullerene chemistry can be distinguished by using the ™P value. For example, the
reactivity of the (5,5) tube is less pronounced than that of C60, although both have a
similar diameter. The different reactivities can be related to the different ™P values.
In fact, the ™P value of a certain carbon atom in the (5,5) nanotube is less than half
of that of C60.
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Chart 6.2 Illustration of the
 -orbital axial vector (POAV)

6.3.2.2 Addition of Carbenes

Properties of the surface affect the outcome whether a CC bond is completely broken
or not at the binding site. As an example, Fig. 6.7 shows different types of the
addition of an inner or outer carbene into a (5,5) nanotube. For the additions where
two covalent bonds are newly formed, there are two possible binding sites: O or S
with respect to the axis of an armchair tube. The O and S sites behave differently:
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Fig. 6.7 Two optimized geometries for the addition of the CH2 molecule into the inner (a) (outer
(b)) surface of the (5,5) carbon nanotube. At the top, two CH2 groups are attached to a CC bond
orthogonal to the tube axis (O); at the bottom, two CH2 groups are attached to a CC bond slanted
to the tube axis (S). The binding sites are in blue (Reproduced from Yumura and Kertesz [116]
with kind permission of © The American Chemical Society (2007))

Scheme 6.1 1,6-methano[10]annulene

in the inner addition, the CC bond at the binding site is retained, irrespective of
whether the site is O or S. However, for outer addition the orthogonal bond of the
nanotube is cleaved, while an S bond is retained.

Breaking or retaining a CC bond at the site of carbene binding into a carbon
nanotube is reminiscent of the valence tautomerization of 1,6-methano[10]annulene,
which is created by the addition of divalent atom (labeled by C11, see Scheme 6.1)
of carbene into the C1 and C6 atoms of naphthalene [157, 158]. In the valence tau-
tomerization shown in Scheme 6.1, two isomers exist depending on the separation
between the C1 and C6 atoms (d1,6 bond). (We retain this numbering for the more
complex cases where C11 will be the carbon of the attacking carbene and C1 and C6
will refer to the adjacent carbons in the tube.) One tautomer is the bisnorcaradiene
form retaining the d1,6 ¢-bond, and the other is the aromatic form in which the
d1,6 bond is broken. The two tautomers have different number of   electrons in the
naphthalene-moiety: in the aromatic form there are ten   electrons, while in the
bisnorcaradiene form only eight   electrons remain, the other two being used for
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a C1-C6 ¢-bond. The relative stability of the two tautomers depends sensitively
on the chemical environment. Figures 6.8 and 6.9 display the HF and B3LYP
potential energy surfaces of the tautomerization, respectively [157]. The energy
scan analyses found that the d1,6 value is a key parameter determining the relative
stability of the two tautomeric forms and since bond breaking is involved, electron
correlation is an important part of its energetics. As shown in Figs. 6.8 and 6.9,
computational methods strongly affect the shapes of these potential energy surfaces.
In fact, there are two local minima in the HF evaluation of 1,6-methano[10]annulene
(Fig. 6.8), whereas only one stable conformation exists at d1,6 D �2.2 Å (Fig. 6.9)
in the B3LYP DFT evaluation. The DFT results can be reproduced by the MP2
calculations. The differences are due to important electron correlation effects as
expected when comparing tautomeric forms with different numbers of ¢- and
 -electrons.

Here, we review key results of cyclopropanized carbon nanotubes reported in the
literature. So far, researchers investigated mostly the addition of carbene into special
nanotubes (armchair, i.e., n D m, and zigzag, i.e., m D 0, tubes). We emphasize
the all important d1,6 values (Tables 6.2, 6.3, and 6.4) as well as the respective
binding energies (EBE) (Tables 6.5 and 6.6). Note, that in carbene addition d1,6 can
indicate a broken bond, as in the case of attachments to S bonds, or bonds that
are essentially retained, as in the case of attachments to parallel bonds. In an early
study, Bettinger evaluated energies in the adsorption of carbene into a finite-length
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Fig. 6.9 Potential energy
surface scan along the d1,6

bond of 1,6-methano[10]
annulene and its derivatives
as calculated with
B3LYP/6-31G* (Reproduced
from Choi and Kertesz [157]
with kind permission of
© The American Chemical
Society (1998))

(5,5) tube (C30C10nH20) [107]. According to the B3LYP study, the binding energy
shows an oscillatory behavior with a period of three as a function of n which likely
comes from the strong n-dependence of the HOMO–LUMO gap of C30C10nH20.
The values converge around �98 kcal/mol in n � 6. Accordingly, C90H20 is the
smallest finite-length tube that can model infinite tubes appropriately. Bettinger
also investigated a reaction mechanism for the CCl2 addition into C90H20 [107].
The B3LYP calculation found that a diradicaloid complex is formed as a reaction
intermediate. Despite the interesting conclusion, the formation of the diradicaloid
intermediate was not found by Chu and Su, who analyzed the mechanism for
the reaction between CH2 using a longer tube model (C130H20) by an ONIOM
approach [103]. As shown in Table 6.2, many researchers have separately discussed
cyclopropanation of armchair nanotubes. Their studies found that at O sites, the
carbene breaks a CC bond whose length of around 2.20 Å is indicative of bond
breaking, whereas at S sites, the bond expands from an aromatic CC bond to an
ordinary ¢-bond with a bond length around 1.55 Å. Similar trends were obtained in
PBC calculations, as shown in Table 6.4.

Within the cluster approach, the two-layer ONIOM method has been applied
to treat nanocarbon materials as an economic alternative. The ONIOM results, as
expected with any QM/MM computations, need to be evaluated with care. This is
because the number of atoms treated at the higher level of theory as well as the types
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Table 6.2 The d1,6 values in cyclopropanized carbon nanotubes, obtained from cluster approaches
based on PM3, AM1, HF, or DFT methods. All addends in Table 6.2 are on the outside of the
nanotube

Method Basis set
Tube model
and chirality Addends Bond typesa d1,6 values Reference

PM3 – C100H20 (5,5) CH2 O 2.238 [115]
AM1 – C130H20 (5,5) CH2 O 2.224 [101]
HF 3-21G C130H20 (5,5) CH2 O 2.140 [101]
PBE 3-21G C30H20 (5,5) CH2 O 2.439 [107]
PBE 3-21G C60H20 (5,5) CH2 O 2.163 [107]
PBE 3-21G C110H20 (5,5) CH2 O 2.200 [107]
B3LYP LANL2DZ C60H20 (5,5) C(CH3)2 O 2.167 [103]
B3LYP 6-31G* C100H20 (5,5) CH2 O 2.217 [115]
B3LYP 6-31G* C130H20 (5,5) CH2 O 2.186 [101]
PM3 – C100H20 (5,5) CH2 S 1.544 [115]
B3LYP 6-31G* C100H20 (5,5) CH2 S 1.564 [115]
aDefinition of bond types is given in Fig. 6.1

Table 6.3 The d1,6 values in cyclopropanized carbon nanotubes, obtained from cluster approaches
based on ONIOM calculations. All addends in Table 6.3 are on the outside of the nanotube

Method Basis set Model Addend
Bond
typea Atomsb

d1,6

values Reference

B3LYP:AM1 6-31G*: – C130H20 (5,5) CCl2 O 16 1.64 [99]
B3LYP:AM1 6-31G*: – C130H20 (5,5) CCl2 S 16 1.60 [99]
B3LYP:AM1 6-31G*: – C130H20 (5,5) CH2 O 16 1.694 [101]
B3LYP:AM1 6-31G*: – C130H20 (5,5) CH2 O 28 1.687 [101]
B3LYP:AM1 6-31G*: – C130H20 (5,5) CH2 O 32 1.706 [101]
B3LYP:HF 6-31G*:

3-21G
C130H20 (5,5) CH2 O 16 1.651 [101]

B3LYP:HF 6-31G*:
3-21G

C130H20 (5,5) CH2 O 28 1.682 [101]

B3LYP:HF 6-31G*:
3-21G

C130H20 (5,5) CH2 O 32 1.712 [101]

B3LYP:
B3LYP

6-31G*:
STO-3G

C130H20 (5,5) CH2 O 16 2.176 [101]

B3LYP:
B3LYP

6-31G*:
STO-3G

C130H20 (5,5) CH2 O 28 2.182 [101]

B3LYP:
B3LYP

6-31G*:
STO-3G

C130H20 (5,5) CH2 O 32 2.176 [101]

B3LYP:
PM3

6-31G*: – C130H20 (5,5) CH2 O 16 2.167 [103]

B3LYP:
PM3

6-31G*: – C100H20 (5,5) CH2 O 16 2.167 [115]

B3LYP:/PM3 6-31G*: – C100H20 (5,5) CH2 S 16 1.572 [115]
aDefinition of bond types is given in Fig. 6.1
bThe number of atoms treated at the higher-level theory in the ONIOM approach
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Table 6.4 The d1,6 values in cyclopropanized carbon nanotubes, obtained from PBC approaches.
Addends on the inside of the nanotube are designated as “inner.” Otherwise, addends in this table
are on the outside of the tube

Method Basis set
Chirality
of model Addend

Bond
typesa

d1,6

values References

PW91 Double numeric (6,6) CCl2 O 2.18 [104]
PW91 Double numeric (9,0) CCl2 S 2.16 [104]
PW91 Double numeric (10,0) CCl2 S 2.19 [104]
PBE PW (240 eV) (5,5) CH2 O 2.17 [105]
PBE PW (240 eV) (10,10) CH2 O 2.08 [105]
PBE PW (240 eV) (11,11) CH2 O 1.65 [105]
PBE PW (240 eV) (12,12) CH2 O 1.67 [105]
PBE PW (240 eV) (19,0) CH2 P 1.68 [105]
PBE 3-21G (3,3) CH2 O 2.26 [107]
PBE 3-21G (12,12) CH2 O 2.15 [107]
PBE 3-21G (3,0) CH2 S 2.10 [107]
PBE 3-21G (3,0) CH2 P 1.50 [107]
PBE 3-21G (12,0) CH2 S 2.29 [107]
PBE 3-21G (12,0) CH2 P 1.56 [107]
PBE PW (30 Ry) (n, n);

3� n� 12
CH2 O 2.24� 2.1 [108]

PBE PW (280 eV) (9,0) CCl2 P 1.53 [111]
PBE PW (280 eV) (9,0) CCl2 S 1.82 [111]
PBE PW (280 eV) (10,0) CCl2 P 1.54 [111]
PBE PW (280 eV) (10,0) CCl2 S 2.12 [111]
PBE PW (280 eV) (5,5) CCl2 O 2.21 [111]
PBE PW (280 eV) (5,5) CCl2 S 1.57 [111]
PBE PW (30 Ry) (5,5) C(NO2)2 O (1b)b �2.19 [118]
PBE PW (30 Ry) (5,5) C(NO2)2 O (1a)b �2.22 [118]
PBE PW (30 Ry) (8,8) C(NO2)2 O (1b)b �1.56 [118]
PBE PW (30 Ry) (8,8) C(NO2)2 O (1a)b �2.19 [118]
PW91 PW (349 eV) (5,5) CH2 O 2.190 [116]
PW91 PW (349 eV) (5,5) CH2 S 1.568 [116]
PW91 PW (349 eV) (5,5) CH2 O (inner)c 1.470 [116]
PW91 PW (349 eV) (5,5) CH2 S (inner)c 1.510 [116]
PW91 PW (349 eV) (10,10) C(COOH)2 O 2.126 [125]
PW91 PW (349 eV) (10,10) C(COOH)2 S 1.535 [125]
aDefinition of bond types is given in Fig. 6.1
bDefinition of orientations of two NO2 groups is given in Fig. 6.11
cThe description of inner or outer refers to the location of the carbene attachment (see Fig. 6.7)
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Table 6.5 The binding energies for carbene additions obtained from a cluster approach. The unit
is in kcal/mol. All addends in Table 6.5 are on the outside of the nanotube

Method Basis set
Tube model
and chirality Addend

Bond
typesa EBE

b Reference

B3LYP//PBE 6-31G*/3-21G C90H20 (5,5) CH2 O �98.5 [107]
ONIOM

(B3LYP:PM3)
6-311G* C130H20 (5,5) CH2 O �93 [103]

B3LYP LANL2DZ C60H20 (5,5) C(CH3)2 O �60.1 [106]
aDefinition of bond types is given in Fig. 6.1
bEBE represents the binding energy for carbene addition

Table 6.6 The binding energies for carbene additions obtained from a PBC approach. The unit is
in kcal/mol

Method Basis Model Addend Bond typea EBE
b Reference

PW91 Double numeric (6,6) CCl2 O �33.12 [104]
PW91 Double numeric (9,0) CCl2 S �24.63 [104]
PW91 Double numeric (10,0) CCl2 S �17.32 [104]
PBE 3-21G (5,5) CH2 O ��98b [107]
PBE 3-21G (5,5) CH2 S ��70c [107]
PBE 3-21G (9,0) CH2 S ��90 [107]
PBE 3-21G (9,0) CH2 P ��80 [107]
PBE PW (280 eV) (9,0) CCl2 P �28.6 [111]
PBE PW (280 eV) (9,0) CCl2 S �24.4 [111]
PBE PW (280 eV) (10,0) CCl2 P �20.6 [111]
PBE PW (280 eV) (10,0) CCl2 S �20.5 [111]
PBE PW (280 eV) (5,5) CCl2 O �21.0 [111]
PBE PW (280 eV) (5,5) CCl2 S �27.4 [111]
PW91 PW (349 eV) (5,5) CH2 O �117d [116]
PW91 PW (349 eV) (5,5) CH2 S �87.3d [116]
aDefinition of bond types is given in Fig. 6.1
bEBE represents the binding energy for carbene addition
cThe value was obtained using the spin-unrestricted method (the energy of the cyclopropanized
carbon nanotube relative to the dissociation limit toward a carbon nanotube and triplet CH2)
dThe value was obtained from the spin-restricted method (the energy of the cyclopropanized carbon
nanotube relative to the dissociation limit toward a carbon nanotube and singlet CH2)

of the combination between lower- and higher-level treatments influence sensitively
the d1,6 values, as shown in Table 6.3. For example, Lu et al. [99] investigated the
addition of CCl2 into a finite-length (5,5) tube (C130H20) by the ONIOM (B3LYP/6-
31G*:AM1) method, and obtained the d1,6 value of 1.64 Å at the O attachment
corresponding to a lengthened yet unbroken bond. The value is significantly smaller
than those obtained by other methods in Tables 6.2 and 6.4, all of which indicate
a cleaved bond. In the ONIOM calculations, 16 atoms near the binding site are
treated by the DFT method, and the other atoms by the AM1 method. Later,
Chen et al. [101] investigated dependences of methods at lower level (AM1, HF/3-
21G, and B3LYP/STO-3G) on the d1,6 values of the CH2-functionalized (5,5) tube.
In the comparative studies [101], carbon atoms near the binding site are treated
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at B3LYP/6-31G* level as the higher-level treatment. As a result, the ONIOM
(B3LYP/6-31G*:B3LYP/STO-3G) calculation obtained an open d1,6 bond (�2.2 Å)
in the optimized geometry, being similar to that obtained from full B3LYP/6-31G*

optimization. On the other hand, the other two ONIOM methods cannot reproduce
the B3LYP/6-31G* result, because both ONIOM optimized structures have a closed
d1,6 bond (�1.7 Å).

Besides the cluster approach, many researchers have employed PBC calculations
to study interactions of carbon nanotubes with carbenes and its derivatives. Within
the PBC approach, Bettinger investigated the minimum size of a supercell accept-
able for describing the interactions of the SWCN with carbenes [107]. Accordingly
supercells of three (two) ordinary unit cells in an armchair (a zigzag) nanotube are
large enough for the calculations of the binding energy in cyclopropanation. The
converged value is �98 kcal/mol with respect to the dissociation limit toward the
triplet CH2 and the (5,5) tube in Table 6.5. In terms of the geometrical feature,
Lee and Marzari investigated diameter-dependencies of the d1,6 value in the O and
skewed attachments, as shown in Fig. 6.10 [108]. Their DFT studies found that
opening an O bond at the carbene binding site can be seen in the (n, n) tubes, when
n ranges from 3 to 12. Furthermore, they predicted the transition from an open to
a closed form in a nanotube whose diameter is around 2.4 nm. Similar diameter-
dependences of the d1,6 values were found in the nitrene functionalization study of
a nanotube by Zurek et al. [119].

Although CH2- or CCl2-functionalized carbon nanotubes have been exten-
sively studied, a limited number of studies on the functionalization by other
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(Reproduced from Lee and Marzari [118] with kind permission of © The American Chemical
Society (2008))

carbene-derivatives have been published. Lee and Marzari used in their modeling
studies dinitro-carbene as the addend to control the breaking of the d1,6 bond [118].
In fact, they analyzed the potential energy surfaces of dinitro-carbene-functionalized
tubes as well as 11,11-dinitro-1,6-methano[10]annulene, as shown in Fig. 6.11
[118]. In the study, two types of orientations of two NO2 groups (1a and 1b in
Fig. 6.11) were considered. Based on the PBE calculations of 11,11-dinitro-1,6-
methano[10]annulene, the C11 atom with the 1a orientation cleaves the d1,6 bond,
whereas the bond remains unbroken in the 1b orientation. Similar argument can
be applied to a relatively larger diameter tube (e.g., (8,8) tube) functionalized by
dinitro-carbene. However, more complicated situations were found in the case of a
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Fig. 6.12 Optimized structures for dicarboxy-methanocarbon nanotubes. In structure on the left,
the divalent (green) C atom binds into an orthogonal (O) bond of the (10,10) carbon nanotube. The
divalent atom is attached to two COOH groups symmetrically. In structure on the right, the divalent
atom binds into a slanted (S) bond, and it is bound to a twisted COOH groups. Oxygen atoms are
in red. Optimized d1,6 bond lengths from PW91 cluster approach are given, and bond length values
from PW91 PBC calculations are in parentheses (Reproduced from Yumura and Kertesz [125] with
kind permission of © The American Chemical Society (2009))

narrow tube (e.g., (5,5) tube) because of the increased curvature effects. As a result,
an open form with the dinitro orientation 1b is stable relative to its closed form,
although the two forms are energetically very close. The role of the orientation
of dicarboxy-carbene in determining the relative stability between an open and
closed form has been analyzed subsequently in [125]. In the dicarboxy-carbene
functionalization, there are mainly two types of binding orientations; one has the
two dicarboxyl groups symmetrical with respect to a mirror plane perpendicular to
the tube axis, whereas the other lacks such a symmetry due to the twisting of the
COOH groups. As shown in Fig. 6.12, the dicarboxy-carbene with the symmetric
orientation splits an O CC bond of the (10,10) nanotube, whereas a S CC bond
remains unbroken after the addition of dicarboxy-carbene. The relationship between
the dicarboxy binding orientation and the d1,6 bond length is consistent with that
found for 11,11-dicarboxy-1,6-methano[10]annulene and shown in Fig. 6.13. In the
tautomerization, the twisted orientation has two isoenergetic local minima around
the d1,6 value of �1.6 and �2.2 Å in Fig. 6.13. On the other hand, there is one
local minimum at d1,6 D �2.3 Å in the symmetrical orientation. The dependence
of the d1,6 value on the orientation of the bond will be important in enhancing the
site-selectivity of the functionalization of carbon nanotubes by bismalonate with a
2,3-butanediol tether, as will be discussed in Sect. 6.3.5.

6.3.3 Addition of Metal or Metal Clusters

Metal-nanotube interactions have been also well investigated by various theoretical
researchers [159–167]. In cases where a single metal atom interacts with a nanotube,
various metal-nanotube interactions occur. Typical locations include a site above a
hexagon (hollow-site), a site above a CC bond, and a site above a tube carbon atom.
The character of the metal-nanotube bonding dramatically depends on types of
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Fig. 6.13 Potential energy surface scan along the d1,6 bond of 11,11-dicarboxy-1,6-
methano[10]annulene at the PW91/6-31G* level of theory, showing dependency on the orientations
of the two carboxyl groups. Blue diamonds indicate two carboxyl groups that are symmetric with
respect to a mirror plane, whereas red dots and green triangles indicate twisted carboxyl groups
(Reproduced from Yumura [135] with kind permission of © The Royal Chemistry Society (2011))

metal atoms [161]. When a metal cluster is attached to a nanotube surface, the shape
and size of cluster are a key factor determining the interactions with a nanotube
[163–167]. For example, Choug et al. estimated the stabilization energy by the
binding of a Td–Pt4 cluster onto a (10, 0) nanotube, and found that the stabilization
energy increases when the number of Pt atoms in the cluster being in contact with
the tube increases. Furthermore, the stabilization energy can be enhanced by using
a boron-substituted nanotube [162] as well as tubes with defects [165]. Further
work in this area is anticipated given the potential of such metal clusters attached to
nanotubes in catalysis [168].

6.3.4 Surface Modification Induced by Organic
Functionalization of Carbon Nanotubes

The surface does not remain unaffected during covalent functionalization. We
discuss some systematic changes that happen to the carbon network of a nan-
otube induced by the carbene functionalization in connection with the varia-
tions in the d1,6 CC bond length as a relevant parameter. From the analogy to
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1,6-methano[10]annulene, whether the d1,6 CC bond retained or not is directly
related to the number of   electrons of a carbon nanotube to which the carbene
is attached [116, 117]. According to [147], the pristine armchair (10,10) tube has
aromatic sextets, based on the Clar VB concept. As discussed in the previous
section, the inner O addition does not cleave the d1,6 bond, and thus two   electrons
are transferred from the tube surface to make two covalent bonds with carbene.
In contrast, the number of   electrons is preserved after the outer O addition,
where the d1,6 bond is broken. As a result of these two different scenarios, in
the inner cyclopropanized nanotube case, the geometrical features are similar to
those of the bisnorcaradiene form of 1,6-methano[10]annulene, whereas in the outer
cyclopropanized case, the geometry of the functionalized nanotube resembles that
of the aromatic form of 1,6-methano[10]annulene. Corresponding to the number
of   electrons that are the result of these two addition patterns, two different
binding patterns can be identified using Clar’s sextets. In the inner addition, two
butadiene-like (B and B0) patterns as well as one quinonoid (Q) patterns can be
constructed, as shown in Fig. 6.14. Roughly speaking, the DFT-obtained surface
modification can be considered to arise from a combination of the B, B0, and Q
Clar patterns. With respect to the Q pattern obtained from PW91 calculations, the
bond-length alternation in the circumferential direction is significant only near the
binding site [116]. Similar modification patterns are found in a nanotube attached
by an inner defected C60 buckyball. This defected C60 (C1–C59) is formed initially
from C60 with a high barrier of 8.4 eV [169]. In related experiments, the formation
of a defective fullerene species has been suggested from transmission electron
microscopy of nanopeapods, where fullerene buckyballs are encapsulated inside
carbon nanotubes [170].

On the other hand, the outer O addition does not substantially perturb the  
system of the nanotube. The Clar patterns as shown in Fig. 6.14 as C are retained
except for the six-membered rings nearest to the binding site. The nearest six-
membered rings have Kekulé structures indicated by K and K0 in Fig. 6.14. The
surface modification by the carbene attachment is completely different from that in
the radical additions that have a nearly perfect D3h symmetry [135]. The differences
in the surface relaxations can be explained qualitatively by referring to the different
numbers of   electrons migrating as a consequence of the two different kinds of
functionalizations. In fact, one   electron migrates in the radical addition, while
two (zero)   electrons participate in making two covalent bonds between carbene
and inner (outer) tube surface.

As discussed above,   electron counts based on Clar VB representation can
nicely explain the tube surface modified by the covalent functionalization, obtained
from relatively accurate DFT calculations. Clar representations have been used by
various researchers to aid in the understanding of the properties of functionalized
nanotubes [116, 117, 124, 126, 146]. Clar representations can also shed light on
the conductance of carbene-attached nanotubes [108]. For example, Marzari et al.
reported that the conductance of the carbene-attached nanotube with an open C1C6
bond (d1,6 >2 Å) is comparable to that of the pristine tube, but that with a closed
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Fig. 6.14 Clar valence bond (VB) representations for the addition of CH2 into an orthogonal CC
bond on the inner (a) and outer (b) carbon nanotube surfaces. The purple dots represent binding
sites for the CH2 molecule. Aromatic sextets are indicated by circles. The tubes are presented as
planar projections; only the vicinity of the addition site is shown (Reproduced from Yumura and
Kertesz [116] with kind permission of © The American Chemical Society (2007))

C1C6 (d1,6 <1.7 Å) significantly diminishes relative to the pristine unsubstituted
case [108]. Thus, the Clar analysis, prior to performing large-scale and accurate
DFT calculations or making extensive experimental efforts, might aid in predicting
qualitatively the behavior of carbon nanotubes upon chemical modifications and
additions.

6.3.5 Multiple Carbene Addition

A few studies have modeled double addition into SWCNs as a first step to elucidate
any collective effects, in other words, deviations from two simple independent
additions. If the surface modification induced by the first addition is sufficiently
large to modify the parameters of the second addition, one might obtain design
principles for selective functionalization. In order to separate the steric requirements
from the electronic effects, a useful model is obtained by considering an inner
addition followed by an outer addition.

As discussed in Sect. 6.3.4, the first inner carbene addition creates sites with
double-bond character near the binding site. Since carbenes generally prefer to
attack at a CC bond with higher electron densities, CC bonds with double-bond
characters are good candidates for a site of the second carbene attachment. In other
words, the inner carbene addition can direct the next carbene into specific CC bonds.
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The interaction energy is a useful parameter in quantitatively evaluating the site-
selectivity of the double addition:

Einteract .X/ D Edouble�bind .C11 .X/� NT � C11.0//�Esingle�bind.C11 .X/� NT/

� Esingle�bind .NT � C11.0// :

Here, C11(X)-NT-C11(0) is a tube functionalized by the inner carbene as well
as a second outer carbene, C11(X)-NT is a tube functionalized by an outer carbene
at location X (measured relative to the first addition at the site designated as 0),
and NT-C11(0) is a tube functionalized by inner carbene at the reference site,
0. Esingle-bind and Edouble-bind refer to the binding energies at single and double
addition, respectively. If the electrons were completely localized in the two addition
reactions, Einteract(X) would be very small – close to zero. In PW91 calculations
[116], significant Einteract(X) values are with negative sign at well-defined X sites,
with the absolute value of Einteract(X) decreasing as X is located farther away
from the 0 site. Of course, Einteract(X) depends not only on the 0X distance. For
example, relatively stable C11(X)-NT-C11(0) configurations have large negative
Einteract values in Fig. 6.15 [116]. A negative Einteract(X) value indicates to what
extent the first inner addition stabilizes the addition of an outer carbene into a certain
site. These data indicate strong local cooperative behavior in the double carbene
additions.

In contrast, the addition of a carbene into the outer surface of a nanotube perturbs
only two 6-membered rings nearest to the binding site along the tube axis, where
double-bond characters appear [116, 125]. In this case, due to the proximity of the
second addend, the double bonds cannot serve as a binding site for the second
carbene. Nevertheless, some sites are more preferable than others for the second
carbene after the first outer addition. In the search for an additional strategy for
enhancing site-selectivity of outer functionalization of carbon nanotubes, some
geometrical restrictions of the functional groups can be helpful. Fullerene chemistry
helps to find functional groups that can selectively bind into a nanotube [171–175]
by offering analogies. For example, Diederich et al. reported that a bismalonate with
a 2,3-butanediol tether adds to C60 by a Bingel reaction to form only a cis-3 adduct,
as shown in Scheme 6.2. With respect to the Bingel reaction, Gao et al. investigated
a possible mechanism for its simple case, the reaction between CCl3� and C60. Also,
they compared its energy profile with that for carbene reaction [176]. According to
Gao et al., the first step of the Bingel reaction is that CCl3� adds into a carbon atom
of C60. After that, one Cl� ion cleaves in a transition state, and, at the same time,
a new CC bond is formed to result in a cyclopropanized fullerene. On the other
hand, in the carbene mechanism, CCl2 carbene, formed preliminary from CCl3�,
binds into C60 to create a cyclopropanized fullerene with a small barrier. These DFT
calculations indicate that both mechanisms are competitive in energy.

Following previous experimental and theoretical studies, extensive DFT
calculations on the stability of the cycloaddition of diethylbutane-2,3-diyl to
the outer surface of a (10,10) nanotube were performed. [125] Out of the 12
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Fig. 6.15 Interaction energies Einteract as a function of separation (S) of the two binding sites
between the first (inner) and second (outer) attachment projected upon graphene (see the text for
the definition of Einteract). Purple squares and blue circles represent the second attachment at a
slanted and an orthogonal site, respectively. Green and red bonds indicate approximate double and
approximate single bonds, respectively (Reproduced from Yumura and Kertesz [116] with kind
permission of © The American Chemical Society (2007))

configurations considered, only two stable configurations were found for the
bismalonate-functionalized nanotube, which are shown in Fig. 6.16. This specificity
is in strong contrast to the double outer carbene additions. The DFT calculations
found that replacement of CH2 by the bismalonate enhances the site-selectivity
of bisfunctionalization of the nanotube. The enhancement in the site-selectivity is
explainable, because preferences of an O site over a S site as a second attachment
are significantly weakened in the bismalonate functionalization [125]. The most
important factor differentiating the bismalonate functionalization from double
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Scheme 6.2 Reaction between C60 and a bismalonate with 2,3-butanediol tether

Fig. 6.16 Two stable conformations of the addition of the bismalonate with the 2,3-butanediol
tether into the (10,10) carbon nanotube. The C atoms attached to the carbon nanotube (C11) are
given by green. Optimized d1,6 lengths in the finite-length calculations are given, and those in the
infinite-length (PBC) calculations are given in parentheses. The optimized geometry in (a) shows
the most stable conformation, where the divalent atoms are attached to O bonds of the nanotube.
The optimized structure in (b) is the next most stable conformation, where one divalent atom binds
to a O bond, and the other binds to a S bond (Reproduced from Yumura and Kertesz [125] with
kind permission of © The American Chemical Society (2009))

carbene addition is conformational restriction of the bismalonate due to the 2,3-
butanediol tether. The two C11 atoms are constrained by the 2,3-butanediol tether
from freely binding into any available site on the nanotube. Another factor is the
binding orientations of dicarboxyl-groups, as shown in Fig. 6.12. In O additions,
only symmetric form is allowed, whereas symmetric and twisted forms are possible
in S additions.
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Fig. 6.17 Band structures of CCl2-attached carbon nanotubes with different Cl:C modification
ratio obtained from PW91 PBC calculations. In (a) Cl:C ratio is 0, in (b) Cl:C ratio is 12.5%, and
in (c) Cl:C ratio is 25% (Reproduced from Zhao et al. [104] with kind permission of Wiley-VCH
Verlag GmbH & Co. KGaA (2005))

Finally, we look at how the electronic properties of a carbon nanotube change
upon multiple carbene additions. Zhao et al. analyzed band structures of CCl2-
attached (6,6) nanotubes with different Cl:C ratios (Cl:C D 0.0, 12.5, and 25%,
where the ratio is calculated as the number of Cl atoms divided by the number of
tube C atoms) [104]. According to their PW91 calculations, metallic characters of
the (6,6) tube retain in the modification ratio of 12.5%, as shown in Fig. 6.17 [104].
In fact, two bands cross at Fermi level in the lower modification ratio, indicating that
the functionalization does not significantly perturb the electronic properties of the
pristine tube. The finding is consistent with the Clar view, because Clar patterns
remain almost unchanged after the single divalent functionalization. In contrast,
at the modification ratio of 25%, the CCl2-susbstituted nanotube has a calculated
band gap of �0.34 eV. In addition, they found that a metal-insulator transition
might occur at the modification ratio of 18%. Consequently, they concluded that
one could control the electronic properties of a tube by changing the degree of
functionalization. These results were confirmed by Lu et al. who evaluated the
modulation of band structures of CCl2-functionalized (5,5) carbon nanotubes with
the modification ratio ranging from 0% to 33% [113]. Similar conclusions on the
high computed conductivity maintained upon addition of SWCNs were obtained by
Lee et al. [108].
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6.4 Conclusions

Density functional theory (DFT) calculations provide an atomic-scale insight of
pristine and organic functionalized carbon nanotubes. Since   electrons migrate
from a nanotube upon functionalization, electron correlation plays an essential
role in accurately describing this process. In this review, we have highlighted
recent DFT findings on the addition of prototypical organic molecules (carbene, its
derivatives, and alkyl radicals) into a nanotube obtained by various computational
treatments. The methodological approaches used by various groups to attack diverse
problems contain – appropriately – a variety of tools that complement each other.
These include cluster and periodic boundary condition (PBC) approaches, QM/MM
modeling, and a variety of density functionals. A few calculations based on wave
function method calculations provided some balance in the literature, but high-level
calculations such as CCSD(T) are not feasible because the minimum size of an
appropriate nanotube segment would be too large for this modeling.

All calculations are consistent with the finding that the number of   electrons
participating in the functionalization determines the key features of the functional-
ized nanotube. In radical addition, one   electron contributes to making the new
covalent bonds. In contrast, there are two stable forms of nanotube attached by
carbene from a viewpoint of the number of   electrons. One is that carbene addition
retains the CC bond at the attachment, and then two   electrons migrate from the
tube to form the new bonds. In the other case, the CC ¢-bond breaks after carbene
addition, whereas the number of   electrons of the nanotube remains unchanged.
One can see the two types of additions when a carbene is attached to the inner versus
outer surface of a carbon nanotube. In addition, the relative stability of the two
forms can be easily changed, depending on types of carbene-derivatives as well as
the specific carbon nanotube. In this valence tautomerization problem, analogies to
the valence tautomerization of 1,6-methano[10]annulene, where the CC bond at the
attachment corresponds to d1,6 bond, are helpful. In fact, the stable forms in carbene-
functionalized nanotubes can be differentiated by whether the d1,6 bond is retained
or not. Cleaving or retaining the d1,6 bond directly links to the number of   electrons
migrating upon the functionalization. Similarly, the   electron count argument
rationalizes that a carbon nanotube surface is modified differently, depending on
the d1,6 bond length.

Different groups consistently found that the orientation of the bonds attacked in
the nanotube by the reactants has a small but noticeable effect on the energetics
of the reaction and the relaxation pattern of the remaining bonds in the nanotube.
Similar differences are obtained between inner and outer functionalizations. These
differences might be exploitable for periodic patterning of carbon nanotubes in the
future.

According to DFT calculations, the surface modification induced by carbene
attachment is subtle, but has a strong impact on the modulation of the properties of
a carbon nanotube. In particular, the surface modification induced by inner carbene
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addition is limited near the first attachment, and thus one can utilize it to enhance
site-selectivity for further carbene additions. To explain the DFT findings, the simple
concept of Clar VB representation proved to be a useful interpretative tool. In
addition, the Clar concept can provide a helpful insight on the change of the band
structure of a nanotube upon the functionalization, and its conductivity.
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Chapter 7
Advancing Understanding and Design
of Functional Materials Through Theoretical
and Computational Chemical Physics
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Alejandro Lopez-Bezanilla, Vincent Meunier, and Bobby G. Sumpter

Abstract Theoretical and computational chemical physics and materials science
offers great opportunity toward helping solve some of the grand challenges in
science and engineering, because structure and properties of molecules, solids, and
liquids are direct reflections of the underlying quantum motion of their electrons.
With the advent of semilocal and especially nonlocal descriptions of exchange
and correlation effects, density functional theory (DFT) can now describe bonding
in molecules and solids with an accuracy which, for many classes of systems,
is sufficient to compare quantitatively to experiments. It is therefore becoming
possible to develop a semiquantitative description of a large number of systems
and processes. In this chapter, we briefly review DFT and its various extensions to
include nonlocal terms that are important for long-range dispersion interactions that
dominate many self-assembly processes, molecular surface adsorption processes,
solution processes, and biological and polymeric materials. Applications of DFT
toward problems relevant to energy systems, including energy storage materials,
functional nanoelectronics/optoelectronics, and energy conversion, are highlighted.
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7.1 Introduction

In the twenty-first century, one of the forefront world problems is to develop safe,
renewable, and sustainable energy [1]. Most sustainable energy systems rely on the
energy influx from the sun. Sunlight is diffuse and intermittent, and it is essential to
be able to store the energy chemically as a fuel. This is needed in order to provide
energy for the transportation sector and decentralized applications and in order to
even out temporal variations. The key to providing an efficient transformation of
energy to a chemical form or from one chemical form into another is the availability
of suitable catalysts [2]. In essentially all possible sustainable energy technologies,
the lack of efficient and economically viable catalysts is a primary factor limiting
their use.

Clearly, computational chemistry, physics, and materials science has continu-
ally provided a foundation for the investigation of the fundamental physics and
chemistry underlying complex materials processes [3]. This is largely due to
the fact that structure and properties of molecules, solids, and liquids are direct
reflections of the underlying quantum motion of the indigenous electrons. However,
the Schrödinger equation governing the electronic structure of an interacting set
of electrons is generally too complicated to be solved for all but the simplest
systems. Therefore, most systems of interest in materials physics, chemistry, and
biochemistry are typically treated using an approximate description based on density
functional theory (DFT) [4–7]. This approach has recently been improved with the
introduction of semilocal and especially nonlocal descriptions of electron exchange
and correlation effects. It follows that DFT can often describe bonding in molecules
and solids accurately enough to compare quantitatively to experiments. This type
of capability can effectively drive materials and chemical innovation by guiding
molecular design. Indeed, it has long been a dream to be able to design materials
directly on the basis of electronic structure calculations. The first examples of
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materials design based partially on insight from electronic structure theory have
appeared recently, but the systems considered until now have been simple. Several
further developments are required before electronic structure-based design can be
done more broadly. There are at least two major requirements for a general approach
to a quantum-based strategy for materials design:

1. In a number of cases, we need higher accuracy than current DFT methods can
provide in order to have predictive power. In addition, we need methods and
associated computer codes that are more efficient computationally in order to
be able to treat the complexity that characterizes most technically interesting
systems and their environments – real materials including defects and two- or
three-phase systems.

2. There is a need to build links between the quantum phenomena at the atomic
scale and the functionality of the material at the macroscopic scale. This ap-
proach effectively defines an atomistically informed mesoscale and macroscopic
prediction/design/optimization capability. Such a “from electrons to materials
and devices” approach can be a key to enabling new breakthrough capabilities
for sustainable energy systems.

Many groups around the world are intensely pursuing the first requirement
[8–13], but much less effort is devoted to the second. Since we are interested in
catalytic and energy storage/conversion materials and the underlying interfacial
processes, the macroscopic properties are those manifested through the performance
of the material. For example, in heterogeneous catalysis where atoms and molecules
adsorb on a solid surface and undergo reactions, the microscopic properties are
quantities like adsorption energies and activation energies for elementary surface
processes. The link to the macroscopic catalytic properties as measured in a
catalytic converter, for example, is a microkinetic model. There are now several
examples where the macroscopic kinetics of a catalytic reaction has been modeled
successfully on the basis of electronic structure calculations. These are important
benchmarks showing that the theoretical methods work, but the procedure of
calculating all energy parameters for all possible elementary steps under all possible
conditions remains extremely demanding.

The same procedure can in principle be used to search for new energy storage or
transmission materials and for improved catalysts for energy conversion. Develop-
ment of suitable models of surface reactivity and their utilization for pinpointing the
most important microscopic properties of materials are enabling characteristics for
determining the catalytic properties as well as energy storage properties.

We note that computational simulation of many processes, especially those
related to fabrication of materials, often require using direct molecular dynamics
simulations or methods that allow treatment of extreme environments. Progress
is still required in designing electronic structure algorithms that can speed up
the required evaluation of energy and forces. In this regard, very promising new
computer architectures and programming paradigms such as general programming
of graphical processing units (GPGPU) may offer new opportunities. In this
chapter, we outline some of our recent efforts and developments toward advancing
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the computational design and understanding of nanoscale material systems, an
“electrons to real devices” approach [14], with potential applicability for improved
energy systems and processes [15, 16]. A number of application examples are
highlighted, which are targeted toward advancing the understanding of materials
properties relevant to energy science.

7.2 Computational Methods and Approach

Proper selection of a theoretical/computational model for simulation of materials or
dynamical processes requires the consideration of the following issues:

1. Is the character of the processes quantum mechanical in its nature? If so, then
accurate modeling will require using electronic structure methods. Also, if the
nature of the internal interactions has significant contributions that are nonlocal
or involve very strong electron correlation, one may need to consider many-body
quantum approaches, self-interaction corrections, RPA-DFT, or modified DFT
functionals.

2. What is the system size? Often typical system size of interest for modeling
is a few hundred atoms or more (i.e., thousands of electrons). Chemistry of
reactive bulk materials is intrinsically different from the chemistry of single
molecules and thus requires different theoretical approaches. In the latter case,
the electronic state can be controlled with spectroscopic accuracy, and the
long-term decay leads to a well-defined state (eigenstate of Hamiltonian). In
the former case (bulk phase), the coupling between electronic and nuclei and
electrons is nonadiabatic and leads to constant energy exchange between these
degrees of freedom. The electronic state of the system is likely a superposition of
the electronic eigenstates.

3. What are the environmental conditions being simulated? Nanomaterials (i.e.,
graphitic materials such as nanotubes, fullerenes, graphene) are often produced
under very harsh experimental conditions, including high temperature, pressure,
and external electric fields. High temperature and concentration of reactant
carbons in bulk-phase materials mean that the individual molecular carbon atoms
or molecular fragments are moving fast and have a high probability of collision.
Thus, a significant transfer of energy between electronic and nuclear degrees
of freedom is likely. It seems unrealistic to assume that reaction occurs on the
ground-state electronic surface without transfer of energy between nuclear and
electronic degrees of freedom. The chemistry of such systems needs to involve
electronically excited states and is intrinsically nonadiabatic.

4. What is the nature of transition state(s): static transition state methods versus
molecular dynamics treatment of the chemical reactions? Standard “static”
transition state theory methods of predicting the direction of chemical reactions
and measuring the reactivity of chemical compounds are usually impractical in
modeling bulk-phase material reactions. Such an approach is feasible only for
small molecules (with limited number of possible transition state structures)
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or for systems in which the reaction is localized to a small reaction region,
while the structure and connectivity of the remaining parts of the system stay
unchanged. The number of possible transition states and intermediate topologies
grows exponentially with the number of atoms and quickly becomes too large
to rigorously explore. Molecular dynamics approaches provide a convenient
alternative in which out of the plethora of all possible intermediate states, only
those which are energetically accessible and experimentally meaningful are
studied.

5. What statistics are important for the process being modeled? Experimental
observations are statistical in nature; thus, statistics are required for model-
ing/simulation in order to reproduce the experimental observation. For example,
single trajectory simulations may not lead to qualitatively correct results. Per-
forming several trajectory simulations with statistically varied initial conditions
to match an experimental setup is generally required to be representative of the
experimental observations.

6. What is the computational cost of a chosen theoretical model? Electronic
structure-based evaluation of forces and energy is far more expensive than
any classical force field-based calculation. The timescale for processes related
to synthesis of carbon materials is in the range of several picoseconds. The
electronic structure methods used for the evaluation of energy and forces must be
very cheap to enable affordable MD simulations. For example, 2 min spent for
one evaluation of the energy and forces translates into 2 weeks spent for 10,000
steps of MD. As a rule of thumb, computational cost of one electronic structure
calculation of energy and forces (one time step of MD) should be on the order of
1 min (or less) of the computer time.

7.2.1 DFT and DFT-Based Methods

Density functional theory proposes to solve electronic structure problems using the
electron charge density, �(r), as the fundamental variable [17] which is formally
based on the Hohenberg and Kohn theorems [18]. In practice, DFT is applied using
the Kohn–Sham method (KS), using a mean-field approach [19]. The KS method
represents the density as a linear combination of the inner products of spin-orbital
functions and the energy as a functional of �(r) as

EDFTŒ�� D ToŒ��C J Œ��C ExcŒ��C
Z
�
��!r

�
vext

��!r
�

d�!r C VNN; (7.1)

where the first and second terms are the kinetic energy of independent particles,
To[�], and the Coulomb interaction energy, J[�] D ½

’
dr0dr�(r0)�(r)/jr0� rj. The

term ¤ext(r) is the external potential generated by the nuclei and felt by the electrons,
and VNN is the nuclear repulsion energy for a fixed nuclear configuration. In Eq. 7.1,
the contribution Exc[�] is the exchange-correlation energy, which includes the
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electron exchange interaction as well as the many-body contribution to the kinetic
and electron–electron repulsion potentials (Vee[�]) that are not included in To[�]
or J[�], that is, Exc[�] D Vee[�] C T[�] � J[�] � To[�]. The explicit expression of
Exc remains unknown, but there are many approaches that have shown satisfactory
results. Such approaches are grouped according to their treatment of the density into
“generations” or “ladder’s rungs” [20]. The most common are based on the local
density approximation (LDA) or generalized gradient approximation (GGA) [21].
Although some functionals have shown impressive results, those are not always
transferable for every problem and can often fail for the description of long-range
interactions and excited states. The origins of these difficulties are attributed to
the incorrect cancellation of electron self-interaction [22] and incorrect treatment
of dynamic correlation, among others. There are many strategies to avoid these
problems, some of which involve the inclusion of explicit terms from wavefunction
theories (hybrid functionals), treatments with optimized effective potentials, an
adjustment to the asymptotic correction exchange-correlation potentials, and the
addition of empirical energy terms.

The pervasiveness of hydrogen bonding and London forces among biological
[23–25] and supramolecular [26–28] entities has motivated persistent efforts to
develop reliable computational methodologies for noncovalent interactions (NCI)
[29, 30]. Extensive work has established the importance of high levels of electron
correlation, as embodied by coupled cluster through perturbative triples, CCSD(T)
[31], for the proper characterization of dispersion attractions, yet achieving this
“gold standard” of chemical accuracy [32] presents a formal cost of O(N7), where N
is proportional to system size. Meanwhile, the attractively efficient DFT [formally
O(N3)–O(N4), or O(N5) for double hybrids] can falter for even qualitative descrip-
tions [33–36]. The introduction of the DFTCdispersion (DFT-D) and exchange-hole
dipole moment (XDM) [37–42] methods and the crafting of several long-range
functionals [43–52] have transformed the vista of quantum chemical techniques
available for nonbonded systems. These are among some of the most promising
approaches emerging from a very active field that strives to improve performance
for classes of NCI governed by disparate intermolecular forces and spanning broad-
length scales.

Density functionals developed for covalent systems are often successful in
treating hydrogen bonding and other electrostatically dominated noncovalent in-
teractions that act over similarly short-length scales (<2 Å) [53]. In contrast,
the dispersion attraction, which arises from correlated motions of electrons, is
prominent chiefly over longer distances [<2–5 Å (medium-range) and >5 Å (long-
range)], and none of the typical components of a functional, the local electron
density (��), its gradient (r�� , present in semilocal generalized gradient approxi-
mation (GGA) functionals), or its kinetic energy (
� , present in nonlocal meta-GGA
functionals), is fully capable of acting over a suitable span. Hybrid functionals
include long-range behavior (nonlocality) through Hartree–Fock exchange but
remain local in correlation and, therefore, are also unable to correctly describe
the R�6 asymptotic distance dependence of dispersion forces. The consequent
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challenges to adapting affordable-scaling wavefunction and DFT methods for
dispersion are amply reviewed in the recent literature [47, 54–58]. Among the more
empirical treatments developed are dispersion-corrected atom-centered potentials
(DCACP) [59] and DFT-D [43, 60–62]. For common implementations of the former,
a pseudopotential optimized to replicate reference interaction energies is placed over
each atom, thereby incorporating medium-range correlation but not capturing the
correct asymptotic form, while for the latter, a damped atom–atom dispersion term
is appended to the total DFT energy, thereby accurately encoding the long-range
attraction yet necessitating a carefully tuned damping function to evenhandedly
address double counting of the correlation energy across all system configurations
and types of interaction. The exchange-hole dipole moment (XDM) is constructed
similarly to DFT-D as a correction to the base electronic energy but, by modeling the
instantaneous dipole that arises between an electron and its exchange hole, generates
dispersion coefficients that are aware of the chemical environment. Also active
are efforts to include medium-range dispersion in conventional semilocal DFT or
to incorporate correlation components from wavefunction theory [49–52]; both
approaches sometimes address long-range effects through an additional DFT-D-like
term. A more complex task is the development of explicitly nonlocal correlation
functionals from first principles. Currently at the forefront are vdW-DF [63] and
VV09 [64].

The local or semilocal character of conventional density functionals necessarily
leads to neglect of the long-range correlation interactions that capture attractive
van der Waals forces. Initially proposed by Yang [60a] for ab initio DFT after
its first introduction into the tight binding DFT approach by Elstner et al. [60b],
and assiduously developed by Grimme [43, 61, 62], the DFTCdispersion (DFT-D)
method appends to the base functional a scaled, damped, and fitted leading term to
the well-known dispersion energy series,

Edisp D � C6=R
6 � C8=R8 � C10=R10 (7.2)

Many calculations follow the DFT-D2 variant, where the correction takes the
explicit form

ED2
disp D �s6

NatX

i;j>i

C
ij
6

R6ij
fdamp.Rij /: (7.3)

Here, dispersion coefficients,C6
ij , obtained from the geometric mean of tabulated

elemental values, are summed over interatomic distances, Rij, modulated by a
damping function, fdamp(Rij), that gradually activates the dispersion correction
over a distance characterized by the sum of the two atomic vdW radii, while an
overall scaling term, s6, is optimized to be unique to each DFT exchange func-
tional. The scaling factors employed are sB2PLYP6 D 0.55, sPBE06 D 0.6, sPBE6 D 0.75,
sB9706 D 0.7564, sBP866 D 1.05, sB3LYP6 D 1.05, and sB976 D 1.25. Grimme recently
presented a refined method, DFT-D3 [62], which incorporates an additional R�8
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term in the dispersion series and adjusts the C6
ij combination formula and damping

function. The individual atomic C6
i are interpolated from several reference values

based upon coordination numbers extracted from the molecular structure, rather
than assigned solely by atomic identity as in DFT-D2, and thereby incorporate
some awareness of the chemical environment into an otherwise largely heuristic
correction. The -D3 dispersion has the form

ED3
disp D �

X

nD6;8
sn

NatX

i;j>i

C
ij
n

Rnij
fdamp.Rij ; sr;n/; (7.4)

where sr,6 and s8 are the customary nonunity parameters fitted for individual
functionals and tabulated in Ref. [65].

A strategy to place dispersion corrections on a less-empirical footing than DFT-
D is the “semiclassical” exchange-hole dipole moment model first formulated in
2005 by Becke and Johnson [37] (later placed on firmer theoretical foundations
[39–41]) from the idea that the nonzero dipole moment of an exchange hole [66] can
induce an instantaneous dipole moment, and thus dispersion interactions, between
nonoverlapping systems. The method is notable for its first-principles calculation
of dispersion coefficients and forms a wholly self-consistent and first-principles
treatment of dispersion effects.

Recently we have performed a systematic study of techniques for treating
noncovalent interactions within the computationally efficient DFT framework
through comparison to benchmark-quality evaluations of binding strength compiled
for molecular complexes of diverse size and nature [67]. Through comparison
with available CCSD(T)/CBS benchmarks, the performance of DFT methods was
evaluated both overall and for hydrogen-bonded, mixed-influence, and dispersion-
bound subsets. Complete evaluations of test sets were conducted with aug-cc-pVDZ
and aug-cc-pVTZ, and closer analyses with families of Dunning double-— and triple-
— basis sets have permitted appraisal of these bases as well as the utility of the
counterpoise correction. The efficiency and accuracy of functionals deliberately
crafted to encompass long-range forces, a posteriori DFTCdispersion corrections
(DFT-D2 and DFT-D3), and exchange-hole dipole moment (XDM) theory were
assessed against a large collection of 469 energy points. For overall results, M05-
2X, B97-D3, and B970-D2 yield superior values in conjunction with aug-cc-pVDZ,
with a mean absolute deviation of 0.41–0.49 kcal/mol, and B3LYP-D3, B97-
D3, ¨B97X-D, and B2PLYP-D3 dominate with aug-cc-pVTZ, affording, together
with XYG3/6-311CG(3df,2p), a mean absolute deviation of 0.33–0.38 kcal/mol.
These results provide a rigorous benchmark for the various possible approaches
for including dispersion into DFT and highlight the fact that chemical accuracy
can be achieved for a nonbiased set of test systems. This is important as it allows
the computational efficiency of DFT to be maintained while enabling accurate
calculation of a much broader class of materials.
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7.2.2 Beyond Static Calculations: Direct Dynamics Methods

A complete description of molecular systems requires solving the time-dependent
Schrödinger equation for the constituent electrons and nuclei. This task is currently
unfeasible. To simplify the problem, it is usually assumed that the motion of
electrons (fast) and nuclei (slow) can be separated and that Born–Oppenheimer ap-
proximation is valid. As a consequence, the time-dependent Schrödinger equations
are replaced by (a) classical Newton equations for nuclei and (b) time-independent
Schrödinger equation for electrons. The resulting method is referred to as Born–
Oppenheimer molecular dynamics (BOMD) [68–71] (or its extended Lagrangian
variants [72]), in which nuclei move classically on the ground-state potential energy
surface (or on its approximation) obtained on-the-fly self-consistently (or are prop-
agated classically) from the stationary electronic structure. The high computational
expense for the electronic structure calculation renders BOMD only practical in
implementations of direct MD that are based on an independent particle model
(Hartree–Fock, tight binding, and density functional theories). In these methods
all nuclei are moving on the potential energy surface generated by the electronic
structure, and the total “electronic” energy of the system can be expressed as a sum
over occupied orbitals:

E D VNN C
occX

i

hi jhjii C 1

2

occX

i;j

hij jjij i; (7.5)

or equivalently

E D VNN C TraceŒHcoreP C 1

2
G.P /P �; (7.6)

in which the electronic structure is represented by the density matrix P. VNN

represents interaction between nuclei and does not depend on electronic structure.
The second, so-called one-electron term, Hcore, depends linearly on P and represents
kinetic energy of electrons and interaction of electrons with nuclei. The last term,
G(P), describes electron–electron repulsion and depends quadratically on P. The
last equation can be used regardless of whether one solves a time-independent
electronic structure (Born–Oppenheimer dynamics) problem or quantum dynamical
time-dependent Schrödinger equation. It is orbital-free (but not basis-free) and is
more general. The choice of the molecular orbitals is arbitrary and the electronic
structure represented by the density matrix P may be described by many different
choices of the molecular orbitals.

In the Born–Oppenheimer case, the electronic structure is determined through
minimization of energy, thanks to variational principle. This is usually achieved by
diagonalization of total Hamiltonian matrix (F D Hcore C G(P)). Other alternatives
to diagonalization methods exist (e.g., Fermi operator expansion or direct density
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matrix minimization) and are described elsewhere (see Ref. [73] and references
therein). Once the electronic structure and corresponding nuclear forces are known,
the molecular motion is determined and related properties are described.

Alternatively to time-independent solutions of electronic structure problem in
dynamics, one can integrate a time-dependent Schrödinger equation subject to
initial electronic structure along with Newton equations of motion for the nuclei.
It is also possible to include into dynamics a quantum dynamical treatment for
selected nuclei. Possible approaches include quantum wavepacket dynamics, path
integral, and Bohmian trajectory approaches. Quantum dynamical treatment plays
an especially important role in proton transfer cases [74–76].

Here we focus on direct dynamics approaches in which quantum nuclear effects
are neglected and all nuclei are treated classically. The theory described here is
based on the density matrix representation of electronic structure and on localized
atomic orbital basis sets. We summarize the theory of both time-independent and
time-dependent quantum mechanical approaches in direct dynamics. Special atten-
tion is given to time-dependent quantum mechanical direct molecular dynamics.

7.2.3 Time-Independent Electronic Structure Approaches

In Born–Oppenheimer MD, the electronic structure (P) does not explicitly depend
on time. Rather, it is assumed that electronic structure can instantaneously (and
adiabatically) adjust to any changes in the position of nuclei. The solution to the
stationary Born–Oppenheimer problem is found, thanks to variational principle,
by minimization of electronic energy. Typically this is done by diagonalization
of the electronic independent particle Hamiltonian (Fock matrix), F, followed by
construction of the molecular orbitals and density matrix, P, from eigenvectors (C)
of Hamiltonian (F):

FC D "SC

P D Cf CC; (7.7)

where f is a diagonal matrix of occupation numbers fi. This is an iterative process;
the electronic Hamiltonian, F, depends on electronic structure, P, itself. The
resulting orbitals are fed back into the Hamiltonian, and the new, improved set of
molecular orbitals is found. In principle, knowledge of the molecular orbitals is
not required. Instead the electronic density matrix can be found directly from the
electronic Hamiltonian using methods such as a conjugate-gradients density matrix
search [73, 77]. The review of these methods is presented elsewhere [73].

In Born–Oppenheimer (BO) molecular dynamics (MD), the occupation numbers
fi are equal to 0 or 1, and the resulting density matrix is an idempotent matrix, or
in the language of linear algebra, it is a projection operator. That is, any arbitrary
molecular orbital (i.e., vector described as a combination of atomic orbitals basis
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set) if multiplied by P will have a contribution that does not belong to space spanned
by the occupied orbitals deleted, while the contribution that belongs to the occupied
space will remain unchanged. Other related properties of BO density matrix are (a)
idempotency and (b) N representability. Idempotency of density matrix means that
the square of P is equal to P. N representability means that the trace of density
matrix is equal to the number of electrons and thus density matrix collectively
describes N electrons at once. The specific algebraic properties of density matrix
lead to auxiliary techniques such as purification of density matrix and can be used
in direct density matrix search. Properties of P can be also exploited in molecular
dynamics [72, 73].

The total energy and forces in Born–Oppenheimer molecular dynamics is
given by

Etot D Ekin C VNN C Eel (7.8)

where Ekin is the kinetic energy for nuclei, VNN is the nuclear energy, and Eel

represents the electronic energy

Eel D TrŒHcoreP C 1
2
G.P /P �: (7.9)

The forces acting on nuclei R are equal to

F D �@Epot
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�
@Hcore

@R
P C 1

2

@G.P /

@R
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�
� Tr

�
F
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@R

�
; (7.10)

where Epot D VNN C Eel. The sum of the first two terms is so-called Hellmann–
Feynman force. These terms describe, respectively, nuclear repulsion and contribu-
tion arising from derivatives of one-electron and two-electron integrals (first square
bracket). The last term (second square bracket), in which F is the Fock matrix such
that F D Hcore C G.P /, is the so-called Pulay term and describes contribution to
forces coming from derivate of electronic structure over R. It results from the time
dependence of atomic basis set. It can be expressed as

FPulay D �Tr

�
F
@P

@R

�
D �Tr

"
F
@


Cf CC

�

@R

#
D � Tr

�
F
@C
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f CCCFCf @C

C

@R

�
;

(7.11)

in which the occupation numbers fi are equal to 0 or 1 only and do not change during
the dynamics, thus @f

@R
D 0. Furthermore, the Pulay force can be expressed in terms

of the overlap matrix derivative as

FPulay D Tr

�
W
@S

@R

�
; (7.12)
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where W is the energy weighted density matrix W D Cf"CC; with f and " being
diagonal matrices of occupation numbers and corresponding orbital energies. The
final expression for the forces is

F D �@Epot

@R
D �@VNN

@R
� Tr

�
@Hcore

@R
P C 1

2

@G.P /

@R
P

�
C Tr

�
W
@S

@R

�
: (7.13)

7.2.4 Mermin Dynamics

It is recognized that a realistic description of dynamics at metal surfaces and in
the bulk phase must include the effect electronic excitations and of nonadiabatic
(non-Born–Oppenheimer) transitions. Mermin generalization of Hohenberg–Kohn
theory to finite electronic temperature Tel provides a practical way to approximate
electronic excitations. Such effects can be approximated via the time-independent
Mermin electronic energy functional [78, 79].

In this method the electronic structure does not evolve adiabatically but isother-
mally with electrons fractionally occupying electronic levels according to Fermi–
Dirac distribution. Nuclei are moving in the mean field of free energy (electronic
energy C electronic entropy), and the stationary time-independent electronic struc-
ture is instantaneously equilibrating at a given electronic temperature [78–80].

The total energy in Mermin dynamics is given by

Etot D Ekin C VNN C Eel � SelTel; (7.14)

where the last two terms represent an electron free energy

Efree D Eel � SelTel: (7.15)

The electronic energy is similar to the Born–Oppenheimer MD case and is
equal to

Eel D Tr

�
HcoreP C 1

2
G.P /P

�
: (7.16)

The density matrix, P, can be obtained from the matrix of molecular orbitals
coefficients as

P D Cf CC; (7.17)

with diagonal matrix of occupations, and f is given by the Fermi–Dirac distribution

fi D 1

1C exp
�
� "i��

kTel

� ; (7.18)
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Fig. 7.1 Occupation
numbers as a function of
orbital energy from the
Fermi–Dirac distribution. The
chemical potential (Fermi
level) is equal to 0. Gray area
corresponds to the
HOMO–LUMO gap in
insulators (4 eV). Clearly, for
insulators it would require a
very high energy (equivalent
of several thousands of K) to
induce a noticeable electronic
excitation

where � is the chemical potential (or Fermi level). The important distinction
of Mermin free energy dynamics compared to the BOMD case is that at finite
electronic temperature, occupation numbers can be fractional. Thus the density
matrix is no longer idempotent and is no longer a projection operator. The electronic
entropy, Sel, depends only on the occupation numbers:

Sel D �k
MX

i

Œfi logfi C .1� fi / log.1 � fi /� : (7.19)

Clearly, at Tel D 0 K the entropy term vanishes due to the fact that occupation
numbers fi become equal to 1 when "i < �, and are equal to 0 otherwise. It can
be easily verified that the only contribution to electronic entropy comes from the
electronic levels with energy close to the Fermi level �. The effect of electronic
temperature is shown in Fig. 7.1.

From the perspective of density matrix properties, another consequence of using
fractional occupancies is that, contrary to the BOMD case, the corresponding
density matrix is not idempotent and describes mixed electronic state.

Forces in Mermin MD include the entropy contribution and are given by

@E
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where, similarly to the BOMD case, the first two terms are Hellmann–Feynman
forces, the third term is the Pulay term (contribution from derivative of electronic
wavefunction), and the last term is a derivative of electronic entropy.

In Mermin dynamics, occupation numbers depend on time, through the changes
in orbital energy in the Fermi–Dirac distribution functions. Thus the forces contain
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contributions originating from the changes of occupation numbers with respect to
position of nuclei. Pulay contribution to the forces is equal to

FPulay D �Tr
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D �Tr
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�
:

(7.21)

The term in the first square bracket is identical with BOMD. The second term
that depends on @f

@R
is new. It can be expressed in terms of an orbital energy as
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: (7.22)

We will now show that the above term cancels exactly with the derivate of entropy
@S
@R
Tel:
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After inserting the expression for the Fermi–Dirac distribution, one can obtain
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in which we used the fact that the sum of occupation numbers fi is constant and
equal to total number of electrons; thus, its derivative vanishes. Comparison of the
expression for @.�TelSel/

@R
with the Pulay forces shows that it cancels exactly with the

Pulay term
h
FC

@f

@R
CC
i
. We can now write the final expression forces in Mermin

dynamics:
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The last expression is valid for nuclei moving classically in the field of free
energy of electrons [80].

From the perspective of properties of the density matrix, using fractional
occupancies in Mermin dynamics leads to non-idempotent density, which describes
a mixed electronic state. This is in contrast with a conventional BOMD case in
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which idempotent density matrix describes a pure electronic state. The mixed state
density matrix in Mermin theory can always be represented as a combination of
different pure-state (single determinants) density matrices spanned in the same
N-electron and M-dimensional basis function Fock space in which the combination
of coefficients is given by the Fermi–Dirac distribution. That is,

Pmixed D
X

i

P i
purewi ; (7.26)

in which Pmixed and P i
pure correspond to, respectively, N-electron mixed and pure

state:

X

i

wi D 1;

Tr ŒPmixed� D Tr
h
P i

pure

i
D Nelectrons: (7.27)

The weighting factor wi is equal to fi/Nelectrons where fi D TrŒPmixedP
i
pure�.

Thus, Mermin dynamics can be interpreted as a statistical ensemble of “indepen-
dent” trajectories (each corresponding to different electronic states) with probability
of finding a system in a given state equal to fi/Nelectrons.

Mermin dynamics is a generalization of BO dynamics to finite electronic
temperature. It is a simple way to approximately include electronic excitation with a
single factor (electronic temperature) and to fix SCF convergence problems plaguing
the BOMD simulations for bulk and condensed phase systems. In fact, problems
with convergence of SCF calculations in MD for bulk phase are very closely related
to molecular systems passing via regions in which frequent crossing of near-Fermi
level electronic states occurs and nonadiabatic transitions are expected to play
an important role. In Mermin dynamics such states are averaged, which provides
approximate multireference character of electronic structure provided via Fermi–
Dirac thermal weighting parameters. Thus, Mermin dynamics can be thought of as
an ideal “black body” system instantaneously equilibrating its energy.

Perhaps the biggest drawback of Mermin dynamics is that the changes of
electronic structure (via occupation numbers changing with motion of nuclei) are
incoherent. At any given time step, there is no track of electronic structure from
the previous time step. This can lead to nonphysical (purely numerical) tunneling
of electron charge between molecular systems which are very well separated and,
in fact, noninteracting. Thus, for example, it can lead to oscillation of electron
charge between two infinitely distant water molecules as the waters vibrate. This
is the consequence of the fact that occupation numbers change with time (or
more precisely with position of nuclei). This issue is also present in BOMD and
can lead to fictitious electron “tunneling” between remote molecules. This is a
serious problem in molecular systems that undergo a significant change in molecular
topology (connectivity between atoms). It is a milder problem in systems in which
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molecular topology is relatively stable with only few bonds being broken or formed,
and can be prevented to some extent by reusing electronic structure from previous
MD steps as an initial wavefunction.

The related issue is that in BOMD and Mermin dynamics, the electronic structure
only depends on the position of nuclei but does not depend on the motion on nuclei
(i.e., on nuclear momenta). The most natural way to include coupling dependence
of the electronic structure on the motion of the nuclei is via the framework of time-
dependent Schrödinger equation.

7.2.5 Time-Dependent Electronic Structure Approaches:
Liouville–von Neumann Molecular Dynamics (LvNMD)

Introducing time-dependent Hamiltonians enables the description of (a) externally
driven systems and molecules that are subject to strong laser fields for which linear
response approximation is not valid, (b) processes with coupling and energy transfer
between nuclear and electronic degrees of freedom, and (c) decoherence of quantum
system from pure to mixed states.

Instead of solving time-independent Schrödinger equation for electrons at frozen
positions of the nuclei as in the Born–Oppenheimer problem, one can integrate
time-dependent Schrödinger equation. Here we use von Neumann representation
of Schrödinger equation:

i„dP.t/

dt
D ŒF .t/; P.t/� ; (7.28)

where F(t) and P(t) denote time-dependent Hamiltonian matrix for electrons and
the density matrix [81]. In independent particle models (HF, DFT, tight binding),
the Hamiltonian for electrons becomes a Fock matrix,

F D Hcore C 1

2
G.P /; (7.29)

where Hcore describes interaction of electrons with nuclei, while G(P) describes
electron–electron interaction. To find a time evolution of density matrix, we inte-
grate time-dependent Schrödinger equation. For that, knowledge of the following is
required:

1. We need to know the initial density (initial value problem).
2. We need to know how the electronic Hamiltonian changes with time.
3. We need to know how to integrate the time-dependent Scrhödinger equation.

The initial density can be obtained from the SCF procedure, DFT, Mermin, or
excited state density (linear response TDDFT), or as a direct product of densities
for noninteracting systems.
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7.2.6 Integration of the Time-Dependent Schrödinger
Equation (Magnus Expansion)

At any given time t, density matrix P(t) can be found from the time-evolution
operator U(t) as follows:

P.t/ D U.t/P.0/U .t/C; (7.30)

where U.t/ D exp .�/ is a unitary time-evolution operator and Hermitian conjuga-
tion is an inverse operator U .t/C D U .t/�1 D exp .��/. Operator �.t/ is given
by Magnus expansion [82, 83]:

�.t/ D �1.t/C�2.t/C � � �
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0

dt 0
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2
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0
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t 0Z

0

dt 00
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F.t 0/
i„ ;

F .t 00/
i„

�
C � � � (7.31)

Regardless of the order of truncation in the above Magnus series, the operator
�.t/ is always Hermitian and the time-evolution operator U.t/ is always unitary.
In large majority of ab initio molecular dynamics implementations of quantum
dynamics, the Magnus series is truncated after the first-order term, leading to time-
evolution operator given by:

U.t/ D exp

0

@� i„

tZ

0

F.t 0/dt 0
1

A (7.32)

In principle, however, this expression is only valid when Hamiltonian F commute
among themselves for all values of time. The effect of higher-order terms of Magnus
expansion of molecular dynamics trajectory is not well understood. A promising
recursive algorithm for implementation of Magnus series has been proposed by
Oteo [83].

The most common implementation of quantum dynamics is based on so-called
“midpoint” propagator:

U.t/ D exp

�
� i„

.F.0/C F.t//

2
�t

�
(7.33)

.�t D t � t0I here t0 D 0/, which is equivalent to the assumption that F changes
linearly with time t, and that corresponding operators F(0) and F(t) commute with
each other.
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In the current implementation of LvNMD, we truncated the Magnus expansion
after the first term [81]. It is also assumed that the MD time steps are small enough
that the matrix elements of the Fock operator change linearly between each two
consecutive time steps. This leads to the expression for the time-evolution operator
identical with the midpoint propagator.

7.2.7 Solution of LvN

Once the order of truncation of� in the Magnus expansion is decided, one can then
focus on evaluation of time evolution of the density matrix (or on the wavefunction).
It is always possible to directly find the exponential operator by diagonalizing� and
then representing the time-evolution operator exp.�/ in terms of its eigenvectors
of �. However, it is possible to avoid matrix diagonalization and directly express
the effect of the time-evolution operator acting on density matrix via a matrix
multiplication:

P.t/ D P.0/C Œ�; P.0/�C 1

2Š
Œ�; Œ�;P .0/��C 1

3Š
Œ�; Œ�; Œ�;P.0/���C � � �

(7.34)

The derivation is very simple and follows the procedure of Baker, Campbell, and
Hausdorff. The time-evolution operator is replaced with its parameterized version
U .t; 	/ D exp .	�/ such that for 	 D 0 the operator U becomes identity
.U .t; 0/ D I / while taking 	 D 1 leads to

U .t; 1/ D exp .�/ : (7.35)

Thus

P .t; 	/ D exp .	�/P.0/ exp .�	�/ ; (7.36)

such that for 	 D 0 we have P .	 D 0/ D P.0/ while P .	 D 1/ D P.t/. We want
to find P.t/ D P .	 D 1/ via a Taylor expansion of P .t; 	/ around 	 D 0. We
need to determine the derivatives dnP.	/

d	n :

P.	/.1/ D d

dx



e	�Pe�	�

�De	��Pe�	� C e	�P.��/e�	�De	� Œ�;P � e�	�;
(7.37)

P.	/.2/ D d

dx



e	� Œ�;P � e�	�

� D e	�� Œ�;P � e�	� C e	� Œ�;P � .��/e�	�

D e	� Œ�; Œ�;P �� e�	�; (7.38)
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P.	/.3/ D e	� Œ�; Œ�; Œ�;P ��� e�	�; (7.39)

P.	/.n/ D dnP.	/

d	n
D e	� Œ�; : : : Œ�; Œ�;P ���„ ƒ‚ …

n times

e�	� (7.40)

Now since we know all derivatives of P.	/, we can now write

P .	/ D P.0/C 	P .0/.1/ C 	2

2Š
P .0/.2/ C 	3

3Š
P .0/.3/ C 	4

4Š
P .0/.4/ : : : : (7.41)

Thus

P .t; 	/ D P.0/C 	Œ�;P �C 	2

2Š
Œ�; Œ�;P ��C 	3

3Š
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(7.42)

where by setting 	 D 1 we obtain the final expression. For the midpoint propagator
� D � i

„ t NF ; this leads to

P.t/ D P.0/ � i t
� NF ;P  � t2
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� NF ; � NF ;P C i
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� NF ; � NF ; � NF ;P 

C t4

4Š

� NF ; � NF ; � NF ; � NF ;P  : : : ; (7.43)

where NF is an average (midpoint) operator such that NF D 1
2
ŒF .0/C F.t/�.

It is important to summarize the properties of time-evolution operator and of
its action on P(0). First, the time-evolution operator exp .�/ remains always unitary
regardless of the order of the truncation of Magnus expansion. Unitary operators are
norm conserving, and its action on any vector can be interpreted as a rotation of the
basis set. Here the vector space is spanned by M single-electron pure-state densities
P i
1el such that TrŒP i

1el� D 1. The occupation numbers fi are linear combination
coefficients:

P.t/ D
MX

i

P.t/i1el � fi : (7.44)

The dot product in our space is then defined as ŒP kP l �. It is easy to verify that
all one-electron densities fP j

1elg form an orthonormal basis set:

TrŒP i
1elP

j
1el� D ıij:: (7.45)
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The rotation due to time evolution is nonadiabatic but it is coherent:

P.t/ D exp.�/P.0/ exp .��/ D exp.�/

 
MX

i

P.0/i1el � fi
!

exp .��/

D
MX

i

exp .�/P.0/i1el exp .��/ � fi : (7.46)

That is, it is guaranteed that single-electron densities P.t/i1el, if idempotent at
time t D 0, will remain idempotent after propagation and that their corresponding
single-electron states (i.e., molecular orbitals) remain orthogonal. Also scalar
coefficients fi will remain unchanged during dynamics if propagation is performed
correctly. In principle, any idempotent density matrix will always remain idempo-
tent during the dynamics. Any pure state shall remain pure during the dynamics.
Contrary to this, the single-electron densities P.t/i1el, although constructed at t D 0
from Born–Oppenheimer molecular orbitals (i.e., eigenvectors of F), do not need
to stay on the Born–Oppenheimer surface, but their state can be described as a
nonadiabatic superposition of BO states. The magnitude of deviation from BO
surface is given by the commutator [F,P] and is a driving force of the dynamics itself.

The coherent character of density matrix propagation is an intrinsic property
of unitarity of time-evolution operator. In order to describe decoherence of the
wavefunction (or the density matrix) from a pure to a mixed state, one needs to
include a non-Hermitian dephasing term to the Hamiltonian. As a consequence, the
operator exp .�/will no longer be unitary, and its action on P(0) no longer preserves
length. An example of such nonunitary propagation is imaginary time propagation
in which real time t is replaced with imaginary time it. Such a technique is often used
to find a ground state in methods such as diffusion Monte Carlo. In consequence of
action of a nonunitary operator exp .�Ht/ on the random combination of all states,
its contribution to the ground state is systematically amplified while coefficients
corresponding to all other states decay exponentially with time.

Finally, it should be stressed that propagation of the wavefunction or density
matrix on the time interval from 0 to t requires knowledge of the time dependence of
the Hamiltonian operator. However, this information is not available. The operator
F depends on the electronic structure through the two-electron term G(P), and
this is not known until the final electronic structure is found. We address this
issue by performing an iterative SCF-like Fock refinement step in which the
density matrix propagation for any given time step is performed repeatedly with
an updated final Fock matrix from the previous cycle. This refinement procedure is
continued until the Fock matrix is no longer changing. Then the final propagation
is performed. This refinement effectively improves the stability of integration
and allows for significantly extending the time step for integration for the time-
dependent Schrödinger equation. To the knowledge of the authors, Liouville–von
Neumann dynamics is the first implementation that employs SCF-like iterative
refinement in the dynamics [81]. Our studies show that this is a crucial step that
ensures a long-term stability of quantum dynamical propagation.
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7.2.8 Implementation (Electronic Structure)

LvNMD method is general and can be used with Hartree–Fock, density functional
theory, and tight binding methods (TB). The equation for electronic structure propa-
gation in LvNMD is complex. Thus, contrary to BOMD and Mermin dynamics, the
density matrix in LvNMD is always complex. One can expect that the Fock operator
matrix is also complex since it directly depends on the density matrix through the
electron repulsion term. However, it turns out that due to the cancellations, the Fock
operator is always real for pure DFT functionals and for tight binding methods. In
Hartree–Fock theory, the Fock operator becomes complex, but the only imaginary
contribution comes from exchange part of the electron–electron interaction. Both
the one-electron and Coulomb terms are always real.

The current implementation of LvNMD is based on a self-consistent-charge
density functional tight binding theory (SCC-DFTB) [84]. This is an approximate
DFT method in which only valence electrons are considered, while the remaining
part (interaction between core electrons and nuclei) are described through the fitted
repulsion Erep term, which depends only on internuclear separation. Similar to DFT
and Hartree–Fock methods, the interaction of valence electrons with core electrons
and nuclei is described through a one-electron core Hamiltonian term (Hcore). The
electron repulsion term is described by a two-electron Hamiltonian. All integrals
required to form the Fock matrix are parameterized from a DFT calculation and
stored in a tabulated format. Integrals involving more than two centers are neglected.

An important part of solving von Neumann equation for density matrix propa-
gation is the Fock refinement step. In order to propagate the density matrix from
time t to time t C�t, we need to know both the initial and final Fock operators.
However, the final Fock operator depends on the final density matrix, and it is
only known after the propagation of density matrix is completed. To solve this, the
Fock matrix at time t C�t is formed using some guessed density matrix P(t C�t).
Once the propagation P(t) ! P(t C�t) is performed, the better (“refined”) Fock
operator is formed, which is then used to perform a better propagation P(t) !
P(t C�t). This procedure is repeated until no further gain in improvement of the
Fock matrix F(t C�t) is observed. The refined Fock operator is then used for the
final propagation P(t) ! P(t C�t). The Fock refinement procedure is similar to the
self-consistent field method, and it greatly improves the overall long-time stability
of LvN dynamics [81]. It also allows us to use much larger steps as compared with
other explicit time-dependent quantum mechanical ab initio dynamics. The typical
time step in LvNMD is 0.1 fs, whereas in other methods explicit TD approaches,
the typical time step is two orders of magnitude smaller.

It should be noted that propagation of the electronic structure through the time-
dependent Schrödinger equation, if performed correctly, is intrinsically coherent
and nonadiabatic. This is the consequence of the fact that the time-evolution
operator is always unitary due to the Hermicity of the Hamiltonian operator. It
would require adding a non-Hermitian term to allow dephasing from a pure to a
mixed state. In case of propagation of the pure density matrix, it is very easy to
verify whether the propagated density matrix still corresponds to a pure state or
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not by monitoring idempotency of density matrix. Namely, the idempotency error,��P.t/2 � P.t/��, should be close to zero. For the propagation of mixed states (e.g.,
initial density matrix from finite electronic temperature SCF), this simple formula
cannot be used. Instead one can verify whether the dynamics remains coherent by
making sure that there is no change in electronic entropy. This can be achieved
through diagonalization of final and initial density matrices and comparison of their
eigenvalues.

The unitary time evolution cannot change the eigenvalues (occupations) of
the density matrix, but it rotates (mixes) underlying single-electron eigenstates
(molecular orbitals). The occupied molecular orbitals do not need to be the same
as the orbital obtained from the solution of Born–Oppenheimer problem. It is well
known that the commutator [F,P] vanishes for the adiabatic electronic states which
are eigenstates of the electronic Hamiltonian, and its nonzero value provides an
insight how far is the electronic structure from its BO solution. In fact, the non-
Born–Oppenheimer commutator [F,P] term appears on the right-hand side of von
Neumann equation, and it is a driving term for time dependence of electronic
structure. If the commutator on the right-hand side of von Neumann equation were
equal to zero, then there would be no dynamics and the electronic were to remain in
its initial adiabatic state.

It should be stressed that LvNMD is an orbital-free theory [81]. The total density
matrix represents the entire electronic structure, and the individual orbitals are
indistinguishable. Nevertheless, it is possible to exactly trace the time evolution of
each initial molecular orbital set at t D 0 from BO electronic structure calculations
by “tagging” them using a slightly altered occupation number (e.g., occupation
numbers for the occupied orbitals would be assigned occupations of 1.00001,
1.00002, etc., instead of 1.0). Then one can trace back the results of time evolution
by simply diagonalizing the final density matrix. The coefficients corresponding
to eigenvalues of 1.00001, 1.00002 of final density matrix P(t) then describe the
propagated initial BO orbitals. The reason for this is that a coherent dynamics such
as LvNMD (or other correct quantum dynamics) preserves the occupation numbers.

7.2.9 Initial Conditions

LvNMD is a method based on explicit integration of time-dependent Schrödinger
equation subject to the initial electronic structure (density matrix). The initial
density can be provided either from SCF calculations (ground or excited state
density) or from an excited state density obtained from response theory. It is thus
a very promising method for studies of excited states dynamics. The initial density
matrix from SCF calculations can either be obtained at 0 K electronic temperature
(Born–Oppenheimer density) or at finite electronic temperature (Mermin density).
A notable difference between Mermin dynamics and LvNMD at finite temperature
is that in Mermin dynamics the changes to electronic structure are incoherent with
underlying assumptions that the molecular system can be thermalized infinitely fast.
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For LvNMD at finite Tel, it can be interpreted as a closed system (or an ensemble
of systems) with no interaction with an external environment with temperature-
dependent probability of each system at time t D 0, which then evolves coherently
with no external interaction. Furthermore, the initial density for the collection of
noninteracting systems at time t D 0 can be prepared as a direct product of all
densities. This gives a unique ability to prepare systems in various nonequilibrium
initial states such that their chemical potentials (Fermi level) are not equal. This is
important since the majority of chemical reactions, especially redox reactions (e.g.,
batteries), are driven by the difference in chemical potential. LvNMD is therefore
very promising in real-time modeling of such processes, and it can be a useful tool
in electrochemical energy storage research. Additionally, the matrix elements of the
density matrix are very closely related to electron charge and corresponding dP/dt to
electron current. It is thus very likely that direct dynamics can be used in molecular
electronics simulations.

In the remainder of this chapter, we discuss a number of examples which
demonstrate how the DFT and dynamics methods have been used to lend new
insight into, or to guide, the design of functional nanostructured materials. These
examples are mainly focused toward exploring fundamental material properties that
are required for the efficient use of the underlying materials for energy science
applications, including energy storage and conversion.

7.3 Application Examples

In this section we provide several examples of how computational chemistry
and materials science has been used in collaboration with experiment to de-
velop a detailed understanding of the structure and properties for materials where
nanostructure is used to derive functional properties. These examples touch on the
typical use of computational methods as (1) interpretation of experimental data; (2)
prediction and design of new materials, properties, or processes; and (3) validation
of a hypothesis or theory. Figure 7.2 provides a graphical overview of some of the
examples discussed in more detail.

7.3.1 Supercapacitors and Interfaces

Electrical energy generated from renewable energy sources, such as solar and wind,
offers enormous potential for meeting future energy demands [1]. However, the use
of electricity generated from these intermittent sources requires efficient electrical
energy storage. Electrochemical energy storage devices, that is, batteries and
electrochemical capacitors or more conveniently “supercapacitors,” are the leading
electrical energy storage technologies today. Both are based on electrochemistry,
but the fundamental difference between them is that batteries store energy in
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Fig. 7.2 Graphical overview of recent computational nanoscience projects

electrochemical reactants capable of generating charge, whereas supercapacitors
store energy directly as charge [85]. Such a difference between batteries and
supercapacitors manifests in their respective energy and power densities [85, 86].
Energy density measures how much energy is stored, whereas power density
indicates how fast the energy can be released from or replenished into the system.
For automotive transport applications, for instance, an ideal system would have both
a large energy density and a large power density: The high energy density ensures
sufficient energy for automobiles to travel a long distance, while the high power
density enables the quick uptake of energy released by braking and the sudden
release of the energy needed for accelerations. Because they store and release
energy from electrochemical reactions, batteries have a large energy density but
suffer from poor power density due to slow diffusion of active species and reaction
kinetics. In contrast, supercapacitors are characterized by a high power density
due to the absence of Faradaic processes, which also lead to other features of
supercapacitors such as considerably longer lifetime and better safety compared to
batteries. Fundamental limitations due to relatively slow electrochemical reactions
in batteries make it hard to improve upon their power density characteristics. Instead
of focusing on attempting to improve power density in conventional batteries, a great
deal of research has been focused on attempting to increase the energy density of
supercapacitors.
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One of the worldwide research efforts on supercapacitors is aiming at increasing
their energy density by optimizing the pore size distribution of nanoporous carbon
materials. In their breakthrough work, Gogotsi and coworkers synthesized carbide-
derived carbon (CDC) materials with unimodal micropores (pore size smaller
than 2 nm) and found that these new materials exhibit an anomalous increase of
normalized capacitance by 100% in an organic electrolyte of tetraethylammonium
tetrafluoroborate (TEABF4) in acetonitrile (ACN) (Fig. 7.3). In comparison, normal-
ized capacitances of other mesoporous carbon materials (pore size> 2 nm) decrease
slightly with decreasing pore size. These results speak against the application of the
widely used electric double-layer capacitor (EDLC) model to nanoporous carbon
materials, since this model dictates that the normalized capacitance is independent
of pore size:

C=A D "r"0=d (7.47)

where "r is the electrolyte dielectric constant, "0 is the permittivity of vacuum, A
is the electrode specific surface area, and d is the effective thickness of the electric
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double layer. The essence of the EDLC model lies in the compact layer of counteri-
ons that balance the charge on the planar electrode surfaces. More importantly, the
new results for the microporous carbons challenge the long-held axiom that pores
smaller than the size of solvated electrolyte ions are incapable of contributing to
energy storage since solvated ions cannot enter such pores. These new experimental
discoveries pose an opportunity to further optimize the capacitance of carbon
supercapacitors. They also indicate possible new energy storage mechanisms that
are different from the traditional view of electrical double layer.

To rationalize this anomalous increase in capacitance, we departed from the
conventional EDLC model and consider the overlap of compact layers of coun-
terions when the pore sizes are reduced to less than 1 nm. Depending on the
pore shapes, which can be considered as cylindrical or slit pores, we proposed
two alternative charge storage mechanisms. For cylindrical pores that have a pore
curvature, partially desolvated counterions line up along the pore axes. Although
the molecular geometries of the counterions could be anisotropic, the pore walls
experience the average effect due to the translation or room-temperature rotation of
the counterions along or with respect to the pore axes. Conversely, the counterions
could experience the average effect as well although in reality the micropore shape
may be distorted from an ideal cylinder. As a result, we proposed an electric wire-
in-cylinder capacitor (EWCC) model:

C=A D "r"0= Œb ln.b=a0/� ; (7.48)

where b is the pore radius and a0 is the effective size of the counterions, that is, the
extent of electron density around the ions. Since slit pores without pore curvature are
also a possible pore shape, an electric sandwich capacitor (ESWC) model (Fig. 7.4,
inset) may be proposed, assuming that the two compact layers of counterions next
to the two opposing pore walls overlap into one layer of counterions sandwiched
between the two pore walls [89]:

C=A D "r"0=.b � a0/ (7.49)

The common feature of the EWCC and ESWC models is that counterions are
confined in subnanometer pores to form a single file of counterions, either as a 1D
wire or a 2D layer. Accordingly, there is no space for diffuse layers, or even for
solvent molecules, between the counterions and the pore walls. Note that solvent
molecules could still be present along the 1D wire or in the 2D layer in the case of
low charge density, unless the charge density approaches a pore saturation scenario,
when the solvent molecules are displaced by counterions. Although there is no space
for two-way traffic, the micropores can still be charged, as long as each micropore
has two entrances in order for the electrolytes already inside to exit through one
of them and for the counterions to charge the pores through the other one, given a
nonuniform electric field along each pore.

The EWCC and ESWC models were applied to fit the experimental data
taken from Ref. [90], where the total capacitances are dissected into capacitance
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contributions of cations and anions (Fig. 7.4). Analysis of the experimental data
for total capacitance of microporous CDCs shown in Fig. 7.3 gives comparable
results [88, 91]. Note that in Fig. 7.4 only the data in a narrow pore size range
can be analyzed using Eqs. 7.48 and 7.49. The data on the right of the fitting
range have higher normalized capacitances than the extrapolation from the fit curve
probably because of the solvent effect, which would increase the dielectric constant.
The data on the left have lower normalized capacitances than the extrapolation
because of pore saturation. As can be seen from Fig. 7.4, the anomalous increase in
capacitance was well reproduced by both the EWCC and ESWC models. The main
reason that these models work for micropores is that as the pore size decreases,
the distance between the counterions and the pore walls, that is, the effective
double-layer thickness d, decreases accordingly. Simply from the EDLC model
that shows the capacitance is inversely proportional to d, an enhanced capacitance
is justified. The overlapping fitting curves indicate that the differences of fitting
results between the two fitting models are small. The small differences indicate that
the confinement effect instead of the pore shape is responsible for the anomalous
increase in capacitance. CDCs may prefer a certain pore shape than another, but
the model simply cannot tell. Nevertheless, these models captured the confinement
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Table 7.1 Fitting results using EWCC model and ESWC model for the experimental data of total
capacitance and the contributions from cations and anions with 1.5 M TEABF4 in ACN

Capacitance contributiona Model R2 "r
b a0 [Å]b Ionic radii [Å]

TEAC EWCC 0.997 2.37 (0.15) 2.08 (0.07) 3.37c

ESWC 0.995 1.50 (0.07) 2.35 (0.07)
BF4

� EWCC 0.989 1.06 (0.11) 2.97 (0.06) 2.32c

ESWC 0.986 0.87 (0.08) 3.03 (0.05)
Total EWCC 0.993 1.44 (0.12) 2.67 (0.07) –

ESWC 0.991 1.09 (0.08) 2.79 (0.06)
aExperimental data from [90]
bNumbers in parentheses are standard errors of fitting parameters
cReference [92]

effect on the anomalous increase in capacitance. As can be seen in Table 7.1, the
fitting qualities in terms of R2 are excellent for all fitting cases. The dielectric
constants "r obtained are ca. 1, which implies that counterions are at least partially
desolvated so that the bare counterions can fit into the micropores. Comparing all of
the fittings, we found that the EWCC fitting for BF4

� produces a "r value that is the
closest to unity. In comparison, the TEAC fitting gives a "r value that deviates the
most from unity. This difference may have come from the rigidity of BF4

� anion
and the flexibility of TEAC. This argument is further supported by the normalized
capacitance of TEAC shown in Fig. 7.4, where the highest value achieved is only
11.5 �F/cm2, compared to 16.2 �F/cm2 for BF4

�. As the pore size decreases, the
radius of TEAC decreases as well. Consequently, the capacitance does not increase
as sharply as it should, and the a0 value is underestimated in the fit (Table 7.1).

To corroborate the parameter a0 obtained by the above fittings, we used DFT
to calculate the radial charge distribution of electrolyte ions enclosed in nanotubes,
that is, the radial electron density inside cylindrical electrodes. All DFT calculations
were performed using the NWChem suite of programs [10] to obtain fundamental
information that includes important quantum effects related to the confined ge-
ometries of micropores. Figure 7.5 shows the radial charge distributions of BF4

�
in (6,6) and (8,8) nanotubes terminated with H atoms and in vacuum, and their
corresponding integrated number of electrons, at the level of B3LYP/cc-pVDZ. a0

is taken as the radius where 90% of the electron is enclosed from the curve of
integrated number of electrons, which is 2.22, 2.31, and 2.31 Å for BF4

� enclosed in
(6,6) and (8,8) nanotubes terminated with H atoms, and for the bare ion. These radii
are in quite good agreement with the literature data and the fit results (Table 7.1).
However, for the radius of TEAC, the disparity between the literature data and the
fitting results can be as large as 1.3 Å. By DFT calculations of the radial charge
distribution of a TEAC enclosed in a (6,6) nanotube terminated with H atoms, we
found that with its C 02 axis in alignment with the pore axis, TEAC has a radius of
ca. 2.4 Å when confined inside a subnanometer pore, which is closer to the fitted
value shown in Table 7.1. The literature radius of 3.4 Å is actually about the length
of an ethyl arm on TEAC. The projection of the four terminal C atoms of ethyl
arms of TEAC onto a plane is a square. A rough estimate of the side length of
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� in a (6,6) and
(8,8) tube, respectively (Reproduced from Ref. [88]. With kind permission of © John Wiley &
Sons, Inc. 2008)

the square by trigonal geometry using the ethyl arm length of 3.4 Å (Table 7.1)
gives an a0 value of 2.4 Å if the C 02 axis is assumed to be in alignment with the
pore axis. These DFT calculations effectively confirm the fitting results obtained
from the EWCC and the ESWC models, which in turn corroborate the new energy
storage mechanism presented above.

We further calculated the solvation free energies �Gı for TEAC and BF4
� in

ACN to provide additional evidence for the desolvation of counterions in micro-
pores. Calculations of �Gı were performed using the SM8 continuum solvation
model [93] with the GAMESSPLUS module [94] interfaced with the GAMESS
package [11]. The geometries optimized at the level of B3LYP/aug-cc-pVDZ were
used in single-point SM8 solvation calculations in conjunction with class IV CM4
charges [95] at the level of B3LYP/6-31G(d). Since the experimental data of
�Gı for TEAC in ACN are not available, �Gı for three other cations (EtNH3

C,
Et2NH2

C, and Et3NHC) with structures similar to that of TEAC were calculated in
order to provide a validation of the theory used. The computed �Gı for EtNH3

C,
Et2NH2

C, and Et3NHC agree very well with the experimental data available from
the Minnesota Solvation Database [96], showing small relative errors of only 1–5%.
Under the conventional standard state of 1 atm and 298.15 K, the solvation free
energies�Gı are found to be only �51.2 and �45.1 kcal/mol for TEAC and BF4

�
in ACN, respectively [97]. These values are much smaller than those of typical
monovalent inorganic ions in aqueous solutions (e.g., the solvation free energies
of NaC, KC, F�, and Cl� ions are �98.3, �80.8, �103.8, and �75.8 kcal/mol,
respectively) [98]. Another factor that facilitates the desolvation of organic ions is
that the nonelectrostatic ion–electrode interactions (essentially the van der Waals
attractions) are strong, which explains the contact adsorption of TEAC and BF4

�
at neutral and charged electrodes [97]. Although at present �Gı for organic ions
trapped in micropores have not been studied yet, it is expected that the relatively
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small solvation energies in combination with the strong van der Waals interactions
between organic ions and electrode atoms facilitate the desolvation of counterions
when they enter micropores during charging process.

7.3.2 Investigating Properties of Nanostructured Materials

Some of the most revolutionary ideas in modern materials synthesis evolve from a
realization that by harnessing the collective phenomena present on the molecular
interaction length scale, �1 nm, materials with new and unique properties can be
produced. This paradigm of materials synthesis is a consequence of not only the
pair-wise interactions of molecules but also the many-body self-organizing behavior
that is active in the formation of most inorganic, organic, and organic–inorganic
hybrid material systems. The overarching goal is to understand the mechanism(s)
whereby these unique assemblies are formed to enable the design and synthesis of
materials with prescribed functional (physiochemical) properties.

In recent years, use of the terms nanoscience, nanoparticles, or nanostructures
has grown in both the scientific community and society at large. This is principally
because many important phenomena depend on the length scales from 0.1 to 100 nm
or spatial confinement to these dimensions. In an article entitled “Nanoscience,
Nanotechnology, and Chemistry” [99], it was noted that research and development
must be focused on the development of science and technology at the “right scale.”
Investigations that provide insight into the effects of confinement in space and time,
that span the classical and quantum regimes, and where the confining medium is
either “hard” (zeolite, aerogel, or porous membrane) or “soft” (emulsions, micelle,
or sol-gel network) will aid in making the leap from “strictly synthesis of nanostruc-
tured materials” to understanding the emergent properties of these materials [100].

When gases or liquids are adsorbed or entrained in an open framework such
as activated carbon, aerogels, xerogels, zeolites, or silica glasses with pores of
nanometer scale dimensions, unexpected phenomena emerge. For example, the
freezing point of a liquid or glass transition can be significantly depressed when
confined in nanometer-sized pores [101]. Phase transitions and the conformation
of flexible moieties also exhibit behaviors significantly different from those ex-
hibited in bulk materials [102]. Ordered mesoporous materials have attracted wide
interest in fields such as catalysis, separation processes, regulated transport, and
immobilization of biomolecules [103]. Here again, molecule–molecule (M–M) and
molecule–substrate (M–S) interactions are important parameters to consider, as well
as surface roughness, surface tension, pore diameter, wall morphology/composition,
frictional losses, and fluctuations can all introduce dramatic changes in the behavior
of the confined/adsorbed molecular species. The relative magnitude of the M–M
and M–S interactions can vary markedly as the diameter of the pore is varied, so it
should not be surprising that interesting new phenomena are observed in studies that
systematically vary the pore dimensions and architecture in addition to the chemical
composition of the base material (e.g., boron nitride, graphite, and MgO).
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Fig. 7.6 Calculated structure factor based on ab initio calculations used to understand and
visualize structure and dynamics of CH4 adsorbed on MgO(100) (Reproduced from Ref. [104].
With kind permission of © The American Chemical Society 2007)

The nature of the fundamental interactions of materials confined at interfaces
was explored using accurate first-principles electronic structure calculations in
combination with thermodynamic and neutron scattering experiments. These studies
are essential in order to develop a molecular-level understanding of the important
forces that manipulate the structure and dynamics at interfaces (solid–solid, gas–
solid, and liquid–solid), which in turn are the principle drivers of the bulk properties
for heterostructured materials. In addition, the elucidation of the nanoscale structure
of adsorbed molecules on an extended solid surface is of fundamental importance
in phenomena such as adhesion, corrosion, and heterogeneous catalysis.

The adsorption of a species on a surface, as typified by the prototypical hydro-
carbon methane adsorbed to the prototypical oxide MgO(100), was studied using
first-principles DFT methods (Fig. 7.6) [104, 105]. Of prime interest in this system,
as in all such interfaces, is the balance between surface–adsorbate and adsorbate–
adsorbate interactions. The relative simplicity and regularity of this system, as well
as the efficiency of the computational tools used, have combined to yield results that
provide significant insight into both mono- and multilayered adsorbed systems. In
this particular system, it was determined that only the structure of the first adsorbed
layer is dominated by surface–adsorbate interactions, although adsorbate–adsorbate
interactions still play a role even at the monolayer scale: The former effect selects
for a structure wherein partially positive hydrogen atoms are oriented toward lattice
oxygen sites, whereas the latter effect dictates the orientation of each methane with
respect to its neighbor. The structural motif of an added second layer is consistent
with that predicted solely based on interadsorbate repulsion, although, as this
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structure is also favored by the electrostatic character of the surface, the relative roles
of each effect cannot be fully judged. At the third layer, and presumably all higher-
order layers, the minimization of close H–H contacts is found to determine the
structure. Ab initio molecular dynamics simulations furthermore provided support
to the highly influential role of repulsive interadsorbate interactions in determining
structure.

The results shown in the Fig. 7.6 were obtained from DFT calculations for
the adsorption of methane onto a MgO(100) surface. The relative orientation of
the methane (C3v and C2v) and its adsorption site (atop oxygen, atop Mg, bridge,
etc.) were previously unknown and difficult to determine from lower-level quantum
calculations that tend to give the C3v atop oxygen orientation. Electron correlation
effects tend to give the C2v methane atop Mg orientation as the lowest energy state,
and the adsorption site is on the Mg instead of the O. (See Fig. 7.6, top 2 panels:
Left panel shows C3v on O as computed from Hartree–Fock calculations; right top
panel shows C2v atop Mg for 1st layer from DFT; MP2 also gives this orientation.)
The effects of adding a monolayer of methane followed by a bi- and trilayer were
also elucidated. The MgO electrostatic potential is what dictates the first and second
layer adsorption, as shown in the top right panel; H atoms on methane orient toward
the electronegative O and the C atoms aligns with Mg. The first layer alters the
electrostatic potential as shown going from the middle top to the right top panel.
The next layer of methane orients to align the H atoms toward the electronegative
regions. The inelastic neutron scattering (INS) was directly computed from the
quantum calculations using the normal modes. In addition the actual rotational
energy barriers for methane were explicitly computed as a function of the number
of methane layers (lower right panel). Overall, a reasonably complete understanding
of the experimentally measured INS was possible, in particular, the reduction in the
energy for the peaks as more layers of methane were adsorbed (bottom left panel
with the experimental insert showing how at one monolayer, labeled 1L, the INS
has a peak at higher energies, while as more layers of methane are added, 2L–3.5L,
two peaks appear at the lower energies. These peaks could be directly assigned to
the rotation motion of methane on MgO as determined from the calculations that
show explicitly the vibrational motion and give the relative barriers for rotation).
This work has been recently extended to the systems of n-butane, pentane, and
cyclohexane on MgO.

The rotational motion of methane was a key point of interest and clearly shown
to be hindered by the MgO surface for the first methane layer. As a second layer is
added, the barrier for methane rotation is much lower and likely may occur in two
separate ways; however, addition of a third layer of methane serves to substantially
raise the rotational barrier for one of these methane rotational pathways. Third
layer methane apparently can only rotate in one way, which was revealed via
quantum molecular dynamics simulations. The details of this pathway, particularly
the changes in rotational motion of second layer methane as it is covered, await
further calculated INS spectra for verification.
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Fig. 7.7 Periodic table highlighting the elements applicable for substitution of carbon within a
graphitic lattice

7.3.3 Tuning the Reactivity of Carbon Surfaces

From graphite to fullerenes to nanotubes, carbon displays the versatility of sp2

hybridization coupled with the appropriate valence. By doping single-wall (SWNT)
and multiwall (MWNT) carbon nanotubes, it is possible to significantly change their
physical and chemical properties, and this fact can be used for developing novel
materials [106]. The most studied doped carbon nanotubes are those containing
boron (B) and nitrogen (N) [107]. B and N are the nearest neighbors of carbon (C) in
the periodic table (see Fig. 7.7) that can provide p- and n-doping, respectively, their
valence electrons being in the second shell, like carbon. Phosphorous (P) is another
electron donor that can be incorporated into nanotubes [108], but fundamentally
different from N because its valence electrons are in the third shell. Co-doping of P
and N is also possible and was recently experimentally realized [109, 110]. Func-
tionally, the substitutionally doped nanotubes offer enhanced chemical reactivity, a
feature that is useful for molecular-level detection, polymer nanocomposites, and
oxidation–reduction reactions [111].

Figure 7.8 shows the energetic preference for B, N, Si, P, S, and Se for
substitution into different lattice sites of a representative carbon nanotube structure,
which is termed the boomerang for brevity. Notable from this figure is that N prefers
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Fig. 7.8 Left panel shows the relative formation energy for C substitution with B, N, Si, P, S, and
Se into the graphitic lattice at the sites numbered on the joined (9,0) and (5,5) carbon nanotube
structure (right panel), which is termed a boomerang in the text

to substitute in regions with positive curvature, B on negative, while Si, S, P, and
Se can promote either positive or negative curvature. Some experimental evidence
for these trends was obtained via CVD growth of carbon nanotubes where it was
explicitly observed that N tends to cause shorter and smaller-diameter “bamboo”
nanotubes and S leads to branched and cone-stacked nanotubes [107, 112, 113].

A detailed natural bond order analysis was used to help understand the hybridiza-
tion of the different atomic substitutions. The results are discussed with regard to
four representative locations: C34 (zigzag), C176 (armchair), CP2 (knee pentagon),
and C92 (heptagon). The connectivity for the bonds connecting these four atoms
with the neighboring atoms CA, CB, and CC is shown in Fig. 7.9. The valence
structures are calculated using the NBO 5.0 program for all of the boomerangs
without substitution (X D C) and with substitutions (X D B, Si, N, P, S, and Se)
at the four locations in Fig. 7.9.

The natural bond orbital (NBO) analysis uses the one-electron density matrix
to define the shape of the atomic orbitals in the molecular environment and to
derive molecular bonds from the density between the atoms. The results in terms
of hybridizations, Mayer bond orders, and natural atomic charges are tabulated in
Table 7.2 for the all-C and the Si-, S-, and Se-substituted boomerangs which are
closed-shell singlets, and in Table 7.3 for the B-, N-, and P-substituted boomerangs
which are open-shell doublets.
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a b

c d

Fig. 7.9 Local structures of the all-C boomerang at the zigzag side (a), the armchair side (b), the
knee pentagon (c), and at the heptagon (d). These four representative locations are selected for
comparison so that the mirror plane passes through these local structures in the middle. The four
atoms C34, CP2, C176, and C92 are the sites of substitutions with XDB, Si, N, P, S, and Se

As can be seen in Table 7.2, the hybridizations of ¢ orbitals for the all-C structure
are very similar to the typical hybridization for planar sp2 C, with only a small
deviation. The p orbitals not involved in the above hybridization participate in the
 -bond formation. The Mayer bond orders of double bonds between X and CC

are only slightly larger than those of single bonds, in agreement with the observed
small bond length alternations (BLAs) between single bonds and double bonds,
which implies a high degree of delocalization. The delocalization is also reflected
in the number of low-occupancy lone pairs (LP) and high-occupancy LP* orbitals.
An ideal Lewis structure of the all-C boomerang is that, on the top of the ¢-bond
connected skeleton, each C may find an immediate neighbor to form a  bond so that
every electron in the p orbital nearly perpendicular to the local surface is accounted
for. However, the search for Lewis structure did not end up with this ideally localized
structure. Instead, the NBO analysis found two LP and two LP* on the C network
(Table 7.4). Using the resonance of 1,3-butadiene, this can be understood with ease.
As can be seen from Fig. 7.10, the typical Lewis structure has alternating single bond
and double bonds. A localized structure with two radical electrons located at both
ends could also exist. There is additionally a third resonance structure, among other
possibilities, that one end has an LP while the other end has an LP*. Normally the
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Table 7.4 Number of LP
and LP* for all boomerang
structures calculated by NBO
analysis at the level of
PBE/6-31 G*

X Sitea LPb LP*b Differenceb

Cc 34 2 2 0
176 2 2 0
P2 2 2 0
92 2 2 0

Sic 34 1 1 0
176 2 2 0
P2 4 4 0
92 3 3 0

Sc 34 7 5 2
176 8 6 2
P2 3 1 2
92 3 1 2

Sec 34 6 4 2
176 6 4 2
P2 4 2 2
92 4 2 2

Bd 34 2, 0 2, 2 0, �2
176 3, 1 3, 3 0, �2
P2 2, 1 2, 3 0, �2
92 3, 1 3, 3 0, �2

Nd 34 3, 2 1, 2 2, 0
176 4, 1 2, 1 2, 0
P2 4, 2 2, 2 2, 0
92 3, 2 1, 2 2, 0

Pd 34 2, 1 0, 1 2, 0
176 3, 1 1, 1 2, 0
P2 3, 2 1, 2 2, 0
92 3, 2 1, 2 2, 0

aSite indices are shown in Fig. 7.9
bIn the case of open-shell species, there are two numbers,
one for the ’-spin orbital and the other for the “-spin orbital
cClosed-shell species
dOpen-shell species

LP is doubly occupied while the LP* empty. As a consequence of delocalization,
both the LP and LP* have one electron in each orbital. This valence picture can
be extended to 1,3,5-hexatriene and even longer polyenes. For a more complicated
system such as the all-C boomerang that has a two-dimensional surface compared
to the one-dimensional polyenes, there can be higher numbers of LP and LP*, as
shown in Table 7.4. It is worth noting that for the all-C structure, one LP is coupled
with one LP*, and therefore the number of LP is equal to that of LP* (Table 7.4).
However, this may not be the case for structures with other substitution atoms, as
shown in Table 7.4. Another reason for the presence of two LP and two LP* on the
all-C structure lies at the PBE96 functional used. It is commonly found that DFTs
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LP

LP*

LP

LP*

Fig. 7.10 Resonance
structures of 1, 3-butadiene
(qualitative discussions, not
obtained by NBO
calculations)

favors highly delocalized structures while greater mixing of Hartree–Fock exchange
favors localized structures. Therefore, we also employed B3LYP, which has 20%
Hartree–Fock exchange, for geometry optimization and NBO analysis, and found
that an ideally localized structure can be obtained, which has no LP or LP*. Simply
by comparing the bond lengths in the PBE- and B3LYP-optimized geometries (not
shown), we found that the BLA of B3LYP is larger than that of PBE. Therefore it
may be concluded that the numbers of LP and LP* are directly related to the BLA. In
the following, we will focus on the PBE96 geometries for all substituted boomerang
structures, since we are only concerned with the local valence structures at the four
sites whereas the numbers of LP and LP* do not matter to our analysis.

For Si-substituted structures, the valence of Si is expected to be similar to that of
C. However, we observe several differences. The substitution atom Si deviates from
the local surface regardless of the substitution sites. It is also found that for this
second-row atom, the hybridizations in the ¢ orbitals of Si are different from those
of C structure in that there is a small admixture of d orbital in the sp2 hybridization.
Comparing all substitution atoms, we found that this is a common feature with
second-row atoms including Si, P, and S (and with third-row atom Se), but is absent
with first-row B, C, or N. Affected by the Si substitution, the immediate C neighbors
have hybridization somewhere between sp2 and sp3. Another difference from all-
C structure is that for SiP2 and Si92, Si does not form   bond with its immediate
neighboring C atom. Its p orbital not involved in the above hybridization belongs
to a non-Lewis LP* orbital. The observation that it is a non-Lewis rather than a
Lewis LP orbital can be ascribed to the lower electronegativity of Si compared to
C, which is also reflected by the natural atomic charges of more than one for Si.
As we have addressed before, this LP* is not really an empty orbital but rather a
high-occupancy non-Lewis orbital (occupancies for SiP2 and Si92 are 0.78 and 0.67,
respectively). For Si34 and Si176, Si does form   bonds but the atomic orbitals of  
bonds are not purely p orbitals, although the p components are rather high. Another
way of presentation is to normalize the hybridization to the sum of 1. For example,
for the Si176 substitution, the NBO output of sp37.63d0.07–sp62.37 for the   bond can
be normalized as s0.03p0.97–s0.02p0.98, which in this case are p-rich orbitals with a
small admixture of s components. The only similarity of Si with the all-C structure
is that the number of LP is the same as that of LP* (Table 7.4).

With S and Se substitutions, similar to the Si-substitution cases, there are small
degrees of d components in the hybridized ¢ orbitals of S and Se. In addition,
the p components are rather high, giving rise to nontraditional hybridization type.
Affected by this, even the neighboring C atoms have unusual hybridizations, with
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p components higher than that of sp3 in most cases. The LPs on S and Se are not
of pure p character but rather appear to be sp hybridization. This can be ascribed to
the fact that s orbital is not used up in the hybridized ¢ orbitals as can be seen from
the relatively high p character in the hybridized ¢ orbitals; the residual s character is
then used in the LPs. Comparing S and Se, it is interesting to find that Se has higher
p components in the ¢ orbitals, which means lower s component, and therefore the
LPs of Se have higher s and lower p components as compared to S. The occupancy
numbers of LPs on S and Se are about 2 for all S and Se substitutions. The bond
orders between S or Se and neighboring C atoms are all weaker than the C and Si
cases, probably as a result of the absence of   bonds and larger deviation of the
substituting atoms from the local surfaces in the S and Se substitutions. The most
notable feature of S and Se substitutions is the natural atomic charge of about one.
For a previously studied S-substituted C60, that is, C59S [106], we have found that
one of the three neighboring C atoms also has an LP and the natural atomic charge
of S is also one. This valence of C59S may be depicted in a way that one of the ¢
bonds between S and a C is a dative bond, resulting in the atomic charge of one for
S. In the boomerang structures, the LP on one of the three neighboring C atoms of S
and Se is delocalized elsewhere. However, as can be seen in Table 7.4, the number
of LP is higher than that of LP* by two, which is the same as that found in C59S.

Unrestricted calculations for open-shell species produce two sets of NBO results,
one for the ˛-spin orbitals and the other for the “-spin orbitals (Table 7.3). The
valence of B substitution is straightforward to understand. Each B undergoes sp2

hybridization to form ¢ bonds. The p orbital not present in the above hybridization
is left out as an empty orbital (’ and “ LP*). The only unusual result is that the
hybridizations of B’s immediate carbon neighbors are slightly deviated from sp2.
Due to its lower electronegativity, B has positive natural charges regardless of
substitution sites. Finally, for “-spin, in addition to B, one of its C neighbors also
has an LP* orbital. Therefore, the number of LP* is higher than that of LP by two
(Table 7.4).

The valence structures of N and P substitutions are similar to one another in the
following terms. In both N and P substitutions, the hybridizations of CA, CB, and
CC are closer to sp3 than to sp2 category, which is also the case for Si substitution.
In addition, as a result of the additional valence electron of N and P, as compared
to C, there is no   bond between N or P with their immediate C neighbors. This is
also the reason that the number of LP for ’-spin orbitals is higher than that of LP*

by two, as can be seen in Table 7.4. The differences between N and P substitutions
are summarized as follows: (a) Although the hybridization of N still belongs to
sp2 category, the p component of each P hybridization is greatly enhanced, giving
rise to a nontraditional hybridization type with relatively low s components; (b) for
second-row P atom, there are a small admixture of d orbital, which is a common
feature found for second- and third-row atoms including Si, P, S, and Se; (c) the LPs
on N are purely p orbitals in N34 substitution and are p-rich orbitals with a small
admixture of s characters in other substitution cases [e.g., the NBO output of sp19.39

(’) and sp18.40 (“) for NP2 can be normalized to p-rich s0.05p0.95 (’) and s0.05p0.95

(“)] while the LPs on P are primarily sp category; and (d) finally, the difference in
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natural atomic charges may be ascribed to the difference in electronegativity. On
the basis of the present calculations, it can be seen that the valence structures of N
and P in the boomerangs are similar to those in previously studied C59N and C59P
[106].

7.3.4 Heterojunctions

Heterojunctions between different materials are of increasing interest in nanotech-
nology. For creating devices on the nanoscale, different structures have to be joined
such as to obtain junctions with predefined properties. Junctions between carbon
nanotubes (CNTs) and metal or semiconducting nanowires are not only desirable
to exploit the electronic and mechanical properties of CNTs. In electronic devices,
conductive contacts between the graphitic network of CNTs and metallic electrodes
need to be established in order to link the nanotubes with each other and their
periphery. To date, most results indicate that the behavior of such a device is
dominated by the electronic processes taking place at the nanotube–metal contact.
For instance, the resistance of the ohmic contact or Schottky barrier effects are
influenced by the type of interface between metal and the graphitic structure. In
some previous studies, multiwall carbon nanotube (MWNTs) interconnections with
metal electrodes only occurred with the outermost wall of MWNTs. A robust
mechanical connection in such a junction cannot be expected, nor can the inner
walls of MWNTs participate considerably in charge transport. Therefore, detailed
knowledge regarding the nature and strength of bonding as well as the morphology
and electrical properties of contacts is important because it is vital to connect all
concentric cylinders of a MWNT, across the entire cross section of the nanotube,
to a metal particle. Hence, a covalent nanotube–metal junction would allow one to
attach nanotubes firmly to metal pieces which is useful for achieving well-defined
electrical contacts and also for attaching nanotubes firmly to metal supports for the
realization of ultrastrong nanotube ropes in mechanical systems.

Recent studies have reported examples involving graphitic material interfaced
with metal particles for Co crystals and nanotubes, Fe particles with amorphous
carbon pillars, and W or Pt particles and MWNTs. An interface between carbon
nanotubes and metal particles was also observed during the growth of nanotubes
from catalytically active metals. However, the structure of the interface and the
nature of bonding between metal and carbon remained unclear. This is not only
important for predicting and understanding the electrical or mechanical properties
of the junctions but also for exploring the growth of nanotubes from catalytically
active metal particles where the nucleation and growth of the tube occurs through
such an interface.

We recently reported the controlled formation and characterization of heterojunc-
tions between carbon nanotubes and different metal nanocrystals (Fe, Co, Ni, and
FeCo) [114]. The heterojunctions are formed from metal-filled multiwall carbon
nanotubes (MWNTs) via intense electron beam irradiation at temperatures in the
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Fig. 7.11 HRTEM image of a heterojunction formed between multiwalled carbon nanotubes and
cobalt metal following e-beam irradiation and thermal annealing. The overlay of the computed
interface structure and charge density contours highlights that the interface is formed via covalent
bonding (Reproduced from Ref. [114]. With kind permission of © PNAS 2009)

range of 450–700ıC and observed in situ in a transmission electron microscope.
Under irradiation, the segregation of metal and carbon atoms occurs, leading to the
formation of heterojunctions between metal and graphite (see Fig. 7.11). Metallic
conductivity of the metal–nanotube junctions was found using in situ transport
measurements in an electron microscope. Density functional calculations show that
these structures are mechanically strong (Table 7.5), the bonding at the interface is
covalent (wavefunction showing localized electron density at the interface between
the metal and carbon as seen in the figure), and the electronic states at and around the
Fermi level are delocalized across the entire system. These properties are essential
for the application of such heterojunctions as contacts in electronic devices and vital
for the fabrication of robust nanotube–metal composite materials.

Table 7.5 lists the computed binding energies for a single benzyl radical on
various transition metal surfaces and that for a (9,0) SWCNT–Co(111) interface.
Note that it appears there is in general a chemical bond formed even for a single
benzene radical, with binding energies larger for the metals with less filled d orbitals
(left side of the periodic table; also these are more stable in a flat orientation,
which are not shown in the table). For the Co-(9,0)–SWNT, the total binding
energy is quite large, 68.46 eV, and if we assume that there are 9 bonds formed
(# dangling bonds), the bond energies are 7.6 eV. From the interatomic distances, it
actually appears that there are reasonably strong multicenter Co–C interactions (as
many as 3 per/carbon), which is likely why the binding energy is so large. Taken
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Table 7.5 Computed
adsorption energy (eV) for a
phenyl group on different
transition metal surfaces and
sites

Upright

Surfacea Lattice type Ead
b Site

Ti(0001) hcp 2.81 Bridge
V(111) bcc 2.60 Atop
Fe(110) bcc 1.78 Bridge
Cu(111) fcc 1.21 Bridge
Au(111) fcc 1.04 Atop
Pd(111) fcc 1.62 Atop
Si(111):Hc Diamond 3.04 Atop
Co(111) hcp 2.02 Atop
Ni(111) ccp 2.10 Atop
Co(111)–CNTd hcp 68.46 Mostly atop
aC6H5 coverage is at 0.111 molecule per surface atom for all
surfaces here
bEadDE(surface)CE(C6H5)�E(C6H5/surface), eV
cHydrogenated Si(111) surface
dInterface between a 3-layer cluster of Co(111) and a single-
walled (9,0) carbon nanotube (binding energy is given as the
total)

together with the experimental data, the results computed demonstrate that robust
interconnections can be efficiently formed between multiwall carbon nanotubes and
demonstrate a heterojunction consisting of covalent bonding across the interface.
This breakthrough provides a key step toward enabling carbon nanotube-based
electronic devices as it allows a way to make the required connections to metallic
contacts.

Graphene: The ability of carbon atoms to adopt sp2 hybridization dictates many
structural and physical properties of carbon materials, for example, the stability
of a graphene sheet. Recent advances in graphene-based materials exemplify the
many possibilities brought about by the simple hexagonal structure of a graphene
sheet. Carbon-based materials have found an enormously wide range of practical
applications. In particular, they have played a crucial role in fuel cells, molecular
electronics, separations, and catalytic systems. One important means to further
expand their potential is to functionalize their surfaces.

We have studied the interaction between a phenyl group (C6H5) and a graphene
sheet using first-principles gradient-corrected DFT [115]. The results demonstrated
that isolated C6H5 groups are weakly bonded to the basal plane, comparable to
physisorption, whereas a pair of C6H5 molecules, located at the para positions
of the same graphene ring, is significantly more stable. We also demonstrated the
high reactivity of edge sites for aryl attachments: A 1,2-addition pair is predicted to
be most stable for the armchair edge, whereas the zigzag edge, which possesses a
unique localized state near the Fermi level, shows a higher affinity for an isolated
phenyl group. Our calculations provide support for the experimental observation
that edge sites of graphite are more reactive than the basal plane during the aryl
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diazonium-grafting process. Such enhanced chemical reactivity can be useful for
carbon-based catalysis processes or for the formation of robust heterostructures for
composite materials.

The importance of an edge to a graphene sheet parallels that of a surface to a
crystal. Cutting through an infinite graphene sheet, one first breaks C–C ¢ bonds
and then obtains two semi-infinite graphene sheets, each with a one-dimensional
edge. The dangling ¢ bonds at the edges can be saturated with hydrogen (so-called
hydrogenated or hydrogen-terminated edges), and all the carbon atoms remain sp2

hybridized. Depending on the cutting direction, two unique types of edges can
be obtained: zigzag and armchair. The cutting also introduces a boundary at the
edge to the previously fully delocalized  -electron system. The zigzag edge of
a graphene nanoribbon possesses a unique electronic state that is near the Fermi
level and localized at the edge carbon atoms. We have investigated the chemical
reactivity of these zigzag edge sites by examining their reaction energetics with
common radicals from first principles. The results show that the ground state of the
zigzag-edged ribbons is antiferromagnetic (AFM) while the ferromagnetic state is
only slightly higher in energy [116]. In the AFM phase, the carbon atoms at the
edges are found to have a magnetic moment of �0.14 �B, and the local density of
states at these carbon atoms shows a strong peak just below the Fermi level for the
majority spin and another just above the Fermi level for the minority spin. These
features result from the localized electronic state at the zigzag edges and led us to
propose a “partial radical” concept to characterize the chemical reactivity of those
zigzag edge carbons [117]. By computing the bond dissociation energy (BDE) of
the bonds formed between the edge carbon and common radicals, we found that the
edge C–X BDE (X D H, OH, CH3, F, Cl, Br, and I) is 40–80% of the experimental
(sp3)–X BDE, and thus demonstrated the validity of this partial radical concept. By
comparing the zigzag edge’s C–H BDE with those of a graphene sheet, nanotubes,
and the armchair edge, we showed that the zigzag edge is indeed unique in that it
has the highest BDE, at least 1.2 eV stronger than the others, due to the presence of
the edge state near the Fermi level.

Although graphene has novel and outstanding electronic properties, which could
significantly advance nanoelectronics in the near future, variations in thickness
(stacked sheets) and edge shape or the presence of defects could significantly modify
the electronic properties of graphene [16]. It is therefore imperative to control both
the number of stacked layers (thickness) and in particular the edge geometry, in
order to optimize the electronic properties and in turn facilitate applied nanodevice
design. Graphene can be synthesized by a variety of methods and subsequently
modified by lithographic techniques in order to fabricate electronic devices at the
nanoscale. .

Various techniques have been used to engineer and control the atomic structure
of carbon nanostructures, such as electron and ion beam irradiation, as well as Joule
heating. It has been shown that electron irradiation can be effective in removing
graphene monolayers from a multilayer material. Subnanometer-scale defects, such
as pentagons and heptagons within the honeycomb lattice, have been shown to
be crucial for creating functional 1D, 2D, and 3D nano- and micromaterials via



7 Advancing Understanding and Design of Functional Materials. . . 253

Fig. 7.12 Graphene ribbon structures formed under different experimental conditions: left panels,
top showing loops formed following either thermal annealing or Joule heating, bottom showing
edge reconstruction during Joule heating without loop formation heating. Top right panel shows
a summary of quantum MD simulations where loop formation predominates unless the initial
graphene layers have vacancies, interstitials, and Frenkel pairs presence (bottom right)

cross-linking carbon nanotubes and multilayer graphene and by graphene edge
reconstruction. Important structural changes can also be induced by the controlled
knock-on of individual carbon atoms, as illustrated recently with aberration-
corrected scanning transmission electron microscopy (AC-STEM) experiments.
A number of studies have shown that the combined effect of electron irradiation
and high temperature could lead to structural modifications and functionalization
of sp2 hybridized carbon nanostructures. For instance, electron irradiation in the
transmission electron microscope (TEM) at high temperature yields coalesced
carbon nanotubes of large diameters, molecular junctions, and corrugated tubular
structures from carbon nanopeapods. In striking contrast with these experiments,
where the irradiation is applied locally and the temperature is controlled by heating
the entire sample holder, sharp nanoribbon edges are formed when heat is provided
by a controlled, directional high electrical current density after sample exposure to
electron irradiation (see Fig. 7.12, bottom left). While the need for local heating has
been rationalized using electronic transport theory, the role of electron irradiation
has been largely ignored in existing models. Finally we note that experimental
studies have reported that loops only form along zigzag edges and not along
armchair edges, as observed in highly oriented pyrolytic graphite (HOPG) samples.
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Treatment by Joule heating alone, that is, without prior irradiation, enables
the reconstruction of individual edges in graphene by creating bilayer and even
trilayer looped edges (Fig. 7.12, top and middle left), a situation that is also
encountered with high-temperature thermal treatments, in contrast with the results
discussed in Ref. [16]. These results may seem contradictory since no explanation
had been provided to account for loop versus nonloop formation along the edges of
graphene structures. In this respect, it is important to recognize that there are critical
differences in the two studies, even though the samples were synthesized with
identical procedures. Notably, the samples from Ref. [16] were first irradiated for
20 min using an electron beam with a current density of 100 A/cm2 and accelerated
at 200 keV.

We recently highlighted the critical role of electron irradiation in preventing
the formation of bilayer loop edges in graphene materials (Fig. 7.12, right) [118].
The understanding was achieved by using extensive ab initio quantum molecular
dynamics simulations and quantum transport calculations enabled through large-
scale computing and demonstrates that vacancies and interstitials are key for
keeping graphene layers parallel and preventing bilayer edge coalescence (looping).
The role of vacancies is to increase the surface reactivity and interlayer interactions
far from the edges. Interstitials, on the other hand, provide effective feedstock for
interlayer link creation that keeps bilayers parallel and prevents looping. Notably,
it is the combination of vacancies and interstitials that keeps the edges open and
avoids loop formation. Quantum transport calculations confirm that cross-linking of
bilayers increases the backscattering and creates significant transport between the
layers. These cross-linking sites are key for the Joule heating defect cleansing and
are susceptible to being healed during the process.

Overall, this work provided a rationale/mechanism explaining why loops do
form if Joule heating is used alone and why adjacent nanoribbon layers do not
coalesce when Joule heating is applied after high-energy electrons first irradiate the
sample. Our work, based on large-scale quantum molecular dynamics and electronic
transport calculations, shows that vacancies on adjacent graphene sheets, created by
electron irradiation, inhibit the formation of edge loops (see Fig. 7.12).

7.3.5 Self-assembly and Optoelectronics

Recently, considerable effort has been devoted to studying nanoscale structure–
property relations of  -conjugated organic polymers, as they may serve as active
components in future large-area as well as nanoelectronic devices. Conventional
organic synthesis can create conjugated polymers of practically any length and
structure [119, 120], yet their controlled positioning on a surface presents an
ongoing challenge. Individual polymers can be positioned using a scanning probe
tip, but a device cannot be assembled in this manner within a practical timescale.
Alternatively, surface-confined conjugated polymers can be grown directly on crys-
talline substrates. Although electrochemical polymerization on conducting surfaces
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has long been used to prepare films of conjugated polymers such as polythiophene
[121, 122], only recently the techniques for preparation and characterization of
aligned arrays of the polymers have been developed. Promising results were
obtained using UV irradiation [123] or scanning probe microscopy (SPM) tip
pulsing [124] to form polydiacetylenes and, recently, surface-catalyzed coupling
to form polyphenylene [15]. However, these polymers have not been demonstrated
to be useful in a device context; most notably, they are not good conductors [125,
126]. More electronically relevant ordered polythiophene wires have been prepared
by pulsed electrooxidative polymerization of substituted thiophenes [127, 128]. The
symmetry of the employed Au(111)/I2 substrate confines the polymer growth along
one of the three crystallographic axes, although the linear structure of the polymer
is perturbed by the kinks induced by occasional syn conformation of thiophene–
thiophene links.

Poly(3,4-ethylenedioxythiophene) (PEDOT) is the most industrially important
conducting polymer [121, 129, 130] due to its combined characteristics of high
electrical conductivity, high transparency, and exceptional stability in its doped
(conducting) state. It is widely used in the fabrication of electroactive devices
[131], in particular for organic light-emitting diodes and photovoltaic cells, but also
sensors, electrochromics [132], and as an oxygen reduction catalyst [133]. There
has been a significant interest in using PEDOT in nanoelectronic devices, although
the existing methods for preparing nanostructured PEDOT materials are limited to
relatively large structures lacking molecular order.

Using in situ STM imaging combined with first-principles DFT calculations,
we demonstrate the surface-confined growth of ordered arrays of poly(3,4-
ethylenedioxythiophene) (PEDOT) chains [15]. This is achieved by using the 110
facet of copper simultaneously as a template and catalyst for polymerization. The
method is demonstrated to provide a facile method to assemble aromatic building
blocks into ordered structures and is extendable to other halogen-terminated
molecules to produce the unique epitaxially aligned conjugated polymers. These
types of systems could be of central importance to develop future electronic and
optoelectronic devices with high-quality active materials. The very high resolution
of in situ STM imaging combined with first-principles DFT calculations allowed
the explicit polymerization process to be visually followed, from the formation of a
reactive intermediate, to the formation of monomers, dimers, trimers, tetramers, and
longer oligomers, one monomer unit at a time (see figure). The strong molecule–
surface interactions dictate that all monomer units orient in an upright position
with the sulfur atom pointing toward the substrate (see Fig. 7.13), leading to an
unexpected and previously unobserved all-cis conformation of the PEDOT chain.
The polymerization process is controlled by the classical Ullmann dissociative
coupling mechanism, where the substrate itself acts as a catalyst, thus suggesting
a general approach for this type of reaction. This demonstrated capability should
be particularly useful in the controlled growth of novel 2D conjugated organic
structures, which are currently the focus of widespread research in optoelectronics
and light harvesting.
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Fig. 7.13 STM image of a Cu(110) facet following epitacial self-assembly of DIEDOT monomers
(top). Ab initio computed geometries and adsorption sites are shown in the bottom panel

7.3.6 Supramolecular Organic Wires and Modified
DNA-Based Structures

“Unconventional” donor–acceptor molecules, 1-aza-adamantanetriones (AATs)
1, have emerged as vehicles to probe through-bond interactions “beyond-the-
molecule” and constitute a new class of organogelators [134–137]. Theoretical
studies have explored the mechanism of AAT self-assembly and the electronic
structure that arises should the molecules (e.g., 1a and 1b) organize into periodic
1D structures that feature close core-to-core interactions. With a goal to create
well-ordered assemblies of the AATs and probe their supramolecular electronic
properties, one approach is to enhance the interactions between the peripheral
substituents (R groups in 1). Some of the diverse possibilities are shown in 1, each
of which imparts different properties to the solid-state self-assembled structures.
In order to explore this large diversity, computational methods have proven
invaluable.
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Overall this work has, through a joint theoretical and experimental effort, (a)
developed efficient synthetic strategies to novel donor-¢-acceptor molecules (and
their precursors) that form robust, networked assemblies in solution (organogels;
see Fig. 7.14, bottom right panel), (b) shown that molecular-level structural pertur-
bations that arise from or otherwise influence through-bond (hyperconjugative-type)
donor–acceptor interactions have consequences on solid-state and supramolecular
assembly structure, and (c) revealed that intermolecular orbital delocalization
(Fig. 7.14, top left panel) is conceivable for self-assembled donor-¢-acceptor
molecules where the accompanying electronic structure shows promise for semi-
conductive organic materials applications (Fig. 7.14, top right panel) [134, 135].
The results have clearly demonstrated that the one-dimensional arrangements of
these molecules (Fig. 7.14, top right panel) have novel electronic properties that
are tunable by either direct chemical substitution or by electron doping, thereby
enabling this class of supramolecular materials to offer attractive opportunities for
semiconductor devices [134].

In biological systems, self-assembly, organization, and molecular recognition
are prominent, ranging from protein folding to antigen–antibody interactions.
Nanobiotechnology holds the promise of heralding unprecedented advances in
medicine and for understanding fundamental aspects of biology. We have recently
explored aspects of these processes by focusing on the structural, optical, electronic,
and conductivity properties of unnatural bases, base pairs, and the DNAs they make
up, that is, size-expanded and metalated DNAs.

Size-expanded DNAs are composed of DNA base analogues that can be de-
scribed as a fusion between benzene or naphthalene and a DNA natural base
(see Fig. 7.15). There are three types of size-expanded DNAs. xDNA [138–144]
and yDNA [145–147] are made of benzo-homologated bases (referred to here as
x- and y-bases, respectively). yyDNA [148] is made up of naphtho-homologated
bases (yy-bases). Our interest in size-expanded duplexes was motivated by two
facts. On one hand, these duplexes preserve the recognition properties, a necessary
requisite for creating DNA-like nanostructures. On the other hand, size-expanded
DNAs have higher melting points than natural DNAs, which is a consequence
of the former having stronger  –  stacking interactions than the latter. Having
higher melting points implies higher stability, and having stronger  –  stacking
interactions implies having a more efficient band conduction mechanism. Thus, we
decided to investigate the unnatural duplexes using first-principles techniques. Due
to the complexity of the problem, we decided to start by simpler systems, that is, the
size-expanded bases, and investigate their structure and electronic properties.



258 J. Huang et al.

4.2
−428

a b
a b

−427

−426

−425

−424

−423

−422

α α�

4.6 5.0 5.4 5.8
Distance (A)

T
o

ta
l E

n
er

g
y 

(e
v)

E
n

er
g

y 
(e

v)

k-vector
6.2 6.6

ΔE=1.283ev

7.0 0

−5

−4

−3

−2

−1

0.1 0.2 0.3 0.4 0.5

Fig. 7.14 Results summarizing a joint experimental and computational study of the self-assembly
of a new class of donor–acceptor organic nanowires. The emergent electronic structure for these
materials demonstrates tunable semiconducting properties (Reproduced from Ref. [134]. With kind
permission of © The American Chemical Society 2007)

Fig. 7.15 Expansion of the adenine base. (a) Adenine, (b) xA, (c) yA, and (d) yyA
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Table 7.6 HOMO and
LUMO orbital energies and
HOMO–LUMO gap (in eV)
for the x-, y-, and yy-bases
calculated at the
LDA/6-31G** level

Base HOMO LUMO Gap

Adenine
A 0.56 4.44 3.88
xA 0.72 3.62 2.90
yA 1.21 4.09 2.89
yyA 1.35 3.52 2.17

Thymine
T 0.10 3.97 3.87
xT 0.22 3.62 3.40
yT 0.00 3.55 3.55
yyT 0.37 3.15 2.78

Guanine
G 0.81 4.81 4.00
xG 0.89 4.05 3.16
yG 1.46 3.95 2.50
yyG 1.62 3.38 1.76
yyG-AO3 1.04 3.55 2.51

Cytosine
C 0.50 4.14 3.63
xC 0.58 3.62 3.04
yC 0.90 4.10 3.19
yyC 0.81 3.48 2.67
yyC-AO3 0.88 3.53 2.65

The energies are given relative to the HOMO of
yT (�5.92 eV). For comparison purposes, we also
show the HOMO and LUMO orbital energies and
HOMO–LUMO gap for the natural bases

Table 7.6 shows the HOMO–LUMO gaps, as obtained with ab initio techniques,
of the x-, y-, and yy-bases and that of their natural counterparts [149–153].
Figure 7.16 summarizes this data. Clearly, expanding the natural DNA bases, by
fusing them to a benzene or naphthalene motif, reduces their HOMO–LUMO gap.
The same is true for the whole duplex: Fig. 7.17 shows that xDNA has a smaller
HOMO–LUMO gap than a natural DNA with the same sequence [155]. Whether
or not size-expanded DNAs could be an alternative to DNA for molecular-wire
applications remains to be seen. We hope that our studies will motivate experimental
studies aimed at measuring the conductivity of these duplexes.

Metalated DNAs, and in particular M-DNA, are one of the other unnatural
duplexes that we have considered. M-DNA was discovered by Lee et al. in 1993
[156], and in 1999 Aich et al. proposed that the structure of M-DNA is very similar
to that of DNA, except for a chain of metal atoms that runs in the center M-DNA’s
helix [157]. The metals’ atoms replaced the imino proton of G and A (the imino
proton is released by raising the pH), and thus the metal atoms are intercalated
in between the G-C and A-T base pairs, as in G-M-C and A-M-T, (M D Zn, Ni,
Cu). In 2001, Rakitin et al. [158] showed, experimentally, that Zn–DNA conducts
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Fig. 7.16 HOMO–LUMO gap versus number of extra benzene rings for A, C, G, T, and their
benzo- and naphtho-homologated analogues (Reproduced from Ref. [154]. With kind permission
of © The American Chemical Society 2008)

better than a DNA duplex with the same sequence. If the experimental results were
to be confirmed, M-DNA would certainly be very attractive for nanotechnological
applications. For example, one can envision building any type of 2D structure
made of DNA, raise the pH while adding metals, and convert this DNA-based
nanostructure into a metallic one based on M-DNA. The problem is that to confirm
the experimental results, one must first understand the structure of M-DNA, and
this has not been done so far. Thus our first objective was to probe Lee’s structural
model for M-DNA. For simplicity, we decided to focus on the G-Zn-C base pair.
In Ref. [159] we investigated eight models for this base pair, including the one
proposed by Lee et al. We found that neither of the models remained planar: They
all prefer to buckle, indicating that having metals in the duplex might render the
helix unstable. Not only this, we also found that neither of the models has electronic
properties suggestive of better conduction. In particular, Rakitin et al. argued that
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Fig. 7.17 Energy level diagram of (a) B-DNA and (b) xDNA. The energies are given relative to
the LUMO. The HL and  – * gaps are denoted by arrows (Reproduced from Ref. [155]. With
kind permission of © The American Chemical Society 2007)

the better conductivity of M-DNA is due to the alignment of the Zn-d states with
the Fermi level of the Au electrodes in between which M-DNA was sandwiched. We
found that the Zn-d level states are deep into the valence band, making it difficult to
argue that such states could ever be aligned with the Fermi level of the surrounding
Au electrodes. It seems to us that the conductivity of M-DNA could be due to other
factors. For example, it could very well be that the Zn metal atoms are attached to the
phosphate backbone, and that this increases the conductivity. Any other structural
model for M-DNA that places the metal inside of the helix seems to us less plausible.

Finally, we have considered the possibility of modifying DNAs by suitable
chemical modifications that might enhance its conductivity properties. In particular,
recently Salon et al. demonstrated that it is possible to make a DNA duplex with a
thymine base that has one of the O atoms replaced by Se [160]. We used theoretical
techniques to investigate the electronic properties of this Se–DNA duplex, and
we found that this duplex could certainly be a good candidate for molecular-wire
applications [154].

7.3.7 Thermal Decomposition of Lignin Model Compounds
(Models for Biomass)

One possible route to a sustainable future is the use of biomass as an alternative en-
ergy and chemical supply. There are many advantages biomass has to offer over fos-
sil fuels: Biomass is renewable, carbon dioxide release in the atmosphere is reduced
by carbon dioxide consumption during plant growth, other harmful gas emission is
low, and there is a wide range of raw material available. Essential for a successful
integration of biomass in our economy is the creation of an infrastructure, including
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Fig. 7.18 PPE (R1,R2,
R3,R4,X,YDH) and PPE
derivatives with naturally
occurring substituents

production, storage, waste management, and transportation. This requires the under-
standing of underlying reaction mechanisms, development of catalysts, and innova-
tive engineering. An underused but major component of biomass is lignin, which
is an amorphous, polyphenolic, three-dimensional network. Pyrolysis is one of the
most important processing techniques of lignin, but is also highly complex due to the
intricate structure of lignin and the dependence on origin and isolation technique. A
common approach is to use model compounds, representing the various linkages in
lignin, to obtain mechanistic insight into the thermal conversion process.

The “-O-4 linkage is by far the most common linkage in lignin, and its simplest
model is phenethyl phenyl ether (PhCH2CH2OPh, PPE), shown in Fig. 7.18. Several
mechanisms for the thermolysis of PPE were discussed in the literature [161–
164]. At moderate temperatures (330–425ıC), Britt et al. [165] determined that the
thermal decomposition of PPE in the gas phase, in the neat liquid, and in solution
proceeds through a radical chain mechanism. Two competitive pathways, defined
as the ’/“-selectivity, contribute to primary product formation through hydrogen
abstraction on the ’- and “-carbon, respectively; see Fig. 7.18. In a subsequent work,
Britt et al. [166] studied the influence of substituents on the pyrolysis mechanism
and found that the radical mechanism still holds with modified rates of reaction and
’/“-selectivities. Substituents can perturb all key steps in the mechanism and are
difficult to analyze experimentally.

In our computational studies, we probe individual steps of the radical chain
mechanism, explain the origin of substituent effects, and provide kinetic data
for major reaction steps. Depending on the substituent distribution, a simplified
kinetic model is applicable to predict the ’/“-selectivity. In other cases, kinetic data
of all participating reactions is necessary to obtain product distributions through
numerical integration of the corresponding rate equations.

Transition state theory (TST) in combination with cost-effective DFT provides a
framework for the calculation of rate constants for medium-size systems. However,
the computation of rate constants is a challenging task: Small inaccuracies in the
activation energy result in large errors in absolute rate constants, the harmonic
approximation for low-frequency vibrational modes can lead to significant discrep-
ancies in entropic contributions, and errors intrinsic to TST include the neglect of
barrier recrossing and tunneling (the latter is often accommodated with a correction
factor). Fortunately, when a series of reactions is modeled, the product distribution
depends on relative rates where we can profit from the cancellation of systematic
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errors. Whereas errors in the calculation of energies are expected to be systematic,
errors in the computation of the entropic contribution due to anharmonicities in
low-frequency modes are not. We implemented anharmonic corrections for low
vibrations (typically up to 110 cm�1) within the independent mode approximation.
Anharmonic potentials are obtained by displacement along the normal mode vector,
and the vibrational partition function is calculated using the semiclassical Wigner–
Kirkwood expansion. We found that the semiclassical partition function is an
excellent approximation to the one-dimensional quantum partition function when
we examined in detail various one-dimensional partition functions of a relevant
transition state in the pyrolysis of PPE in the experimental temperature range [167].

We use the NWChem program package [10] for electronic structure calculations
and our own Python code interfaced to NWChem for the computation of the TST
rate constants including a Wigner tunneling and anharmonic corrections. In earlier
works [168, 169], we utilized the B3LYP functional [170, 171], and in more recent
studies [172–174], we use the M06-2X functional [47], which is more suitable to
describe medium-range correlation. A mixed basis set is employed for optimizations
and frequency analysis, where a 6-31G* basis is centered on each atom except
where the unpaired electron is located, for which diffuse functions are added.
A 6-311CCG** basis set is used for energy calculations.

The initial step of the pyrolysis of PPE is the homolytic cleavage of the weakest
bond in the system [165], the carbon–oxygen bond (PhCH2CH2–OPh) and to a
smaller extent the carbon–carbon bond (PhCH2–CH2OPh). The homolysis rate
and the carbon–oxygen/carbon–carbon selectivity depend primarily on the corre-
sponding bond dissociation enthalpies because the reverse reactions are expected to
have low reaction barriers. Both quantities can be strongly influenced by naturally
occurring substituents. We calculated bond dissociation enthalpies (BDEs) for an
array of PPE derivatives with substituent combinations derived from Fig. 7.18
[172, 175]. We found that the carbon–oxygen BDE for PPE is 7.6 kcal/mol
lower than the carbon–carbon BDE at 618 K, which translates to an approximate
C–O/C–C homolysis ratio of about 500:1. If a hydroxy substituent is located at
the ˛-carbon position, the homolysis ratio is reduced to about 10:1. In contrast, if
a methoxy substituent is located at the phenyl ring adjacent to the ether oxygen,
the contribution of the carbon–carbon dissociation becomes vanishingly small. The
carbon–oxygen BDEs are little altered by substituents on the phenethyl ring and by
aliphatic substituents (0.1–1.7 kcal/mol). However, if substituents are located at the
phenyl ring adjacent to the ether oxygen, the carbon–oxygen BDEs are significantly
reduced (up to 8.6 kcal/mol for di-o-OCH3 substituents) and the C–O homolysis
rates increase by orders of magnitude depending on the temperature. The carbon–
carbon BDEs are generally less sensitive to substituent effects (up to 2.4 kcal/mol
increase or decrease compared to PPE). Often, substituent effects in BDEs are
thought of as being additive. However, we found that if a hydroxy substituent is
located at the ˛-carbon and a methoxy substituent at the ortho position of the phenyl
ring adjacent to the ether oxygen, their effects cancel. This contradicts an argument
in the literature [176] that DFT is insufficient to study lignin model compounds. No
influence of o-methoxy groups in derivatives, where additional ’-OH and “-CH2OH
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Fig. 7.19 PPE with multiple
substituents; hydrogen bond
lengths are given in Å

substituents were located on the ether bridge, were observed. Since higher-level
methods were used in [176], the BDE reduction in our previous work [172] was
attributed to the inability of DFT to predict BDEs in PPE derivatives. This is not the
case, but in fact, the hydrogen bond formed between the ˛-hydroxy group and the
o-methoxy substituent (see Fig. 7.19) decreases the effect of the methoxy group and
increases the BDE by partially restoring the aromaticity, which is diminished by the
methoxy substituent, and by the need to break an additional hydrogen bond during
bond dissociation.

In a different study, we investigated the hydrogen abstraction reactions occurring
in the pyrolysis of PPE and PPE derivatives, where a hydroxy and methoxy
substituent is located in the R1 position (see Scheme 7.1) [168]. The hydrogen
abstraction reactions are the rate-determining steps of the radical chain propagation
and proceed through two distinct channels, the ’- and “-channels, as mentioned
above. If the interconversion between the abstraction products, the ’- and “-radicals,
is negligible and if we assume steady-state conditions for intermediate radicals,
we can derive a simplified kinetic model, where the ’/“-selectivity of the entire
PPE pyrolysis depends on the relative rate constants of the ’- and “-hydrogen
abstraction for each radical only. Because the computation of these rate constants
involve reactions of the same reactants proceeding through similar transition
states, cancellation of systematic errors can be exploited particularly effectively. To
calculate the rate constants, we need to locate all contributing transition states. There
are two equivalent ˛- and two equivalent “-hydrogen atoms in PPE, and each radical
(phenoxy and benzyl) has two equivalent sides of radical attack. When substituents
are introduced, the symmetry is reduced and the conformational space increases.
Even for PPE, we find multiple transition states for each reaction channel, which
are distinct by the angle at which the radical attacks. Assigning a reaction path to
each transition state and calculating the rate constants yields the Arrhenius plots
shown in Fig. 7.20.

The ˛-transition states are stabilized through delocalization of the unpaired
electron into the phenyl ring, and we observe that the ’-abstraction is faster than
the “-abstraction for the phenoxy and the benzyl abstraction reactions. We find
an opposing effect in the “-transition states of the phenoxy abstraction, where the
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Scheme 7.1 Hydrogen abstraction reactions in the pyrolysis of PPE and PPE derivatives

Fig. 7.20 Arrhenius plots for the hydrogen abstraction by the phenoxy and benzyl radicals in the
temperature range of 580–660 K (Reproduced from Ref. [169]. With kind permission of © The
American Chemical Society 2008)

electrophilic phenoxy radical polarizes the “-transition states by drawing charge
from the adjacent ether oxygen into the aromatic ring, stabilizing the “-transition
states. As a consequence, the gap between ’- and “-rate constants is smaller for the
phenoxy abstraction than for the benzyl abstraction. The effect of the substituents
is the deceleration of the “-abstraction by the phenoxy radical and of the ’- and
“-abstraction by the benzyl radical. In contrast, we find that the ’-abstraction by
the phenoxy radical is accelerated by hydroxy and, to a larger extent, by methoxy
substituents. Using the TST rate constants, we can calculate the ’/“-selectivities
for the hydrogen abstraction by the phenoxy and benzyl radicals, which are given
as the ratio of the cumulative rate constants for the ’- and “-pathways and listed
in Table 7.7. Also reported in Table 7.7 are the total ’/“-selectivities. We observe
that the total ’/“-selectivity is dominated by the ’/“-selectivity of the phenoxy
radical. Although the total ’/“-selectivities underestimate the experimental values,
the experimental trend is well reproduced.

Motivated by this success, we proceeded to study the hydrogen abstraction
reactions for PPE derivatives, where methoxy substituents are located in R2-, R3-,
and R4- position of the phenyl ring adjacent to the ether oxygen [173]. However, this
is a more complicated problem: Multiple conformers for the reactants are relevant,
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Table 7.7 ’/“-Selectivities for hydrogen abstraction by the phenoxy and ben-
zyl radicals and total ’/“-selectivities at 618 K (Experimental values are taken
from [166])

R1DH R1DOH R1DOCH3

Comp. Exp. Comp. Exp. Comp. Exp.

Phenoxy 1.8 3.9 5.1
Benzyl 7.0 6.9 8.9
Total 2.4 3.8˙ 0.3 4.3 5.1˙ 0.1 5.5 7.4˙ 0.3

Reproduced from Ref. [169]. With kind permission of © The American
Chemical Society (2008)

Fig. 7.21 Reaction profile for the hydrogen abstraction reactions by benzyl and phenoxy radicals
on substituted PPE, energy differences in kcal/mol (Reproduced from Ref. [173]. With kind
permission of © The American Chemical Society 2010)

the twofold symmetry of the ’- and “-hydrogen atoms is not necessarily given,
and the phenoxy radical has two distinct sides of attack for methoxy substituents
located at ortho and para positions. In total, we located 117 transition states for
the four investigated PPE derivatives, all with significant contributions to the rate
constants. Figure 7.21 shows the reaction profiles for the hydrogen abstraction
reactions, using only the lowest transition states. The most prominent feature of the
reaction profile of substituted PPE compared to PPE is that the product energies for
the hydrogen abstraction by the phenoxy radical are significantly increased due to
the stabilization of the phenoxy radical and the destabilization of phenol by methoxy
substituents, which are additive effects. This implies that the reverse reactions will
have a significant contribution to the pyrolysis mechanism and the simplified kinetic
model used to calculate the ’/“-selectivities in Table 7.7 cannot be applied. We
calculated the rate constants for the hydrogen abstraction reactions, but to predict
product distribution, we need to consider all reactions participating in the pyrolysis
mechanism. At a minimum, we need to include the “-scission and phenyl migration
reactions.

We, therefore, studied the phenyl migration reaction, shown in Scheme 7.2. This
reaction is also important to our investigations because it has to be fast (>4.0 �
105 s�1 at 648 K [165]) for the assumption of negligible interconversion between
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Scheme 7.2 Phenyl migration reaction in substituted PPE

Fig. 7.22 Intermediate of the
phenyl migration reaction in
hydroxy-substituted “-PPE

’- and “-PPE radicals in the simplified kinetic model to hold. The phenyl shift
reaction of the “-PPE radical and derivatives with substituents located at the R1, R2,
R3, and R4 positions proceed through a radical intermediate containing an epoxy
ring, where multiple conformers contribute to the reaction [174]. An example is
given in Fig. 7.22. In the reactant, the single electron is centered at the “-carbon
atom. In the first transition states, the phenyl ring approaches the radical center
leading to the epoxy intermediate. In the second transition state, the epoxy ring
opens to form the product, where the radical center has shifted to the oxygen atom.
The overall rate constant of the phenyl shift reaction is the rate constant of a series
of first-order reactions. We use the steady-state condition for the intermediate to
calculate the rate constants of the phenyl migration. The applicability of the steady-
state condition was confirmed by numerical integration. The rate constant of the
phenyl migration is on the order of 107 s�1 at 648 K, which is sufficiently fast
for an effective suppression of the interconversion between ’- and “-PPE radicals.
Hydroxy and methoxy substituents in the R1 position and methoxy substituents in
the R4 position have little influence on the rate constant compared to the migration
in “-PPE. But methoxy substituents in the R2 and R3 position accelerate the phenyl
shift reaction, by a factor of 18 at 618 K if both ortho positions are occupied by a
methoxy substituent.

The continued investigation of individual reactions in the pyrolysis of substituted
PPE will lead to the collection of all necessary date for a complete kinetic model
and will provide the insight needed to chemically control the thermal degradation
of PPE derivatives, which serve as model compounds for the most common
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Fig. 7.23 Initial and final structures from BOMD and LvNMD simulations at TelD 0 K. Left:
initial structure for BO and LvN simulations. Center: final BOMD structure after 1 ps. Right: final
LvNMD structure after 1 ps (Jakowski et al. [177], Royal Society of Chemistry, 2011) (Reproduced
by permission of the PCCP Owner Societies)

linkage in lignin. Meanwhile, mechanistic details, kinetic and thermodynamic
information, and knowledge of the effects of substituents are obtained by studying
various reactions occurring in the thermolysis of PPE derivatives. This concerted
methodology can then be extended to additional structural moieties present in lignin.

7.3.8 Dynamics of Carbon Dimers (C2) Under Extreme
Conditions

Vaporized carbon plays an important role in fabrication of carbon nanostructures,
as it is fundamental to chemical vapor deposition (CVD) as well as laser ablation
synthesis approaches. The first stage of this process is the formation of short carbon
chains. These short carbon chains then condense into longer ones, often forked
carbon chains, and subsequently reorganize into ring structures (see Fig. 7.23). In
this regard, we have previously carried out extensive quantum molecular dynamics
studies of a model system with gaseous C2. The modeling of the C2 vapor
condensation via conventional BOMD is difficult because the system is very reactive
and the formation of new CC bonds is exothermic. This adversely affects the
conservation of energy (see Fig. 7.24, top left). Thus, we performed microcanonical
(constant energy) simulation of gaseous 30C2 via LvNMD and BOMD methods.
The C2 molecules were set randomly inside the box of the size 30 � 30 � 30 Å.
But the system was not constrained during dynamics and could expand freely. The
time step used in simulation was set to 0.1 fs. The total number of time steps was
10,000 (total simulation time 1 ps). In both LvNMD and BOMD cases, we used the
same initial conditions (coordinates, velocities, electronic structure). The BOMD
simulation was performed at Tel D 0 K. Thus the corresponding density matrix is
idempotent and represents a pure state. The electronic structure from BOMD at time
t D 0 and Tel D 0 K was used as an initial density matrix in LvNMD simulations.
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Fig. 7.24 Simulations of 30C2 system at TelD 0 K via BOMD and LvNMD. Top left: conservation
of total energy (in mEh). Top right: projected “occupations” of LvN density (green) at 1 ps on
the corresponding structure’s BO states (red). ADMP is an implementation of a Car–Parrinello
dynamics with the localized orbitals. Bottom left: time dependence of the potential and kinetic
energy for BO and LvN dynamics. Bottom, right: total Mulliken charge from the LvN density
(green) and BO density for the final structure (Jakowski et al. [177], Royal Society of Chemistry,
2011) (Reproduced by permission of the PCCP Owner Societies)

To control coherency of density matrix propagation, we measured the propa-
gation error for the final density (at t D 1 ps) as L2 norm for differential matrix��P.t/2 � P.t/��. The idempotency loss for the final density is very small in the order
of magnitude 10�9, thus ensuring that the final density matrix represented pure state
and that the dynamics was coherent. Also the total energy for LvNMD simulation is
conserved very well. Figure 7.24 (top left) shows comparison of energy for BOMD,
LvNMD, and localized atomic orbitals implementation of Car–Parrinello dynamics
(ADMP). No energy drift is observed, and the oscillations of total energy were on
micro-Hartree level. We observe a drift of energy for the BOMD case. For atomic
orbitals of Car–Parrinello dynamics, the energy conservation was very poor and we
did not continue these simulations.

The initial and final molecular structures for LvNMD and BOMD are shown
in Fig. 7.24. The results of simulations are rather striking. The number of carbon
bonds formed during the LvNND simulations is significantly higher than in the
BOMD case. The LvNMD simulations suggest that the rate of condensation of C2
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is higher than suggested by BOMD simulations. After 1 ps dynamics of LvNMD,
we observed that 90% of carbons formed three large chain-like structures with
two carbon rings (one six-membered ring and one ten-membered ring). The carbon
structures are respectively built of 16, 17, and 22 carbons (the system contains 60
carbons). In the case of BOMD, we observed many short chains formed (average
size is 5 carbons). See Fig. 7.23, center, for the details.

We observe a significant transfer of energy between electronic and nuclear
degrees of freedom as a result of interaction between C2 subunits. In principle, the
energy released during the new –CC– bond formation can be transferred into kinetic
energy of constituent nuclei or into electronic excitation or released as a radiation
(neither BOMD nor LvNMD does not account for the radiation). In the BOMD case,
the entire energy released from newly formed –CC– bond is converted into kinetic
energy of nuclei; thus, the classical part of the system (nuclei) becomes strongly
heated, while the electrons remain “cold.” In the LvNMD case, only some portion
of energy released from newly formed –CC– bond is converted into kinetic energy
of nuclei, while the rest goes into electronic excitation.

The impact of this energy transfer on kinetics of reaction is pronounced. Since
only some portion of CC bonding energy is converted into kinetic energy of nuclei
(as compared to the BOMD case), hence the velocities of the nuclei after reaction are
smaller than in the BOMD case. In consequence the probability that the C4 reaction
product will stay longer near the reaction chamber and get involved into subsequent
reaction is much higher in the LvNMD case (small velocities) than in the BOMD
case (high velocities). In the BOMD case, the reaction product quickly evaporates
from the reaction location.

LvNMD simulation suggests that the process of condensation of C2’s into larger
carbon structures has a nonadiabatic character. The suggested mechanism is the
following: When two C2 subunits approach each other, their HOMO orbitals are
practically degenerate. As the intermolecular separation is large, the bonding and
antibonding combinations of HOMO orbitals of each C2 are very close in energy
(the energy gap is zero for infinite separations), and thus the nonadiabatic transition
is permitted. The new –CC– bonds are thus formed as a combination/superposition
of adiabatic states rather than a single (lowest energy) Born–Oppenheimer state.
The mixing coefficients are determined by temporal molecular orientation of C2

units and values (and phases) of interacting (overlapping) orbitals.
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Figure 7.24 (top, right) presents analysis of final LvNMD density matrix in
terms of BO electronic structure. The BO calculations were performed for the final
LvNMD geometry. We then projected the final density matrix from LVNMD onto
orbitals of ground BO state for the comparison. The projected LvN “occupation”
numbers are given by

fk D TraceŒP.t/PBO
k �; (7.51)
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where P(t) is total N-electronic density matrix from LvN simulations, while P BO
k is

a single-electron density matrix obtained from kth BO molecular orbital (described
by its ck,j coefficients) as follows:
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Such projection describes in an approximate fashion an “overlap” of LvN
electronic structure with ground BO state and hence a relative excitation of LvN
electronic structure as compared with BO.

The resulting fk numbers are plotted as a function of BO orbital energies and
compared with BO occupations. The choice of BO energy is arbitrary, and the
analysis provides only a qualitative picture of excitations. Another equally valid
but different choice could be corresponding LvN “orbital” energy (calculated as
trace [FPk

BO]). Nevertheless, such qualitative analysis provides a useful intuitive
picture. The projected LvN occupations resemble Fermi–Dirac distribution. The
highest probability of excitation is for orbitals near Fermi level (highest occupied
and lowest virtual orbitals). The mechanisms are such that due to the motion nuclei,
the highest occupied orbitals get “swollen” and gain contribution from the lowest
unoccupied orbitals of which energy is just above the Fermi level.

Another indication of non-Born–Oppenheimer character of 30C2 dynamics
can be obtained from the analysis of Mulliken charges. Figure 7.24 (bottom,
right) compares distribution of Mulliken charges from LvNMD simulations with
analogous distribution (the same geometry) from adiabatic BO calculations. It is a
histogram type plot, and it shows the number of atoms for a given total net charge
obtained from Mulliken analysis. Interestingly the distribution of Mulliken charges
from BO calculations looks “random” with much larger ionic character of carbon–
carbon bonding (see Fig. 7.24, bottom right). Although our model system contains
only carbons and thus no charge polarization is expected, four carbons from BO are
anions with charge �1. In addition, there is a minimum of charge distribution near
net charge equal to 0. This result is counter intuitive. Very likely such unphysical
charging and sloshing between different carbon structures may be responsible for
poor energy conservation in BOMD simulations. Contrary to BO-based charges, the
Mulliken analysis of final electronic structure from time-dependent LvN simulations
is much more physical. The charge distribution in the LvNMD case is narrow, and it
centers at charge value equal to 0. The maximum deviation of net charge from most
probable zero does not exceed C/� 0.3. Comparing Mulliken charges with nuclear
velocities shows that the largest deviation of Mulliken charge from 0 coincides with
very large nuclear velocity (see Fig. 7.25). Both “hot carbons” are members of the
same carbon structure (see Fig. 7.25), and their violent vibration may lead to local
electronic excitation (measured as a difference between BO and LvN based density).
The correct behavior of electron charges in LvN is very encouraging.
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Fig. 7.25 Distribution of
velocity (arbitrary units) of
the final LvN structure. The
inset structure represents one
of the three largest LvN
structures and corresponding
charges from a Mulliken
analysis. “Hot” carbons are
marked in purple, and the
corresponding velocities are
pointed on the distribution
below (Jakowski et al. [177],
Royal Society of Chemistry,
2011) (Reproduced by
permission of the PCCP
Owner Societies)

Finally, Fig. 7.24 (bottom left) shows the time dependence of the potential and
kinetic energy for the nuclear motion for BOMD and LvNMD. The potential energy
on the plot was shifted such that its value at t D 0 is equal. The behavior of LvN
curve can be interpreted as a result of coupling between the electrons and nuclei that
leads to the transfer and “equilibration” of energy between electronic and nuclear
degrees of freedom, in correspondence with equipartition of energy theorem. In
the BOMD case, no transfer is allowed; thus, regardless of velocity of constituent
nuclei, the electrons are always staying on the ground electronic state.

7.4 Future Perspectives

Chemistry, physics, and materials science describes the structure, function, and
transformation of the molecules and materials that are key to defining our “materials
world.” In a world attempting to balance energy usage, environmental quality,
human health, and economic prosperity, chemistry and physics is, and will continue
to be, a key science required to meet these challenges. While the current computer
architectural shift toward multicore heterogeneous computing (CPU/GPGPU) poses
challenges to the existing simulation paradigms, it opens up a tremendous opportu-
nity to unify scalable mathematical algorithms, electronic structure methods, and
advanced computing tools so as to enable the development of virtual microscopy
tools capable of efficiently simulating material systems at scale. That capability
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Fig. 7.26 Schematic diagram illustrating how predictive simulations can enable the efficient
design of new materials and devices when combined with experiment and characterization

will enable predictive simulations of entire device structures from first principles
that are critical to advancing the understanding of structure–property relationships,
and will promote the virtual design of molecular and nanoscale assembly while
providing new discovery tools for rapid prototyping (see Fig. 7.26). Such advances
can potentially lead to the improved capability for discovery/understanding of
novel phenomena and for providing principles for the design of efficient energy
paradigms.
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Chapter 8
New Advances in QSPR/QSAR Analysis
of Nitrocompounds: Solubility, Lipophilicity,
and Toxicity

Liudmyla N. Ognichenko, Victor E. Kuz’min, Leonid Gorb,
Eugene N. Muratov, Anatoly G. Artemenko, Nikolay A. Kovdienko,
Pavel G. Polishchuk, Frances C. Hill, and Jerzy Leszczynski

Abstract This chapter discusses QSAR/QSPR applications of the simplex repre-
sentation of molecular structure (SiRMS) methodology. It has been determined that
SiRMS proves to be quite an efficient tool for analyzing nitroaromatic aqueous
solubility, lipophilicity, and toxicity. Using multiple linear regression (MLR) and
random forest (RF) statistical methods at the 2D level of representation of molec-
ular structure, models possessing high statistical characteristics (MLR: R2 D 0.85,
Q2 D 0.83; RF: R2 D 0.99, R2OOB D 0:88) were obtained for aqueous solubility of
more than 2,800 organic compounds. The external validation set of 301 compounds
(including 47 nitro-, nitroso-, and nitrogen-rich military compounds) was used for
evaluation of the models’ predictive ability.

A 2D QSPR model based on SiRMS and RF approaches has been developed
to predict “structure of octanol-water partition coefficient (LogKow)” for a set of
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more than 10,970 organic compounds and has been successfully validated with two
external test sets. This model predicts LogKow values with the greatest accuracy
among available modern models. LogKow values of 29 military compounds with
unknown experimental value of LogKow have been predicted. The correspondence
between observed and predicted toxicity values obtained using 1D and 2D models
is quite high.

The most comprehensive consensus model allows for improved accuracy of
toxicity predictions and has been shown to be an effective virtual screening tool.
It was found that substitution of fluorine and hydroxyl groups into nitroaromatic
compounds increases toxicity, whereas substitution of a methyl group has the
opposite effect. The influence of chlorine on toxicity has not been determined unam-
biguously. The mutual influence of substituents in the benzene ring is substantially
nonadditive and plays a crucial role regarding toxicity.

This chapter contains 5 subsections, 12 tables, and 8 figures. In the first and
second subsections, a short introduction is presented, and applied methods are
described. The third, fourth, and fifth subsections are devoted to the QSPR analysis
of aqueous solubility, lipophilicity, and toxicity for nitroaromatic compounds with
military interest.

Abbreviations

CART Classification and regression trees algorithm
COSMO Conductor-like screening model
CR Continuum regression
DA Applicability domain
GA Genetic algorithm
HIT QSAR Hierarchical QSAR technology
LD50 50% lethal dose concentration
LogKow Octanol-water partition coefficient
LUMO Lowest unoccupied molecular orbital
MAE Mean absolute error
MCI Molecular connectivity indices
MLR Multiple linear regression statistical method
MOE Molecular Operating Environment
MP Melting point
NN Neural network
OOB Out-of-bag set
PLS Partial least squares or projection on latent structures statistical

method
RF Random forest statistical method
Q2 Cross-validation determination coefficient
QSAR/QSPR Quantitative structure-activity/property relationship
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R2 Determination coefficient for training set
R2test Determination coefficient for test set
SE Standard errors of prediction
SiRMS Simplex representation of molecular structure
Sw Aqueous solubility
TV Trend-vector statistical method

8.1 Introduction

In order to correctly predict the environmental fate of real and possible contami-
nants, the methods that are able to evaluate molecular characteristics must also be
able to predict environmentally related physical, chemical, and biological properties
with high accuracy. Among these properties are:

1. Aqueous solubility that is also associated with an affinity for adsorption to solids
in water, soil particles, or sediment.

2. Lipophilicity (LogKow, octanol/water partition coefficient) as extensively used
parameter in risk assessment models. It predicts the distribution of chemicals
between aqueous and organic media. Both those characteristics are essential for
modeling the transport and fate of chemical contaminants and in understanding
the pharmacokinetic behavior of toxicants in living organisms.

3. Numerous characteristics of toxicity (logLD50, logLC50, etc.) which are also of
extreme interest in environmentally related studies.

Currently among the most efficient tools for such predictions are the techniques
called quantitative structure–activity (property) relationships (QSAR/QSPR).
A QSAR/QSPR are the mathematical models that quantify the relationships between
the structure-related properties (descriptors) of chemical species and their physical,
chemical, or biological properties (e.g., toxicological endpoint) [1–10]. Since their
introduction more than 40 years ago [11], QSAR approaches have been widely
used in the pharmaceutical industry, primarily for lead discovery and optimization.
Likewise, they have been employed in toxicology [12, 13] and regulations [14–16]
and have been particularly cost-effective for prioritizing untested chemicals for
more extensive and costly experimental evaluations (for application of others
than QSRP-based techniques to predict solubility and lipophilicity of energetic
compounds, see our review in this book [17]). Traditional QSAR modeling involves
three fundamental steps: (1) collect or, if necessary, design a training set of
chemicals, (2) choose descriptors that can properly relate chemical structure to
the property or activity, and (3) apply statistical regression methods that correlate
changes in structure with changes in the target property. The final QSAR model is
validated, internally, by a procedure known as leave-group-out cross validation, and
externally, by a test set of compounds with experimentally measured properties that
were not used to build the QSAR model.
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The development and application of QSAR techniques for environmental science
started with the prediction of toxicity caused by baseline toxicants [18–23].
Nitroaromatics, nitramines, nitroanisoles, nitrogen-rich compounds and their ni-
troso and amino derivatives are of potential interest for QSAR studies due to
their use as explosives and propellants in military and industrial applications
[24, 25]. Waste from nitroaromatic compounds can be disseminated during the
manufacturing, storage, transportation, and utilization of munitions leading to a
potential hazard for the environment [26]. A number of studies have shown that
nitroaromatic compounds, as well as their degradation products, synthetic by-
products, and products of incomplete combustion are harmful to the biosphere due to
their toxicity [26–29]. Therefore, an understanding of the environmentally relevant
physical, chemical, and biological properties of these contaminants is an important
guide to the fate of these compounds in the environment. However, just few QSAR
studies have been carried out in order to explain and/or predict the toxic influence
of nitrocompounds on different living systems [30–33].

In the present work, we review the application of simplex representation of
molecular structure (SiRMS) to predict physical, chemical, and biological properties
of nitrocompounds. Recently, SiRMS [34] has been employed successfully in sev-
eral studies to differentiate “structure–activity” relationships [35–37] and was used
for the analysis of important properties of nitrocompounds—aqueous solubility,
lipophilicity, and toxicity.

This chapter contains five subsections. In the first and second sections, a short
introduction to the present work is given and applied methods and the review of
related studies are represented. The third, fourth, and fifth sections are devoted to
the QSPR analysis of aqueous solubility, lipophilicity, and toxicity for nitroaromatic
compounds of military interest.

8.2 QSRP/QSAR Methods Used in This Chapter

8.2.1 Simplex Representation of Molecular Structure (SiRMS)
Approach

Hierarchical technology for quantitative structure–activity relationships (HiT
QSAR) [34, 38, 39], based on the simplex representation of molecular structure
(SiRMS) method [34, 40, 41], was the method utilized for QSPR/QSAR analysis
in the present study. This method has proven to be efficient in previous studies for
solving a variety of “structure–activity” problems [35–37, 42]. Importantly, this
approach allows for obtaining a solution for the problem specified in the QSAR, not
ab ovo, but with the use of information received from a previous stage by means of
the system of improved solutions. The application of HiT QSAR provides a set of
related QSAR models that supplement each other (consensus strategy). Consensus
QSAR modeling has gained in popularity and acceptance over the last decade
and can be briefly described by the slogan “More models, good and different.”
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Advantage of this technique can be easily explained by the fact that the same
predictions obtained by different and independent methods (either statistical or
descriptors generation) are more preferable than single prediction made by even the
best fitted and predictable model [39, 43].

Application of HiT QSAR methods allows one to derive a set of distinct QSAR
models that complement each other. When combined, these models can solve
problems related to virtual screening, evaluation of structural factors influence on
activity, modification of known molecular structures, and design of new, potential
high-performance drug agents.

The unique and principle feature of the HiT QSAR technology consists in
applying multiaspects hierarchical strategy that includes the following steps: models
of molecular structure description (1D ! 2D ! 3D ! 4D); scales of activity
estimation (binary ! nominal ! ordinal ! continual); mathematical methods for
the analysis of the structure–activity relationship (pattern recognition ! rank !
correlation ! multivariate regression ! PLS); and the final aims of QSAR research
(prediction ! interpretation ! structure optimization ! molecular design).

In the framework of SiRMS, any molecule can be represented as a system of
different simplexes (tetratomic fragments of fixed composition, structure, chirality,
and symmetry) [34, 36, 37, 40–42, 44]. Atoms in a simplex can be differentiated
on the basis of differing characteristics, especially atom individuality, partial atom
charge [45], lipophilicity of the atom [46], atomic refraction [47], and designation
of the atom as possible hydrogen donor or acceptor during H-bond formation (A,
hydrogen acceptor in H-bond; D, hydrogen donor in H-bond; I, indifferent atom).

Since only 1D and 2D models [34] are reviewed in this study, we present
protocols to obtain information at the 1D and 2D levels only. 1D models consider
only the gross formula of a molecule. Actually, such models reflect only the
composition of a molecule. Obviously, it is quite impossible to solve the “structure–
activity” tasks adequately using such approaches. Therefore, usually these models
have an auxiliary role only, but sometimes they can also be used as independent
virtual screening tools [48]. 2D models contain information about the structure of
the compound and are based on its structural formula [49]. Such models reflect
only the topology of the molecule. 2D models are very popular [35, 50]. The
advantages of such approaches lie in fact that the topological model of molecular
structure in an implicit form contains information about possible conformations
of the compound. Over the years, experience has shown that the 2D level of
representation of molecular structure is sufficient for the solution of more than 90%
of existing QSAR/QSPR tasks.

8.2.2 Statistical Methods for Solution of QSPR Tasks

Below we will describe partial least squares or projection to latent structures (PLS)
and random forest (RF) statistical approaches. These approaches have been used
successfully for the development of QSAR/QSPR models. One also could use the
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traditional QSAR tool—multiple linear regression (MLR) analysis; however, we
will not describe it here, since it is well described elsewhere (see for instance [34]).

The large number of simplex descriptors was generated on the basis of the
SiRMS approach. The PLS method [34, 45, 51, 52] is used for statistical model
development as the most popular linear statistical method. The PLS method has
proven to be efficient when a great number of variables is utilized. The removal
of highly correlated and constant descriptors, genetic algorithm (GA) [53], trend-
vector method (TV) [54, 55], and the automatic variable selection (AVS) strategy
based on interactive [51] and evolutionary [52] selection of variables was used for
selection of descriptors in PLS.

The results of the QSAR analysis can be extended to make predictions for
compounds with unknown activity values (a process sometimes called “virtual
screening”). With the purpose of analyzing the competence regions [56] of PLS
models, “domain applicability” (DA) procedures, developed by us [34], have been
successfully used in a number of applications.

RF is an effective nonparametric statistical technique for analysis involving large
databases. The main features of RF are the following: it is possible to analyze
compounds with different mechanism of action within one data set; there is no
need to preselect descriptors; the method has its own reliable procedure for the
estimation of both the model quality and its internal predictive ability; models
obtained are tolerant to “noise” in the source experimental data. RF models can
be constructed according to the methodology described in the literature for the
original RF algorithm [57]. RF is an ensemble of single decision trees built by a
classification and regression trees algorithm (CART) [58]. This ensemble produces
a corresponding number of outputs. Outputs of all trees are aggregated to facilitate
one final prediction. In regression, the final predicted value for a task is given as
the average of the predictions from the individual trees. Each tree was grown as
follows: (1) A bootstrap sample, which will be a training set for the current tree, is
produced from the whole training set of N compounds. Compounds which are not
in the current tree training set are placed in an out-of-bag (OOB) set (OOB set size
is N/3). (2) The best split by CART algorithm [58] among the m randomly selected
descriptors from the whole set of M’s in each node is chosen. The value of m is just
one tuning parameter to which RF models are sensitive. (3) Each tree is grown to
the largest possible extent. There is no pruning.

The tree approach [34] has been used for DA estimation. Such an approach for
DA estimation is similar to some extent to methods described in Ref. [56]. As
opposed to integral approaches [36] where usually the convex region (polyhedron,
ellipsoid) that can contain vast cavities has been determined in the structural space,
the applied approach is local. Actually, the space of structural parameters has been
analyzed locally, i.e., regions around every training set point are analyzed. The
presence of cavities in the structural space, which corresponds to DA, is undesirable,
and it has been eliminated in the approach described here.

For the QSAR/QSPR statistical fit assessment determination coefficients for
training and test sets R2 and R2test, cross-validation determination coefficient Q2

(in our studies, leave-group-out cross-validation algorithm has been used, where
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amount of groups D 7), standard errors (SE) of prediction, and mean absolute error

(MAE) have been used. SE D
rP

n

.Y � OY /2=.n � 1/, MAE D P
n

jY � OY j=n,

where Y represents the observed property value, Ŷ is the predicted property value,
and n is the number of compounds in the corresponding set.

In addition, RF possesses its own reliable statistical characteristics, which could
be used for validation and model selection. The major criterion for estimation of
the predictive ability of the RF models and model selection is the value of R2OOB.
The coefficient of determination for the OOB set is calculated similar to R2test:

R2OOB D 1 � P
n

.Y � OY /2=P
n

.Y � NY /2, where Y is the observed property value,

Ŷ is the predicted property value, NY represents the average observed property value
for training set, and n is the number of compounds in the OOB set.

8.3 Aqueous Solubility

Information on the solubility of new and emerging compounds is an important factor
for environmental risk assessment, providing data for the modeling of transport and
fate of chemical compounds and for understanding the pharmacokinetic behavior
of contaminants in living organisms. The manufacturing, storage, transportation,
and utilization of munitions can lead to the release of nitro- and nitroso-compounds
into the environment. These compounds and their metabolites may have long-term
environmental impact. In many cases, aqueous solubility (Sw) of new and emerging
chemicals is the determinative property for the estimation of the environmental im-
pact of these compounds, and it governs research related to remediation techniques.
However, Sw experimental data, particularly on military crucial contaminants, often
are not available and are only accessible as predicted values based on existing QSPR
methodologies.

8.3.1 The Comparison of Recent Aqueous Solubility
QSPR Models

Many attempts have been made to estimate Sw values using QSPR techniques
beginning in the late 1970s [59]. During the last 35 years, various new methods
have been proposed, and the accuracy of the predictions and coverage of chemical
systems have been significantly improved.

Quantitative structure–property relationship (QSPR) investigations prior to 1990
[60–64] produced acceptable “structure–aqueous solubility” models, but only for
small data sets with structurally similar molecules. One major limitation of these
early approaches was that the factors that affect aqueous solubility for training
set compounds were constrained to be similar for the test set data. For nonpolar
compounds, aqueous solubility is controlled predominantly by solute molecular size



286 L.N. Ognichenko et al.

and shape [59]. Nevertheless, for polar solutes, other molecular properties, such as
number of hydrogen bond donor and acceptor groups, atomic charges, polarizability,
and polar surface area, must also be taken into account. Consequently, development
of adequate QSPR models for diverse data sets was problematic. Quite often, only
internal validation was used for the estimation of the predictive ability of models.
This resulted in the development of over-fitted and, simultaneously, nonpredictive
models. MLR methods represent the general statistical approaches used for the
development of many of these early QSPR methods.

Advancement in computational methods and computer hardware in the last
decade has made possible the creation of original descriptor sets for “structure–
aqueous solubility” investigations, which have helped to improve the accuracy of SW

predictions. Great strides have been made particularly in modeling of the aqueous
solubility of such multifunctional compounds as drugs [65, 66].

A brief description of the recent “structure–solubility” studies is presented in
Table 8.1, along with an account of the number and type of descriptors used, and the
statistics of the work set. Though the data do not represent an exhaustive listing of
the recent advances, principle trends are clearly highlighted. Recent studies utilize a
host of more powerful statistical techniques, e.g., PLS or artificial neural networks,
as the foundation for QSPR investigations, along with the more traditional multiple
linear regression approach. Genetic algorithms and other descriptor selection
methods have also been heavily utilized. Diverse data sets have been employed
more and more often, although some researchers have continued to investigate only
specific classes of chemical compounds [67–69].

There are two main approaches applied to the development of QSAR methods
used for aqueous solubility predictions. The first approach encompasses studies
based on utilizing an experimental data (octanol/water partition coefficient, melting
point, molecular volume, etc.) as descriptors for development of the QSPR models.
Such methods are characterized by the use of global molecular features and small
descriptor sets. Quite often, these approaches are based on specialized, expensive
software and require supercomputer-level hardware to execute. The absence of
corresponding experimental values for new compounds is their main limitation,
which makes such approaches less attractive. Additionally, predictive ability of
any approach still depends on the type and diversity of the compounds used in the
training sets, the statistical methods employed, and the nature and availability of rel-
evant descriptors. Comparative tests of software for aqueous solubility predictions
have been carried out [59]. However, the results of such a comparison including an
external set of 122 pharmaceutical compounds were mainly disappointing.

The second approach is based on obtaining information from the molecular
structure of organic compounds. The more popular versions of these methods are
“substructure” approaches, where a molecular structure is represented by atoms
or fragment (atom groups) combinations. Very often, these approaches are based
on the assumption that molecular properties could be represented as additive sums
of the properties of their structural fragments. Thus, the “substructure” approaches
are more practical because they allow for the calculation of Sw directly from the
chemical structure. However, in reality, solubility does not obey an additive rule.
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This is the major reason why the accuracy of aqueous solubility estimations by such
QSPR techniques is frequently unsatisfactory.

By analyzing the results of the QSPR studies [68–76] listed in Table 8.1, several
important disadvantages of a traditional approach can be seen. In studies [71, 74,
77, 78], only the small data sets of specific classes of organic molecules were used.
All the models listed in Table 8.1 are well fitted, and most of them are robust.
The determination coefficient, R2 values, listed in Table 8.1 are all �0.9, but a
more important measure of model robustness, characterized by the “leave-one-out”
determination coefficient, Q2, yields a more realistic picture of the successes of the
method. However, it was estimated only in a limited number of the studies [73, 75,
76]. Moreover, it is still necessary to test the ability of each method to predict the
aqueous solubility of external validation sets of compounds. Unfortunately, some
authors have ignored this fact and erroneously estimated the predictive ability of
their method using only R2 or Q2 values. There are two examples [70, 79] of
high-quality QSPR studies that resulted in robust and predictive QSPR models.
Unfortunately, these models were mainly devoted to drug or drug-like compounds
and thus cannot be used for solubility prediction of military compounds, which
are structurally dissimilar. Finally, for computational methods that are based on a
direct quantum-mechanical evaluation of solubility [74–78], it is still necessary to
use physicochemical characteristics as descriptors and to employ potentially time-
consuming software for solubility modeling. Sometimes, such approaches cannot
be used to process large and diverse sets of compounds.

An application of the simplex representation of molecular structure (SiRMS)
approach [38, 39] can overcome many of the deficiencies mentioned above. Partic-
ularly, usage of a SiRMS approach results in a greater flexibility in the description
of the molecular structure of compounds. It also allows for the analysis of large and
diverse data sets of organic chemicals. Consensus modeling implemented in HiT
QSPR [39] can also increase the predictive reliability of subsequent QSPR models.

8.3.2 Application of Random Forest and Multiple Linear
Regression Techniques to QSPR Prediction of an
Aqueous Solubility for Nitroaromatic Compounds

This chapter focuses on a development of new QSPR equations for accurate
prediction of Sw values for a diverse set of large (including a few thousand) organic
compounds. Such a development was mirrored by the effort to improve the quality
of the solubility predictions for a subset of the data set, explosives, and products
of their environmental degradation, applying a SiRMS approach with subsequent
validation of results using a broad spectrum of experimentally determined data.

For standardization, all aqueous solubilities [80] have been converted into
mmol/L units, and final values are reported as log Sw [81]. The external test set of
301 molecules (entirely independent of the training set) was used for the estimation
of accuracy of the predictive QSPR models. The training set contained nearly 190
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nitro- and nitroso-compounds. 47 nitro-, nitroso-, and nitrogen-rich compounds
(which are of interest for military applications as primary compounds or products of
their environmental degradation) were included in the test set. The addition of such
molecules in this work set provides an opportunity to develop well-fitted and robust
models of aqueous solubility for nitroaromatic and nitrogen-rich compounds.

Log P [46] and molecular refraction [47] were used as two integral structural
parameters added to the simplex descriptors differentiated by atom types. The most
relevant 1,481 descriptors were selected from the initial pool by stepwise regression
using the following protocol:

1. The first descriptor was selected (by maximum R2 value) by complete enumera-
tion of all the remaining (after elimination of nonsignificant and highly correlated
variables) descriptors from the initial pool.

2. The second descriptor was selected in order to achieve maximum R2 value in
combination with the first selected descriptor by complete enumeration of all
remaining descriptors.

3. The third descriptor was selected in a similar manner in order to achieve
maximum R2 value in combination with two previously selected descriptors.

4. This procedure was repeated until R2 value started to increase, or until total
number of selected descriptors reached number of molecules divided by 10
(Topliss rule).

Determination of optimal values of T (trees count) and m (descriptors count)
represent the traditional starting points for every RF investigation. The following
procedure is recommended for determination of an optimal T value: start from a
small constant number of descriptors, increase the number of trees stepwise until
R2OOB does not change significantly. Once an optimal T value is identified, one builds
models with the optimal number of trees by increasing the variable number in a
stepwise manner. The final model is determined by the highest value of OOB set
prediction accuracy. In the reviewed study, T and m values equal to 100 and 200,
respectively, were found as optimal and were chosen for subsequent models.

A well-fitted RF model I based on 2D simplex descriptors (R2 D 0.99, R2OOB D
0:88) was obtained. The molecular fragments with significant influence on aqueous
solubility are shown in Table 8.2. Data in Table 8.2 are arranged in decreasing order
of Raw score [57, 58], which characterizes variable importance for a selected model.
External validation by a diverse test set containing 301 molecules (including 47
nitro- and nitroso-compounds) shows an acceptable level of reliability and the high
predictive ability for the derived model I .R2test D 0:82/.

The quality of the MLR model II obtained by the method of stepwise regression
for “structure–aqueous solubility” investigation is also quite satisfactory—
determination coefficient R2 D 0.85, cross-validated determination coefficient
Q2 D 0.83. This model demonstrates the good predictive ability for the external test
set compounds .R2test D 0:76/. Therefore, model II also can be used for estimation
of the influence of various molecular fragments on solubility log Sw. The influence
of some significant simplex descriptors is shown in Table 8.2 (data are arranged
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in decreasing order of normalized regression coefficients ˇ [82]—characteristic of
variable importance for MLR models).

It is significant that the magnitude of each regression coefficient for the derived
models indicates the relative importance of each descriptor. Though it is possible to
determine the degree of importance of descriptors for the RF model, it is absolutely
impossible to establish what kind of influence (promoting or interfering action) the
descriptors have on the final result. This is a direct consequence of the nonlinear
character of the RF models. In studies such as that described, this problem can be
overcome by joint consideration of results for both models obtained.

Therefore, the comparison of the results presented in Table 8.2 suggests that
for this data set the I and II models reveal that lipophilicity is the most important
contributor to aqueous solubility log Sw. This influence is highly interfering, i.e.,
these properties are inversely proportional quantities. Such effect conforms to the
inversely proportional relationship between solubility log Sw and octanol-water
partition coefficient log P [83]. Molecular refraction also has a largely interfering
effect on aqueous solubility. This result steams from the fact that dispersion forces
interfere with the transition of solute molecules into solution [84].

Analysis of the most important simplex parameters for the derived models
demonstrates considerable negative influence of hydrophobic molecular fragments
(parameters 3, 4, 6, 10, 11, 17 in Table 8.2) and positive effect of molecular
fragments with polar substituents (parameters 5, 7, 12, 14, 19, 22–24 in Table 8.2).
As a rule, many polar solutes have generally good solubility in water because of the
presence of various hydrogen bond donor or acceptor groups.

The most important molecular fragments for the regulation of aqueous solubility
of military compounds were identified and selected on the basis of aforementioned
simplexes (see Table 8.3). As can be seen in Table 8.3 (Section A), an increase in
the number of nitrogen atoms in the aromatic ring in the series benzene–pyridine–
pyrimidine–pyridazine results in an increase in aqueous solubility. Correspondingly,
an increase in the number of nitro groups causes a gradual decrease of aqueous
solubility (Table 8.3, Section B). Analyzing trends in the data from Table 8.3
(Section C), it can be seen that amino and hydroxyl groups promote the dissolution
process to a larger degree than the nitro- and nitroso groups. Most probably, this
finding is due to the fact that amino and hydroxyl groups participate more readily in
hydrogen bonding. The influence of selected fragments on lipophilicity and water
solubility is shown in Table 8.3. As expected, an inverse relationship between
lipophilicity and water solubility is observed.

Finally, in Table 8.4, we have collected solubility predictions for 47 nitro-,
nitroso-, and nitrogen-rich compounds of military interest from the test set predicted
by models I and II. Determination coefficients for this data set are R2test.I / D 0:77

and R2test.II/ D 0:38 respectively. Additional investigation has shown the presence
of two outliers in the observable test set (molecules 36, 37, Table 8.4) with � > 3
[85]. Determination coefficients after outliers are removed are R2test.I / D 0:86,
R2test.II/ D 0:84.
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Table 8.3 The comparative influence of some molecular fragments on aqueous solubility and
lipophilicity for US Army interest compounds

Section Fragment
Mean contribution
to solubility

Mean contribution
to lipophilicity

A �0.111 �0.589

�0.851 0.578

�0.975 0.161

�1.854 1.392

B �1.789 1.031

�2.012 1.178

�2.215 1.492

�2.259 1.250

�2.312 1.561

�2.417 1.379

C �0.051 �0.357

�0.196 0.354
�0.402 0.264

�0.461 0.077

Reprinted from Kovdienko et al. [81]. With kind permission of © John Wiley & Sons (2010)
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Table 8.4 Predicted values of the aqueous solubility log (Sw) for compounds of military interest

# Compound CAS number
Observed
(log Sw)

Predicted
(log Sw) I

Predicted
(log Sw) II

1 2-Methyl-1,3-dinitrobenzene 606-20-2 0.040 0.075 0.512
2 4-Nitrobenzoic acid 62-23-7 0.077 1.322 0.904
3 3-Nitroaniline 99-09-2 0.940 1.240 1.254
4 2,6-Dichloro-4-nitroaniline 99-30-9 �1.466 �0.168 �0.084
5 1,3,5-Trinitrobenzene 99-35-4 0.112 0.689 0.193
6 1,2-Dichloro-4-nitrobenzene 99-54-7 �0.203 �0.741 �0.598
7 Ethyl-4-nitrobenzoate 99-77-4 � 0.293 0.612
8 4-Nitroaniline 100-01-6 0.720 1.240 1.254
9 4-Nitrophenol 100-02-7 1.917 1.736 1.537
10 1,2,4,5-Tetrachlor-3-nitrobenzol 117-18-0 �2,097 �2.135 �1.922
11 2-Methyl-1,3,5-trinitrobenzene 118-96-7 �0,246 0.408 0.084
12 3,5-Dinitrobenzamide 121-81-3 1.156 0.845 0.630
13 N-(3-Nitrophenyl)acetamide 122-28-1 0.835 1.125 0.849
14 Dimethoxy-(4-nitrophenoxy)-

thioxo-phosphorane
298-00-0 �0.840 �0.587 �0.696

15 1-Bromo-4-nitrobenzene 586-78-7 �0.245 1,049 0.016
16 2-Nitrobenzamide 610-15-1 0.990 1,135 1,222
17 1-Ethyl 3,5-dinitrobenzoate 618-71-3 �0.010 0.315 0.184
18 3,5-Dinitroaniline 618-87-1 0.848 0.692 0.826
19 4-Nitrobenzamide 619-80-7 1,500 1,052 1,058
20 3-Nitrobenzamide 645-09-0 1.540 1.052 1.058
21 1,2,3,4-Tetrachloro-5-

nitrobenzene
879-39-0 �1.557 �2.099 �2.066

22 2,4-Dichloro-1-(4-
nitrophenoxy)benzene

1836-75-5 �2.453 �2.515 �2.524

23 1,3,5-Trichloro-2-(4-
nitrophenoxy)benzene

1836-77-7 �2.623 �2.805 �3.102

24 2,6-Dinitro-N-propyl-4-
(trifluoromethyl)-benzamine

2077-99-8 �1.457 �1.534 �2.176

25 Ethoxy-(4-nitrophenoxy)-
phenyl-thioxo-phosphorane

2104-64-5 �2.019 �0.994 �2.665

26 N,N-Bis(2-chloroethyl)-4-
methyl-2,6-dinitroaniline

26389-78-6 �2.328 �2.167 �2.814

27 N-(Cyclopropylmethyl)-2,6-
dinitro-N-propyl-4-
(trifluoromethyl)aniline

26399-36-0 �3.540 �3.333 �3.435

28 1-Bromo-2-chloro-4-
nitrobenzene

29682-39-1 �1.094 �0.663 �0.656

29 N-(2-Chloroethyl)-2,6-dinitro-
N-propyl-4-
(trifluoromethyl)aniline

33245-39-5 �2.601 �2.966 �3.323

30 N-(1-Ethylpropyl)-3,4-
dimethyl-2,6-dinitroaniline

40487-42-1 �3.009 �2.183 �2.351

31 Diethoxy-(4-nitrophenoxy)-
thioxo-phosphorane

56-38-2 �1.424 �1.222 �1.304

32 4-Nitrotoluene 99-99-0 0.513 0.719 0.612

(continued)
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Table 8.4 (continued)

# Compound CAS number
Observed
(log Sw)

Predicted
(log Sw) I

Predicted
(log Sw) II

33 4-Methyl-3,5-dinitroaniline 19406-51-0 0.796 0.645 0.717
34 2-Methoxy-1,3,5-

trinitrobenzene
606-35-9 �0.086 0.617 0.499

35 1-Methoxy-2,4-dinitrobenzene 119-27-7 �0.107 0.235 0.668
36 1,3,5,7-Tetranitro-1,3,5,7-

tetrazocane
2691-41-0 �1.821 0.417 2.759

37 2,4,6,8,10,12-Hexanitro-
2,4,6,8,10,12-
hexaazatetracyclo
[5.5.0.05,9.03,11]dodecane

135285-90-4 �2.081 0.165 2.764

38 N-Methyl-N-(2,4,6-
trinitrophenyl)nitramide

479-45-8 �0.588 0.165 �0.286

39 1,4-Dinitrosobenzene 105-12-4 1.327 1.302 �0.538
40 Nitrosobenzene 586-96-9 1.301 1.561 0.470
41 1-Methyl-2,3,4-trinitrobenzene 602-29-9 �0.236 0.174 0.248
42 1-Methyl-2,4,5-trinitrobenzene 610-25-3 �0.166 0.354 0.084
43 1-Methyl-2,3-dinitrobenzene 602-01-7 0.080 �0.005 0.512
44 2-Methyl-1,4-dinitrobenzene 619-15-8 0.080 �0.011 0.348
45 2-Methyl-3,5-dinitroaniline 35572-78-2 0.796 0.652 0.717
46 1-Methoxy-3,5-dinitrobenzene 5327-44-6 0.183 0.463 0.410
47 2-Nitrotoluene 88-72-2 0.673 0.750 0.776

Reprinted from Kovdienko et al. [81]. With kind permission of © John Wiley & Sons (2010)

8.4 Lipophilicity

Lipophilicity plays a key role in many biochemical, pharmacological, and ecological
processes. The octanol-water partition coefficient (LogKow) is widely applied in
quantitative structure–activity/property relationship (QSAR/QSPR) studies. This
property is used to provide invaluable information for overall understanding of the
absorption, distribution, metabolism, and elimination of a wide variety of chemicals.
However, experimental estimation of LogKow is expensive. Thus, there is a need to
have reliable software that can be used for accurate prediction of lipophilicity for
chemical compounds based on their structures.

Many approaches have been developed for the prediction of LogKow based
on nonexperimental structural parameters. Such methods can be divided into two
groups. The first group of methods are “substructure” approaches which use sub-
structures where the molecular structure is represented by atoms (atom contribution
methods) [86] or fragments (group contribution methods) [87]. In these approaches,
LogKow values are obtained as a sum of the contributions of each atom or fragment
of the molecules. Nevertheless, there are also nonadditive methods, in particular,
ALOGPS [88], an approach that was recently developed on the basis of neural
network ensemble analysis. In this method, the atom and bond-type E-state indices
as well as the number of hydrogen and nonhydrogen atoms are used to represent the
molecular structures.



296 L.N. Ognichenko et al.

The second group of methods is represented by “whole structure” approaches
which use descriptors like topological indices [89] and/or integral molecular
features [90] in calculating LogKow. However, these kinds of methods need experi-
mental correction factors or complex correction terms.

In the past 10 years, many atom/group contribution approach type models for
estimation of LogKow values have been developed and implemented in compu-
tational protocols. Most of these models are currently available as commercial
software packages. For example, current popular LogKow models include XLogP
[86], ACD/LogP [91], LogKow [92], CLogP [87], KLogP [93, 94], HLogP [95],
SMILELOG [96], CHEMICALC [97], and ALOGPS [88].

Majority of the existing theoretical methods for the calculation of LogKow are
based on the assumption that the properties of a molecule could be represented as a
sum of the properties of its structural fragments. But, in reality, lipophilicity does not
obey the additive scheme. Some methods need experimental correction factors. This
is the reason why the accuracy of such predictions using different QSPR methods
is frequently unacceptably low for estimations of physical characteristics, including
LogKow.

We expect that the application of simplex representation of molecular structure
(SiRMS) [39, 48, 98] in combination with the random forest (RF) method [57,
58] will allow for the estimation of fragment contributions to lipophilicity in a
nonlinear manner. Thus, it will be possible to overcome the described limitations
and drawbacks of existing models.

8.4.1 QSPR Prediction of Lipophilicity for Nitroaromatic
Compounds Using Random Forest Technique
on the Basis of SiRMS Approach

The main goals of the recent activities were to develop new QSPR models for
accurate prediction of LogKow values for different chemical compounds using a
SiRMS approach and to define the influence of different structural factors on the
studied property.

Experimental values for LogKow were obtained from the PHYSPROP database
(version 2004) containing 13,474 compounds [99]. After removing compounds con-
taining salts, mixtures of molecules, erroneous or wrong structures, and duplicates,
a total number of 10,973 compounds, characterized by experimental LogKow values,
were selected for the data set to be considered for the new SiRMS approach. LogKow

values varied from �5.08 to 11.29, with an average value of 2.14.
In addition, two external test sets were used for evaluation of the models

predictivity. 1,396 wrong structures from PHYSPROP database which had been
excluded during the previous step were corrected according to their CAS registration
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numbers using ChemSpider (http://www.chemspider.com), PubChemProject (http://
pubchem.ncbi.nlm.nih.gov), and SciFinder(http://scifinder.cas.org) databases. Thus,
the first external test set was formed from these 1,396 compounds.

The second test set contains 35 compounds which have strongly polar groups
(–NO2, –NDO) in their structures [98]. The presence of such groups often leads to
errors in the LogKow calculations.

In the reviewed study, the atoms were divided into groups corresponding to their
(1) partial charge: A<�0.17<B<�0.05<D< 0.06<E< 0.17< F< 0.28<G
< 0.40< I; (2) refraction: A< 1.5<B< 3<C; and (3) lipophilicity: A<�1.51
<B<�0.96<C<�0.42<D< 0.13<E< 0.68<F< 1.23<G. For the atom
H-bond characteristic, the atoms were divided into three groups: A (acceptor of
hydrogen in H-bond), D (donor of hydrogen in H-bond), and I (indifferent atom). It
should be noted that in this work lipophilicity (XLog P) was calculated by additive
scheme [46].

Taking into account the popularity of different methods of estimation of additive
lipophilicity, one considered that the analysis of structural factors which determine
deviations from additivity is expedient. Using 7,900 integral parameters and 2D
descriptors which were differentiated by lipophilicity, types, refraction, charges, and
ability to be a donor or an acceptor of hydrogen bond, the well-fitted RF model
III (R2OOB D 0:930, SE D 0.47, MAE D 0.32) was obtained. 79.9% of out-of-bag
set compounds were predicted with MAE< 0.5. It should be noted that integral
parameter of lipophilicity calculated by additive scheme presents about 33% of
importance. This model approximates the database with high exactness.

In addition, two external test sets were used to compare our approach with current
popular LogKow models: KOWWIN v 1.67a [92] (EPI calc.), ACD lab v 10.04
[100] (ACD lab.), ALOGPS v 2.0 [88] (ALOGPS), XLogP [46] (XLogP), and
LogP [95] (HyperChem). External validation by the first test set containing 1,396
organic molecules shows an acceptable level of reliability and demonstrates the high
predictive ability for the developed model III (R2ext

�

test
�

1 D 0:856, SE D 0.64,
MAE D 0.49) along with best modern models (for ALOGPS1: R2ext

�

test
�

1 D
0:879, SE D 0.37, MAE D 0.57; for EPI calc.: R2ext

�

test
�

1 D 0:864, SE D 0.39,
MAE D 0.63; for XLogP: R2ext

�

test
�

1 D 0:691, SE D 0.75, MAE D 1.0; for ACD
lab.: R2ext

�

test
�

1 D 0:815, SE D 0.46, MAE D 0.75).
The predicted LogKow values by different methods for 35 nitrogen-containing

compounds of second test set are represented in Table 8.5. As it can be seen from
Table 8.5, all models except HyperChem and XLogP provide good results for the
prediction of values of octanol–water partition coefficient, i.e., the predicted LogKow

values are in good agreement with experimental ones for compounds of military
interest.

1Most probably, the molecules of first external test were used for the construction of ALOGPS and
EPI models.

http://www.chemspider.com
http://pubchem.ncbi.nlm.nih.gov
http://pubchem.ncbi.nlm.nih.gov
http://scifinder.cas.org
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8.4.2 Analysis of the Influence of Structural Fragments on the
Lipophilicity (2D QSPR Analysis Using SiRMS and PLS
or RF Statistical Methods)

In the present study, 2D simplex descriptors for representations of molecular struc-
ture were utilized in the prediction of LogKow. The atoms were divided into groups
corresponding to their (1) partial charge, A<�0.17<B<�0.07<D< 0.03<E
< 0.14< F< 0.24<G< 0.35< I, and (2) refraction, A< 1.5<B< 3<C. The
QSPR models were generated using a training set of 65 nitrogen-containing
compounds (Table 8.6). Twenty-eight nitrogen-containing compounds from the
PHYSPROP database [99] were added to 37 military compounds [98]. All of these
compounds have polar groups (–NO2, –NH2, N O, –NH–OH) in their structures.
The presence of such groups often leads to errors at the LogKow calculations.

At the initial step, 900 simplex descriptors were generated. The Y-scrambling test
repeated 1,000 times revealed the absence of chance correlations .Q2

YS 6 0:21 ˙
0:01/.

In modern QSAR analysis, the most effective predictions are achieved as the
result of using consensus approaches [101–104], i.e., when several single models
are used concurrently. In this study, the prognosis of the property of interest was
developed by averaging the predictions generated by an ensemble of QSPR models.

For QSPR analysis, the training set was divided into five subsets in which
each subset contained 20% of the molecules included in the test set. It should
be noted that every molecule is included in a test set only one time. Statistical
characteristics of the PLS models obtained are quite good (Q2 D 0.855–0.935,
R2test D 0:833 � 0:878). For average model IV (PLS (consensus)) with five
subsets, MAE D 0.27; SE D 0.34. The model IV approximates the data with high
exactness. Using 900 descriptors generated at initial step, the well-fitted RF model
V (R2 D 0.987; R2OOB D 0:787, SE D 0.64, MAE D 0.44) was obtained.

It was noted [34] that one of advantages of the SiRMS approach is that it can
provide a good mechanistic interpretation. To test it, the influence of each atom
(as a part of simplex) in the investigated property has been calculated on the
basis of developed models IV and V. As shown in Table 8.7, the contributions of
some fragments for these models vary in much the same way. The polar groups
with potential hydrogen donor/acceptor of H-bond centers promote lipophilic-
ity decrease (–COOC2H5> –OCH3> –OH> –COOH> –C O> –CONHOH> –
CONH2> –CH2CH2–NH2> –CH(CH2NH2)OH). The contribution to lipophilicity
of bromine and chlorine is higher than for fluorine. As expected, the accumula-
tion of alkyl groups promotes lipophilicity increase: –N(C3H7)(CH2–C3H5)> –
N(C3H7)(C2H4CL)> –NHCH(C2H5)2> –NHCH2CH2CH3 >DNH –NHOH> –
NH2> –NHCONH2.

The current popular LogKow models KOWWIN v 1.67a [92] (EPI calc.), ACD
lab v 10.04 [100] (ACD lab.), ALOGPS v 2.0 [88] (ALOGPS), and XLogP [46]
(XLogP) were used for calculations of the LogKow values of the 65 molecules in
this investigation (Table 8.6). As can be seen from the table, the developed models
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Table 8.7 Influence of fragments

Model IV (PLS) Model V (RF)

Fragment Min Max Mean Min Max Mean

–COOC2H5 0.599 0.599 0.599 0.096 0.096 0:096

–OCH3 0.094 0.224 0.182 �0.083 0.142 0:021

–OH �0.166 �0.041 �0.114 �0.221 0.041 �0:092
–COOH �0.135 �0.135 �0.135 �0.162 �0.106 �0:134
–CDO �0.446 �0.028 �0.236 �0.412 0.089 �0:169
–CONHOH �0.736 �0.487 �0.593 �0.466 �0.030 �0:312
–CONH2 �1.008 �0.633 �0.919 �0.938 �0.372 �0:76
–CH2CH2�NH2 �1.133 �1.132 �1.132 �0.923 �0.689 �0:806
–CH(CH2NH2)OH �1.629 �1.629 �1.629 �1.217 �1.217 �1:217
–N(C3H7)(CH2�C3H5) 2.350 2.350 2.35 1.356 1.356 1:356

–NHCH(C2H5)2 1.976 1.976 1.976 0.923 0.923 0:923

–N(C3H7)(C2H4CL) 1.864 1.864 1.864 0.950 0.950 0:95

–NHCH2CH2CH3 0.914 0.914 0.914 0.327 0.327 0:327

–NO2 �0.002 0.143 0.048 �0.094 0.262 0:045

–NDO �0.001 0.050 0.014 �0.087 0.074 �0:017
–NHCOCH3 �0.101 �0.101 �0.101 �0.228 �0.228 �0:228
DNH �0.339 0.000 �0.145 �0.189 0.109 �0:071
–NHOH �0.473 �0.143 �0.341 �0.289 �0.019 �0:2
–NH2 �0.759 �0.237 �0.457 �0.527 �0.110 �0:326
–NHCONH2 �0.735 �0.735 �0.735 �0.458 �0.458 �0:458
–CL 0.049 0.204 0.158 �0.008 0.174 0108

–BR 0.104 0.125 0.116 �0.029 0.198 0:101

–F 0.023 0.023 0.023 0.043 0.044 0:044

–OPS(O) 0.109 0.237 0.166 0.291 0.327 0:302

–P 0.062 0.171 0.114 0.105 0.132 0:115

0.062 0.171 0.114 0.220 0.238 0:227

IV and V have an acceptable level of reliability and high predictive ability and are
comparable to the best modern models.

Based on the data from Table 8.6, one can conclude that all models except XLogP
show reasonable values for the prediction of octanol-water partition coefficients,
i.e., the predicted LogKow values are in good agreement with experimental ones for
military important compounds.

The next task includes predictions of the properties for compounds for which no
experimental data exists. Using different methods, LogKow values were predicted
for 29 military compounds with unknown experimental LogKow. The predicted
LogKow values of these compounds are presented in Table 8.8. In this table, the
LogKow values are presented also for model III which was developed on the basis of
PHYSPROP database (see above, Sect. 8.4.1). Interestingly, 60% of the molecules
from this set were predicted by different methods with �Max�Min less than 1.
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8.5 Toxicity

Quantitative structure–activity relationships are widely used to predict toxicity of
compounds based on the chemical structure and corresponding physicochemical
properties. The development and application of QSAR started with the prediction of
toxicity caused by baseline toxicants [20, 21]. A prerequisite for correct predictive
assessment of chemical toxicity using QSAR is an accurate assignment of toxic
action modes that could be caused by different factors related to the structure of
molecules-toxicants in a complex system. The nitroaromatic compounds display
complex mechanisms of toxicity, and numerous QSAR studies have been under-
taken to explain and predict toxicity of nitrocompounds on different living systems
[31, 32].

In spite of acceptable QSAR models being developed on the basis of topological
and quantum-chemical indexes, many questions remain unanswered. One of them,
addressed in this study in great detail, is the relationship between chemical structure
and toxicity. This information could provide a basis for the formation of new
hypotheses as to mechanisms of chemical toxic action. Therefore, the aim of the
study reviewed in this section was to extend recent investigations [105] by applying
the hierarchical technology for quantitative structure–activity relationships (HiT
QSAR) for (1) evaluation of the influence of structure, including analysis of the
substitution characteristics of nitroaromatic compounds on their toxicity, (2) and in
vivo prediction of toxicity for new nitroaromatic derivatives.

8.5.1 The Effect of Nitroaromatics’ Composition on Their
Toxicity In Vivo (1D QSAR Analysis)

In recent papers [105, 106], the QSAR analysis of oral toxicity of a variety of
compounds on rats has been developed for 28 selected nitroaromatic molecules.
This study started with construction of descriptions of the structure-toxicity rela-
tionship for the same compounds using simpler descriptors. Therefore, analysis of
the potential for toxicity of nitroaromatics through a preliminary virtual screening
by QSAR models on the basis of their composition was undertaken. For this task,
the 1D QSAR models based on the simplex representation of molecular structure
(SiRMS) approach [40, 41] have been applied to predict the oral rat toxicity of
selected nitroaromatic compounds.

In combination with the individuality markers of the atoms, their electronegativ-
ity and refraction have also been used [48]. The atoms have been divided depending
on the mentioned above physicochemical characteristics into seven groups cor-
responding to their refraction A 
 2<B 
 3<C 
 4<D 
 6<E 
 9< F 
 12<G
and electronegativity A 
 1.5<B 
 2<C 
 2.5<D 
 3<E 
 3.5< F. It is neces-
sary to note that, for the QSAR analysis together with simplex descriptors, the other
structural parameters corresponding to molecular fragments of different sizes can be
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applied. Thus, in this work, molecular fragments containing from 1 to 7 atoms have
been used. All fragmentary descriptors (except simplexes) have been differentiated
only by an atom individuality.

Investigated structures [106] as well as their gross formulas obtained using
different ways of atoms’ differentiation (see above) are presented in Table 8.9. The
experimentally determined (observed) values of toxicity of investigated structures as
well as those predicted by the developed QSAR models are displayed in Table 8.10.

Approximately 1,200 descriptors have been calculated during the initial stage of
this work. After the removal of highly correlated and constant descriptors and trend-
vector procedure, only 32 of them remained for PLS models development using the
procedures mentioned above.

Based on previous studies [36, 42, 59], one can conclude that in most cases
QSAR tasks can be solved at the 2D level of representation of molecular structure.
In this work, the possibility of usage of an additive 1D QSAR model as a virtual
screening tool has been also considered. This was the first attempt to use 1D models
on the basis of SiRMS as an independent tool for development of QSAR analysis.

Usually such models have only an auxiliary role and are used in preliminary
stages of investigations because of the absence of molecular structure consideration
even on a topological level. Despite these limitations, a satisfactory QSAR model
VI (R2 D 0.81; Q2 D 0.69) was developed. It explains 81% of the total toxicity
variation in the considered nitroaromatic set and has no outliers both by classical
3¢ rule as well as Williams graph [107]. However, the quality of predictions for
molecules 13 and 17 is poor. As can be seen in Table 8.11, in this model not only
the number of atoms of certain elements but also their combinations differentiated
by electronegativity and refraction have been used. This fact, in our opinion, governs
the quality of the developed QSAR model. Such set of descriptors allows the
consideration of interactions of contributions of different atoms into activity that,
finally, leads to a nonadditive model. As can be seen in Fig. 8.1a, the range of
separate atoms’ contributions to toxicity is quite large.2 One can conclude that the
presence of nitrogen (belonging to the nitro group), oxygen (belonging to the nitro
group, hydroxyl, and carboxyl), and fluorine atoms promotes an increase of toxicity.
Interestingly, carbon atoms (in methyl groups) are predicted to decrease the toxicity.

The additive QSAR model VII (R2 D 0.67; Q2 D 0.53) has been developed in
order to compare with model VI. The numbers of atoms of different elements were
used as structural descriptors here. Although this model is statistically significant, it
is unfit for toxicity screening.

Understanding that the quality of model VII is too low to make any conclusions,
we would like to note that, as obvious from Fig. 8.1b, in this case as well as in model
VI, the presence of O, N, and F atoms increases toxicity and carbon atoms decrease
it. Averaged influence of chlorine atoms is close to zero because there are both high
and low toxic chlorine derivatives of nitrobenzene. Thus, this model reflects the
same trends as the former one except the chlorine influence.

2For fluorine, there is only one contribution value because it occurs only in compound 23.
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Table 8.10 Observed and predicted values of investigated nitroaromatics toxicity

�lgLD50(rats), mmol/kg

Predicted by model

Structure Observed VI VII VIII IX X XI XII XIII XIV XV

1a, c �1.86 �1.46 �1.19 �1.59 �1.66 �1.81 �1.37 �1.73 N/A �1.78 �1.58
2 �1.78 �1.80 �1.49 �1.84 �1.55 �1.81 �1.88 �1.95 N/A �1.90 �1.77
3 �0.69 �0.69 �0.67 �0.76 �0.67 �0.78 �0.67 �0.65 �0.60 �0.74 �0.71
4 �0.81 �0.83 �0.97 �1.03 �1.14 �0.97 �0.91 �0.92 �0.89 �0.86 �0.97
5c �1.19 �0.83 �0.97 �1.03 �1.14 �0.97 �0.91 �1.02 �1.11 �1.07 �0.97
6 �0.38 �0.40 �0.42 �0.36 �0.49 �0.34 �0.33 �0.30 �0.06 �0.29 �0.39
7 �0.37 �0.40 �0.42 �0.36 �0.49 �0.34 �0.33 �0.34 �0.60 �0.46 �0.39
8b �0.16 �0.40 �0.42 �0.36 �0.49 �0.34 �0.33 �0.15 �0.16 �0.17 �0.39
9a �0.23 �0.63 �0.67 �0.45 �0.45 �0.38 �0.38 �0.24 �0.65 �0.26 �0.46
10b �0.39 �0.63 �0.67 �0.45 �0.45 �0.38 �0.38 �0.36 �0.60 �0.48 �0.46
11c �0.43 �0.63 �0.67 �0.45 �0.45 �0.38 �0.38 �0.55 �0.60 �0.63 �0.46
12b, c �0.61 �0.45 �0.45 �0.74 �0.79 �0.67 �0.98 �0.84 �0.58 �0.75 �0.73
13b �1.07 �0.45 �0.45 �0.74 �0.79 �0.67 �0.98 �0.98 �0.60 �1.03 �0.73
14a �1.02 �1.26 �0.97 �1.03 �0.79 �0.67 �0.63 �0.93 �0.95 �0.98 �0.88
15 �1.12 �1.16 �1.26 �1.15 �1.01 �1.09 �1.18 �1.11 �1.18 �1.08 �1.12
16b �1.21 �1.16 �1.26 �1.15 �1.01 �1.09 �1.18 �1.10 �0.89 �1.25 �1.12
17 �1.32 �0.71 �0.67 �0.72 �0.84 �0.64 �0.65 �1.29 �0.65 �0.75 �0.71
18 �0.52 �0.71 �0.67 �0.72 �0.84 �0.64 �0.65 �0.49 �0.60 �0.37 �0.71
19 0.31 �0.05 �0.16 0.16 0.44 0.16 0.07 0.19 �0.17 �0.14 0.16
20 �0.14 �0.07 �0.45 �0.27 �0.17 �0.26 �0.22 �0.09 �0.46 �0.26 �0.20
21c �0.17 �0.07 �0.45 �0.27 �0.17 �0.26 �0.22 �0.13 �0.46 �0.31 �0.20
22a 0.41 0.21 0.10 0.71 0.24 0.72 0.45 0.50 0.37 0.43 0.47
23 0.57 0.86 0.87 0.68 0.58 �0.04 0.55 0.50 0.37 0.74 0.53
24 �0.11 0.15 0.36 0.05 0.14 0.10 �0.01 �0.08 0.26 0.01 0.08
25 �0.67 �0.83 �0.67 �0.71 �0.88 �0.69 �0.70 �0.78 �0.65 �0.63 �0.76
26b, c 0.52 0.26 �0.19 0.40 0.48 0.27 0.24 0.51 0.37 0.46 0.33
27a �0.49 �0.52 0.07 �0.64 �0.24 �0.62 �0.59 �0.53 �0.03 �0.32 �0.52
28a �0.57 �0.84 �0.67 �0.67 �0.99 �0.85 �0.84 �0.63 �0.70 �0.64 �0.84

Reprinted from Kuz’min et al. [48]. With kind permission of Elsevier (2008)
aThis molecule have been used for model IX test set
bThis molecule have been used for model X test set
cThis molecule have been used for model XI test set

With the goal to describe investigated molecules at the 1D level in more details,
the presence of the different substituents by their representation as pseudoatoms
was considered explicitly. In other words, gross formulas of the compounds under
consideration were expressed in the following way:

HhCcNaObMmKkDdFfCli;

where N D NO2, O D OH, M D CH3, K D COOH, D D CH2Cl,h D 0–6; c D 6–8;
a D 0–3; b D 0–1; m D 0–2; k D 0–1; d D 0–1; f D 0–1; i D 0–5.
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Table 8.11 1D QSAR model V1 descriptors and their relative influence on toxicity
change

Descriptor
(differentiation)

Corresponding atom
combination

Relative contribution
in activity (%)

Toxicity increase
E (electronegativity) N or O 28
A2B (van der Waals

attractive potential)
H2O or H2F 13

CFH2 (element) CFH2 12

Toxicity decrease
C4 (element) C4 18
C3N3H (element) C3N3H 14
AB2D2 (atomic refraction) HC2Cl2, HCNCl2, HN2Cl2,

OC2Cl2, OCNCl2,
ON2Cl2

8

C6Cl (element) C6Cl
7

Reprinted from Kuz’min et al. [39]. With kind permission of © Springer (2008)

Formally, because of such consideration of substituents, model VIII3 represents
ND QSAR level, where 1<N< 2. Practically, in this case, toxicity is determined
by the number of substituents of different kind in benzene ring without taking
their mutual positions into account. Nevertheless, even such molecular models
are sufficient to develop QSAR relationship which quality is adequate for virtual
screening of toxicity (R2 D 0.91; Q2 D 0.83).

The R2 and Q2 values provide necessary characteristics of model goodness-of-
fit, robustness, and internal predictivity, but usually they cannot provide reliable
information about its external predictive ability. Hence, for an additional validation,
the initial set of 1–28 compounds was divided into training and test sets. Approx-
imately 20% [85, 107] (6 compounds) representing different groups of activity
were selected to the test set, and 22 remaining compounds were assigned to the
training set. In order to enhance tests of the prediction power of the obtained QSAR
model VIII, three different test sets were used during this analysis. Test set patterns
were developed in the following way: dissimilarity matrix for all initial training
set molecules was obtained on the basis of normalized structural descriptors of
model VIII. Structural dissimilarity was estimated through Euclidean distances in
multidimensional space of used molecular descriptors on the basis of this matrix.
Thus, the total structural dissimilarity toward the rest of initial work set compounds
can be calculated for every molecule as a sum of corresponding Euclidean distances.
In the meanwhile, all the compounds were divided into groups depending on their
toxicity, where the number of groups equals the number of molecules that one
wants to include into the test set. One compound from each group was chosen for

3Differentiations of atoms by their refractions and electronegativities were not used in this model
because of representation of the whole substituent like one pseudoatom.
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Fig. 8.1 Atom’s contributions to toxicity change: (a) simplex 1D QSAR model VI; (b) additive
model VII (Reprinted from Kuz’min et al. [48]. With kind permission of Elsevier 2008)

inclusion into the test set according to its maximal (or minimal) total Euclidean
distance toward the other molecules from this group, or by random choice. Thus, the
first test set was constructed to maximize its diversity with the training set (model
IX), i.e., compounds with the maximal dissimilarity were chosen. The second test
set was created in order to minimize it diversity with the training set (model X),
i.e., less dissimilar compounds from each group were removed. And the last test
set was chosen in a random manner, taking into account activity variation only
(model XI). All of developed models IX–XI were well fitted and robust and have
good internal and external predictivities (R2 D 0.84–0.88; Q2 D 0.64–0.80; R2test D
0:84 � 0:87). Thus, one can conclude that composition of nitroaromatics (with the
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explicit consideration of substituents) contains sufficiently useful information for
preliminary toxicity screening within the frameworks of nonadditive QSAR model.

The importance of nonadditivity is evident from the analysis of Fig. 8.2a.
For example, it is apparent that the contribution of nitro groups into toxicity
depends substantially on the presence/absence of other substituents and varies from
highly positive to weakly negative. Only in one case involving one substituent
(fluorine) that appears in the training set in only one molecule did we encounter a
direction of change of toxicity values that could not be determined. The analysis
of mean contributions depicts the same trend as previous QSAR models, i.e.,
nitro groups and hydroxyl groups increase toxicity, and the presence of methyl
group decreases toxicity. The validity of this trend is confirmed by the results of
the 2D QSAR model XII [106] which does not contain outliers and where the
topological structure of the molecules is taken into account (see below, Sect. 8.5.2).
An additional advantage of model XII is that partial atom charge, lipophilicity
of the atom, atomic characteristics as possible donor or acceptor of H-bonds,
and van der Waals attraction and repulsion potentials [108] were considered
along with the presence of atoms, individuality, electronegativity, and refraction.
Despite the fact that model XII is much more accurate (R2 D 0.98, Q2 D 0.91, plus
additional external validation of its predictivity) than the 1D models, all trends of
substituents’ contributions to toxicity fluctuation are preserved in the latter (see
Fig. 8.2b), with the only one exception—carboxyl group that is contained only in
two compounds.

In additive4 model XIII, the structural descriptors were expanded to include
the number of substituents relative to their position toward nitro groups. Thus,
every nitroaromatic compound was characterized by two ortho, two meta, and
one para substituent(s). In the case of di- or trinitroaromatics, the second and
the third nitro groups have been considered as an ordinary substituents. The first
nitro group in the substituted meta-polynitroaromatic compounds is the group that
has nonhydrogen substituent(s) in the ortho position. In the case of unsubstituted
polynitroaromatic compounds, all nitrogroups were equal, and the numeration of
nitro groups did not provide additional descriptors. Thus, this model has nearly a 2D
level of representation of molecular structure and toxicity which was determined by
constant substituents’ contributions. Model XIII also reflects the trends mentioned
above (Fig. 8.2c) but with much lesser accuracy (R2 D 0.71, Q2 D 0.50) that may
prevent any subsequent application of this model.

Thus, it is important to emphasize that the consideration of substituents mutual
influence on toxicity of nitroaromatic compounds is the necessary condition for the
development of adequate QSAR models. To this purpose, one adds supplementary
descriptors to the model XIII which take into account the number of substituents
(n(OH), n(H), n(Cl), etc.) in the molecule as well as their mutual positions relative
to each other. After calculation of all possible combinations for a substituent, this
particular substituent is excluded from further descriptors’ development. It allows

4This model is similar within certain limits to Free-Wilson approach.
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Fig. 8.2 Substituents contributions to toxicity change: (a) simplex 1D QSAR model VIII; (b)
simplex 2D QSAR model XII; (c) additive model XIII (Reprinted from Kuz’min et al. [48]. With
kind permission of Elsevier 2008)
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one to avoid multiple consideration of any specific substituent. Such description of
molecular structure provides closer description to the 2D level, than in the previous
case (model XIII). This new model (XIV) is much more adequate (R2 D 0.92;
Q2 D 0.80) than model XIII.

A comparison of toxicity values predicted by models VI, VIII–XII, and XIV
shows very good agreement. Only compound 17 is poorly predicted by all these

models (except model XII) because of the ambiguous effect of the ClCl

NO2

fragment on toxicity [106]. Evidently, consideration of only the composition of the
molecule as well as the substituents’ pair effects is not sufficient to describe toxicity
in a meaningful manner. The errors of prediction for other compounds are small and
usually have both positive and negative character, i.e., for the same compound some
models overestimate, while the others underestimate the observed toxicity.

Because every model has its own advantages and shortcomings, we try to unite
the former and avoid the latter. The toxicity values predicted by models VI and
VIII–XI for each compound were averaged in consensus model XV (R2 D 0.90).
This provides the most accurate prediction of toxicity despite the fact that the test set
compounds were also included in this model. It is necessary to note that compound
17 was not the statistical outlier in model XV. It is obvious that for both the training
and the test set compounds the observed toxicity values are in a good agreement with
the results of the simpler 1D QSAR models VI and VIII–XI and more complicated
extended Free-Wilson analog XIV, as well as average model XV, and the most
adequate 2D QSAR model XII. This demonstrates the good predictivity and ability
of this method to be used as a virtual screening tool.

A detailed analysis of substituents’ interferences and their contributions to toxic-
ity as predicted by model VIII is presented in Fig. 8.3. The relative contributions to
toxicity of nitro groups, aromatic carbon, and hydrogen (Fig. 8.3a) are significantly
different in different molecules—benzene (1), nitrobenzene (3), 1,3-dinitrobenzene
(19), and 1,3,5-trinitrobenzene (24). As expected, the minimal contributions to
toxicity were observed for benzene (0 for NO2 (it is absent) and C, and �0.15 for
H). The insertion of one nitro group (compound 3) increases the contributions of
all mentioned fragments. For 1,3-dinitrobenzene (19), their values increase even
greater, but for 1,3,5-trinitrobenzene (24) the situation is dramatically different.
The relative contribution of every nitro group is substantially lower; hydrogen
contributions almost did not change, and the aromatic carbon atoms contributions
to toxicity are seen to be slightly larger. The same trends for these compounds
are observed in the most adequate 2D QSAR model XII, as well as in other
approaches [106].

The interactions of substituents discussed in details for chlorosubstituted ni-
trobenzenes are demonstrated in Fig. 8.3b. The relative contributions to toxicity
of nitro groups, chlorine, hydrogen, and aromatic carbon atoms are shown. It is
evident that contributions of nitro groups to toxicity under the sequential insertion
of chlorine decrease in the order: 3> 9, 10, 11> 17, 18> 25> 28. Chlorine’s
contributions are maximal for monochloro derivatives of nitrobenzene, when for
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Elsevier 2008)
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all the rest of the substituted nitrobenzenes they are close to 0. Aromatic carbons’
contributions are nearly constant for all studied compounds, while hydrogen atoms
have a small negative effect on toxicity. Their strongest influence is observed for di-
and tri-substituted nitrobenzenes.5

Thus, even simple 1D QSAR models allow one to predict the trends of sub-
stituents’ effects on the toxicity of nitroaromatics. Despite that these models cannot
distinguish between isomers, nevertheless, they can estimate the toxicity values,
i.e., they are useful for preliminary virtual screening. Seemingly, the reason of
their successful application is their nonadditivity, i.e., the possibility of substituents’
interference consideration.

8.5.2 The Effect of Characteristics of Substituents of the
Nitroaromatics on Toxicity In Vivo (2D QSAR Analysis)

The preliminary 1D QSAR results show that even the information on the composi-
tion of molecules reveals the main tendencies of changes in toxicity. The reviewed
study applies the HiT QSAR approach at 2D level of representation of molecular
structure for (1) evaluation of the influence of the characteristics of 28 nitroaromatic
compounds (some of which belong to a widely known class of explosives) as to their
toxicity; (2) prediction of toxicity for new nitroaromatic derivatives; and (3) analysis
of the effects of substituents in nitroaromatic compounds on their toxicity in vivo.

The initial work set (compounds 1–28, Fig. 8.4) was divided into training and
test sets. Approximately 20% [107] (six compounds) from different groups of
activity were selected to the test set; the 22 remaining compounds were assigned
to the training set. In order to evaluate the predictive power of the obtained QSAR
models, three different test sets were used during this analysis. Most likely, the
usage of several (three is the sufficient minimum) test sets constructed by different
principles and subsequent comparison and averaging (consensus modeling [101])
of the obtained results for the model validation is more preferable than the usage
of only one set. In that way, the first test set was constructed to maximize its
diversity with the training set, i.e., the compounds with the maximal dissimilarity
were chosen. The second test set was created in order to minimize its diversity with
the training set, i.e., less dissimilar compounds from each group were removed.
And the last test set was chosen in random manner taking into account activity
variation only. The procedure for forming the test sets has been described in detail
in Ref. [39].

The experimentally determined (observed) values for toxicity of the investigated
structures [59] are presented in Table 8.12. Approximately 3,100 simplex descrip-
tors were calculated during the initial stage of work.

5The isomers cannot be distinguished by 1D QSAR models.
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Fig. 8.4 Investigated compounds (Reprinted from Kuz’min et al. [39]. With kind permission of
© Springer 2008)
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Table 8.12 Observed and predicted values of investigated nitroaromatics toxicity

�lgLD50(rats), mmol/kg

Structure Observed
Predicted
model XVI

Predicted
model XVII

Predicted
model XVIII

Predicted
model XIX

Consensus
model XX

1 �1.86 �1.73 �1.76 �1.68 �1.65 �1.70
2a, b, c �1.78 �1.95 �1.94 �1.68 �1.97 �1.87
3a �0.69 �0.65 �0.69 �0.84 �0.66 �0.73
4 �0.81 �0.92 �0.94 �0.96 �0.86 �0.92
5b �1.19 �1.02 �1.01 �1.08 �1.16 �1.08
6 �0.38 �0.30 �0.39 �0.45 �0.30 �0.38
7 �0.37 �0.34 �0.22 �0.15 �0.42 �0.26
8 �0.16 �0.15 �0.09 �0.32 �0.16 �0.19
9a, c �0.23 �0.24 �0.56 �0.24 �0.52 �0.44
10b �0.39 �0.36 �0.54 �0.52 �0.53 �0.53
11a, c �0.43 �0.55 �0.59 �0.52 �0.35 �0.49
12 �0.61 �0.84 �0.89 �0.75 �0.92 �0.85
13b, c �1.07 �0.98 �1.01 �0.78 �0.77 �0.85
14 �1.02 �0.93 �1.01 �1.04 �0.92 �0.99
15 �1.12 �1.11 �1.01 �1.08 �1.17 �1.09
16 �1.21 �1.10 �1.14 �1.16 �1.16 �1.15
17 �1.32 �1.29 �1.36 �1.24 �1.27 �1.29
18 �0.52 �0.49 �0.46 �0.64 �0.41 �0.51
19 0.31 0.19 0.23 0.23 0.15 0.20
20 �0.14 �0.09 �0.08 0.03 �0.22 �0.09
21b �0.17 �0.13 �0.33 �0.12 �0.30 �0.25
22 0.41 0.50 0.56 0.57 0.62 0.58
23 0.57 0.50 0.46 0.57 0.56 0.53
24b �0.11 �0.08 �0.08 �0.17 0.03 �0.07
25b, c �0.67 �0.78 �0.61 �0.97 �0.66 �0.74
26a, c 0.52 0.51 0.13 0.47 0.38 0.33
27 �0.49 �0.53 �0.53 �0.57 �0.41 �0.50
28 �0.57 �0.63 �0.49 �0.43 �0.68 �0.53
29 �0.83 �0.89 �1.04 �1.13 �1.02
30 �0.92 �0.94 �0.50 �0.70 �0.71
31 �0.92 �0.94 �0.96 �0.84 �0.91
32 �0.83 �0.89 �1.04 �0.90 �0.94
33 �1.10 �1.14 �1.16 �1.14 �1.15
34 �1.06 �1.08 �1.18 �1.14 �1.13
35 �1.20 �1.21 �1.28 �1.63 �1.37
36 �0.84 �0.91 �1.24 �1.56 �1.23
37 �0.23 �0.37 �0.08 �0.61 �0.35
38 �0.53 �0.58 �2.20 �0.60 �1.13
39 0.05 �0.48 0.15 �0.60 �0.31
40 �0.84 �0.62 �2.63 �0.85 �1.37
41 �0.46 �0.40 �0.27 �0.49 �0.39
42 �1.47 �0.81 �2.52 �1.59 �1.64
43 �0.55 �0.34 �0.05 �0.74 �0.37

(continued)
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Table 8.12 (continued)

�lgLD50(rats), mmol/kg

Structure Observed
Predicted
model XVI

Predicted
model XVII

Predicted
model XVIII

Predicted
model XIX

Consensus
model XX

44 �0.64 �0.62 �4.08 �0.91 �1.87
45 �0.57 �0.75 �0.96 �0.47 �0.73
46 �0.85 �0.92 �0.75 �0.54 �0.74
47 �0.57 �0.27 �0.65 �0.79 �0.57
48 �0.72 �0.19 �0.65 �1.06 �0.63
49 0.01 0.02 �0.17 �0.19 �0.11
50 0.47 0.68 0.44 0.57 0.56
51 �0.29 �0.08 0.43 �0.25 0.03
52 0.46 0.48 0.44 0.51 0.48
53 �0.27 �0.08 0.22 �0.25 �0.04
54 0.37 0.35 0.55 0.13 0.34
55 0.02 �0.05 0.27 0.26 0.16
56 �0.44 �0.35 �0.57 �0.42 �0.45
57 �0.42 �0.36 �0.36 0.56 �0.06
58 0.26 0.52 0.04 1.01 0.52
59 0.23 0.71 0.04 1.08 0.61
60 �0.46 �0.53 �0.57 �0.47 �0.52
61 0.22 0.33 0.37 0.36 0.35
62 �0.65 �0.39 0.23 �0.60 �0.26
63 0.17 0.21 0.09 0.23 0.18
64 0.29 0.41 0.04 0.34 0.26
65 �0.17 �0.46 0.13 �0.54 �0.29
66 0.49 0.08 0.27 0.22 0.19
67 �0.30 �0.49 �0.45 �0.28 �0.41
68 �0.34 �0.22 �0.25 �0.40 �0.29
69 �0.20 �0.09 �0.32 �0.19 �0.20

Reprinted from Kuz’min et al. [39]. With kind permission of © Springer (2008)
Note: Training set molecules have been marked by bold font
aThis molecule has been used for model XVII test set
bThis molecule has been used for model XVIII test set
cThis molecule has been used for model XIX test set

Depending on their physicochemical characteristics [45–47, 108] (see above),
the atoms were divided into seven groups corresponding to:

1. Partial charge: A 
 �0.1<B 
 �0.05<C 
 �0.01<D 
 0.01<E 
 0.05<
F 
 0.1<G

2. Lipophilicity: A 
 �1<B 
 �0.5<C 
 �0.1<D 
 0.1<E 
 0.5<F 
 1<G
3. Refraction: A 
 2<B 
 3<C 
 4<D 
 6<E 
 9<F 
 12<G
4. Electronegativity: A 
 1.5<B 
 2<C 
 2.5<D 
 3<E 
 3.5< F
5. van der Waals attraction potential: A 
 249<B 
 447<C 
 645<D 
 844<E


 1042<F 
 1240<G
6. van der Waals repulsion potential: A 
 68882<B 
 130603<C 
 192324<D


 254045<E 
 315766< F 
 377487<G
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As mentioned above, the 1D QSAR analysis was carried out as the preliminary
step of this study. The satisfactory two latent variables model (R2 D 0.82; Q2 D 0.72)
was obtained using the PLS method with preliminary filtration of structural
descriptors (vide supra) for all 28 molecules, indicating that the presence of certain
combinations of atoms in the molecule substantially determines its toxicity. More
detailed analysis of information obtained (Table 8.11) allowed for observation of
the trends described below.

The increase in the presence of nitrogen and/or oxygen atoms (N, O, OH2

fragments) in the molecule is important to the toxicity increase. Because the
nitrogen atoms in the training set used belong only to the nitro group and oxygen
could additionally be included in hydroxyl groups, one can conclude that these
groups are essential factors in toxicity, i.e., increasing of the number of nitro and
hydroxyl groups in the compound leads to the toxicity rise. On the other hand,
the accumulation of nitrogen atoms (C3HN3 fragments) and, hence, nitro groups
in nitroaromatic molecule decreases toxicity, i.e., the insertion of the third nitro
group (N3 means exclusively three nitro groups) into the aromatic ring interferes
with the toxicity of the compounds under investigation. Summarizing the opposite
effects of the mentioned fragments on toxicity, one can conclude that the toxicity
of trinitroaromatics is not higher than the toxicity of dinitroaromatics. Such results
again indicate the nonadditive character of the simplex approach. In the molecules
investigated, an increase in the number of carbon atoms (C4 and C6Cl fragments)
was associated with a decrease in toxicity. Introduction of alkyl, specifically methyl
and chlorine alkyl (e.g., CH2Cl) substituents, leads to a decrease in toxicity, whereas
introduction of fluorine atoms into the benzene ring (H2F and CH2F fragments)
results in an increase of toxicity.

As expected, expansion to the 2D level of molecular structure representation
allows development of much more accurate QSAR models. The models obtained
satisfy all the requirements of QSAR Setubal Principles [85]. They have high
statistical indexes: adequacy-of-fit, robustness, and predictivity (R2 D 0.96–0.98;
Q2 D 0.84–0.93; R2test D 0:89 � 0:92). Interestingly, the training set decrease, due
to the detachment of six molecules and their insertion into the test set, did not
appreciably worsen the statistical characteristics of models XVII–XIX (R2 D 0.96;
Q2 D 0.84–0.93; R2test D 0:89 � 0:92). The consensus model XX (averaged by
models XVI–XIX) (for model XX: R2 D 0.97) prediction quality decreased only
insignificantly in comparison to model XVI (for model XVI: R2 D 0.98; Q2 D 0.91)
(all 28 molecules included).

Thus, taking into account the high statistical characteristics of the 2D QSAR
models obtained, their extensions to the models of the next levels of HiT QSAR
technology were considered inexpedient. Therefore, the second part of the study
involved application of the best model to the other set of nitrobenzene derivatives
having a similar chemical structure. The considered set of compounds that includes
different combinations of substituents in an aromatic ring is presented in Fig. 8.4
and Table 8.12. All of these compounds are nitroaromatics, i.e., belong to the same
chemical class. The whole set of substituents used for their design is represented
in the initial training set. Toxicity values for 41 structures from the new set of
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compounds (29–69) were predicted. Later, their link to domain applicability was
estimated via model XVI. As expected, almost all of the investigated molecules,
except compounds 58 and 59, located inside the space of structural features fall into
the domain applicability [106]. Most likely, this is caused by poor representation of
trinitroaromatics in initial training set (only two compounds 24 and 27 are included).
On the other hand, there is only one fluorine-containing compound (dinitroaro-
matic 23) in the training set, and a lack of prediction reliability for monofluoro
mononitroaromatic compounds 67–69 can be expected. In reality, the compounds
in this study are situated inside model DA, i.e., they have been predicted reliably.
It can be easily explained by the advantages described above of the SiRMS model
which uses various types of atom’s differentiations in simplexes. This allows one to
reveal and apply more common characteristics of new compounds related to the test
compounds than one can conclude just by comparing their structural formulas.

Based on the results obtained in the framework of model XVI, new information
can be obtained as to nitroaromatic toxicity. Assuming reliable data on oral rat
toxicity of 69 related nitroaromatic compounds, some trends in the dependencies of
toxicity on the structure of nitroaromatic molecules can be analyzed. In practically
all considered cases, as follows from Fig. 8.5a, an aromatic ring with nitro
group(s) contributes positively to toxicity, even though this contribution varies
widely, depending on the nature and number of other substituents. Clearly, the
contribution range is wider for the work set than for the training set. The increase
in toxicity is noticeable during the transition from mononitrobenzene derivatives to
dinitrobenzene ones. A subsequent transition to substituted trinitrobenzenes does
not appreciably result in the increase of toxicity (compounds 58 and 59 were not
considered in this case). This corresponds quite well to the information obtained at
the preliminary stage (1D QSAR model).

More extended analysis of aromatic ring substituents’ influence on oral rat
toxicity is illustrated in Fig. 8.5b. It can be concluded that nitro, hydroxyl, carboxyl
groups, and fluorine promote an increase in toxicity, corresponding well to results
of the 1D QSAR analysis. Both potential donors (substituents of the first group
species: OH, F) and potential acceptors (substituents of the second group species:
NO2, COOH) contribute positively to toxicity. Methyl and chloromethyl groups
slightly decrease activity. Chlorine, as a substituent to an aromatic ring, reveals an
ambiguous influence on toxicity.

In considering toxicity changes within the separate groups of substituted mono-,
di-, and trinitrobenzenes (Fig. 8.6a–c), it is evident from Fig. 8.6a, that methyl
and chloromethyl derivatives of nitrobenzene are less toxic than unsubstituted
nitrobenzene, whereas insertion of chlorine, hydroxyl, or fluorine into nitrobenzene
promotes toxicity. There are no simple trends for the influence of isomerism on
the toxicity of nitrobenzene derivatives. However, in most cases, meta-isomers
are more toxic, and para-isomers are less toxic. In addition, for substituted 1,3-
dinitrobenzenes (Fig. 8.6b), the influence of isomerism (A, B, C isomers) is more
noticeable than in the previous case. Also, in most cases, C isomers are less and A
isomers are more toxic. The tendency toward toxicity increase in the series CH3, Cl,
OH, and F is also predicted. Similarly, insertion of chlorine, fluorine, or hydroxyl in
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1,3,5-trinitrobenzene increases toxicity (Fig. 8.6c). As noted before, information
for compounds 58 and 59 is not sufficiently reliable. At the same time, 2,4,6-
trinitrobenzoic acid is less toxic than the other species from the given group of
compounds.

Since the chlorine derivatives are more comprehensively represented in the initial
work set and since, as mentioned above, they deserve more careful study, we have
carried out a more detailed analysis of their influence on toxicity. “Evolution” of
toxicity changes for this group of compounds is represented in Fig. 8.7. The largest
toxicity changes are observed for nitrobenzene dichloro derivatives. An addition
of new substituents (new chlorine atoms) decreases such changes. Presumably, the
accumulation of chlorine atoms in the benzene ring results in cancellation of their
influence on toxicity. Both the most toxic chlorine substituted nitrobenzenes and the
least toxic ones contain the chlorine atom in the ortho position relatively to the nitro

group. We expect that the

Cl

NO2

fragment is a “toxicophore” and the other
substituents (atoms of chlorine) are “modulators” that may increase or decrease
toxicity.

Finalizing the analysis of chlorine substituents, we developed another way to
describe the influence of chlorine atoms on toxicity values of chlorine derivatives
of mono nitrobenzene (compounds 3, 9, 37, 39, 42). In Fig. 8.8, the toxicity of

each molecule is presented as six separate contributions,
XCi

where Ci—ith
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(i D 1–6) C atom on benzene ring and X—corresponds to substituent (H, Cl, NO2).
We analyzed the influence on the toxicity the sequential insertion of substituents into
the benzene ring. We found that insertion of a chlorine atom in the ortho position
relative to the nitro group (compound 9) leads to a toxicity increase in comparison
with nitrobenzene (compound 3). This effect is not limited only to the chlorine atom.
Actually, the contributions to toxicity of all other atoms are amplified (except C–H
bond in ortho position to the C–Cl bond, Fig. 8.8). An insertion of another chlorine
atom in the ortho position to the previous one (compound 37) has only a small
effect on toxicity. Although the new C–Cl bond (position 3) increases the toxicity
of a molecule, the contributions of the nitro group and of other C–Cl fragment
(position 2) have been diminished. The influence of C–H bonds in positions 5 and
6 has virtually no effect on toxicity. The C–H bond in position 4 slightly increases
toxicity. Thus, in spite of the redistribution of influence on toxicity between different
fragments of molecule 37 (Fig. 8.8), the toxicity of this whole compound hardly
changes compared to compound 9.

The situation is completely different (Fig. 8.8) for the other isomer (compound
39). Substitution of the hydrogen atom by chlorine in position 6 has practically no
effect on this fragment’s contribution to toxicity as well as to the toxicity of the
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nitro group in comparison with the compound 9. However, the contributions of C–H
bonds in positions 3–5 substantially increases toxicity. The last factor determines
the increase in toxicity for compound 39.

A dramatic change in toxicity was predicted for compound 42. Substitution of
hydrogen by chlorine in position 5 of molecule 37 results in substantial lowering of
toxicity. It is interesting that this result has the effect of diminishing contributions
to the toxicity of all analyzed fragments (see Fig. 8.8). The influence on toxicity
change of the C–Cl bond in position 2 is especially noticeable. It is interesting that
this fragment is situated in para position to the new, additional chlorine atom. Thus,
it is possible to assume an important role for the chlorine atom as the substituent of
the first species (electron-donating) and its polar influence on the aromatic system.
Since we do not have any conclusive proofs about the mechanism of chlorinated
nitro compounds action, one can conclude that the nitro groups making the halogen
more susceptible to SNAr reactions or the halogens are facilitating the reduction of
the nitro groups. Both of the mentioned mechanisms are probable. Thus, the toxicity
of all of considered compounds has been substantially affected by interference of the
substituents.

Summarizing, the obtained results indicate that the influence of substituents in
the benzene ring on toxicity is considerably nonadditive (see Fig. 8.8). In addition,
the presented toxicity trends do not follow the simple donor acceptor rules known
in organic chemistry (substituent polar influence is discussed below).

As follows from our study, the 1,3-dinitrobenzene derivatives containing a
fluorine or hydroxyl group (compounds 50, 52, and 66) are the most toxic.
Except for benzene and toluene, which do not possess nitro groups, the least
toxic compounds are methyl derivatives of nitrobenzene (compounds 5, 33–35)
and chlorine derivatives of nitrobenzene (compounds 17 and 42) that contain the

following fragment ClCl

NO2

.

As shown earlier [40, 41, 109], it is possible within the framework of the SiRMS
approach to estimate the relative influence of different physical and chemical factors
on toxicity change and to divide the total toxicity into contributions based on
electrostatic, hydrophobic, and van der Waals interactions of toxicants with the
proper biological target. The results of the application of this technique suggest that
all three factors contribute to toxicity in approximately equal amounts: electrostatic
34%, hydrophobic 33%, and van der Waals 33%. It can also be concluded that
the hydrophobic characteristics of nitroaromatics regulate their transport function
(delivery to the biological target). Charge distribution in toxicants (electrostatic
characteristics) likely determines the degree of its interaction with a biological target
as well as the stability of the reaction species (ion and/or radical). Finally, van der
Waals forces can be an important factor of toxicant–target interaction.

Interestingly, in spite of substituent polar effects undoubtedly being important,
their influence does not follow well-known rules of classical organic chemistry
since we did not find meaningful Hammett ¢ and ¢C constants—toxicity value
dependences (R D 0.06�0.28) for the training set and its parts.
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8.6 Conclusion

This chapter reveals that application of simplex representation of molecular struc-
ture methodology in conjunction with multiple linear regression (MLR) and random
forest (RF) statistical methods represents a powerful tool that is able to effectively
predict physical, chemical, and biological properties of nitrocompounds. The
following analysis of nitrocompounds properties has been performed:

Adequate “structure–aqueous solubility” 2D QSPR models were developed for
a diverse set of organic molecules and successfully validated with an external test
set. Better predictions were obtained when the random forest model was used. The
influence of selected molecular fragments on aqueous solubility of compounds of
military interest has also been studied. Relationships were highlighted that relate the
number of nitrogen atoms in an aromatic ring, the ability for a molecular fragment
to participate in hydrogen bonding and lipophilicity to aqueous solubility.

Accurate “structure–LogKow” 2D QSPR model based on simplex representation
of molecular structure approach and random forest statistical model has been
developed for a set of 10,973 organic compounds and successfully validated with
two external test sets. The developed model predicts the LogKow values with
the accuracy of the best modern models. Using this model, the LogKow values
of 29 military important compounds with unknown experimental data have been
predicted.

For the first time, 1D models on the base of SiRMS were used as separate and
independent tools for development of QSAR analysis. The comprehensive analysis
of toxicity changes as a function of substituent’s position and characteristics was
carried out. Among contributions analyzed are electrostatic, hydrophobic, and van
der Waals interactions of toxicants with the biological targets. It was found that in
most cases, insertion of fluorine and hydroxyl groups into nitroaromatics increases
toxicity, whereas insertion of a methyl group has the opposite effect. The influence
of chlorine on toxicity is ambiguous. Insertion of chlorine in ortho position relative
to the nitro group leads to substantial increase in toxicity, whereas the second
chlorine atom (in para position to the first one) results in considerable decrease in
toxicity. It was shown that the mutual influence of substituents in the benzene ring
is substantially nonadditive and plays a crucial role in their toxicity. The influence
of different substituents on toxicity can be mediated via different C–H fragments
of the aromatic ring. The correspondence between observed and predicted toxicity
values by obtained 1D and 2D models is good. The developed single models were
summarized in the most adequate consensus model that allows improving accuracy
of toxicity prediction and shows its ability to be used as a virtual screening tool.
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Chapter 9
Progress in Predictions of Environmentally
Important Physicochemical Properties
of Energetic Materials: Applications
of Quantum-Chemical Calculations

Leonid Gorb, Frances C. Hill, Yana Kholod, Eugeniy N. Muratov,
Victor E. Kuz’min, and Jerzy Leszczynski

Abstract The review describes the advances of quantum-chemically based
approximations (namely, COSMO-RS) in the prediction of several environmentally
important physicochemical properties of energetic materials: vapor pressure,
Henry’s law constants, water solubility, and octanol–water partition coefficients.
It includes introduction, the section that briefly discusses COSMO-RS – the most
popular quantum-chemistry-based statistical thermodynamics approximation, and
the references on similar quantum-chemical approaches. Since the solubility,
probably, plays the most important role in many environmental characteristics
of energetic materials, the major section of the review describes the current status
of the quantum-chemically based predictions of this property. Also, the description
of a modeling of salinity effects is discussed. Then subsequent few sections review
the current advancements of the calculations of other environmentally important
physical properties of energetic compounds.

It is concluded that the combination of continuum model of solvent with statisti-
cal thermodynamics (what in fact represents the approximations of the COSMO-RS
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type) is a quite accurate prediction tool that on one hand avoids empirically based
QSPR approximations, and on another hand, allows not to use such computationally
demanding techniques as molecular dynamics and Monte Carlo approaches.

9.1 Introduction

Energetic materials include the following classes of compounds:

1. Classical organic explosives, such as TNT (2,4-trinitrotoluene), RDX
(hexahydro-1,3,5-triazine), HMX (octahydro-1,3,5,7,-tetranitro-1,3,5,7-
tetrazocine)

2. Insensitive organic explosives such as N-methyl-4-nitroaniline (MNA) and
2,4-dinitroanisole (DNAn) and 1,3,5-triamino-2,4,6-trinitrobenzene (TATB)

3. Thermite systems consisting of separate fuels and oxidizers. They are used
in primers, main charges, propellants, pyrotechnic mixtures, or as reactive
materials.

Production and handling of energetic materials generate large quantities of
contaminated wastewater. Therefore, it is very important to understand the envi-
ronmental behavior of these potential toxic hazards, which is primarily controlled
by the change of the physicochemical properties of the compound. Thus, accurate
determination of their physicochemical properties is critical to developing valid
environmental models and impact assessments.

Among the most important physicochemical properties relating to the envi-
ronmental behavior of energetic materials are four key characteristics: aqueous
solubility (Sw), octanol–water partition coefficient (KOW), Henry’s law constant
(KH), and vapor pressure (Pv). These parameters are also used extensively in
medicinal chemistry (pharmacokinetics, drug design, and anesthesiology), chro-
matography, and pesticide chemistry.

Aqueous solubility is defined as the equilibrium distribution of a solute between
water and solute phases at a given temperature and pressure. Because Sw represents
the maximum solute concentration possible at equilibrium, it can also serve as
a limiting factor in concentration-dependent processes. Inorganic salts, present in
large amounts in the environment, greatly influence the mass transfer equilibrium
of organic compounds between different phases. The aqueous solubility of organic
compounds usually decreases in the presence of inorganic salts. This is defined as
the salting-out effect. Salting-out offers several practical applications that could be
used to modify the physical behavior of the solution, separate the components of a
system, and improve the sensitivity of analytical techniques.

The octanol–water partition coefficient represents the ratio of the concentration
of a solute in octanol and water at equilibrium and a specified temperature. Octanol
is an organic solvent that is used as a surrogate for natural organic matter. This
partition coefficient is utilized in many environmental studies to determine the
fate of chemicals in the environment. Prediction of the extent of bioaccumulation
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of a contaminant in fish provides an example of the application of the partition
coefficient in ecological ventures. It is assumed that the molecular speciation of the
solute is the same in both solvents, and that the solutions are sufficiently dilute.

The distribution equilibrium of a compound between the water phase and the
gas phase is characterized by the Henry’s law constant. This distribution is equal to
the ratio of concentration of the species in air and water in equilibrium. The Henry’s
law is very important in environmental studies and chemical analyses: it controls the
driving force of the mass transfer of the compound between water and air. In many
industrial, toxicological, and environmental processes, the Henry’s law constant and
its dependency on temperature play an important role in modeling the exchange of
semi-volatile chemicals between gaseous and aqueous phases.

And, finally, vapor pressure or, more accurately, the pressure of vapor of a
compound at the equilibrium with its pure condensed phase controls the distribution
of pure substances between its surface and the air. Therefore, the four key
characteristics: solubility, octanol–water partition coefficient, Henry’s law constant,
and vapor pressure quantify the extent of a chemical’s partitions between solid–
liquid, liquid–liquid, air–water, and air–solid, respectively.

Physical properties of some energetic materials such as trinitrotoluene (TNT),
cyclotri-ethylenetrinitramine (RDX), and cyclotetramethylene-tetramitramine
(HMX), have been studied extensively, and numerous physical property data are
available for these compounds. For TNT, octanol–water partition coefficients,
Henry’s law constants, vapor pressures, and aqueous solubility have all been
determined experimentally by a number of groups [1–4]. Vapor pressures have
also been determined for RDX and HMX [5]. The solubility of CL-20 was reported
by Karakaya et al. [6]. However, in cases where multiple data sets exist, every now
and then significant differences are being observed between some of the data sets.
For example, reported values of the aqueous solubility for TNT may vary by as
much as a factor of 2 [7]. The cases of new synthesized energetic materials are even
more critical, since very often those experimentally measured physical property
data are not yet published. The same applies also to environmentally important
physical properties of numerous products of their natural decomposition – very
often they are not measured yet.

The lack of consistent physical properties and the critical need for such data that
may be used to provide some prediction of the environmental fate of a particular
compound drive the development of methodologies for the prediction of relevant
physicochemical properties. The most common of these methods is Quantitative
Structure Property Relationship (QSPR) [8]. There are numerous variants of QSPR
(for application of QSRP techniques to predict solubility and lipophilicity of
energetic compounds see our review in this book [9]), but in essence, a large
number of “descriptors” is fitted to reproduce a specific physical property (vapor
pressure, log KOW, etc.) for molecules in the “training set.” Training sets may
contain anywhere from a few hundred to tens of thousands of molecules and, in
general, the larger the training set, the better the predictive capability and accuracy
of the applied approach. Overall, most QSPRs do an excellent job of predicting
physical properties for molecules with similar molecular structure as those in the
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training set. However, for molecules that differ significantly from those used in the
development of the QSPR, which applies to many energetic materials, there is a
concern that the predictions of QSPR may not be representative of experimental
data [10, 11]. Therefore, approaches other than QSAR/QSPR methodologies are
needed that will yield reliable predictions in the absence of experimental data. In
fact, such a methodology exists and has a long history of successful development
and applications [12]. It is called ab initio quantum chemistry and is based on
application of physical, quantum-mechanical laws to molecular systems. This
technique virtually does not require any additional information, except the data on a
molecular (crystal) structure. The outcome of the corresponding calculations is any
physical property that could be represented by a quantum-mechanical operator.

Below, we will present the short description of such ab initio techniques that
are specifically applicable for the evaluation of environmentally important physical
properties. Particularly, we will discuss their current status related to the predictions
of the most important physical properties of energetic materials. However, in reality,
those techniques are not limited only to predictions of such properties, and in
addition, they are able to calculate any property which is dependent on the difference
in Gibbs free energies, or chemical potentials in two different phases.

The review is organized in the following way. The next section briefly describes
the most popular quantum-chemistry-based statistical thermodynamics approxima-
tion that is denoted as COSMO-RS. The references to similar quantum-chemical
approximations are also provided. Since the solubility probably plays the most
important role for the considered phenomena, the next section reveals the current
advances in the quantum-chemical-based predictions of this property. This section
also discusses a modeling of salinity effects. Then subsequent few sections review
the current status in the calculations of other environmentally important physical
properties of energetic materials. Also, since, there are just a few publications
related to the prediction of physical and chemical properties of energetic materials,
we complete the review by presenting the works on the predictions of physi-
cal properties for possible environmental contaminants others than the energetic
materials.

9.2 COSMO-RS and Other Quantum-Chemical
Approximations

COSMO-RS (COSMO for Real Solvents) is a quantum-chemistry-based statistical
thermodynamics approximation for the verification and prediction of thermody-
namic properties of liquids, liquid mixtures, and dissolved solids. The details of
COSMO-RS are described in a number of publications (see, e.g., [13–15]). Below
we will follow the COSMO-RS description which is presented in [16, 17].

The approximation involves two steps. The first one is based on a quantum-
chemical continuum model of solvent called COSMO (conductor-like screening
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model) [15]. In a COSMO calculation, the solute is placed inside a molecular-
shaped cavity and the surrounding solvent is described by a conducting continuum.
Instead of using the exact dielectric boundary condition that is typical for most
PCM-type models [18], COSMO in general applies a scaled-conductor boundary
condition. The COSMO algorithm is implemented in quantum-chemical self-
consistent field procedures in many quantum-chemistry programs [19, 20].

The first step of COSMO-RS approximation has two levels of accuracy. At the
high level (also called BP-TZVP level), the geometry optimization is performed
using the DFT method at the BVP86/TZVP level. This level is recommended for
the accurate calculations of small number of compounds. The level called BP-SVP-
AM1 uses the optimization at the semiempirical AM1 level, followed by single-
point calculations at the BVP86/SVP level. This approach is recommended for
screening of hundreds or even thousands of compounds. In practice, a commercially
available COSMOTherm program [21] is accompanied by databases collecting the
pre-calculated information for thousands of compounds at each level of accuracy.
Thus, very often the quantum-chemical calculations are not needed and one could
start predictions right from the second step.

The second step of the COSMO-RS approximation [15] uses optimized geome-
tries, energies, and surface-screening charge densities as the input for application
of statistical thermodynamics. COSMO-RS treats the solvent S as an ensemble
of pair-wise interacting surface segments. The interaction energies of the surface
pairs are defined in terms of the screening charge densities and the respective
surface segments. For the COSMO-RS statistical thermodynamics, it is sufficient
to consider histograms of the screening charge densities, the so-called �-profiles
�x.�/, which give the relative amount of surface with polarity � for a molecule X.
From the molecular �-profiles, the �-profiles of pure or mixed solvents S can be
easily derived as mole fraction weighted sum of the �-profiles of its compounds in
combination with a surface normalization:

�s.�/ D
P

i xi �
xi .�/P

i xiA
xi

(9.1)

COSMO-RS treats electrostatic, hydrogen-bonding, and van der Waals inter-
actions by effective approximate expressions. Electrostatics (Emisfit) and hydrogen
bonding (EHB) are described as functions of the screening charges of two interacting
surface segments � and � 0 or �acceptor and �donor if the segments belong to hydrogen
bond donor or acceptor atom. The less-specific van der Waals (EvdW) interactions
are taken into account in a slightly more approximate way – the resulting expression
for EvdW does not depend on a � .

The COSMO-RS methodology operates by means of pseudo-chemical potentials
of liquid or mixed liquids. The pseudo-chemical potential is calculated as follows:

�xs D �xC;S C
Z
�x.�/�s.�/ d� (9.2)
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where

�s.�/ D RT

˛eff
ln
�Z

�s.�
0/exp

�
1

RT
.˛eff�s.�

0/ �Emisfit.�; �
0/ �EHB.�; �

0//

�
d�
�

(9.3)

and �xC;S is a special combinatorial term that takes into account size and shape
differences of the molecules in the system.

With Eq. 9.2, one is able to calculate the chemical potential of all compounds
of an arbitrary mixture at a given temperature. Subsequently, a wide variety of
thermodynamic properties can be derived. Below we present the expressions that
allow calculating the properties discussed in the review.

Vapor pressure:

P
vapor
i D Xi expŒ.�solv � �gas/=RT � (9.4)

Henry’s Law constants:

kH D 1=VsolvXi expŒ.�gas � �solv/=RT � (9.5)

Octanol–water partition coefficients:

log.P / D logŒexp..�oct � �water/=RT /V1=V2� (9.6)

Water solubility:

log.XS/ D Œ�self � �solv�=RT ln.10/ (9.7)

Currently, COSMO-RS is the most popular among quantum-chemically based
techniques devoted to obtaining Gibbs free-energy-dependent properties. Another
approximation that is denoted as COSMO-SAC is [22] quite similar; however, it
uses different expressions to estimate electrostatic, hydrogen-bonding, and van der
Waals interactions and also different values for empirical parameters. In addition,
some estimates have been published based on an application of continuum SM5
solvation model [23].

9.3 Environmentally Important Physical Properties
of Energetic Materials

9.3.1 Solubility

Since most of the energetic materials are solids, Eq. 9.7 is not valid for this group
of compounds. It should be replaced by the following expression:
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log.XS/ D Œ�0self � �0solv ��G0

fus�=RT ln.10/; where �G0

fus D
�

0 �Gfus 
 0

�Gfus �Gfus > 0

(9.8)

where�Gfus represents Gibbs free energy of fusion. According to definition,�Gfus

should have positive value for a solid at a given temperature. Since for liquids�Gfus

is negative by definition, Eq. 9.8 reduces to Eq. 9.7 for liquid solute.
Therefore, in case of solids, in addition to the calculations of chemical potentials

�0self and �0solv that are evaluated at the COSMO level, one needs to obtain the
value of �Gfus, which the COSMO-RS approach suggests to estimate in one of
the following two ways:

The first one is to estimate it using the QSPR equation which is preloaded inside
of COSMOThermX [24] graphical interface. An application of such technique
has been described by Quasim et al. [25]. In this study, the values of solubility
calculated at the BP-TZVP and BP-SVP-AM1 levels have been compared with the
experimental ones. The results are displayed in Table 9.1. One can see that the
predicted solubility values for liquid compounds (NB, 2-NT, and 3-NT) at both
the SVP and TZVP levels are in very close agreement with the experimental values
(ca. 0.1 LU error). This is in accord with the reported accuracy for the COSMO-RS
method for liquids (0.3 LU) [28]. However, the accuracy decreases considerably in
the case of solid energetic materials. Although for some solids the predicted water
solubility values are in good agreement with the experimental values, the errors for
prediction of solubilities for other substances, in particular, RDX, HMX, and CL-
20, are quite large: 1.6–2.5 LU. As a result, the mean absolute error (MAE) at the
SVP level is equal to 0.82 LU, and at the TZVP level it is equal to 0.61 LU. The
MAE values obtained at both levels are beyond the limitations of the intrinsic error
of the COSMO-RS method for solids, reported as 0.5 LU [26]. A higher degree
of accuracy was expected for predictions at the TZVP level since this approach is
based on the higher and more accurate level of theory.

In order to determine the possible reasons for such disagreements, the terms of
Eqs. 9.7 and 9.8 have been analyzed in detail. All the components of Eq. 9.7 for the
liquid compounds at experimental measurement temperature and the components
of Eq. 9.8 for solids are given in Table 9.2. Since most compounds of interest
are solids under given temperatures the authors [25] have paid special attention
to the values of �Gfus, which are obtained statistically in the COSMO-RS theory.
Analysis of the data presented in Table 9.2 suggests that the difference �0self � �0solv
is negative. This corroborates the meaning of these terms according to Eqs. 9.7 and
9.8, since COSMO-RS is designed for predictions of solubility of rather low soluble
solutes [26]. The difference �0self � �0solv is negative for low-soluble compounds,
when energy of the compound in pure state is lower than in solution. Therefore, the
only functional parameter is represented by the difference between �0self and �0solv.
Consequently, this difference is displayed in Table 9.2, instead of individual values
of standard chemical potentials.
�Gfus parameter is not applicable for liquid compounds; accordingly, this value

is not estimated by the COSMO-RS procedure for liquid solute, and solubility
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Table 9.1 Comparison of the water solubilities (SW) computed using the COSMO-RS approach
and available experimentally measured water solubility values

COSMO-RS SW,
log (mg/L)a Errors

Compound SVP TZVP SVP TZVP
Exp. SW,
log (mg/L)b Temp (ıC)

Solids
1 TNB 1.79 2.12 0.65 0.32 2.44 15
2 1,2-DNB 2.33 2.83 0.21 0.71 2.12 25
3 1,3-DNB 2.76 2.88 0.03 0.15 2.73 25
4 1,4-DNB 2.47 2.86 0.63 1.02 1.84 25
5 2,4,6-TNT 1.50 1.79 0.56 0.27 2.06 23
6 2,4-DNT 2.50 2.55 0.07 0.12 2.43 22
7 2,6-DNT 2.62 2.65 0.32 0.35 2.30 25
8 3,4-DNT 2.33 2.42 0.33 0.42 2.00 25
9 4-NT 2.98 2.94 0.33 0.29 2.65 30
10 4-Am-26-DNT 3.79 4.03 0.7 0.94 3.09 25
11 2,4,6-TNAN 1.73 1.71 0.57 0.59 2.30 15
12 2,4-DNAN 2.79 2.61 0.6 0.42 2.19 15
13 RDX 3.54 3.74 1.79 1.99 1.75 25
14 HMX 2.42 3.72 1.77 3.07 0.65 25
15 CL-20 1.80 2.99 1.24 2.43 0.56 25
16 Tetryl 1.84 1.84 0.03 0.03 1.87 25
17 1,4-DNsB 3.40 3.57 0.06 0.11 3.46 25
18 NsB 3.45 3.74 0.12 0.41 3.33 25
19 2,3,4-TNT 2.07 2.06 0.05 0.06 2.12 25
20 2,4,5-TNT 1.71 2.04 0.48 0.15 2.19 25
21 2,3-DNT 2.57 2.38 0.23 0.04 2.34 25
22 2,5-DNT 2.44 2.54 0.1 0.2 2.34 25
23 2-Am-46-DNT 3.53 3.80 0.44 0.71 3.09 25
24 3,5-DNAN 2.01 2.22 0.47 0.26 2.48 25

MAEc 0.85 0.63

Liquids
25 NB 3.28 3.21 0.04 0.11 3.32 25
26 2-NT 3.05 2.95 0.24 0.14 2.81 30
27 3-NT 2.87 2.83 0.17 0.13 2.70 30

MAEc 0.15 0.13

Reprinted from Kholod et al. [34]. With kind permission of © The American Chemical Society
(2009)
aAll COSMO-RS calculations were performed at the temperature of experimental measurements
bReferences for experimental solubility values: CL-20 [6], all other compounds [27]
cMean absolute error

values are computed according to Eq. 9.7. However, in the case of solid compounds,
the COSMO-RS estimated values of �Gfus are surprisingly negative. This finding
contradicts the meaning of the �Gfus term, which has a positive value for solids,
interpreted as the energy necessary to break intermolecular bonds in a crystal
lattice. A careful check of the values of this parameter for organic non-electrolyte
compounds of different classes reveals that �Gfus values are always positive.
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Table 9.2 Difference of the standard chemical potentials and free energies of fusion (�Gfus)
computed using the COSMO-RS approach and the water solubility (SW) values calculated using
these terms according to Eq. 9.7 for liquid and Eq. 9.8 for solid solute

SVP TZVP

Compound
�self��solv,
kcal/mol

�Gfus,
kcal/mol

SW

log(X)
�self��solv,
kcal/mol

�Gfus,
kcal/mol SW log(X)

Solids
1 TNB �6.96 �1.42 �5.28 �6.54 �1.84 �4.95
2 1,2-DNB �6.34 �0.75 �4.64 �5.65 �1.08 �4.14
3 1,3-DNB �5.75 �0.58 �4.21 �5.58 �1.01 �4.09
4 1,4-DNB �6.14 �0.68 �4.50 �5.6 �1.02 �4.10
5 2,4,6-TNT �7.29 �1.45 �5.38 �6.9 �1.95 �5.09
6 2,4-DNT �6.08 �0.53 �4.50 �6.02 �1.03 �4.46
7 2,6-DNT �5.99 �0.56 �4.39 �5.94 �1.08 �4.36
8 3,4-DNT �6.38 �0.68 �4.68 �6.26 �1.15 �4.59
9 4-NT �5.41 �0.10 �3.90 �5.47 �0.35 �3.94
10 4-Am-26-DNT �4.43 �0.04 �3.25 �4.1 �0.40 �3.01
11 2,4,6-TNAN �7.37 �1.53 �5.40 �7.14 �1.90 �5.42
12 2,4-DNAN �5.8 �0.55 �4.25 �5.84 �1.13 �4.43
13 RDX �4.84 �0.96 �3.55 �4.57 �1.64 �3.35
14 HMX �6.55 �1.37 �4.80 �4.77 �1.94 �3.49
15 CL-20 �7.61 �2.60 �5.58 �6 �2.77 �4.39
16 Tetryl �8.2 �2.25 �6.01 �7.31 �2.70 �5.36
17 1,4-DNsB �4.75 �0.09 �3.48 �4.52 �0.33 �3.31
18 NsB �4.28 0.25 �3.33 �3.96 0.18 �3.03
19 2,3,4-TNT �6.87 �1.30 �5.03 �6.88 �1.77 �5.04
20 2,4,5-TNT �7.35 �1.45 �5.39 �6.9 �1.94 �5.06
21 2,3-DNT �6.06 �0.58 �4.44 �6.31 �1.09 �4.62
22 2,5-DNT �6.23 �0.61 �4.56 �6.09 �1.08 �4.46
23 2-Am-46-DNT �4.79 �0.17 �3.51 �4.42 �0.47 �3.24
24 3,5-DNAN �6.86 �0.88 �5.03 �6.58 �1.30 �4.82

Liquids
25 NB �4.86 � �3.56 �4.95 � �3.63
26 2-NT �5.32 � �3.83 �5.46 � �3.93
27 3-NT �5.56 � �4.01 �5.62 � �4.05

Therefore, one has to conclude that the QSPR equation used in the original
COSMO-RS method for predictions of �Gfus is inadequate for the considered
class of nitro-compounds. In addition, one might also assume that the large error
observed for nitramines occurs because those compounds should have higher�Gfus

than nitroaromatic compounds. Neglecting this issue causes inaccuracy. In order to
increase the accuracy of the predictions of the solubility values of nitro-compounds,
and to extend the application of the COSMO-RS method for various species
including military important compounds, the QSPR procedure of �Gfus estimation
has been modified as described in the next section.
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Table 9.3 Basic statistical
parameters of selected
SiRMS QSPR models

R2 Q2 S(ws) S(cv) A D M

SVP 0.86 0.78 0.43 0.55 2 28 132
TZVP 0.87 0.82 0.52 0.62 2 46 132

R2 determination coefficient, Q2 cross-validation determination
coefficient, S(ws) standard error of prediction for the work set,
S(cv) standard error of prediction for the work set in cross-
validation terms, A number of PLS latent variables, D number
of descriptors, M number of molecules in the training set

For alternative �Gfus estimation, simplex representation of molecular structure
(SiRMS) QSPR approach developed by Kuz’min and coworkers [28] has been used.
The principal physical basis of SiRMS in the application to �Gfus is established on
the hypothesis that the �Gfus parameter is mainly determined not by the whole
molecule but by a combination of its structural parts, for example, substituents
[28]. This requires development of specific structural parameters. For this purpose,
bounded and unbounded simplex descriptors of fixed composition and topology
(2D level) were generated. Simplexes were differentiated by atom nature (element
and type), partial charge, lipophilicity, refraction, and their ability to be a donor or
acceptor in H bonding. Statistical models have been obtained by the partial least
squares or projections on latent structures (PLS) method. An application of SiRMS
in combination with PLS allows determining such fragments (simplexes) and their
combinations that are important for�Gfus estimation. Each molecule is represented
by a unified set of simplexes and can be explicitly retrieved from this set.

QSPR procedures require that a training set is constructed for evaluation of
the property of interest. In the considered study, free energy of fusion (�Gfus)
values for the training set fxexpg were estimated. This set was composed of 150
common organic and drug compounds that are solid at 25ıC. Initially, this data
set was proposed by Duffy and Jorgensen [29] and then used by Klamt et al.
[26] for obtaining a regression equation for �Gfus estimation in the COSMO-RS
approach for solid solutes. The �-profiles of these compounds implemented in
the COSMOtherm database were used for computation of the solubility values in
COSMO-RS at both the SVP and TZVP levels. Since all the compounds of the
fxexpg set are solids at 25ıC, all of the corresponding �G�fus values are constrained
to be positive. Thus, all the compounds of the training set with negative �G�fus
values were excluded. Then a data set fxexpg of 125 remaining compounds and
seven additionally included nitro-species (2-NT, 3-NT, 4-NT, 2,4-DNT, 2,6-DNT,
RDX, and 5-nitro-1,10-phenanthroline) were used to create the training work set
for�Gfus estimation.

Starting from this step, the QSPR protocol proposed in [26] was changed. Thus,
instead of applying the fitting equation with predetermined descriptors, the SiRMS
QSAR approach [28] was used for prediction of �Gfus values. Basic statistical
parameters that characterize the quality of 2D PLS models for the SVP and TZVP
levels are presented in Table 9.3.
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Table 9.4 Statistical
parameters for the external
validation set prediction by
the considered SiRMS QSPR
models

R2test Q2
test S(ts)

COSMO-RS/SVP, original 0.49 0.67 1.05
COSMO-RS/SVP, modified 0.46 0.51 1.29
COSMO-RS/TZVP, original 0.44 0.62 1.13
COSMO-RS/TZVP, modified 0.66 0.71 0.99

R2test squared correlation coefficient for external test set,Q2
test

determination coefficient for external test set, S(ts) standard
error of a prediction for external test set

As follows from the analysis of the data collected in Table 9.3 one has succeeded
in developing QSPR equations of near the same quality for the SVP and TZVP
levels that are both robust and well-constrained.

In order to validate the predictive ability of the proposed models, the �Gfus

and solubility values have been applied to 53 drugs and pesticides collected from
the literature (see Ref. [25] for the details), and five nitro-compounds: TNB, TNT,
4-Am-2,6-DNT, CL-20, and HMX. The modified solubility values for this set of
compounds were calculated according to Eq. 9.8. The statistical parameters of the
developed models are presented in Table 9.4.

The analysis of data in Table 9.4 shows that the modified COSMO-RS/TZVP
model can provide quite accurate predictions.

The next step of the verification of the modified model was to estimate the
Gibbs free energies of fusion for nitro-compounds listed in Table 9.1. To obtain
a correct statistical picture of the influence of the modification on the solubility
predictions, 4-NT, 2,4-DNT, 2,6-DNT, and RDX were excluded from consideration
at this point, since, as mentioned above, these compounds were the constituents
of the training set for the QSPR model development. In view of the fact that the
QSPR model was developed to estimate the �Gfus values at 25ıC, adjustments had
to be made for TNB, 2,4,6-TNT, 2,4,6-TNAN, and 2,4-DNAN to estimate their
�Gfus at the temperatures of experimental measurements that have been carried out
at temperatures different from the 25ıC reference.

As shown in [30] and then applied in [31], the solubility can be estimated as

ln.�sxs/ D �Hfus

RT

�
1 � T

Tmelt

�
(9.9)

where �s represents the activity coefficient,�Hfus is the enthalpy change for melting
the solute, Tmelt – melting point temperature. In the case of ideal solubility �s D 1,
and the solubility is determined only by the intermolecular forces in solid solute
crystal that are characterized by the free energy of fusion. Thus, the Eq. 9.4 can be
rewritten for �Gfus:

�Gfus.T / D ��Hfus

�
1 � T

Tmelt

�
(9.10)
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Using Eq. 9.10, the �Gfus at 25ıC (298 K) obtained using the proposed QSPR
model can be adjusted for temperature T if the melting point temperature Tmelt is
known:

�GT
fus D �G298

fus

�
Tmelt � T

Tmelt � 298

�
(9.11)

The �Gfus values for TNB, 2,4,6-TNT, 2,4,6-TNAN, and 2,4-DNAN were
adjusted depending on the temperature of the experiment according to Eq. 9.11.
Melting point temperatures were taken from the PhysProp database [27].

Based on the�Gfus values and standard chemical potentials calculated with new
QSPR model combined with the COSMO-RS approach, the new water solubility
values for solids, according to Eq. 9.8 have been calculated. In addition, the
prediction of the solubility values of these chemicals using the US Environmental
Protection Agency recommended EPI Suite [32] and SPARC [33] predictive tools
have been performed. All the results are collected in Table 9.5. As seen from the
data in Table 9.5, all the �Gfus values estimated by the developed QSPR model are
positive; that is, in agreement with the physical meaning of this parameter.

For comparison of accuracy, the MAEs have been calculated for the predictions
made for the 21 nitro-compounds. They are displayed in Table 9.5 for all models
used. One may see that the accuracy of the COSMO-RS technique with the modified
QSPR procedure is higher than the accuracy of solubility predictions by the EPI
[32] and SPARC [33] techniques. Similar to the original COSMO-RS model, in
EPI and SPARC the highest errors are observed for nitramines. The errors of the
solubility values computed by the modified COSMO-RS approach for both the SVP
and TZVP levels are now within the limits of the COSMO-RS method for solid
solute. The errors for all compounds under study are quite low. The MAE for the
solubility values calculated with the modified procedure for �Gfus decreased by
0.40 LU when compared to the original COSMO-RS method at the SVP level. In
the case of the TZVP level, the predictions for all compounds have improved, and
the MAE decreased by 0.16 LU, compared with the original model.

The comparison of the results obtained for the current set of compounds at both
levels shows that SVP as well as TZVP approaches yield quite accurate results.
This allows using of faster, SVP level for calculation of water solubilities of large
sets of compounds. However, as statistical results in Table 9.4 show, the reliability
of SVP model is lower, that TZVP (it means that in some cases SVP can result in
higher errors), so if computational resources allow, one recommends application of
the TZVP level as more reliable.

It is apparent that the modified approach provides an efficient tool to compute
solubility. The results of its application to prediction room temperature solubility
values for 23 nitro-compounds have been revealed in a recent publication [34].

Another method to apply Eq. 9.8, which is recommended by COSMO-RS
developers, is to use Eq. 9.10 to obtain �Gfus values. This option has been chosen
in [31, 35] to evaluate the accuracy of the COSMO-RS theory for the prediction
of the aqueous solubility of nitro-compounds in freshwater (deionized) at various
temperatures. For verification, the authors used the experimental data of Luning
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Prak and O’Sullivan [36, 37] as well as the earlier data from different sources (see,
[31, 35] for details). Data are available for nitrobenzene (NB), 1,3,5-trinitrobenzene
(1,3,5-TNB), 2-nitrotoluene (2-NT), 3-nitrotoluene (3-NT), 4-nitrotoluene (4-NT),
2,4-dinitrotoluene (2,4-DNT), 2,6-dinitrotoluene (2,6-DNT), 2,3-dinitrotoluene
(2,3-DNT), 3,4-dinitrotoluene (3,4-DNT), 2,4,6-trinitrotoluene (2,4,6-TNT), MNA
(n-methyl-p-nitroaniline), NTO (3-nitro-1,2,4-triazole-5on), and TATB (1,3,5-
triamino-2,4,6-trinitro-benzene).

Since the trends and accuracy in solubility prediction is virtually the same in both
publications, we will typically discuss the results obtained in [35]. The theoretically
predicted values plotted versus experimental data are depicted in Fig. 9.1.

As follows from the values of MAE presented in Fig. 9.1, the relatively low
accuracy obtained for TNB and TNT molecules is due to the challenges encountered
in representing solvation using a continuum model for compounds with very small
dipole moments [38]. A more detailed analysis of the data suggests that predicted
values for compounds with lower melting points (2-NT and 4-NT) are slightly
overestimated, while predicted values for the solutes with higher melting points are
lower than corresponding experimental data. There are also two exceptions: 3-NT
shows underestimated solubility values at low temperatures, and overestimated ones
at higher temperatures. The possible reason for this phenomenon may be the phase
transition occurring at 16ıC (melting point). Because of this transition, different
equations for aqueous solubility (for liquid or solid solute) are applied that may lead
to higher errors in computations. Another exception is NB, which, despite having
a low melting temperature, reveals underestimated predicted solubility compared to
the experimentally measured one.

The general ability and flexibility of the COSMO-RS methodology to predict
temperature-dependent trends for aqueous solubility of the compounds is adequate
to allow an additional modification necessary to be able to predict another parameter
that describes solute in solvent. The original model was amended by introducing the
influence of salinity (from the COSMO-RS methodology point of view, this means
the inclusion in thermodynamic treatment of the additional ¢-profiles corresponding
to electrolyte ions). Based on this modification, the solubility of the ten nitro-
compounds in saline water has been studied and compared with the experimental
data by Luning Prak and O’Sullivan. Salinity was varied from 25% to 100%,
corresponding to salt content variation from 8.8 to 33.1 g NaCl/kg water.

The COSMO-RS approach has been tested for several electrolytes (NaCl, KCl,
and NaBr). The test revealed that the difference in predicted salting-out effects was
insignificant for those salts at the considered range of salt concentrations. Therefore,
the discussed modeling was performed for the case when only NaCl was present.
This is also in line with the data presented in the Table 9.1, suggesting significant
predominance of the Cl� and NaC ions in seawater. Thus, we believe that the
applied approximation is reasonable for this study. The corresponding plots of cross-
dependences of aqueous solubility on temperature and salt types are represented in
Fig. 9.2.

Figure 9.2 demonstrates the decrease of aqueous solubilities for all compounds
with an increase of salt concentration. The computed solubility decreases faster
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with salt addition for mononitrotoluenes and nitrobenzene, as compared with
experimental values, causing surface intersections for nitrotoluenes. Unfortunately,
the solubility in seawater was not measured for 3-NT at a full range of temperatures,
so the theoretical/experimental comparison is incomplete for this compound. Also,
the solubility in 25% seawater was not measured for 2,4-DNT, and TNT, so we
interpolated these data in the displayed figures based on the corresponding values at
seawater concentration equal to 0% and 50%. One can conclude that the accuracy
of theoretical predictions is quite high for mono and dinitrotoluenes, while it is
comparatively lower for NB, TNB, and TNT. High numerical values of MAE for
NB are caused by its higher solubility as well as faster decrease of solubility in
the presence of salts. Such behavior is observed for other solutes with low melting
points (mononitrotoluenes), as mentioned above. The reason for higher MAE for
TNB and TNT has been discussed in the previous section.

Based on theoretically predicted aqueous solubilities in pure water and saline
water, the salting-outK 0s parameters for nine nitro-compounds were calculated using
the Setschenow equation:

Log

�
Sw

S

�
D K 0sI (9.12)

and then compared to the experimental data by Luning Prak and O’Sullivan.
The results obtained are presented in Table 9.6. One may see that all calculated

values for K 0s are overestimated. Such trend indicates that theory predicts faster
decrease of water solubility with an increase of salt concentration than is found
in nature. We hypothesize that this systematic error is caused partially by the
model simplification of the complex nature of the seawater electrolyte mixture,
as well as difficulties to simulate the behavior of ions in water solution using
COSMO-RS theory. Nevertheless, two important characteristics of the salting-
out process for nitro-compounds are reproduced correctly: the values of K 0s are
positive (this reflects the solubility decrease with increase of NaCl concentration)
and the values of the salting-out parameters are constants, which corresponds
to the physical meaning of K 0s in the Setschenow equation and agrees with the
available experimental data. Therefore, one concludes that qualitative estimation of
salting-out coefficients is feasible at the COSMO-RS level using NaCl as the main
component of marine water.

As the next step, the 19 nitro-compounds, including nitroaromatics, nitramines,
and their derivatives, which are commonly used by military and industry as
explosives, propellants, and their degradation products were chosen to predict their
aqueous solubility values (see Ref. [35] for details). Analysis of the results pre-
sented in [35] demonstrates that the aqueous solubility increases when temperature
rises, and it decreases in the presence of electrolytes. Among the 19 explosives
under study, BCHMX, CPX, and tetragen are the most soluble. Decagen, TATB,
and CL-20 are the least soluble. Nitrotoluenes and nitroanisoles have moderate
solubility. Taking into account the structural features, it can be concluded, as
expected, that the more polar compounds are more soluble. Qualitatively, analyzing
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Table 9.6 Theoretical and experimental salting-out parameters .K 0

s/ of nitro-compounds at
different temperatures

K 0

s L�mol�1 K 0

s L�mol�1 K 0

s L�mol�1

Temp (ıC) Calc Exp Temp (ıC) Calc Exp Temp (ıC) Calc Exp

2-Nitrotoluene 3-Nitrotoluene 4-Nitrotoluene
5 0.42 0.15 5 0.42 5 0.42 0.15
21 0.43 0.15 21 0.42 0.14 8 0.42 0.16
31 0.43 0.14 31 0.43 0.14 19 0.42 0.15
36 0.43 0.14 36 0.43 0.13 30 0.42 0.13
41 0.43 0.14 41 0.43 0.14 41 0.43 0.14
Average 0.43 0.14 Average 0.42 0.14 Average 0.42 0.15
MAE 0.29 MAE 0.28 MAE 0.27
2,3-Dinitrotoluene 2,4-Dinitrotoluene 2,6-Dinitrotoluene
5 0.48 0.14 4 0.46 0.13 5 0.46 0.11
7 0.49 0.14 20 0.47 0.1 7 0.46 0.12
19 0.49 0.12 30 0.48 0.1 19 0.47 0.11
30 0.25 0.12 40 0.48 0.12 30 0.47 0.13
41 0.49 0.13 41 0.47 0.12
Average 0.44 0.13 Average 0.47 0.11 Average 0.47 0.12
MAE 0.31 MAE 0.36 MAE 0.35
Trinitrotoluene Nitrobenzene Trinitrobenzene
4 0.55 0.11 5 0.37 0.13 5 0.52 0.08
20 0.55 0.09 21 0.38 0.12 7 0.52
30 0.55 0.15 31 0.38 0.12 19 0.52 0.1
40 0.56 0.14 36 0.38 0.12 30 0.52 0.09

41 0.38 0.12 41 0.53 0.09
Average 0.55 0.12 Average 0.38 0.12 Average 0.52 0.09
MAE 0.43 MAE 0.26 MAE 0.43

Reprinted from Kholod et al. [35]. With kind permission of © Elsevier (2011)
MAE mean absolute error

the salting-out coefficients, one can assume that the solubility of decagen and CL-20
decreases rapidly in the presence of electrolytes, as compared with other explosives
under study.

9.3.2 Vapor Pressure

Physical properties such as vapor pressure, Henry’s law constants, and octanol–
water partition coefficient have been discussed in publications devoted to selected
energetic materials [25, 39]. The purpose of such studies was twofold. First, they
have been performed to compare the quality of predictions obtained by using the
COSMO-RS technique with the QSPR program recommended by the Environmen-
tal Protection Agency for similar predictions – the EPI SuiteTM package [32].
Second, certain trends in changes of vapor pressure, air–water Henry’s law con-
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stants, and octanol–water partition coefficients during environmental degradation of
TNT have been studied. To carry out such investigations, the authors [25] designed
two hypothetic degradation pathways that are displayed in Scheme 9.1. The first
pathway is based on numerous experimental data that suggest that degradation of
TNT in soil proceeds as a series of reduction steps producing a wide diversity
of intermediate compounds, and finally results in animoderivatives [40, 41]. The
second pathway originates from the fact that TNT has as impurities various
nitro-compounds that are the products of toluene nitration. Therefore, mono- and
dinitro-substituted intermediates can contaminate soils and water bodies as wastes
of toluene nitration processes [42]. The obtained results are collected in Table 9.7
and analyzed below.

Based on the calculations performed, it was revealed that the data of statistical
treatment suggest a slightly better fit in the case of application of the EPI SuiteTM
package in comparison with the COSMO-RS results. However, the correlation
coefficients are high enough in both cases, and the standard deviations as well as
MUE are quite small. Since lower VP corresponds to less volatilizing substances,
it was assumed that the COSMO-RS approach predicts a slight decrease of
volatility over the degradation pathway, resulting in formation of 2,4,6AmT and a
significant increase of volatility over the second transformation pathway, presented
in Scheme 9.1. The data of the EPI SuiteTM reveal approximately the same volatility
for all substances involved in the first transformation pathway, and for the second
pathway, a similar tendency as shown in the COSMO-RS predictions.

9.3.3 Henry’s Law Constants

The data on air–water Henry’s law constants (HLC) presented in Table 9.7 show
insignificantly better fitting of the COSMO-RS predictions as compared with the
predictions of the EPI SuiteTM package. However, an important disadvantage of
the EPI SuiteTM data is that this program does not distinguish the structures of
isomers. For example, it predicts the same HLC for 2-NT and 4-NT; 2,4-DNT and
2,6-DNT; 2,4-AmNT and 2,6-AmNT species. In contrast, the COSMO-RS predicts
nonidentical HLC values. Furthermore, COSMO-RS predicts qualitatively correct
relative order of air–water Henry’s law constants if compared with the experimental
data. The same applies for the case of vapor pressure, as well as for octanol–water
partition coefficients (as shown below). Both COSMO-RS and EPI SuiteTM [32]
data show a decrease in volatility from aqueous solutions over the degradation
pathway, resulting in 2,4,6-AmT formation. The single discrepancy in this data set
represents the prediction of the absolute value for the final product (2,4,6-AmT).
COSMO-RS predicts c.a. 4 orders of magnitude larger HLC than the EPI SuiteTM
[32]. However, both approaches reveal a significant increase of HLC for the second
pathway.
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4-amino-2,6-dinitrotoluene 2-amino-4,6-dinitrotoluene

2,6-diamino-4-nitrotoluene 2,4-diamino-6-nitrotoluene
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2,4,6-trinitrotoluene

2,4-dinitrotoluene 2,6-dinitrotoluene

4-nitrotoluene 2-nitrotoluene

toluene

Scheme 9.1 Two hypothetic degradation pathways for 2,4,6-TNT

9.3.4 Octanol–Water Partition Coefficients

Table 9.7 shows that the accuracy of KOW predictions at the COSMO-RS level is
lower if compared to the other considered properties. The most probable reason for
this behavior is a quite inaccurate prediction of KOW for the TNT molecule itself.
However, the quality of the other COSMO-RS predictions of KOW is also lower
than the accuracy of the results obtained by the EPI SuiteTM [32]. Nevertheless,
both programs predict a very clear tendency in the decrease of KOW during the first
degradation pathway, including preferable solubility of 2,4,6-AmT in water. This is
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in contrast to all other species considered for this pathway that are preferably soluble
in octanol. Furthermore, both methods predict similar octanol–water distribution for
the second degradation pathway.

9.4 Other Environmentally Relevant Applications

Here we would like to briefly review other relevant publications that apply quantum-
chemically based techniques to prediction of the properties of possible environmen-
tal contaminants.

A number of organic solvents (alcohols, amines, and carbo- and heterocycles)
have been studied at the COSMO-SAC level [43]. The absolute average deviations
of 0.03 vapor-phase mole fraction has been found between experimentally measured
and COSMO-RS results. Two publications [44, 45] are devoted to COSMO-RS
application to predict pressure composition in diethyl sulfide/n-heptane (2,2,4-
trimethylpentane) and thiophene n-hexane (1-hexene) mixtures. A behavior of
vapor pressure was also studied in C4-hydrocarbons/2-propanone systems [46]
and for chlorobenzenes and chlorophenols [47] at the COSMO-RS level. Slight
underestimation of the predicted total pressure has been revealed. And finally, the
data and mean unsigned errors for the prediction of vapor pressure at the SM5
level of 156 molecules representing diverse classes of organic compounds are also
available [23].

A prediction of Henry’s law constants has been mostly related to benzene
derivatives. Among them are polycyclic aromatic hydrocarbons [48–50] treated
at the COSMO-RS level, biphenyl congeners [44] investigated at the COSMO-
SAC level and hydrocarbon–alcohol systems [45]. The advantage of these studies
is not just the evaluation of Henry’s law constant at a certain temperature but
also predicting of the temperature-dependent values. Overall, the estimations are
accurate within the order of magnitude of the calculated parameter.

There are two types of studies related to the prediction of octanol–water partition
coefficients. The first group [16, 48, 51, 52] has dealt with only limited amount
of compounds. Such limitations prevent performing reliable statistical treatment
of obtained results. The second group [53, 54] reports investigations of thousands
of compounds that cover most of the classes of organic molecules. The general
conclusions of these studies mostly agree with the result obtained during the
logKOW prediction for energetic compounds. For instance, the correlation coefficient
between experimental and predicted values of logKOW obtained in [49] during the
study of 4,155 organic compounds equal to 0.76 is quite close to the one which is
obtained for the energetic materials and displayed in the Table 9.7.

Finally, among the solubility predictions we would like, first of all, to highlight
the pioneering contribution of Klamt et al. [26] who initiated broad application
of COSMO-RS methodology to forecast this parameter for possible contaminants.
Also very valuable are the results presented by Oleszek-Kudlak et al. [55] where
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COSMO-RS approach has been applied for the temperature-dependent solubility
and salinity of chlorobenzenes. Among recent contributions one should acknowl-
edge quite accurate prediction of Gibbs hydration energy of 55 pesticides and drugs
presented by Klamt et al. in [56, 57].

9.5 Conclusions

It is generally accepted that the current advances of quantum chemistry allow
providing results of experimental accuracy for molecular and ionic species having
close electronic shell and located in the gas phase. There are, however, areas where
computational approaches do not provide accurate predictions. In this chapter,
we have reviewed the application of quantum chemically based continuum model
of solvent in conjunction with statistical thermodynamics treatment of pair-wise
interaction in a liquid phase. The focus was on predictions of environmentally
important physicochemical properties of energetic materials dissolved in water. In
spite of limited amount of applications related just to energetic materials dissolved
in water, we have revealed that the combination of continuum model of solvent
with statistical thermodynamics represents a quite accurate prediction tool. Such
approach avoids empirically based QSPR approximations and restricts applications
of computationally demanding techniques such as molecular dynamics and Monte
Carlo methods.

Like any other model, the abovementioned approximations have advantages and
limitations. In these regards, we would like to refer to the opinion of Dr. Andreas
Klamt, who is instrumental in the development of the most popular COSMO-
RS technique. Among the most fundamental limitation of COSMO-RS, Klamt
highlights the following [15]:

1. Inability to handle dynamic properties such as viscosity and diffusion coeffi-
cients. At present, this approach is also unable to predict structural properties
such as density of a liquid. Thus, COSMO-RS cannot give a complete picture of
liquid-phase thermodynamics.

2. COSMO-RS has severe problems with a few, but important, solvents and solutes,
for example, secondary and tertiary amine systems, dimethyl sulfoxide (DMSO),
or dimethylformamide (DMF) and dimethylacetamide (DMA). While for the
amines the problem might be at least qualitatively understood, and some ideas for
systematic correction have been developed, the bad performance of COSMO-RS
for solvents such as DMSO, DMF, and DMA is still not understood.

On the other hand, there are several clear perspectives for future improvements
and extensions of COSMO-RS. Among them, first of all, are the applications of
higher correlated ab initio methods such as coupled cluster calculations at affordable
computational cost. Also, quantum-chemical calculation of local polarizability and
development of suitable descriptors for dispersion forces should provide additional
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information about the strength of local surface interactions and can be used to
improve the various surface interaction functionals. At the other end, the quantum-
chemical COSMO calculations for larger biomolecules and enzymes, which have
just become available at reasonable computational costs, are opening a wide area
of application of the basic COSMO-RS concepts to study problems of biological
and medicinal chemistry, for example, the calculations of drug binding to receptors.
Therefore, we are just at the initial stages, and much development and improvement
can be expected in the coming years.
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Chapter 10
State-of-the-Art Calculations of the 3d
Transition-Metal Dimers: Mn2 and Sc2

Ilya G. Kaplan and Ulises Miranda

Abstract The problem of calculation of the electronic structure of transition-
metal clusters (even dimers) still presents a challenge for computational chemistry.
The reason is that the expansion of the ground state wave function on electronic
configurations does not contain a principal configuration and a large number of
reference configurations must be treated equally. Thus the multireference (MR)
approaches are, in general, mandatory.

According to our studies of Mn2 by the MRCISD(CQ)/aug-cc-pVQZ and
ACPF approaches, the ground state is the singlet, X1†Cg , with the binding energy

De D 1.7 kcal/mol (0.07 eV) and Re D 3.6 Å. It was proved that the binding
in the Mn2 dimer is of the van der Waals type. The calculation of Sc2 at the
MRCISD(CQ)/cc-pV5Z level, showed that its ground state corresponds to a quintet,
5†�u , in agreement with experiment and previous precise calculations. The triplet
3†�u state is located about 1.1 kcal/mol above. The ground state, X5†�u , of the Sc2

dimer was calculated by the MRCISD(CQ) method at the complete basis set (CBS)
limit. This is the first MRCISD(CQ) calculation of 3d transition-metal clusters
at the CBS limit. From the Mulliken population analysis and comparison with
atomic energies follows that in the ground state Sc2 dissociates on one Sc in the
ground state and the other in the second excited quartet state, 4Fu. The spectroscopic
parameters of the ground potential curve, obtained by the Dunham analysis at the
valence MRCISD(CQ)/CBS level, are: Re D 5.20 bohr, De D 50.37 kcal/mol, and
!e D 234.5 cm�1. The obtained value for the harmonic frequency agrees very well
with the experimental one, !e D 239.9 cm�1. The Sc2 dimer is stabilized by the
covalent bonding on the hybrid atomic orbitals.
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10.1 Introduction

The 3d transition-metal clusters had attracted and still attract a wide attention both
experimentally and theoretically [1, 2]. This great interest is associated with their
important catalytic and magnetic properties. For instance, manganese systems are
characterized by very unusual magnetic behavior depending on their environment
[3, 4]. Solid Mn, known as ˛-Mn, is antiferromagnetic and has a very complex
lattice structure with 54 atoms per unit cell, while the dilute “solutions” of Mn in
Cu behave like spin glasses [5]. The unusual magnetic behavior of Mn systems
appears as well in the nanoscale range in the case of Mn clusters [6–8]. The
electron spin resonance (ESR) studies of Mn2 and Mn5 in rare-gas matrices,
revealed that Mn2 has an antiferromagnetic ground state with S D 0, whereas Mn5

has a ferromagnetic ground state with all spins parallel and S D 25/2 [6]. Both
theoretical and experimental studies of 3d transition-metal clusters are needed for
the determination and comprehension of their magnetic properties; they should
enhance our understanding of catalysis and chemical bonding.

In Table 10.1 we systematized the experimental data for 3d transition-metal
homoatomic dimers presented in review [2]. As follows from Table 10.1, the total
spin S in the ground state of the dimer corresponds, besides the singlet state, also
triplet and higher spin states; e.g. S D 2 for Sc2 and Co2, and S D 3 for Fe2. This
stems from the fact that the 3d atoms, except Sc and Cu, have the ground state
with S � 1. For finding the multiplicity of the dimer ground state in the theoretical
calculations, one should study all states with possible values of S. For instance, the
Mn atom has in the ground state S D 5/2. Therefore, the dimer Mn2 can be in six
spin states with S D 0 – 5.

Usually the dissociation energy, De, is not measured directly; its values are
extracted from experimental data basing on some models. This is the reason that
for most of dimers, the values of dissociation energy are widely scattered (see
Table 10.1); they are different in different experimental studies. For instance, for the

Table 10.1 Experimental data reported for the dimers of the first row
transition-metal atoms

Dimer Ground state Re (Å) De (eV) !e (cm�1)

Sc2
5†�

u – 0.79–1.65 239.9
Ti2

3�g 1.9422 1.40 407.9
V2

3†�

g 1.77 2.75–3.27 529.5–537.5
Cr2

1†C

g 1.6788 1.443–1.53 302.0–480.6
Mn2

1†C

g 3.4 0.02–0.82 76.4–124.69
Fe2

7�u 2.02 0.78–1.75 299.6

Co2
5�g

.
5†C

g 2.56 1.32–1.72 162–296.8

Ni2 OC

g

�
3†�

g C 1†C

g

�
2.15–2.207 2.03–2.068 192–329

Cu2
1†C

g 2.22–2.41 1.90–2.1 260–266.46
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Mn2 dimer the reported values of De are in the region from 0.02 eV [9] to 0.56 eV
[10]. Thus, they may not be considered as the reference data and computational
studies become crucial.

It is worthwhile to mention that ab initio calculations of 3d-clusters (even dimers)
are still a challenge to theorists. The main reason is that they cannot be treated by
single-reference approaches, on which the modern standard methods: configuration
interaction (CI), coupled cluster (CC), and Møller–Plesset perturbation theory
(MPPT) are based.

As was shown in 1980 [11, 12], a reliable potential curve for the ground state
of the Cr2 dimer can be obtained only by multireference (MR) methods (see next
section). Bauschlicher [13] demonstrated that in the case of Mn2, the ground state
wave function found at the complete active space (CASSCF) level, has a pronounced
multireference character. In its configuration expansion

‰CASSCF D c0‰


KSCF
0

�C
X

i

ci‰ .Ki / (10.1)

the Hartree–Fock configuration appears with the coefficient c0 D 0.08, while among
other configurations, more than 130 configurations have coefficients ci>0.05. Thus,
instead of one base configuration in the CI procedure, a large number of reference
configurations must be treated equally.

In the next section, we shortly describe the ideas of main multireference methods,
in consequent sections we discuss the problems and results of calculations of the
dimers Mn2 and Sc2.

10.2 Configuration Interaction Methods

All modern effective quantum chemical methods are based on the Hartree–Fock
(HF), or self-consistent field (SCF), method; see Ref. [14], Appendix 3. The HF
method is a one-electron approximation; each electron is described by its own one-
electron wave function (orbital) 'm.r/ and is located on an one-electron level "m.
The ground state in the restricted HF (RHF) method has the double filled orbital
configuration

K0 W '21'22 � � �'2N
2

: (10.2)

It is the closed-shell configuration corresponding to the total spin S D 0. In real
systems of interacting electrons, electrons lose their individuality. The movement of
each electron is correlated with other electrons. This corresponds to an additional
energy: the electron correlation energy. The simplest way to go beyond HF (or to
take into account the electron correlation) is to apply the variational function as
a linear combination of different orbital configurations constructed from the HF
configuration K0, Eq. 10.2, by transferring electrons from occupied to nonoccupied
(virtual) orbitals.
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In the approach designated as the direct configuration interaction (CI) method,
the variational function is represented as a linear combination of antisymmetric
functions (Slater’s determinants):

‰CI D A0‰
HF .K0/C

X

n;e

Aen‰


.K0/

e
n

�C
X

n;e

X

m;i

Aeinm‰


.K0/

ei
nm

�C � � � (10.3)

where the coefficients Ai are parameters found by minimizing the variational
function; .K0/

e
n is a singly excited configuration, in which an electron occupying

orbital n is excited to the virtual orbital e; .K0/
ei
nm is a doubly excited configuration

with two electrons excited to virtual orbitals e and i from the occupied orbitals
n and m, respectively. Expansion (10.3) may include triply, quadruply, and so on
excited configurations. The calculation becomes more accurate as the number of
configurations involved in the expansion increases. In the full CI (FCI) method, all
the configurations, which can be built up at the given basis, are taken into account.
For a very large basis set, the FCI method is, in principle, almost exact; although,
practically, it cannot be realized.

A more precise approach is the synthesis of the FCI and SCF (HF) method. It is
called multiconfiguration self-consistent field (MCSCF) method. In this method, the
coefficients Aj in the CI expansion

‰MCSCF D
kX

jD1
Aj‰



Kj

�
(10.4)

and cq in the orbital expansion of the HF orbitals 'm.r/ on a basis set
˚
�q
�

of size ,

'm .r/ D
X

qD1
cmq�q (10.5)

are varied simultaneously. There are k2 unknown coefficients. The configurations
‰


Kj

�
in the linear expansion (10.4) are selected from some physicochemical

considerations. At the same number of configurations, the MCSCF, evidently,
is more precise than the direct CI because the orbitals in all configurations are
optimized. The MCSCF method was elaborated for two-atom molecules by Das
and Wahl [15] and by Veillard and Clementi [16] for many-atom molecules. Further
improvements [17–19] have led to a wide use of the MCSCF method in the
calculations of molecular systems.

A useful modification of MCSCF is the complete active space SCF (CASSCF)
method. In the CASSCF approach, the orbitals are divided on active and inactive
(usually the inner-shell orbitals). Then, a FCI treatment is performed at the MCSCF
level with the variational function

‰CASSCF D
X

j

Aj‰


Kj

� D c0‰


KSCF
0

�C
X

i

ci‰ .Ki / (10.6)
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where in Ki only the electrons occupying the active orbitals participate in CI. Again,
it is worthwhile to stress that CASSCF is more precise than FCI with frozen core,
because it is performed at the MCSCF level. At present, very effective procedures
for CASSCF codes have been developed [20, 21]. They allow one to use a large
complete active space and can carry out computations with more than 105 state
configuration functions.

Usually, the HF configuration, KSCF
0 , is a dominant one in the CASSCF

expansion and the standard programs can be employed. However, in transition-metal
clusters this is not the case. As we discuss in Sect. 10.1, for many 3d-clusters the
dominant configuration in the CASSCF expansion cannot be selected. For these
systems, reliable potential energy surface can be obtained only by the so-called
multireference methods.

In the widely applied multireference CISD (MRCISD) method, the first stage
corresponds to the CASSCF calculation. Then, the configurations with coefficients
ci in the expansion (10.6) larger than some certain value, usually ci �0.05, are used
as reference configurations for the direct CISD calculation. Let us assume there are
p reference configurations. Then, the variational function is presented as a linear
combination of singly and doubly excited configurations for each of the reference
configurations:

‰MRCISD D
pX

rD1

(
Ar‰ .Kr/C

X

n;e

.Ar/
e
n ‰



.Kr/

e
n

�C
X

n;e

X

m;i

.Ar/
ei
nm‰



.Kr/

ei
nm

�
)
:

(10.7)

The modern codes allow one to perform MRCISD calculations with more than
109 configurations. Although, it is important to mention that MRCISD and ordinary
CISD as well, have a drawback, namely, the size-inconsistency error [22–24]: the
precision depends on the number of electrons involved in CI. The size inconsistency
error is considerably reduced, if the quadruple excited configurations are taken
into account. The simplest way of doing it, is to use the so-called Davidson (CQ)
correction. This correction does not require the quadruple CI calculations,

�EQ D 

1 � c20

� 

ECISD � ESCF

�
(10.8)

where c0 is the coefficient corresponding to the SCF configuration in the CISD
calculation. The expression (10.8) was derived for the single reference CI approach
[22, 23]. The (CQ) correction for the multireference approach was developed by
Werner and Knowles; see Ref. [25].

Often, the large-scale MRCISD(CQ) calculations still contain significant size-
inconsistency error and for more precise results it is necessary to apply MR
methods, which are free of the size-inconsistency error. One of such methods is
the multireference average coupled pair functional (ACPF) method [24, 26]. We
will discuss the results of its application in the section devoted to Mn2 calculations.



366 I.G. Kaplan and U. Miranda

10.3 Manganese Dimer

10.3.1 Literature Survey

The ab initio calculations performed up-to-date [27–37] demonstrated that Mn2

presents a great challenge to theorists. Only in 2008, six papers of theoretical studies
of the Mn2 were published; this is a clear indication of the problems and interest that
this molecule represents.

The first ab initio calculation of Mn2 was carried out by Nesbet [27] at the
Hartree–Fock approximation using the Heisenberg exchange Hamiltonian

H D �JSaSb (10.9)

with eigenenergy

E.S/ D J

2
ŒS.S C 1/� s.s C 1/� (10.10)

where Sa and Sb are the spin operators of two atoms, S is the total spin of the dimer,
s is the atomic spin, and J is the exchange coupling constant. From Eq. 10.10, the
so-called Landé interval rule follows,

�S;S�1 D E.S/�E.S � 1/ D �JS; (10.11)

the difference between adjacent spin states is proportional to the value of the
total spin with J as a coefficient of proportionality. In ESR experiments, it was
found J D �9 ˙ 3 cm�1 [6]; ultraviolet and Raman spectroscopy gave a near value
J D �10 ˙ 0.6 cm�1 [9]. Nesbet found the antiferromagnetic ground state with
J D �4.1 cm�1, Re D 2.88 Å and De D 0.79 eV [27].

The first calculation beyond the Hartree–Fock approximation was performed
only after 40 years [28]. The reasons for such long delay were quite essential.
Similar to the case of the Cr2 dimer [11, 12], a reliable potential curve for Mn2

cannot be obtained by the standard single-reference approach. As we discussed in
Sect. 10.1, for study of the Mn2 potential curve it is necessary to use multireference
methods treating a large number of reference configurations equally.

Wang and Chen [28] used the Møller–Plessett perturbation theory at the II
order, constructed on the reference configurations found in the CASSCF calculation
(CASPT2). They obtained the potential curves for all spins, S D 0 – 5. The ground
state corresponds to S D 0 and has a binding energy De D 0.12 eV at Re D 3.64 Å.
The equilibrium distance increases with the S value to Re D 3.79 Å for S D 5.
The binding energy changes very little from 0.12 eV for S D 0 to 0.10 eV for
S D 5. According to Wang and Chen [28], the exchange interaction energies E(S)
deviates significantly from the Landé interval rule, Eq. 10.11. It should be noted
that the potential curves calculated in Ref. [28] were presented in a relatively narrow
distance range and their spatial symmetry was not assigned.



10 State-of-the-Art Calculations of the 3d Transition-Metal Dimers: Mn2 and Sc2 367

Next multireference calculation of Mn2 was published by Yamamoto et al. [29].
The authors used the second-order multiconfiguration quasidegenerate perturbation
theory (MCQDPT2) developed by Nakano [37]. They considered only states with
the minimum and maximum total spin: S D 0, 1†Cg state, and S D 5, 11†Cu and
11…u states; the 1†Cg state was found as the ground state with Re D 3.29 Å and
De D 0.14 eV.

In their study, Negodaev et al. [30] performed CASPT2 calculations with
the basis set [6s5p4d3f 2g1h] for the six lowest † states of Mn2 correlating
to Mn(6S) C Mn(6S), from singlet to undecet. It was found that De decreases
monotonically from 0.28 to 0.24 eV as we go from 1†Cg to 11†Cu state. The results
of study [30] cannot be considered as reliable, after the basis set superposition error
(BSSE) correction, these values reduced to 0.14 and 0.12, respectively, and this must
not be because a relatively large basis set was employed.

Buchachenko [31] performed restricted coupled cluster (RCCSD(T)) calcula-
tions on the maximum spin state of the Mn2, namely 11†Cu at the CBS limit.
This state has single-reference character, which allows to use such method and this
approach can be considered as the best calculations of this state. The results obtained
by Buchachenko are: Re � 3.69 Å and De � 540 cm�1 (D0.0667 eV).

Camacho et al. [32], using second-order multireference perturbation theory
(MRPT2), studied the ground state of Mn2, the 1†Cg state, with a sequence
of eight different active spaces. In their calculations, the authors confirmed the
multireference character of the ground state and showed how crucial is the stage
of choosing the active space for multiconfigurational calculations.

Another study based on perturbation theory, was by Angeli et al. [33]. The
authors used CASSCF followed by the multireference n-electron valence state
perturbation theory (NEVPT) [38, 39] calculations on the singlet states 1†Cg y 1�g,

and on the undecet states 11†Cg=u and 11�g=u, obtaining 1†Cg as the ground state.
Mon et al. [34] also employed a PT-based multireference method; it was the same
method as employed by Yamamoto et al. [29]. In fact, they studied the same states
reported in Ref. [29], 1†Cg , 11†Cu and 11…u. Although, Mo et al. [34] employed a
relativistic model core potential, spdsMCP (a MCP with a 3s3p3d4s GTF basis set
developed for the first-row transition-metal atoms) [40], and reproduced the results
obtained by Yamamoto et al. [29]. Thus, they showed that MCP can be an alternative
to all-electron calculations for studying transition-metal clusters.

Tzeli et al. [35], on the other hand, performed CASSCF/MRCI (including the
Davidson correction (CQ)) calculations with the Dunning-type basis set aug-cc-
pVQZ of Balabanov and Peterson [41] taken from the Pacific Northwest National
Laboratory website [42]. The lack of size consistency in these calculations (even
the Davidson correction was not enough to reduce the error) made mandatory to
use of a method free of this problem, so we employed the ACPF method [24, 26].
The six lowest states of Mn2 correlating to Mn(6S) C Mn(6S): 1†Cg , 3†Cu , 5†Cg ,
7†Cu , 9†Cg , and 1†Cg and six undecet states correlating to Mn(6S) C Mn(6D): 11…u,
11†Cg , 11�g, 11�u, 11†Cu .2/ and 11…g were studied; we will discuss the results for
the lowest states in Sect. 10.3.3.
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In 2009, Buchachenko et al. [36] also studied the Mn2 molecular states cor-
relating to the Mn(6S) C Mn(6S). The results obtained in their study are in good
agreement with those obtained by Tzeli et al. [35], see discussion below. An
important aspect assessed in the paper of Buchachenko et al. [36] is related to the
analysis of the multireference perturbation theory. The authors compared the results
obtained at CASPTn, n D 2, 3, with three different sets of active spaces, with the
results obtained by the MRCISD(CQ) and RCCSD(T) methods. It was found that
perturbative methods seriously overestimate the binding energy and the splitting
between different molecular states due to a poor convergence of the perturbation
theory expansion. Concerning the active space selection, the authors noted that
nonclosed active spaces may artificially influence the multireference calculations
leading to wrong results.

The majority of Mn2 calculations were performed by the DFT method [43–57],
they represented in Table 10.2. The results obtained by different groups considerably
differ from one another. The bond lengths and the dissociation energy strongly
depend on the functional used. For instance, the three functionals, LSDA, BPW91,
and B3LYP, used in Ref. [46], gave Re D 1.62, 2.50, and 3.55 Å and De D 1.54,
0.91, and 0.06 eV, respectively. Most of DFT calculations predict the ferromagnetic
ground state with S D 5, although in several DFT studies the antiferromagnetic
singlet ground state was obtained and in one the triplet ground state was predicted.

As a whole, the DFT results are quite contradictive. The problems with spin in
the density functional theory were analyzed by one of the author in Refs. [58, 59],
where a group-theoretical proof (theorem) was given that the electron density of
an arbitrary N-electron system is invariant with respect to the total spin S. Hence,
the conventional Kohn–Sham equations have the same form for all values of S and
cannot distinguish the states with different values of the total spin. Analysis of the
existing DFT procedures, developed up-to-date for the calculation of spin-multiplet
structure [59], revealed that they modify only the expression for the exchange energy
and use correlation functionals (if used) not corresponding to the total spin S of the
state. The data of DFT calculations presented in Table 10.2 confirmed the theoretical
conclusions made in Refs. [58, 59].

It should be mentioned that in spite of an incorrect form of the correlation
functional, the spin-multiplet procedures developed can produce for some systems
quite reasonable multiplet energies due to not essential dependence of calculated
multiplet structure on the correlation energy or a successful projection procedure.
Probably, this takes place in the case of Sc2, see below. However, the considered
procedures are unsafe, their predictive value will be always doubtful.

In the following sections, we describe the methodology of our calculations [35]
and discuss the results obtained for the dimer states correlating to Mn(6S) C Mn(6S).

10.3.2 Methodology

The basis sets employed were the Dunning-type basis sets developed by Balabanov
and Peterson [41], which are available at the Pacific National Northwest Laboratory
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website [42]. Namely, for the Mn2 computations the aug-cc-pVQZ basis set was
used. This basis set comprises (23s19p12d4f 3g2h) spherical functions, which were
contracted to [9s8p6d4f 3g2h] and was designed for studying van der Waals-type
molecules [41]. The optimization of the reference wave functions was performed
at the CASSCF level. To construct the corresponding wave functions, the active
electrons belong to the 3d atomic orbitals (10 electrons) and the selected active
space included only the corresponding 3d orbitals (10 active orbitals). Due to
the multireference character of the Mn2 molecular states, the dynamic correlation
energy (see Sect. 10.4.2.1) was computed by means of MRCISD(CQ) approach. For
these calculations, the unoptimized 4s orbitals were included. This procedure was
followed to make the calculations feasible, because, if the 4s atomic orbitals were
included for optimization of the wave function, with the consecutive configuration
interaction expansion, the computing time would be extremely long.

The maximum spin state, 11†Cu has a dominant configuration (the Hartree–
Fock one) and thus, it can be treated by a single-reference method; in this case,
the restricted coupled cluster method with single, double and noniterative triple
excitations, RCCSD(T), was used.

The relativistic effects were estimated only for the state with maximum spin,
11†Cu , via the second-order Douglas–Kroll–Hess approach [60], which was cor-
rected in Ref. [61]. The BSSE was evaluated by the counterpoise method [62–64].

Because of the number of electrons involved in the binding (10 active electrons),
the MRCISD calculations for the Mn2 have a large size-inconsistency error; it was
reduced using the quadruple Davidson correction (CQ). Nevertheless, this was not
enough to reasonably reduce it; therefore we also employed the ACPF [24, 26]
method. All calculations were performed with the MOLPRO [65] suite of codes.

10.3.3 Results and Discussion

10.3.3.1 Six Lowest Molecular States

By means of the methodology described above, it was possible to obtain the
potential-energy curves for six quasidegenerate molecular states dissociating on the
two ground-state Mn atoms 6S(4s23d5). As can be seen in Table 10.3, there is a
remarkable difference between the MRCISD, (CQ) and ACPF energies. The size-
inconsistency error is considerably large, even taking into account the Davidson
correction. For instance, for all six molecular states presented in Table 10.3, the
dissociation energy, De, calculated at the ACPF level is almost twice larger than at
the MRCISD level. The Davidson correction (CQ) improves the MRCISD result,
but still the difference with the ACPF value is not small, about 20–50 cm�1.
Nonetheless, at all approximations, the 1†Cg state is the lowest one, indicating that
in all cases (even with the size-consistency drawback) this is the ground state of Mn2

(see Figs. 10.1 and 10.2). As we mentioned above, for the state with the maximum
spin the single-reference method can be applied. As follows from the Table 10.3,
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Table 10.3 Absolute energies E (hartree), equilibrium distances Re (Å), binding energies De

and D0 (cm�1), and harmonic frequencies !e (cm�1) for the six states of Mn2 correlating to
Mn(6S)CMn(6S) and obtained at the different levels of theory [35]

State Method �E Re De De (BSSE) !e

X1†C

g MRCI 2299.995299 4.128 238.2 218 24.3
MRCICQ 2300.024239 3.795 426.4 397 36
ACPF 2300.028386 3.644 474.3 440 42

3†C

u MRCI 2299.995297 4.130 238.2 218 24.4
MRCICQ 2300.024228 3.800 424.5 395 36
ACPF 2300.028359 3.652 469.0 436 40

5†C

g MRCI 2299.995294 4.132 237.5 217 24.6
MRCICQ 2300.024207 3.809 419.4 392 34
ACPF 2300.028308 3.669 458.5 425 41

7†C

u MRCI 2299.995290 4.135 236.8 217 24.4
MRCICQ 2300.024179 3.822 413.4 385 35
ACPF 2300.028239 3.693 441.2 412 39

9†C

g MRCI 2299.995287 4.138 236.1 216 24.5
MRCICQ 2300.024147 3.838 406.1 378 35
ACPF 2300.028158 3.723 426.4 395 38

11†C

u MRCI 2299.995291 4.137 237.1 216 24.8
MRCICQ 2300.024136 3.836 403.6 375 37
ACPF 2300.028136 3.737 420.4 390 38
RCCSD(T) 2300.034432 3.700 529.2 494 41.8

Reprinted with permission from Tzeli et al. [35]. Copyright (2008), American Institute of Physics

the RCCSD(T) method gives a best result, even in comparison with ACPF. The
latter is also size consistent, but it takes into account only singly and doubly excited
configurations, while in the RCCSD(T) approach the configurations with higher
excitations are also allowed.

Equilibrium distance, Re, increases with the total spin, ranging from 3.644 Å (for
the state with S D 0) to 3.737 Å (for the state with S D 5). A qualitative explanation
of this trend is the following. A higher value of S means there are more electrons
with parallel spin; this creates a certain repulsion between the atoms and leads
to larger values of Re. On the other hand, the dissociation energies range from
De D 474 cm�1 (for the singlet state) to 420 cm�1 (for the undecet), because the
interaction between the two atoms is weaker if the number of electrons with parallel
spin is increased. The relativistic corrections made for the 11†Cu state diminish
22 cm�1 from De but do not modify Re; the final RCCSD(T) results for the highest
spin state are De D 529.2 cm�1 and Re D 3.7 Å, respectively. Basis set superposition
errors are lower than 0.03 kcal/mol for the ground state and 0.07–0.14 kcal/mol
for the highest spin state. The harmonic frequency obtained for the ground state is
!e D 42 cm�1, while the experimental values are 68.1 cm�1 [66] and 59 cm�1 [67].

The results obtained by Buchachenko et al. [36] for the same molecular
states referred to in this section follow the same pattern described above. At the
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Fig. 10.1 MRCI(CQ)/aug-cc-pVQZ potential energy curves of the six lowest molecular states of
Mn2 correlating to the Mn(6S)CMn(6S) dissociation limit. The inset is an amplification of the
points around the minimum reproducing the energy curves for the molecular states with different
total spin [35] (Reprinted with permission from Tzeli et al. [35]. Copyright (2008), American
Institute of Physics)

−2300.02845

−2300.02842

−2300.02839 X1Σ+
g De = 461 cm-1

5Σ+
g

7Σ+
g

3Σ+
u

11Σ+
u

9Σ+
g

−2300.02836

−2300.02833E
 (

h
ar

tr
ee

)

−2300.02830

−2300.02827

−2300.02824

−2300.02821

−2300.02818

−2300.02815

−2300.02812

Fig. 10.2 The energy levels for the six lowest molecular states correlating to Mn(6S)CMn(6S)
Mn2 at the ACPF level of theory [35] (Reprinted with permission from Tzeli et al. [35]. Copyright
(2008), American Institute of Physics)

MRCISD(CQ) level of theory, the values of Re in Ref. [36] range from 3.823 Å for
the singlet state, to 3.853 Å for the undecet state; the values of De range 394 cm�1

for the state with S D 0–369.8 cm�1 for the state with maximum spin.
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Table 10.4 Interaction
energies at the HF and MRCI
levels and the correlation
energy for the maximum spin
state of Mn2, 11†C

u [35]

R, a0 ESCF
int EMRCI

int EMRCI
corr

15.000 0:00054690 �0:03901648 �0:03956338
10.000 0:14513419 �0:36567965 �0:51081384
9.000 0:37583429 �0:53256949 �0:90840378
8.000 0:95578855 �0:67108737 �1:62687592
7.900 1:05015275 �0:67570212 �1:72585487
7.875 1:07523294 �0:67635420 �1:75158714
7.850 1:10094640 �0:67678057 �1:77772697
7.825 1:12730568 �0:67697494 �1:80428062
7.818 1:13480479 �0:67698619 �1:81179098
7.800 1:15432958 �0:67692478 �1:83125436
7.500 1:53840130 �0:65248414 �2:19088544
7.000 2:52568915 �0:44665731 �2:97234646
6.000 7:51255839 1:93384122 �5:57871717
5.100 22:57105408 12:79749999 �9:77355409
4.000 117:53076973 75:38111384 �42:14965589
3.600 168:65155285 120:97560305 �47:67594980
Reprinted with permission from Tzeli et al. [35]. Copyright
(2008), American Institute of Physics

10.3.3.2 Correlation Energy and Magnetic Properties

As the Mn atom has a relatively small nuclear charge (Z D 25), it can be treated
nonrelativistically. Let us stress that only in a nonrelativistic approach the total
spin is a good quantum number. Within this approximation, the total wave function
can be written as a linear combination of many-electron spin functions and many-
electron coordinate wave functions with an appropriate permutation symmetry [68].
The energy depends on the total spin S due to the dependence on S of the coordinate
wave function permutation symmetry. As was shown by Kaplan and Rodimova [69],
it is only the exchange terms that depend on the symmetry of the state and, as
consequence, on the spin, and this dependence is proportional to the orbital overlap
integrals. In this way, the smaller the overlap is, the smaller dependence on S. It is
important to note that the mean radius of the 3d and 4s atomic orbitals is 1.13 a0

and 3.38 a0 [70], respectively. These values indicate that the 3d orbitals are deeply
inside the 4s orbitals, which leads to a very small 3d–3d atomic-orbital overlap. As
a consequence, our results indicate that the dependence of energy on S is very small.

In Table 10.4 the interaction energies at the HF and MRCI levels and the
correlation energy for the 11†Cu state are presented. The Ecorr was determined
according to Löwdin’s definition [71],

EMRCI
corr D EMRCI � EHF: (10.12)

At the HF level, the potential curve has no minimum, it is repulsive. This can be
explained if we take into account that the HF energy can be divided into direct
electrostatic, exchange and induction contributions [14]. Given that the ground



374 I.G. Kaplan and U. Miranda

Table 10.5 Energy
differences �S, S�1 in Mn2

calculated at the ACPF
level [35]

S (estado) Re (Å) �S, S�1 (cm�1) �S, S�1/SD�J

0
�
X1†C

g

�
3.64

1


3†C

u

�
3.65 5:93 5.93

2
�
5†C

g

�
3.67 11:19 5.60

3


7†C

u

�
3.69 15:14 5.05

4
�
9†C

g

�
3.72 17:78 4.44

5


11†C

u .1/
�

3.74 4:83 1.04

Reprinted with permission from Tzeli et al. [35]. Copyright
(2008), American Institute of Physics

state of the Mn atom has spherical symmetry, 6S, it has no electrostatic multipole
moments and the electrostatic and induction interactions in Mn2 have a pure overlap
origin, which causes their short-range character. The exchange interactions between
the closed inner shells and 4s2 as well are repulsive. Since the overlap between
the atomic 3d orbitals is very small (see discussion above), and causes a small 3d-
electron exchange interaction, the latter cannot change the total exchange repulsion.
The result is that Mn2 is unstable at the HF approximation.

It is the electron correlation forces that stabilize the molecule; they coincide with
dispersion forces at large distances [14, 72]. At intermediate distances, the pure
dispersion forces cannot be defined without including exchange effects. In the 11†Cu
state, at equilibrium distance (Table 10.4), Re D 4.137 Å (7.818 a0), the attractive
correlation energy is about 1.6 times larger than the exchange repulsion and provides
the stability of Mn2. At ACPF level, the electron correlation contribution is even
larger. Thus, the only factor of the Mn2 stability is the electron correlation energy
with the dispersion energy being the only attractive factor since the exchange forces
are repulsive. Therefore, the Mn2 dimer can be safely attributed to the van der Waals
type molecules.

Using the Landé interval rule, Eq. (10.11), the exchange coupling constant was
obtained from the energy differences between the adjacent spin states. The energy
differences�S;S�1 and the corresponding values of the constant J, calculated at the
ACPF level, are presented in Table 10.5. It can be seen that the results for S D 1–3
follow the Landé interval rule; but for S D 4 and, specially, for S D 5 the Landé rule
is violated.

The average value of J over all spin states is NJ D �4:41 cm�1, which is in a good
agreement with the value reported by Nesbet [27], NJ D �4:13 cm�1. In the ESR
[6] experiments, only the levels up to S D 3 were occupied; by averaging J over the
states with spin S D 1–3, the value for NJ D �5:53 cm�1, which is in agreement with
the reported experimental value for the same states, NJ D �9˙ 3 cm�1 [6].

10.3.4 Conclusions

1. Although the MRCISD wave functions employed for Mn2 include many millions
of configuration state functions, the size-consistency error is rather large, even
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taking into account the Davidson correction (CQ). For this reason, it is necessary
to be very careful at analyzing the results obtained with this method for molecules
with a considerably large number of valence electrons.

2. The results obtained with the ACPF approach are most reliable in comparison
with MRCISD and MRCISD (CQ). Although, to study the single-reference state
11†Cu , the RCCSD(T) method is better and the results obtained for this state with
the mentioned single-reference method are the best.

3. From the reported mean radius of the atomic 3d and 4s orbitals [70], it can be
concluded that the overlap of atomic 3d orbitals is practically negligible. The
small De values, the correlation energy, and the analysis of the results indicate
that the Mn2 is a van der Waals type molecule, that is, it has a physical binding.

4. The value of the exchange coupling constant presented and discussed in the
previous section, J D �5.53 cm�1, is in good agreement with those obtained in
the experimental studies [6], NJ D �9C �3 cm�1.

10.4 Scandium Dimer

10.4.1 Literature Survey

Scandium clusters have attracted less attention than manganese clusters; never-
theless, a great number of theoretical [43, 51–53, 73–88] and experimental [9,
89–91] studies of scandium clusters are published. It is worthwhile to mention
that fullerenes encapsulating Scn, n D 2,3 were also studied [92, 93]. Wang et al.
[92] generated soot containing Sc2@C66; they also prepared other metallofullerenes
[94, 95].

As well as Mn2, the Sc2 dimer is also a challenging molecule. In spite of only one
electron in the 3d shell of Sc, the scandium dimer presents a complex computational
problem. On the one hand, Sc2 cannot be precisely treated by a single reference
approach; on the other hand, the existence of a large number of degenerate and
quasi-degenerate terms makes the calculation of Sc2 potential curves extremely
complicated.

The ground state of Sc is 2Dg(4s23d), with the first three excited states
4Fg(4s3d2), 2Fg(4s3d2), and 4Fu(4s3d4p), which are located 1.43, 1.85, and 1.96 eV
above [96]. The relatively small excitation energy makes quite probable the
existence of several asymptotic dissociation limits for lowest potential curves;
the symmetric Sc(2Dg) C Sc(2Dg) and the three asymmetric: Sc(2Dg) C Sc*(4Fg),
Sc(2Dg) C Sc*(2Fg), and Sc(2Dg) C Sc*(4Fu). In the second and fourth limits the
maximum total spin of the dimer is S D 2. Thus, for these asymptotes the Sc2 dimer
can possess S D 0, 1, and 2. The total number of the lowest terms having these
four dissociation limits is very high and equals 270. In Table 10.6 we represent the
160 possible triplet and quintet terms arising in the second and fourth dissociation
limits.
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Table 10.6 Molecular states stemming from the interaction of one Sc atom in
the ground 2Dg state and one Sc atom in the excited 4F state

Sc(3d4s2; 2D)C a Sc*(3d24s; 4Fg) Sc(3d4s2; 2D)C z Sc*(3d4s4p; 4Fu)

Triplets Quintets Triplets Quintets
3†C

g .2/;
3†C

u .2/
5†C

g .2/;
5†C

u .2/
3†C

g .3/;
3†C

u .3/
5†C

g .3/;
5†C

u .3/
3†�

g .3/;
3†�

u .3/
5†�

g .3/;
5†�

u .3/
3†�

g .2/;
3†�

u .2/
5†�

g .2/;
5†�

u .2/
3…g.5/;

3…u.5/
5…g.5/;

5…u.5/
3…g.5/;

3…u.5/
5…g.5/;

5…u.5/
3�g.4/;

3�u.4/
5�g.4/;

5�u.4/
3�g.4/;

3�u.4/
5�g.4/;

5�u.4/
3ˆg.3/;

3ˆu.3/
5ˆg.3/;

5ˆu.3/
3ˆg.3/;

3ˆu.3/
5ˆg.3/;

5ˆu.3/
3�g.2/;

3�u.2/
5�g.2/;

5�u.2/
3�g.2/;

3�u.2/
5�g.2/;

5�u.2/
3Hg;

3Hu
5Hg;

5Hu
3Hg;

3Hu
5Hg;

5Hu

In the ESR experiments by Knight et al. [88], the ground state of Sc2 was
assigned as 5†�u . Let us stress that it was not obtained in a direct measurement.
Processing their experimental data, the authors [88] made some assumptions.
Several years before, the quintet ground state, 5†�u , was predicted in the DFT
calculations by Harris and Jones [43]. They employed a rough (but the best at that
time) local spin density approximation (LSDA). So, it is surprising that Harris and
Jones were able to predict by their method such exotic ground state, corresponding
to an asymmetric dissociation. However, they mentioned that the triplet state, 3†�u ,
can also be a candidate for the ground state.

In one of the first precise ab initio studies of Sc2 by Walch and Bauschlicher
[79] on the basis of the complete active space CASSCF/CISD calculations, it was
demonstrated that the triplet states 3†�g and 3†�u are above the quintet 5†�u state
by about 0.04–0.05 eV. The authors [79] came to the conclusion that the term 5†�u
corresponds to the ground state and supported this conclusion by an analysis of the
bonding in the Sc dimer. The reported dissociation energy was De D 0.44 eV, in
respect to the 2D C2D dissociation limit.

It is interesting to mention that in all published, to the best of our knowledge,
DFT calculations of Sc2 [43, 51–53, 73–76], the quintet state, 5†�u , was claimed as
the ground state. This consensus is in sharp contrast with the DFT calculations of
other transition-metal dimers; e.g., for Mn2 the DFT results are quite conflicting;
see discussion in the previous section. It should be noted that only in limited DFT
studies different spin states of Sc2 were studied; in most published DFT calculations
only 5†�u state was selected and authors studied the dependence of the obtained
results on the functionals used.

As discussed for the manganese dimer (see Sect. 10.3.4), the predictive value
of DFT calculations of transition-metal clusters is always doubtful because of the
multiconfigurational character of the transition-metal clusters and the problems
arising in DFT when the value of S is not 0 [58, 59]. Similar to the case of other
transition-metal dimers, precise computational results for Sc2 can be obtained only
by ab initio multireference methods with large basis sets.

Till recent time the most precise ab initio calculations of Sc2 were performed by
Åkeby et al. [81] using a multireference treatment at the ACPF level. In regards to
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the dissociation limit (2D C4F), they obtained De (ACPF,v) D 1.888 eV (without the
core correlation). After including the core correlations and the first-order relativistic
correction, the dissociation energy increased, De (ACPF, v C 3p, rel.) D 2.118 eV.
The experimentally measured dissociation energy must be defined in respect to the
lowest asymptotic limit 2D C2D. After all corrections, including the corrections on
the experimental atomic excitation energy, the authors [81] obtained De D 0.77 eV.
The final results reported for other spectroscopic constants are the following:
Re D 5.051 a0 and !e D 197 cm�1.

Several years after the publications of Åkeby et al. [81, 82], Sc2 was studied
by Suzuki et al. [83] at the MRCISD (CQ) level. Their results are comparable to
those obtained by Åkeby et al. [81], namely, De D 0.59 eV (corrected to the 2D C2D
dissociation limit), Re D 5.17 a0 and !e D 224 cm�1. After these publications it
became widely accepted that the ground state of Sc2 is the quintet state.

In 2008 Matxain et al. [84] revised the problem of the Sc2 ground state. They
stressed that only the 5†�u state had been studied at a high level [81, 83], whereas the
triplet terms were calculated in Ref. [82] using a not sufficiently precise CASSCF
approach. Matxain et al. [84], applying the quantum diffusion Monte Carlo (DMC)
method, have calculated at the same level of theory ten low-lying states of the
scandium dimer, including the 5†�u and 3†u states (the upper index in the † state
was not specified). According to their calculations, the 3†u state is more stable than
the 5†�u state by 0.17 eV. The authors [84] claimed that the correct ground state
of scandium dimer is the 3†u state, but not the 5†�u state, as was accepted in all
previous investigations.

However, the calculations by Matxain et al. [84] did not have a sufficient level
of accuracy to be reliable; they were less precise than the previous calculations
by Åkeby et al. [81] and by Suzuki et al. [83]. The authors [84] used a relatively
small basis set and checked the DMC results comparing it with CASPT2 calculation
(the latter is taken as a final criteria). However, as we discuss in Sect. 10.4, the
CASPT2 method is very sensitive to the choice of the active space and the use
of non-closed active space can lead to large errors. Exactly that took place in the
calculations of Matxain et al. [84], as was noted by the authors in Erratum [97]. It
is also worthwhile to mention that the CASPT2 and MRMP2 methods suffer from
the intruder state problem [98]. A change of the shift parameter in the intruder state
removal techniques can lead to a change of the order of states, as was demonstrated
in Ref. [98] just for Sc2. Thus, the conclusion of Matxain et al. [84] had to be verified
in more precise calculations. This has been done in the recent publications [85, 86].

In the study by Kalemos et al. [85], precise MRCISD(CQ)/cc-pVQZ calculations
were carried out for the two competitive terms 5†�u and 3†�u . It was established that
the quintet state, 5†�u , is really the ground state and the triplet state, 3†�u , is located
just 1 kcal/mol (0.04 eV) above. These results were qualitatively confirmed in the
study by Camacho et al. [86] where the NEVPT method was employed. The authors
found that the triplet state, 3†�u , is located about 0.10 eV above the ground state, the
5†�u state.
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Recently, Kaplan and Miranda [87, 88] performed a detailed study of the nature
of binding in the ground state of the Sc2 dimer using MRCISD(CQ) method at the
complete basis set (CBS) limit. A special attention was paid to study the dissociation
limit. For the possibility to obtain the two Sc atoms in different states, we used the
C2v symmetry restriction (in all previous studies of Sc2 the D2h symmetry group was
used). We showed that the dimer Sc2 dissociates on one Sc in its ground state and
the other in the second excited quartet state 4Fu (4s13d14p1). The results [87, 88]
will be discussed in detail in the following subsections.

10.4.2 Methodology

10.4.2.1 Computational Method

The wave functions were optimized by means of the CASSCF method, Sect. 10.2;
the active space was defined by the 3d, 4s and 4p orbitals, making a set of 18 active
orbitals and 6 active electrons, 3 from the atomic valence shells of each atom. As was
discuss in Sect. 10.4.1, the ground state of the scandium dimer, 5†�u , stems from the
interaction between one ground state Sc atom and other in an excited state, therefore
the calculations were done under C2v symmetry constraints. The C2v calculation is
much more time consuming than D2h one, but it allows to obtain the two Sc atoms
in different states at the dissociation limit. Although, because of the identity of Sc
atoms, the average electron configurations of both Sc atoms should be the same, see
Eq. 10.21.

The final results were obtained by the multireference internally contracted MR-
CISD method [99, 100]. The size-inconsistency error was corrected only through
the Davidson (CQ) approach, since this error in the case of Sc2 is small. According
to our results, see Table 10.7, the quadruple Davidson corrections lead to small
changes; e.g., the difference in De is about 0.04 eV.

For the cc-pV5Z basis set, the number the reference wave functions was
approximately 34,000, their corresponding valence MRCI expansions contain about
1.65 � 108 configuration functions (CF), which are internally contracted to 6.7 � 106

CFs according to procedure described in Refs. [99, 100]. The Dunning-type basis
sets [41], presented in the Pacific Northwest National Laboratory basis set website
[42] was employed. The relativistic corrections were obtained by means of the
Douglas–Kroll–Hess approach in the second order scheme [60, 61] with the
relativistic basis set cc-pV5Z-DK [41]. For all calculations the MOLPRO 2009 suite
of programs [101] was used.

The energy obtained at the MRCI level includes some additional electron
correlation energy, in comparison with the CASSCF energy,

EMRCI D ECAS C Edc (10.13)
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This energy is named the external or dynamical correlation energy [102, 103]; it
arises from the non-specific instantaneous correlation motion of electrons and was
introduced by Oktay Sinanoĝlu [104, 105].

Sinanoĝlu and coworkers [104–106] showed that the correlation energy can be
roughly divided into two types: dynamical correlations, which are transferable from
system to system, and non-dynamical correlations, which are not. Usually non-
dynamical correlations are responsible for a correct description of the dissociation
products and in some papers are named left-right correlation [107]. Sinanoĝlu
stressed that a good example of the transferable correlation energy is the closed
1s2 shell for the first-row atoms. At that time the MRCI approach was not created.
Brown and Truhlar [103] divided the dynamical correlations into core and valence
contributions. The latter corresponds to the dynamical correlation energy defined by
Eq. 10.13.

10.4.2.2 Complete Basis Set Limit

To study the dependence of calculation results on the basis set size and finding
the complete basis set (CBS) limit, we performed calculations with three basis
sets, cc-pVXZ with X D 3, 4, and 5. The largest basis set, cc-pV5Z, is constructed
with [28s20p12d4f 3g2h1i] functions, which are contracted to [9s8p6d4f 3g2h1i],
and comprises 306 Gaussian functions. The basis set cc-pVQZ is made with
[22s18p11d3f 2g1h] functions contracted to [8s7p5d3f 2g1h] and comprises 208
Gaussian functions; and the cc-pVTZ basis set is formed by [20s16p8d2f 1g]
functions contracted to [7s6p4d2f 1g] and comprises 136 Gaussian functions.

After the development by Dunning [108] of the correlation-consistent cc-pVXZ
basis sets, it was recognized that the sequence of results obtained with different
XZ can allow an extrapolation to the CBS limit [109–111]. Calculation of EX

with different values of X makes possible to find the CBS limit, E1, using some
analytical function of X connecting EX and E1. At present, several asymptotic
formulae for finding the CBS limit at the HF, CASSCF, and MRCI levels have been
developed, see Ref. [102] and references therein.

We applied the procedure for obtaining the CBS limit at the MRCI level
suggested by Varandas [102]. It is based on the presentation of EMRCI as two terms,
Eq. (10.12), and finding the CBS limit for each term separately.

For energy at the CASSCF level we used the Karton–Martin [112] extrapolation
formula, which is based on the work by Jensen [113]. The equation employed is

ECAS
X D ECAS1 C A.X C 1/e�b

p
X (10.14)

in which A and b are parameters found after solving equations and ECAS1 is the
quantity sought for. Inserting in Eq. 10.14 the energy ECAS

X calculated for X D 3, 4,
and 5, we obtain three equations for three unknowns: A, b, and ECAS1 , which can be
precisely solved,
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ECAS
3 D ECAS1 C 4A exp

�
�bp

3
�
;

ECAS
4 D ECAS1 C 5A exp .�2b/ ;

ECAS
5 D ECAS1 C 6A exp

�
�bp

5
�
: (10.15)

If we subtractECAS
4 fromECAS

3 denoting the result as k34, and then subtractECAS
5

from ECAS
4 denoting this result b=45, and divide k34 on k45, we obtain the equation

k34

k45
D 4e�b

p
3 � 5e�2b

5e�2b � 6e�bp5 ; (10.16)

from which we can find parameter b by trial and error method. It should be
mentioned that in the original work by Karton–Martin [112] the parameter b
was optimized on a great number of simple molecules with light atoms. They
recommended b D 9. Since our dimer is formed of 3d transition-metal atoms, we
put b as a free parameter. We found that b D 5.925 gives better results than b D 9.
At this point we could determine the value of parameter A through the equation

A D k34

4e�b
p
3 � 5e�2b D k45

5e�2b � 6e�b
p
5
: (10.17)

The constants k34 and k45 have different values, so according to Eq. 10.17, the
parameter A has two values. Although, they are very close, and for the CBS limit of
the CAS energy we obtained ECAS

X D �1519:533960 hartree
The CBS limit for the dynamical correlation energy, Edc1, was found using the

Varandas USTE scheme [102]. The employed equation has the following form:

Edc
X D Edc1 C A3

.X � 3=8/3
�
1C 1

.X � 3=8/2

�
a

A3
C cA

1=4
3

��
(10.18)

where a and c are fixed numerical coefficients and A3 is a parameter that has to be
found. Thus Eq. 10.18 has only two unknowns,Edc1 and A3. They were found using
a code based on the least-squares method. The best results were obtained for the
basis set pair with the highest XZ, X D 4 and 5, which produces two equations:

Ecor
4 D Ecor1 C A3

.4C ˛/3

�
1C 1

.4C ˛/2

�
A05
A3

� cA
1=4
3

��
(10.19)

Ecor
5 D Ecor1 C A3

.5C ˛/3

�
1C 1

.5C ˛/2

�
A05
A3

� cA
1=4
3

��
(10.20)

The obtained CBS value for the dynamical correlation energy was Ecor1 D
�0:040620 hartree.
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Table 10.7 The dependence of the equilibrium distance, Re (a0), total energy, E (hartree),
dissociation energy, De (eV), and the harmonic frequency, !e (cm�1) on the basis set cc-pVXZ
and the CBS limit for Sc2 in the ground state 5†�

u [87, 88]

MRCI MRCI(CQ)Basis
set Re E De !e Re E De !e

TZ 5.202 �1519.567779 2.073 222.6 5.214 �1519.569566 2.111 223.6
QZ 5.195 �1519.570613 2.107 224.5 5.206 �1519.572522 2.150 224.8
5Z 5.193 �1519.571661 2.122 226.3 5.204 �1519.573631 2.166 229.2
CBS 5.200 �1519.574560 2.183 234.5

10.4.3 Results and Discussion

10.4.3.1 Calculations at the Complete Basis Set Limit

The dependence of obtained results on the basis set is presented in Table 10.7. The
CBS limit data are also included. The CBS limit was obtained using the basis sets
cc-pVXZ, with X D 3, 4, and 5, by the procedure described in Sect. 10.4.2.2. The
final CBS results at the MRCISD(CQ) level were obtained as a sum of the CBS
estimations of ECAS1 and Edc1; see Sect. 10.4.2.2. We calculated the harmonic part
of the ground state potential curve for all three basis sets with X D 3, 4, and 5
and also at the CBS limit and found its spectroscopic parameters using Dunham
analysis [114]. According to Table 10.7, the larger is the basis set, the stronger
is the bonding. The dissociation energy De at the CBS limit is equal to 2.183 eV
(50.30 kcal/mol). The obtained equilibrium distance Re at the MRCISD(CQ)/CBS
level is equal to Re D 5.200 a0 (2.752 Å). The account of the 3s3p correlation effects
does not change De, which is natural, but reduced Re on 0.2 a0 [85]. Thus, the
corrected value is Re should be 5.0 a0 (2.65 Å). The harmonic frequency !e at
the MRCISD(CQ)/CBS level, is equal to 234.5 cm�1, which is in an excellent
agreement with the experimental value 239.9 cm�1 [90].

The relativistic calculations using cc-pV5Z-DK basis set do not modify the
equilibrium distance. As for the dissociation energy, the difference in De in
comparison with the value obtained with the nonrelativistic cc-pV5Z basis set is
very small; at the CASSCF level it equals 0.36 kcal/mol and at the MRCISD(CQ) it
is only 0.07 kcal/mol, see Table 10.8. The change of the harmonic frequency, !e, is
also small; at the CASSCF level it equals 6.8 cm�1 and at the MRCISD(CQ) level
it is reduced up to 0.1 cm�1.

The potential energy curves of Sc2 in the ground state 5†�u , calculated at the
CASSCF, MRCISD, and MRCISD(CQ) levels with the largest basis set cc-pV5Z,
are represented in Fig. 10.3. The last two curves almost coincide (in the hartree
scale). This fact and the data in Table 10.7 for the equilibrium distance indicate that
in the case of Sc2 the size-inconsistency error is small, in contrast with the Mn2

dimer case [35]. Thus, the MRCISD(CQ) approach can be considered as a quite
satisfactory approximation for the study of the Sc2 dimer.
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Table 10.8 Comparison of the dissociation energy, De, and harmonic frequency, !e,
for the Sc2 ground state potential curves calculated at the scalar relativistic level with
cc-pV5Z-DK basis set and the nonrelativistic MRCISD(CQ) level with the basis set
cc-pV5Z; energies are in eV (kcal/mol), frequencies are in cm�1 [87, 88]

Basis
set

CASSCF MRCISD MRCISD(CQ)

De !e De !e De !e

5Z 1.563 (36.01) 217.1 2.122 (48.90) 226.3 2.166 (49.91) 229.2
5Z-DK 1.578 (36.37) 223.9 2.127 (49.01) 229.0 2.169 (49.98) 229.1

Fig. 10.3 Potential energy curves for the ground state of Sc2 at the CASSCF, MRCISD, and
MRCISD (CQ) levels calculated with cc-pV5Z basis set [87, 88]

10.4.3.2 Dissociation Limit

The determination of the dissociation limit of the Sc2 ground state potential curve
is a rather delicate problem. From the experiment [89] and precise calculations, see
discussion in Sect. 10.4.1, it follows that the Sc2 ground state corresponds to the
5†�u term, which can be obtained only if one of Sc is created in an excited quartet
state. In this case the total spin S of Sc2 can be equal 2. But according to Table 10.6,
the quintet term 5†�u can have the two dissociation limits: Sc(2Dg) C Sc*(4Fg) and
Sc(2Dg) C Sc*(4Fu). In both limits Sc2 dissociates on one Sc in the ground state and
another in an excited state. With the usually applied D2h symmetry restrictions one
cannot distinguish Sc atoms because of the inversion symmetry. For the possibility
to obtain two Sc in different state we employed the C2v symmetry restrictions.

In Table 10.9 the Mulliken atomic valence orbital populations at the equi-
librium, Re, and dissociation limit, R D 50 a0, distances are represented. At the
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Table 10.9 Mulliken population in Sc2 at the equilibrium and dissociation limit
distances at different levels of theory [88]

(a) MRCISD
Re: 4s1:223d1:294p0:46 W 4s1:223d0:49z2 3d0:01

x2�y2
3d0:39xz 3d0:39yz 3d0:01xy 4p0:22z 4p0:12x 4p0:12y

RD 50a0: Sc


4s23d1

� W 4s1:823d0:01z2 3d0:00
x2�y2

3d0:01xz 3d0:01yz 3d0:98xy 4p0:05z 4p0:05x 4p0:05y

Sc


4s13d14p1

� W 4s0:953d0:02z2 3d0:99
x2�y2

3d0:01xz 3d0:01yz 3d0:00xy 4p0:98z 4p0:01x 4p0:01y

(b) CASSCF
Re: 4s1:223d1:264p0:47 W 4s1:223d0:48z2 3d0:01

x2�y2
3d0:38xz 3d0:38yz 3d0:01xy 4p0:23z 4p0:12x 4p0:12y

RD 50a0:Sc


4s23d1

� W 4s1:823d0:00z2 3d0:50
x2�y2

3d0:00xz 3d0:00yz 3d0:49xy 4p0:06z 4p0:05x 4p0:05y

Sc


4s13d14p1

� W 4s0:963d0:02z2 3d0:50
x2�y2

3d0:01xz 3d0:01yz 3d0:50xy 4p0:98z 4p0:01x 4p0:01y

MRCISD(CQ) level, Sc2 dissociates on one Sc in the ground state, Sc (4s23d1;
2Dg), and another in the second excited quartet state, Sc* (4s13d14p1; 4Fu). The
same dissociation limit is obtained at the CASSCF level.

Hence, from the Mulliken population it follows that the ground state potential
energy curve of Sc2 has the Sc(2Dg) C Sc*(4Fu) dissociation limit. On the other
hand, both Sc atoms are identical and each of them can be excited. So, at the
dissociation limit the wave function of the dimer must be a linear combination of
the wave function, in which one Sc atom is in the ground state and another Sc atom
is in an excited state, and the wave function describing the opposite possibility:

‰ .Sc2;R ! 1/ D 1p
2

�
‰0 .Sca/‰n



Sc�b

�C‰n


Sc�a

�
‰0 .Scb/


(10.21)

This reflects the quantum-mechanical indistinguishability of identical atoms. As
a result, both Sc atoms have an equal population: 4s1.5 3d1 4p0.5.

The dissociation on one of the atoms in the second excited quartet state seems
quite unusual. For the verification of this result we have compared the dimer energy
at R D 50 bohr with the sum of atomic energies for different quartet states calculated
at the same level of theory. As follows from Table 10.10, the energy of Sc2 at R
D 50 bohr corresponds to the sum of energies Sc(2Dg) C Sc*(4Fu). The dissociation
level Sc(2Dg) C Sc*(4Fg) is located 0.0141 hartree (or 8.82 kcal/mol) below, which
is much larger than the calculation error. At the CASSCF level we cannot arrive to
definite conclusions using the atomic energy calculations.

Thus, Sc2 dissociates with one of atoms in the 4Fu excited state. But, after about
10�8s, the atom in the 4Fu state undergoes a radiative transition (fluorescence) to the
level 4Fg with Eph D 0.529 eV D 1.279 � 1014 Hz. The excited state 4Fg is metastable
and loses its energy by phosphorescence for time about 10�3–10�6s, with emitting
quant Eph D 1.427 eV D 3.45 � 1014 Hz. Thus, the dissociation of Sc2 should be
followed by the chemiluminiscence in the infrared region that can be experimentally
detected.

We would like to note that in the recent study [85] of 5†�u state with the
D2h symmetry restriction, the Sc(2Dg) C Sc*(4Fu) dissociation limit was obtained.
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Table 10.10 Comparison of the dissociation limit energy of Sc2 in the
ground state and energies of the Sc atom in the ground and excited states
calculated with the basis set cc-pV5Z at different levels of theory; energies
are in hartree, � is in kcal/mol [88]

CASSCF MRCISD MRCISDCQ

Sc2(RD 50a0) �1519.476420 �1519.493675 �1519.494029
Sc(2Dg)C Sc*(4Fg) �1519.465245 �1519.498898 �1519.508093
Sc(2Dg)C Sc**(4Fu) �1519.467668 �1519.493072 �1519.494483
� (4Fg)a 7.01 3.27 8.82
� (4Fu)b 5.5 0.38 0.28
a� (4Fg)D Sc2(RD 50a0)� [Sc(2Dg)C Sc*(4Fg)]
b� (4Fu)bD Sc2(RD 50a0)� [Sc(2Dg)CSc**(4Fu)]

Table 10.11 CBS De values
with relativistic corrections
for two dissociation limits;
energies are in eV
(kcal/mol) [88]

Method
De De

2DgC4Fu
2DgC2Dg

CASSCF 1.58 (36.40) �0.196 (�4.52)
MRCISD(CQ) 2.186 (50.37) 0.433 (9.98)

Nevertheless, it was rejected as a wrong asymptote and the creation of one of Sc
in 4Fg state was postulated. Camacho et al. [86], basing on an almost negligible 4p
population obtained in their studies, also made conclusion that at the dissociation
limit Sc does not appear in the 4Fu state. But from the population of excited orbitals
at the equilibrium distance it may not be done any conclusions about the population
at the dissociation limit. The interatomic interactions at the equilibrium distance can
populate excited orbitals, although this does not prevent atoms to dissociate in their
ground states. Just this takes place in the case of the alkaline-earth dimers [72].

Thus, a more detailed analysis demonstrates that the conclusions about the
dissociation limit of the Sc2 ground state potential curve made in Refs. [85, 86]
were not properly substantiated.

The values of the dissociation energy, De, obtained at the CBS limit and
corrected on the scalar relativistic effects are presented in Table 10.11. For obtaining
De at the symmetric dissociation limit Sc(2Dg) C Sc(2Dg), the calculated atomic
excitation energy E [Sc*(4Fu)] – E [Sc(2Dg)] was subtracted from De obtained in
the dissociation limit Sc(2Dg) C Sc*(4Fu). At the CASSCF level a negative value of
De for the symmetric dissociation limit was obtained. This is connected with a lack
of precision for calculating the atomic excited states at this level.

10.4.3.3 Nature of Bonding

According to our results, at the dissociation limit one of the Sc atoms is formed
in the second excited quartet state (it has the populated 4p-shell). When atoms
are approaching, the atomic orbital population is redistributed between atoms.
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At the equilibrium distance both atoms have the same orbital population. As
follows from Table 10.9, the MRCISD orbital population on each atom is equal
to 4s1.223d1.294p0.46. Thus, at the equilibrium distance the 4p orbital is populated by
equal parts on each Sc, 4p0.46, and a part of the 4s electron density is transferred to
3d orbitals. On the other hand, as we discussed above, at the dissociation limit each
Sc in average has the equal 4p0.5 population.

The main references configurations obtained in our CASSCF calculations are the
following:

ˇ̌
5†�u

˛ D 0:826
ˇ̌
ˇ4s�24s�13dz2�

13dxz�
1
x3dyz�

1
y

E

� 0:237
ˇ̌
ˇ4s�24s�14pz�

13dxz�
1
x4py�

1
y

E

� 0:237
ˇ̌
ˇ4s�24s�14pz�

14px�
1
x3dyz�

1
y

E
(10.22)

In their early study of Sc2, Walch and Bauschlicher [79] analyzed only the
dominant configuration, which does not contain the 4p orbitals. They did not
consider the participation of the 4p-orbitals in bonding and stressed the important
role of the one-electron 3d� bonds. But if we take into account that the mean radius
of 3d shell is hr3d i D 1:68 bohr [70], which is much smaller than the equilibrium
distance Re D 5.2 bohr, it becomes evident that the 3d overlap integrals are very
small and in reality the one-electron 3d-bonds do not contribute to the bonding.
It is also worthwhile to mention that the 4s shell has a much larger mean radius,
hr4si D 3:96 bohr [70] and hr4si= hr3d i D 2:36, meaning that 3d electrons are
deeply inside the 4s electron shell.

The second and third configurations in expansion (10.22) contain molecular
orbitals built of 4p atomic orbitals. So, the 4p orbitals are involved in the bonding
process. The latter also follows from the Mulliken population at the equilibrium
distance: 4s1.223d1.294p0.46. This population is favorable for the atomic hybridization
[115]. The hybridized orbitals enhance the overlap in the bond region increasing the
strength of the bond. The most probable is the creation of three hybrid orbitals on
each Sc:

h1 D a14s C a24pz;

h2 D b13dxz C b24px;

h3 D c13dyz C c24py: (10.23)

It can be concluded that the dimer is stabilized by the formation of one two-
electron h1�g-bond and two one-electron h2�xu- and h3�yu-bonds. These hybridized
orbitals should make the bonds stronger. Thus, in the Sc2 dimer there is a covalent
chemical bonding in contrast with the Mn2 dimer [35].
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10.4.4 Conclusions

1. In our studies of Sc2 [87, 88], the CBS limit at the MRCISD(CQ) level was
obtained for the transition-metal clusters for the first time. The calculations
under the C2v symmetry restrictions allow one to obtain the Sc atoms at the
dissociation limit in different states. Namely, it has been demonstrated that
the ground state potential curve, 5†�u , has the asymptotic dissociation limit
Sc(2Dg) C Sc*(4Fu) with one of the Sc atoms in the second excited quartet
state. The CBS dissociation energy in the ground state is equal to 2.183 eV
(50.30 kcal/mol) and in respect to the thermodynamically stable dissociation
limit with both Sc atoms in their ground states it is equal to 9.93 kcal/mol.
The harmonic frequency !e D 234.5 cm�1 is in an excellent agreement with the
experimental value 239.9 cm�1 [90].

2. The dissociation of Sc2 is followed by chemiluminescence that can be detected
experimentally; see Sect. 10.4.3.2.

3. In all 3d transition-metal atoms, the 3d-shell has a small mean radius and is
located deeply inside the 4s-shell. The unpaired 3d-electrons densities practically
are not overlapped, so the 3d electrons directly not involved in the bonding. The
atoms with the closed valence 4s-shell should be bound by the weak van der
Waals dispersion forces; but the Sc2 dimer is an exception from this rule. At
the equilibrium distance a strong atom-atom interaction populates the 4p atomic
orbitals, adds 0.29e on 3d orbitals and makes the closed 4s shell partly open. This
favors the atomic hybridization, in which the 3d orbitals are also involved. The
dimer is stabilized by the formation of one two-electron (4s4pz)�g bond and two
one-electron bonds: (3dxz4px)�xu and (3dyz4py)�yu. As a result, the Sc2 dimer
has a chemical covalent bonding.

4. Final remark about multireference perturbation theory methods. As follows from
the analysis of the multireference perturbation theory methods, the selection of
the active space has to be carried out very carefully to avoid large errors [36]. The
perturbation multireference methods often give an artificial stabilization and can
create a wrong order of states; they suffer also from the intruder-state problem
[98]. It should be noted that the NEVPT method can give the zero electron
population for orbitals that are populated in calculations by other more precise
methods; see Sect. 10.4.3.2.
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36. Buchachenko AA, Chałasiński G, Szczęśniak MM (2010) J Chem Phys 132:024312
37. Nakano H (1993) J Chem Phys 99:7983
38. Angeli C, Cimiraglia R, Evangelisti S, Leininger T, Malrieu J-P (2001) J Chem Phys

114:10252
39. Angeli C, Pastore M, Cimiraglia R (2007) Theor Chem Acc 117:743
40. Osanai Y, Mon MS, Noro T, Mori H, Miyoshi E (2008) Chem Phys Lett 452:210
41. Balabanov NB, Peterson KA (2005) J Chem Phys 123:064107
42. https://bse.pnl.gov/bse/portal
43. Harris J, Jones RO (1979) J Chem Phys 70:830
44. Salahub DR, Baykara NA (1985) Surf Sci 156:605
45. Fujima N, Yamaguchi T (1995) J Phys Soc Jpn 64:1251
46. Nayak SK, Jena P (1998) Chem Phys Lett 289:473
47. Nayak SK, Rao BK, Jena P (1998) J Phys Condens Mat 10:10863
48. Pederson MK, Reuse FA, Khanna SN (1998) Phys Rev B 58:5632
49. Desmarais N, Reuse FA, Khanna SN (2000) J Chem Phys 112:5576
50. Yanagisawa S, Tsuneda T, Hirao K (2000) J Chem Phys 112:545
51. Barden CJ, Rienstra-Kiracofe CC, Schaefer HF III (2000) J Chem Phys 113:690
52. Gutsev GL, Bauschlicher CW Jr (2003) J Phys Chem A 107:4755

https://bse.pnl.gov/bse/portal


388 I.G. Kaplan and U. Miranda

53. Valiev M, Bylaska EJ, Weare JH (2003) J Chem Phys 119:5955
54. Bobadova-Parvanova P, Jackson KA, Srinivas S, Horoi M (2005) J Chem Phys 122:014310
55. Kabir M, Mookerjee A, Kanhere DJ (2006) Phys Rev B 73:224439
56. Jellinek J, Acioli PH, García-Rodeja J, Zheng W, Thomas OC, Bowen KH Jr (2006) Phys

Rev B 74:153401
57. Jellinek J, Acioli PH (2003) J Chem Phys 118:7783
58. Kaplan IG (2007) J Mol Struct 838:39
59. Kaplan IG (2007) Int J Quantum Chem 107:2595
60. Douglas M, Kroll NM (1974) Ann Phys (NY) 82:89
61. Jansen G, Hess BA (1989) Phys Rev A 39:6016
62. Jansen HB, Ros P (1969) Chem Phys Lett 3:140
63. Boys SF, Bernardi F (1970) Mol Phys 19:553
64. Liu B, Mclean AD (1973) J Chem Phys 59:4557
65. Werner H-J, Knowles PJ, Lindh R, Manby FR, Schütz M, Celani P, Korona T, Mitrushenkov

A, Rauhut G, Adler TB, Amos RD, Bernhardsson A, Berning A, Cooper DL, Deegan MJO,
Dobbyn AJ, Eckert F, Goll E, Hampel C, Hetzer G, Hrenar T, Knizia G, Köppl C, Liu Y,
Lloyd AW, Mata RA, May AJ, McNicholas SJ, Meyer W, Mura ME, Nicklaß A, Palmieri P,
Pflüger K, Pitzer R, Reiher M, Schumann U, Stoll H, Stone AJ, Tarroni R, Thorsteinsson T,
Wang M, Wolf A (2006) MOLPRO 2006.1, a package of ab initio programs

66. Kirkwood AK, Bier KD, Tompson JK, Haslett TL, Huber AS, Moskovits M (1991) J Phys
Chem 95:2644

67. Bier KD, Haslett TL, Kirkwood AK, Moskovits M (1988) J Chem Phys 89:6
68. Kaplan IG (1975) Symmetry of many-electron systems. Academic, New York
69. Kaplan IG, Rodimova OB (1973) Int J Quantum Chem 7:1203
70. Bunge CF, Barrientos JA, Bunge A (1993) Atomic Data Nucl Data Tables 53:113
71. Löwdin P-O (1959) Adv Chem Phys 2:207
72. Kaplan IG, Roszak S, Leszczynski J (2000) J Chem Phys 113:6245
73. Pápai I, Castro M (1997) Chem Phys Lett 267:551
74. Gutsev GL, Jena P, Rao BK, Khanna SN (2001) J Chem Phys 114:10738
75. Furche F, Perdew JP (2006) J Chem Phys 124:044103
76. Zhao Y, Truhlar DG (2006) J Chem Phys 124:224105
77. Das G (1982) Chem Phys Lett 86:482
78. Walch SP, Bauschlicher CW Jr (1983) Chem Phys Lett 94:290
79. Walch SP, Bauschlicher CW Jr (1983) J Chem Phys 79:3590
80. Jeung GH (1986) Chem Phys Lett 125:407
81. Åkeby H, Peterson LGM, Siegbahn PEM (1992) J Chem Phys 97:1850
82. Åkeby H, Peterson LGM (1993) J Mol Spectrosc 159:17
83. Suzuki Y, Asai S, Kobayashi K, Noro T, Sasaki F, Tatewaki H (1997) Chem Phys Lett 268:213
84. Matxain JL, Rezabal E, Lopez X, Ugalde JM, Gagliardi L (2008) J Chem Phys 128:194315
85. Kalemos A, Kaplan IG, Mavridis A (2010) J Chem Phys 132:024309
86. Camacho C, Cimiraglia R, Witek HA (2010) J Chem Phys 132:244306
87. Kaplan IG, Miranda U (2011) AIP Advances 1:022108
88. Miranda U, Kaplan IG (2011) Eur Phys J D. doi:DOI: 10.1140/epjd/e2010-10607-y
89. Knight LB, Van Zee JR, Weltner W (1983) Chem Phys Lett 94:296
90. Moskovits M, Di Lella DP, Limm W (1984) J Chem Phys 80:626
91. Knight LB, McKinley AJ, Babb RM, Hill DW, Morse MD (1993) J Chem Phys 99:7376
92. Wang C-R, Kai T, Tomiyama T, Yoshida T, Kobayashi Y, Nishibori E, Takata M, Sakata M,

Shinohara H (2000) Nature 408:426
93. Stevenson S, Fowler PW, Heine T, Duchamp JC, Rice G, Glass T, Harich K, Hajdu E, Bible

R, Dorn HC (2000) Nature 408:427
94. Shinohara H, Sato H, Ohkohchi M, Ando Y, Kodama T, Shida T, Kato T, Saito Y (1992)

Nature 357:52
95. Yannoni CS, Hoinkis M, de Vries MS, Bethune DS, Salem JR, Crowder MS, Johnson RD

(1992) Science 256:1191

http://dx.doi.org/DOI: 10.1140/epjd/e2010-10607-y


10 State-of-the-Art Calculations of the 3d Transition-Metal Dimers: Mn2 and Sc2 389

96. Ralchenko Y, Kramida AE, Reader J, NIST ASD Team (2008) NIST atomic spectra database
(version 3.1.5), Online. Available http://physics.nist.gov/asd3 (Aug 14 2009). National
Institute of Standards and Technology, Gaithersburg

97. Matxain JL, Rezabal E, Lopez X, Ugalde JM, Gagliardi L (2008) J Chem Phys 132:139901
98. Camacho C, Cimiraglia R, Witek HA (2010) Phys Chem Chem Phys 12:5058
99. Werner H-J, Knowles PJ (1988) J Chem Phys 89:5803

100. Knowles PJ, Werner H-J (1988) Chem Phys Lett 145:514
101. Werner H-J, Knowles PJ, Lindh R, Manby FR, Schütz M, Celani P, Korona T, Mitrushenkov

A, Rauhut G, Adler TB, Amos RD, Bernhardsson A, Berning A, Cooper DL, Deegan MJO,
Dobbyn AJ, Eckert F, Goll E, Hampel C, Hetzer G, Hrenar T, Knizia G, Köppl C, Liu Y,
Lloyd AW, Mata RA, May AJ, McNicholas SJ, Meyer W, Mura ME, Nicklaß A, Palmieri P,
Pflüger K, Pitzer R, Reiher M, Schumann U, Stoll H, Stone AJ, Tarroni R, Thorsteinsson T,
Wang M, Wolf A (2009) MOLPRO 2009.1, a package of ab initio programs

102. Varandas AJC (2007) J Chem Phys 126:244105
103. Brown FR, Truhlar DG (1985) Chem Phys Lett 117:307
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Chapter 11
Theoretical Study of ¢-Bond Activation
Reactions and Catalytic Reactions
by Transition Metal Complexes

Shigeyoshi Sakaki

Abstract This chapter reports mini-review of theoretical and computational studies
of ¢-bond activation reactions by transition metal complexes. Because the ¢-bond
activation reaction through oxidative addition has been theoretically investigated
well for long, I wish to focus on the different types of ¢-bond activation reactions
here. One good example is the C–H ¢-bond activation of benzene and methane
by Pd(II)–formate complex. The ¢-bond activation of methane by Ti(IV)-imido
complex is another good example. Their theoretical and computational studies
clearly indicate that these reactions are typical heterolytic ¢-bond activation without
any change of metal oxidation state. The orbital interaction diagram is completely
different between the heterolytic ¢-bond activation and the oxidative addition
reactions; in the heterolytic ¢-bond cleavage, the mixing of the C–H ¢-bonding
orbital into the bonding overlap between the C–H ¢*-antibonding and the M–X
bonding orbitals plays crucial roles. Theoretical study of oxidative addition to the
M–L moiety, which is a new type of ¢-bond activation, is also discussed based on
theoretical study and recent experimental report. In this reaction, not only metal
center but also organic ligand participates in the ¢-bond activation reaction like
the heterolytic ¢-bond activation. However, the metal oxidation state increases by
2 in a formal sense like the usual oxidative addition, which is different from the
heterolytic ¢-bond activation. The heterolytic ¢-bond activation is involved in many
catalytic reactions. One of such good examples is Ru-catalyzed hydrogenation of
CO2 to formic acid, in which the H–H bond cleavage with the Ru-(˜1-OCOH)
moiety is involved as a key step. This reaction is essentially the same as the C–
H ¢-bond activation of benzene with the Pd-(˜1-OCOH) moiety. Another example
is Pd-catalyzed cross-coupling reaction in which transmetallation is involved as
a key step. This transmetallation is understood to be the heterolytic ¢-bond
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activation. I wish to discuss how to accelerate this reaction based on theoretical
and computational studies. Recently reported direct-cross coupling reaction occurs
via heterolytic C–H ¢-bond activation reaction, which is also discussed based on
theoretical study.

11.1 Introduction

Theoretical studies of transition metal complexes and their reactions are of consid-
erable importance nowadays [1, 2], because theoretical knowledge is indispensable
to understand well the varieties of geometry, bonding nature, and reaction behavior
of transition metal complexes. Actually, the number of theoretical/computational
studies of organometallic compounds and their reactions is steeply increasing after
1995 [2]. In addition, theoretical/computational studies have been providing many
important results on the catalytic reactions by transition metal complexes. All
these are because new knowledge and new explanation are often requested for
understanding well the various experimental findings of organometallic compounds
and also because the experimental knowledge on the catalytic reactions is limited,
in general. For instance, it is not easy to elucidate what is active species, what
kind of intermediate exists, and what is rate-determining step, because the catalytic
reaction rapidly occurs with low concentration of catalyst. In this regard, many
theoretical/computational studies of catalytic reactions have been reported, so far.
Also, theoretical/computational studies have been carried out on such common
elementary steps as ¢-bond activation, insertion reaction, “–H abstraction reaction,
and so on, because many catalytic cycles consist of those common elementary steps.
I wish to present a catalytic cycle of Pd-catalyzed cross-coupling reaction as a good
example; [3] as shown in Scheme 11.1, the first step is the oxidative addition of
organic halide, the second step is transmetallation, and the last step is reductive
elimination. In the first and second steps, a ¢-bond is broken and in the last step a
¢-bond is formed, which is the reverse of the ¢-bond activation. This means that
the catalytic cycle of Pd-catalyzed cross-coupling reaction consists only of ¢-bond
activation reaction. In other words, theoretical/computational knowledge of such
¢-bond activation reaction is indispensable to understand well the cross-coupling
reaction and to make further development of this type of reaction.

The ¢-bond activation is interesting not only from the viewpoint of catalytic
chemistry and organometallic chemistry [4–12] but also from the viewpoint of
theoretical/computational chemistry [13–16] as follows. The ¢-bond has occupied
MOs at low energies and unoccupied MOs at high energies, in general. This means
that the reactivity of the ¢-bond is not high. Moreover, the ¢-bond does not interact
well with the transition metal complex unlike olefin, acetylene, and CO, which have
 ,  *, and lone pair orbitals useful for the interaction with the transition metal
center. Thus, it is of considerable interest how the inert ¢-bond is activated by the
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transition metal complex. Considering the interest and importance of the ¢-bond
activation, I wish to concentrate here on the ¢-bond activation reaction.

In my understanding, the ¢-bond activation reactions are classified into two main
categories; [2, 13, 16] one is the ¢-bond activation by metal center only, as shown
in Eq. 11.1, and the other is the ¢-bond activation by metal–ligand moiety, as shown
in Eqs. 11.2 and 11.3.

MLn C R1 � R2 ! M .R1/ .R2/Ln (11.1)

MXLn C R1 � R2 ! M .R1/Ln C R2 � X (11.2)

M


L0
�

Ln C R1 � R2 ! M


L0 � R1

�
.R2/Ln (11.3)

R1;R2 D H; alkyl; or aromatic group

In the reaction of Eq. 11.1, the metal oxidation state increases by 2 in a formal
sense, as is well-known, because alkyl, vinyl, hydride, etc. bound with metal
are considered to be anion. This is the reason why Eq. 11.1 is called oxidative
addition. This reaction occurs either in a concerted manner or in a step-wise
manner including nucleophilic attack of a metal ion followed by anion coordination
with metal center. In the last two decades, many theoretical studies have been
carried out about the ¢-bond activation reaction by the oxidative addition reaction
[1, 2, 13–16]. Nowadays, we have deep and correct theoretical knowledge of the
oxidative addition reaction. Besides the oxidative addition, however, various ¢-bond
activation reactions are observed in the experimental field. In those reactions, the
activation is performed with metal–ligand (M–L) moiety. In other words, these are
understood in terms of ligand-assisted ¢-bond activation. This is also understood as
metathesis. This is further classified into two categories—one is ¢-bond activation
without change of metal oxidation state (Eq. 11.2). Equation 11.2 occurs when an
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X anion ligand participates in the ¢-bond activation. In this reaction, R1 becomes
negatively charged because it is bound with the metal center in the product, while R2
becomes positively charged because it is bound with the anion X. In other words, the
R1–R2 bond is cleaved in a heterolytic manner and the metal oxidation state does
not change at all. The other example is Eq. 11.3, in which the ¢-bond activation
is achieved by the M–L moiety like Eq. 11.2; whereas the metal oxidation state
increases by 2. This reaction is possible when L0 is either alkyne or alkene: In
Eq. 11.3, the alkene (or alkyne) moiety is converted to alkyl (or vinyl) group by the
reaction with R1. These alkyl and vinyl groups are considered to be anion because
they are bound with the metal center. Also, R2 is considered to be anion because
R2 is bound with the metal center. Thus, the metal oxidation state increases by 2
in this reaction. In other words, this reaction is understood to be oxidative addition
to the M–L moiety. The reports of this reaction have been very limited, but several
interesting examples were reported, as will be discussed below.

As mentioned above, the oxidative addition has been theoretically investigated
for a long time [1, 2, 13–16]. For instance, the orbital interaction in the oxidative
addition reaction was discussed previously [17], as shown in Scheme 11.2. Appar-
ently, the doubly occupied d-orbital interacts with the antibonding ¢*-MO of the
¢-bond to induce the charge-transfer (CT), which leads to the ¢-bond breaking and
the formations of M–R1 and M–R2 bonds. As a result of this CT, the metal oxidation
state increases by 2, which is the origin of the name “oxidative addition.” From this
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scheme, one can understand that the driving force arises from energy stabilization
induced by the change of the doubly occupied d-orbital to the M–R1 and M–R2
bonding orbitals. This means that the low-valent transition metal complex can
perform this reaction because such transition metal complex has d-orbitals at high
energies.

To avoid the overlap with previous theoretical reviews of oxidative addition
[2, 13–16], I will discuss here the theoretical studies of ligand-assisted ¢-bond
activation such as heterolytic ¢-bond activation (Eq. 11.2) and the oxidative addition
to the M–L moiety (Eq. 11.3). Both have not been theoretically discussed well.
Our purposes here are to present detailed computational results about these ¢-bond
activation reactions, provide fundamental understanding, and propose theoretical
prediction. Then, we wish to present theoretical studies of several interesting
catalytic reactions including ¢-bond activation process as a key elementary step.

11.2 Heterolytic ¢-Bond Activation Reaction

11.2.1 Geometry and Energy Changes in the Reaction

In this section, we wish to discuss the reaction of Eq. 11.2. The C–H ¢-bond
activation of methane by Pt(II) complex (Eq. 11.4) is considered to be a key
step of the Shilov reaction [18]. This reaction was theoretically investigated by
Siegbahn group by DFT method with B3LYP functional, where microsolvation was
considered by adding one or two H2O molecules to quantum mechanical (QM)
calculations and also where bulk solvation effects were taken into consideration
with PCM method [19].

CH4 C PtCl2.H2O/2 ! PtCl .CH3/ .H2O/2 C HCl (11.4)

The activation barrier was evaluated to be 20.5 kcal/mol. This barrier is moderate,
considering that the very strong C–H bond is cleaved. In this reaction, the oxidation
state of Pt does not change at all, because the Pt is coordinated with two anion
ligands such as Cl and CH3 in the product. This indicates that the Pt oxidation
state does not change but it is still C2. The CH3 group is bound with the Pt center,
indicating that the CH3 is considered to be an anion. The H atom is bound with
the Cl anion, indicating that the H is a proton. Thus, this reaction belongs to the
above-mentioned category of Eq. 11.2 and the C–H bond is cleaved in a heterolytic
manner. However, the C–H bond is not polarized very much in the transition state.

Fujiwara-Moritani reaction (Eq. 11.5) is another important example including
heterolytic ¢-bond activation by palladium(II) acetate complex [20]. This reaction is

C6H6 C H2C D CHR
Pd.OAc/2�����! C6H5 � CH D CHR (11.5)
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C=C

Ar R3

Scheme 11.3 Fujiwara-Moritani reaction [20]

understood to occur through the C–H ¢-bond activation of aromatic compound
forming Pd(II)-aromatic group, alkene insertion into the Pd(II)-aromatic group,
and “–H abstraction reaction (Scheme 11.3). This is the first report of the C–
H ¢-bond activation, in my knowledge. Although this is a very old reaction,
several interesting synthetic reactions have been reported as revival of this reaction
recently [21–25]. Sakaki and his coworkers theoretically investigated the C–H
¢-bond activation of benzene by palladium(II) formate complex Pd(˜2-O2CH)2

which was employed as a model of palladium(II) acetate complex Pd(˜2-O2CCH3)2

[26]. They employed the DFT method for geometry optimization and the DFT,
MP2–MP4, and CCSD(T) methods for evaluation of energy changes. This re-
action occurs through palladium(II) benzene complex as intermediate to afford
palladium(II) phenyl formate complex and formic acid, as shown in Fig. 11.1.
In the first transition state (TS1a), one of the formate O atoms is dissociating
from the Pd center to afford an unsaturated coordinating site on the Pd center.
Simultaneously, benzene is approaching the Pd center. In the intermediate (I1), one
of format ligands completely changes to the ˜1-O coordinating formate and benzene
coordinates with the Pd center through the CT from its  -orbital to the d-orbital
of Pd, which is clearly shown by population changes, as will be discussed below.
In the second transition state (TS1b), the Ph group is changing the direction of
its sp2 orbital toward the Pd center and the H atom is moving from the Ph group
toward the O atom of the ˜1-formate. In the product (P1), the Ph group is bound
with the Pd center and the H atom is bound with the formate to afford formic
acid. The formic acid coordinates with the Pd center, which is clearly shown by
the short Pd-O distance. This reaction occurs with moderate activation barrier and
considerably large exothermicity, as shown in Table 11.1. Several important results
should be noted in Table 11.1 from the viewpoint of computational chemistry: (1)
The CCSD(T) and MP4(SDQ) present similar BE, Ea, and�E values. (2) These BE,
Ea, and �E values moderately fluctuate around MP2 and MP3 but converge when
going to CCSD(T) from MP3, indicating that the CCSD(T) and MP4 present reliable
BE, Ea, and �E values. (3) The DFT method with B3LYP functional presents
somewhat smaller Ea value, although the DFT(B3LYP)-calculated �E value is
less negative than the CCSD(T)-calculated value. Because these calculations were
performed previously, the M06 and other new functionals were not used. It is
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Fig. 11.1 Geometry changes in C–H ¢-bond activation of benzene by Pd(˜2-O2CH)2. The DFT
method was employed with B3LYP functional. Bond distance in angstrom and bond angle in degree
(Reproduced from Ref. [26]. With kind permission of © The American Chemical Society 2000)

Table 11.1 Activation barrier (Ea)a and reaction energy (�E)b of the C–H ¢-bond
activations of benzene and methane by Pd(˜2-O2CH)2 and Pt analogue (kcal/mol)

Benzene Methane

BE Ea �E BE Ea �E

(A) C–H activation of benzene and methane by Pd(˜2-O2CH)2

DFT(B3LYP) �0.3 9.9 �12.4 �0.6 13.9 �4.9
MP2 �0.9 11.5 �20.4 �1.3 17.5 �12.8
MP3 �0.4 15.8 �20.4 �1.2 19.8 �12.8
MP4(DQ) �0.4 16.3 �19.5 �1.2 21.1 �12.0
MP4(SDQ) �0.7 15.7 �17.2 �1.3 21.5 �8.3
CCSD(T) �1.9 14.1 �17.5 �1.5 20.5 �24.7

(B) C–H activation of benzene and methane by Pt(˜2-O2CH)2

DFT(B3LYP) �0.4 10.7 �19.3 �0.8 11.3 �10.5
MP4(SDQ) �1.9 20.9 �24.1 �2.6 17.3 �13.3
CCSD(T) �2.5 20.0 �24.7 �3.0 17.7 �12.6
aThe energy difference between transition state and intermediate (or precursor
complex)
bThe energy difference between product and the sum of reactant

interesting to apply these new functionals to this kind of reaction to check the
reliability. The important results from the viewpoint of organometallic chemistry
are summarized below. (4) The C–H ¢-bond activation by the palladium(II) formate
complex Pd(˜2-O2CH)2 occurs with moderate Ea value and considerably negative
�E value (considerably large exothermicity), although the oxidative additions of
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Scheme 11.4 Bond energies (in kcal/mol) related to heterolytic ¢-bond activation by
Pd(˜2-O2CH)2 and oxidative addition to Pd(PH3)2

methane and benzene to palladium(0) complex Pd(PH3)2 need much larger Ea value
with considerably large endothermicity; Ea is 35.1 and 28.9 kcal/mol for reactions
of methane and benzene, respectively; and �E is 31.0 and 24.6 kcal/mol for those
of methane and benzene, where the CCSD(T)-calculated values are presented. (5)
The palladium(II) complex is more reactive than the platinum(II) complex for the
C–H ¢-bond activation of benzene, although the exothermicity is larger in the
platinum(II) complex than in the palladium(II) complex. And, (6) for the C–H ¢-
bond activation of methane, the platinum(II) complex is more reactive than the
palladium(II) complex.

The above results (5) and (6) are useful for experimentalists who want to apply
transition metal complex to C–H activation. Actually, the palladium(II) complex
was used for the reaction including the C–H activation of aromatic compounds
[20–25]; but platinum(II) complex was used for the Shilov reaction [18] and
the conversion reaction of methane to methnol [27]. Actually, the C–H ¢-bond
activation of methane with platinum(II) complex was theoretically investigated with
the DFT method, in which the heterolytic C–H ¢-bond activation was found to occur
[28]. Because some debate has been presented about the C–H ¢-bond activation by
platinum(II) complexes, we will discuss the C–H ¢-bond activation by platinum(II)
complexes below.

Here, we wish to discuss the reason why the C–H ¢-bond activation is easily
performed by the palladium(II) complex, Pd(˜1-O2CH)2, but with much difficulty
by the palladium(0) complex, Pd(PH3)2 [26]. The reason is easily understood in
terms of bond energy. As shown in Scheme 11.4, the C–H bond of benzene is broken
in both C–H ¢-bond activations by palladium(II) and palladium(0) complexes. In
the oxidative addition to Pd(PH3)2, any other bond is not broken in the reactant,
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and the Pd–H and Pd–Ph bonds are formed in the product. In the C–H ¢-bond
activation by Pd(˜1-O2CH)2, on the other hand, both the C–H bond and the Pd–
O coordinate bond should be broken in the reactant; note that the ˜2-coordinating
formate must change to the ˜1-coordinating form to afford a coordination site for
benzene (or methane). This is unfavorable compared with the oxidative addition
to Pd(PH3)2. However, a very strong O–H bond is formed in the product, which
overcomes well the energy destabilization by the Pd–O bond breaking. It should
be noted that the Pd–H bond is formed by the oxidative addition but it is not
strong enough; it is much weaker than the O–H bond which is formed by the
C–H activation by the palladium(II) complex. The other important factor is that
the Pd–O bond to be broken in the reaction is not very much strong. This is
because the Pd–O bond breaking occurs by the conversion of the Pd(˜2-O2CH)
bond to the Pd(˜1-O2CH) bond with a moderate energy destabilization; in other
words, one Pd–O bond breaking of the Pd(˜2-O2CH) moiety is compensated by
the strengthening of another remaining Pd–O bond. As a result, the oxidative
addition to the palladium(0) complex is significantly endothermic but the C–H
¢-bond activation by the palladium(II) complex is exothermic. Thus, it should be
concluded that the formation of the strong O–H bond is one of the important driving
forces of this C–H ¢-bond activation by Pd(˜2-O2CH)2. This is very important to
understand the heterolytic ¢-bond activation reaction. We wish to emphasize that
this conclusion is also useful to present prediction about transmetallation, which I
will describe below.

Similar C–H ¢-bond activations of methane and benzene were reported experi-
mentally with Ti(IV)-imide complex, (Me3SiO)2TiDNSiMe3, which is considered

.Me3SiO/2Ti NSiMe3 C R � H ! .Me3SiO/2Ti .R/ .NHSiMe3/

R CH3 or C6H5 (11.6)

to involve a TiDN double bond in a formal sense [29, 30]; see Eq. 11.6. Similar
C–H ¢-bond activations have been reported experimentally for different metals
[31–33]. Many reports of these experimental works suggest that this type of C–
H ¢-bond activation is important in organometallic chemistry. The C–H ¢-bond
activation with the TiDN bond and TiDC bond have been theoretically investigated
by Cundari and his coworkers [34, 35]. Recently, the ¢-bond activation reaction
of methane by (Me3SiO)2TiDNSiMe3 was theoretically investigated with the DFT,
MP2 to MP4(SDQ), and CCSD(T) methods, in a comparison with the oxidative
addition of methane to Pt(PH3)2 [36]. As shown in Fig. 11.2, methane approaches
the Ti–N bond to form a methane complex. In this methane complex, the C–H bond
of methane is moderately elongated like the C–H bond of the system including
agostic interaction. In the transition state, the methyl group is approaching the
Ti center, changing its direction toward the Ti center. The H atom of methane is
moving from the methyl group toward the N atom of the imido ligand, and its
position is almost intermediate between the C of methane and the N atom. This
location of the H atom is essentially the same as that of the transition state of
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Fig. 11.2 DFT-optimized geometry changes in C–H ¢-bond activation of methane by
(Me3SiO)2TiDNSiMe3 (Reproduced from Ref. [36]. With kind permission of © The American
Chemical Society 2007)

Table 11.2 Binding energy (BE), activation barrier (Ea), and reaction energy (�E) of the
C–H ¢-bond activation reaction of methane by (Me3SiO)2Ti(DNSiMe3) and its model
complex (H3SiO)2Ti(DNHSiH3)

BE Ea �E

(A) Reaction by (Me3SiO)2Ti(DNSiMe3) leading to (Me3SiO)2Ti(CH3)[N(H)(SiMe3)]
MP2 �9.8 17.6 �16.5
MP3 �7.1 12.7 �36.5
MP4(DQ) �7.8 18.0 �25.3
MP4(SDQ) �9.4 21.5 �16.5
DFT �4.5 14.6 �22.7

(B) Reaction by (H3SiO)2Ti(DNSiH3) leading to (H3SiO)2Ti(CH3)[N(H)(SiMe3)]
MP2 �9.6 18.7 �14.9
MP3 �7.0 12.9 �35.4
MP4(DQ) �7.8 18.7 �24.2
MP4(SDQ) 9.4 22.8 �14.8
CCSD(T) �9.0 17.0 �22.7
DFT �5.5 15.5 �22.6

(C) Reverse regioselective reaction leading to (Me3SiO)2Ti(H)[N(CH3)(SiMe3)]
DFT �4.2 60.4 �1.2

the C–H ¢-bond activation of benzene by the palladium(II) ˜2-formate complex;
see Fig. 11.1. The product is a four-coordinate Ti(IV) complex in which the
Ti–CH3 and the N–H bonds are formed. The energy changes are evaluated with
a real complex (Me3SiO)2TiDNSiMe3 and a model complex (H3SiO)2TiDNSiH3,
as shown in Table 11.2. In these two systems, the Möller-Plesset perturbation theory
and CCSD(T) method present similar BE value, which corresponds to a stabilization
energy of the methane complex. However, the DFT method with B3LYP functional
presents smaller BE value. Similar underestimation of the binding energy is often
observed in methane and benzene complexes [26] and even in olefin complexes [37],
when B3LYP and similar functionals were employed. This weak point of B3LYP
and similar functionals may be solved with the use of M06-series functionals,
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Fig. 11.3 Geometry and energy changes in the O–H s-bond activation of methanol by
(H3SiO)2TiDN–SiMe3. In parentheses are energy changes calculated by the DFT(B3LYP) method
(Reproduced from Ref. [40]. With kind permission of © Canadian Chemical Society 2005)

proposed by Truhlar and his colleagues [38]. The Ea value moderately fluctuates
when moving from MP2 to MP4(SDQ) and CCSD(T), while the �E value consid-
erably fluctuates. This unsuccessful results by MP2 to MP4(SDQ) are in contrast
with the successful results by MP2 to MP4(SDQ) in the case of the C–H ¢-bond
activation by the palladium(II) formate complex. It is also noted that the Ea value
fluctuates much less than the�E value. This result is a little bit unexpected, because
the transition state contains a lot of electron correlation effects, in general. However,
this result can be understood in terms of the presence of instability of Hartree-Fock
wavefunction in the reactant Ti-imido complex. Because the transition state still
contains the similar electronic structure to that of the reactant, the Ea moderately
fluctuates. In the product, the �E value much fluctuates when moving to CCSD(T)
from MP2 because the electronic structure of the product is much different from that
of the reactant. On the other hand, the CCSD(T) and DFT with B3LYP functional
present similar Ea and �E values. In the 3d transition metal complex, we must be
careful because of the instability of Hartree-Fock wavefunction in many cases [39].
In both of CCSD(T) and DFT-calculated energy changes, the Ea value is moderate
and the �E value is considerably negative, indicating that the C–H activation of
methane easily occurs with the TiDN double bond.

The ¢-bond activation reactions between this Ti complex and such various
substrates as methanol, NH3, silane (SiH4), and methysilane (CH3–SiH3) [40] were
theoretically investigated. Note that the N–H ¢-bond activation is challenging. In
fact, it had not been succeeded for long. This is probably because the stable adduct of
ammonia is formed before the N–H activation. But, it was very recently succeeded
by the Hartwig group [41]. The geometry changes of the O–H ¢-bond activation
reaction are shown in Fig. 11.3 as an example. Methanol approaches the Ti center
to form a methanol complex as a precursor complex. In the transition state, the H
atom is moving from the O atom toward the N atom. However, the O–H distance
(1.183 Å) is moderately elongated but the N–H distance is still long (1.424 Å),
indicating that this transition state is slightly more reactant-like than that of the
C–H activation of methane. In the product, the methoxide coordinates with the Ti
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Table 11.3 Energy changes
of the N–H, O–H, Si–H and
Si–C ¢-bond activation
reactions by
(Me3SiO)2TiDN-SiMe3

BE Ea E

N–H �31.4 19.0 �45.0
O–H �30.4 7.1 �65.8
Si–H �6.8 2.6 �32.5
Si–C �8.1 19.1 �33.9
C–H �4.5 14.6 �22.7

The DFT(B3LYP) method was employed

Table 11.4 Bond energiesa relating to the C–H, O–H, N–H, Si–H, and Si–C ¢-bond activation
reactions by (Me3SiO)2TiDN-SiMe3

DFT(B3LYP) MP2 MP3 MP4(DQ) MP4(SDQ) CCSD(T)

Ti–H 65:4 69:9 62:0 64:4 70:1 67:5

Ti–SiH3 45:9 59:4 47:4 49:0 55:9 54:2

Ti–OCH3 108:7 130:5 105:6 109:5 119:5 116:8

Ti–CH3 68:4 83:0 69:0 69:3 75:2 74:5

N–H 115:9 116:9 114:0 114:2 114:2 114:5

N–SiH3 104:6 114:4 107:9 107:5 107:8 108:4

N–CH3 100:3 108:4 101:0 100:4 100:8 102:1

C–H 118:4 114:5 115:0 114:9 115:1 115:5

Si–H 94:8 90:6 92:9 93:2 93:3 93:4

O–H 107:2 111:0 106:5 107:1 107:0 107:3

Si–C 96:1 99:0 96:7 95:6 95:9 96:5
aIn kcal/mol unit

center and the H atom is bound with the N atom to form an amino group. The
energy changes calculated with the DFT(B3LYP) method are listed in Table 11.3.
Interesting results are found in this table. The BE value is very large in the N–H
¢-bond activation of NH3 and in the O–H ¢-bond activation of methanol. These
are because NH3 and methanol strongly coordinate with the Ti center through their
lone pair orbitals. This feature is completely different from those of other substrates
such as methane and silane in which the BE values are not large because those
substrates do not have lone pair orbital. The Ea value increases in the order Si–
H<O–H<C–H and the �E value increases in the order C–H<Si–H<O–H. In
these reactions, the N–H and Ti–X (X D CH3, SiH3, or OCH3) bonds are produced.
Thus, the �E value is determined by the energy difference between the X–H and
Ti–X bond energies. We evaluated these bond energies, as shown in Table 11.4.
Fortunately, these bond energies moderately fluctuate around MP2 and MP3, but the
convergence is observed when moving to the CCSD(T). In the case of the methanol
reaction, the strong O–H bond should be broken. But the C–H bond is stronger
than the O–H bond and the Ti–OCH3 bond is much stronger than the Ti–CH3 bond
(Table 11.4), which leads to the large exothermicity of the O–H ¢-bond activation,
as shown in Table 11.3. Because of this large exothermicity, the transition state
becomes reactant-like compared to that of the C–H ¢-bond activation, and also, the
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Fig. 11.4 Geometry changes in the C–H ¢-bond activation of methane by (H3SiO)2TiDN–SiMe3

yielding a different product (H3SiO)2Ti(H)[NH(SiMe3)] (Reproduced from Ref. [36]. With kind
permission of © The American Chemical Society 2007)

Ea value is moderate in spite of the large BE value. It is noted that the Si–H ¢-bond
activation occurs with the smallest Ea value. This is because the BE value is small
and the Si–H bond is the weakest. However, the �E value is the smallest, because
the Ti–SiH3 bond is the weakest. These results indicate that the Ea and �E values
depend on BE, Ti–R, and N–H bond energies. Thus, the BE and the Ti–R and R–H
bond energies are useful to present prediction of the reactivity of this reaction.

In the C–H ¢-bond activation reaction, there is another possibility that the
(H3SiO)2Ti(H)[N(CH3)(SiMe3)] is formed as a product (Eq. 11.7) in which not the

.H3SiO/2Ti NSiH3 C CH4 ! .H3SiO/2Ti .H/ ŒN .SiH3/ .CH3/� (11.7)

Ti–CH3 and N–H bonds but the Ti–H and N–CH3 bonds are formed. This product
was not reported experimentally. This regioselectivity was theoretically investigated
[36], as shown in Fig. 11.4. Methane approaches the Ti center in a different
orientation from that depicted in Fig. 11.2. In the transition state, the CH3 group
moves toward the N atom by changing its direction. The C–H distance is much
more elongated than in the transition state of the normal C–H ¢-bond activation.
However, the C–N distance is still long. Consistent with these geometrical features
of the transition state, the Ea value is considerably large, being 60.4 kcal/mol, where
the DFT(B3LYP)-calculated value is presented. The �E value is also very small,
�1.2 kcal/mol. The small �E value is interpreted well in terms of bond energies in
Table 11.4; the Ti–H bond is weaker than the Ti–CH3 bond and the N–CH3 bond is
weaker than the N–H bond. Ziegler et al. previously investigated the bond energy
and found that the Ti–CH3 bond is weaker than the Ti–H bond [42]. However,
the difference in Ea between the normal and reverse regioselective C–H ¢-bond
activations is much larger than the difference in �E. This means that not only the
bond energy but also some other factor is responsible for the large Ea value of
this reverse regioselective C–H ¢-bond activation. The orbital interaction is also
responsible for the difference in Ea, which will be discussed below.
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Fig. 11.5 Population
changes in the C–H bond
activations of benzene by
M(˜2-O2CH)2 (MD Pd or
Pt). A positive value
represents an increase in
population (vice versa). Solid
lines represent population
change for MD Pd, and
dotted lines represent
population changes for
MD Pt (Reproduced from
Ref. [26]. With kind
permission of © The
American Chemical Society
2000)

11.2.2 Population Changes and Electronic Process
of the Heterolytic � -Bond Activation

Population changes by the reaction of Eq. 11.5 are shown in Fig. 11.5 [26]. From
these population changes, we can easily understand why this reaction is called
heterolytic ¢-bond activation reaction, as follows: When moving from the reactant to
the benzene complex, the electron population of benzene somewhat decreases. This
population change clearly indicates that the CT occurs from benzene to the Pd(II)
center in the benzene complex. When moving from the Pd(II)-benzene complex
to the transition state (TSnb) including the C–H ¢-bond cleavage, the electron
population of the Ph group considerably increases but the H atomic population
considerably decreases. These results clearly show that the C–H ¢-bond cleavage
occurs in a heterolytic manner. It is noted that the Pd atomic population increases
in the reaction. This population increase of the Pd center is consistent with the
experimental proposal that this reaction is understood to be an electrophilic attack
of the Pd(II) center to benzene.

The similar population changes are observed in the C–H ¢-bond activation
of methane by the Ti(IV) D N(SiR3) bond, as shown in Fig. 11.6 [36]. In the
methane complex, the electron population of methane (the sum of H and CH3

electron populations) moderately decreases and the Ti atomic population moderately
increases. This is similar to the Pd(II)-benzene complex. The C–H bonding orbital
participates in the interaction, which is essentially the same as that of the agostic
interaction. When moving from the precursor complex to the transition state, the
electron population of the CH3 group substantially increases and the H atomic
population substantially decreases, like the electron populations of the Ph and H
groups of the benzene C–H ¢-bond activation (Fig. 11.5). Simultaneously, the Ti
atomic population considerably increases, but then, it somewhat decreases when
moving to the product from the transition state. This change is different from that of
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Fig. 11.6 Population
changes by C–H ¢-bond
activations by
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Ref. [36]. With kind
permission of © The
American Chemical Society
2007)

the Pd atomic population; the Pd atomic population never decreases when moving
from the transition state to the final product. The origin of this decrease is not
clear at this moment, but it is likely that the Ti center wants to become positively
charged to strengthen the electrostatic interaction of the Ti(IV) center with the R
and NH(SiMe3) ligands. In spite of this unexpected Ti population change at the final
stage, it is concluded that the essential features of this reaction are the significantly
large increase in the CH3 electron population and the significantly large decrease
in the H atomic population. These features are common in this type of heterolytic
¢-bond activation reaction. Because it is unlikely that methane easily undergoes the
electrophilic attack of Pd and Ti centers, we believe that this type of reaction should
be understood not to be the electrophilic attack of the metal center but to be the
heterolytic ¢-bond activation.

It is noted here that these population changes are completely different from those
of the oxidative addition to the Pt(0) complex, as compared in Fig. 11.6 [36]. In
the oxidative addition to Pt(PH3)2, both electron populations of Ph and H groups
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Scheme 11.5 Orbital components in the important MO of the transition state of the ¢-bond
activation (This figure is reproduced from Ref. [36]. Under permission of ACS)

considerably increase and the Pt atomic population considerably decreases, as
shown in Fig. 11.6b. These features are consistent with our understanding that
the Pt oxidation state increases in the reaction. These population changes can
be understood by the orbital interaction. The important orbital interaction was
previously discussed by Tastumi, Hoffmann, and their coworkers [17]. However,
the theoretical evidence has not been presented well. In the heterolytic ¢-bond
activation, the electronic process is not clearly understood; for instance, we do
not know the reasons why and how one moiety of substrate becomes positively
charged and another moiety becomes negatively charged in the reaction. The orbital
interaction diagram must be very much different from that of the oxidative addition
reaction. However, such orbital interaction diagram has not been reported at all.
This means that the next issue to be theoretically studied is to present the clear
evidence of the orbital interaction diagram in the oxidative addition and to present a
clear orbital interaction diagram that plays important roles in the heterolytic ¢-bond
activation.

We wish to discuss the orbital interaction diagram that is important in the
oxidative addition and the heterolytic ¢-bond activation. The important molecular
orbital (MO) is shown at the top of Scheme 11.5 [36]. This MO was investigated
with the linear combination of molecular orbitals (LCMO) of fragments—the MO
of the total system A–B can be represented with the LCMO of fragments A and B
[43–45].

 i .AB/ D
X

m

CA
im'm .A/C

X

n

C B
in'n .B/ (11.8)

where  i (AB) is the i-th MO of the system AB, 'm(A) is the m-th MO of the
fragment A, and CA

im is expansion coefficient of 'm(A). Here, we separate the
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Scheme 11.6 Important orbital mixings in heterolytic ¢-bond activation (Reprinted from Ref.
[36]. With kind permission of © The American Chemical Society 2007)

reaction system into methane and the Ti-imido complex to represent what MOs
of methane and the Ti-imido complex participate in the MO of the total reaction
system [36]. As shown in Scheme 11.5a, the HOMO in the transition state mainly
consists of the Ti–N d -p  bonding orbital into which the C–H ¢*-antibonding
orbital mixes in a bonding way with the p  of the N atom, but the C–H ¢-bonding
orbital mixes in an antibonding way. Also, the Ti dz2 orbital mixes with the C–
H ¢-bonding orbital in a bonding way. The mixing of the ¢-bonding orbital into
the ¢*-antibonding orbital in this MO increases the component of the methyl sp3

orbital but decreases the component of the H 1s orbital, as shown in Scheme 11.6a.
As a result, the H atom becomes positively charged and the methyl group becomes
negatively charged. The empty dz2 orbital of Ti interacts with the enlarged sp3 orbital
of the methyl group to form CT interaction; see Scheme 11.6b. This CT stabilizes
the negatively charged methyl group and also leads to the formation of the Ti–CH3
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bond. Thus, the characteristic feature of the heterolytic ¢-bond activation arises from
the orbital mixing of the C–H ¢-bonding orbital into the C–H ¢*-antibonding orbital.
This mixing is induced by the presences of the empty Ti dz2 orbital and the polarized
Ti–N d -p  bonding orbital in which the N p  orbital is much larger than the Ti d 
orbital.

In the oxidative addition to Pt(PH3)2, on the other hand, the important MO mainly
consists of the Pt d  orbital into which the C–H ¢*-antibonding orbital mixes in a
bonding way, as shown in Scheme 11.5b [36]. It is noted that the C–H ¢-bonding
orbital little participates in this MO. These features clearly indicate that the CT
from the occupied d orbital of the Pt to the empty ¢*-antibonding orbital of the C–H
bond plays important roles in the oxidative addition to the low-valent transition
metal complex. This is a theoretical support to the orbital interaction discussed
previously [17].

The reason why this type of orbital mixing occurs in the heterolytic ¢-bond
activation is easily understood in terms of the first order orbital interaction, as shown
in Scheme 11.6c. The Ti–N d -p  bonding orbital interacts with the C–H ¢*-orbital
to form bonding overlap, because the C–H ¢*-orbital exists at higher energy than the
Ti–N d -p  orbital. However, the C–H ¢-bonding orbital interacts with the d -p 
bonding orbital in an antibonding way because this ¢-bonding orbital exists at much
lower energy than the d -p  orbital. This type of three-orbital interaction is often
found in the reactions and compounds by transition metal elements.

In summary, the ¢-bond activation by Eq. 11.2 is clearly understood in terms of
heterolytic ¢-bond cleavage and its important driving force is the formation of the
strong R1–X bond. The LCMO analysis clearly disclosed that the mixing of the
C–H ¢-bonding orbital into the C–H ¢*-antibonding orbital plays important roles in
the heterolytic ¢-bond activation, unlike the oxidative addition.

Here, we wish to return to the regioselectivity in the heterolytic ¢-bond ac-
tivation reaction of methane by (H3SiO)2TiDNSiH3 in which the product is a
titanium(IV) hydride (methysilylamino) complex, (H3SiO)2Ti(H)[N(SiH3)(CH3)]
(Eq. 11.7) [36]. In this reverse regioselective reaction, the activation barrier becomes
larger and the reaction energy becomes much less negative, as compared in
Table 11.2, indicating that this reverse regioselective reaction is unfavorable both
kinetically and thermodynamically. As discussed above, the thermodynamical result
is easily interpreted in terms of bond energies. The kinetic factor should be discussed
in terms of the interaction at the transition state. Actually, the orbital overlap is less
favorable in the reverse regioselective reaction than in the normal regioselective
reaction. In the reverse regioselective reaction, the H 1s orbital must overlap with
the Ti dz2 orbital and the sp3 orbital of the methyl group must overlap with the N
p  orbital. In both of the normal and reverse regioselective reactions, the methane
approaches the Ti–N moiety with the H atom in the lead. Because the Ti–N d -p 
bonding orbital largely consists of the p  orbital of the N atom and moderately of
the Ti d  orbital, the H 1s orbital can form larger overlap with the N p  orbital
in the normal regioselective reaction but much less overlap with the Ti d  orbital
in the reverse regioselective reaction, as schematically shown in Scheme 11.7 [36].
As a result, the transition state becomes more unstable in the reverse regioselective
reaction than in the normal regioselective reaction.
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Normal regioselective reaction Reverse regioselective reaction

a b

Scheme 11.7 Schematic features of orbital overlap between the C–H ¢*-antibonding MO and the
d -p  bonding MO of the Ti-NSiMe3 bond

Scheme 11.8 The 2C2 coupling reaction between the TiDN double bond and the C	C triple
bond of alkyne (Reprinted from Ref. [52]. With kind permission of © The American Chemical
Society 2010)

11.2.3 Similarity of the Heterolytic � -Bond Activation
to the Completely Different 2 C 2 Coupling Reaction

Interestingly, the Ti(IV)-imido complex (H3SiO)2TiDNSiMe3 undergoes the 2 C 2
coupling reaction with alkyne [46], as shown in Scheme 11.8. The similar coupling
reactions were reported for the several MDN multiple bonds [47, 48]. Also, the
similar reaction between M D alkylidene double bond and the CDC double bond
of alkene is considered to be an important elementary process in the closing
metathesis [49] and cross metathesis [50, 51]. These reactions are considered to
be 2 C 2 coupling reaction between the M–X double bond and the C–C double or
triple bond. As it is well-known, the 2 C 2 coupling reaction of organic molecules
is forbidden in the Woodward-Hoffmann rule. However, these reactions occur
easily without irradiation of light. To understand the reason, we theoretically
investigated here the reaction of Scheme 11.8 with DFT, CCSD(T), and MRMP2
methods [52]. In the thermal 2 C 2 coupling reaction, we need to consider two
electron configurations at the transition state, at least; as shown in Scheme 11.9,
the configuration 1 is a main contributor in the reactant but the configuration 2
recently is a main configurator in the product. Thus, both must be considered at the
transition state. This is the reason why we employed MRMP2 here. The geometry
changes are shown in Fig. 11.7 and the energy changes are shown in Fig. 11.8. In
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Scheme 11.9 Orbital
diagram of 2C2 coupling
reaction

Fig. 11.7 Geometry changes by the 2C 2 coupling reaction between (H3SiO)2Ti-NSiMe3 and
2-butyene (Reproduced from Ref. [52]. With kind permission of © The American Chemical
Society 2010)

Fig. 11.8 Energy changes calculated by DFT, MP2 to MP4(SDTQ), CCSD(T), CASSCF and
MRMP2 methods for the 2C 2 coupling reaction of (Me3SiO)2TiDNSiMe3 with 2-butyne
(Reproduced from Ref. [52]. With kind permission of © The American Chemical Society 2010)
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Fig. 11.9 Population
changes in the 2C 2 coupling
reaction between
(H3SiO)2TiDNSiMe3 and
2-butyene (Reproduced from
Ref. [52]. With kind
permission of © The
American Chemical Society
2010)

the precursor complex, 2-butyne coordinates with the Ti center like usual alkyne
complex, although the Ti–C distances are a little bit longer than the expected value.
In the transition state, the Ti–C’ distance becomes shorter and the N–C“ distance
(2.230 Å) is still considerably longer than that of the product. The Ti–N distance
is moderately elongated, but it is still considerably shorter than that of the product.
These geometrical features indicate that the transition state is rather reactant-like.
The energy changes considerably fluctuate when going from MP2 to MP4(SDTQ),
as shown in Fig. 11.8a, like the energy changes in the C–H ¢-bond activation by
(H3SiO)2TiDNSiH3. However, the CCSD(T) and DFT methods present similar
energy changes. The CASSCF(8,8) and CASSCF(10,10) methods present similar
energy changes to each other, and also, the MRMP2(8,8) and MRMP2(10,10)
present similar energy changes to each other, indicating that the active space (8,8) is
reasonable. The MRMP2 presents much smaller energy barrier than the CASSCF.
This means that the dynamical correlation is important. Interestingly, the MRMP2,
CCSD(T), and DFT methods present similar energy changes. From these results, it
is concluded that the static correlation is not very much important in this reaction; in
other words, it is not necessary to consider the two reference configurations shown
in Scheme 11.9 even at the transition state.

As shown in Fig. 11.9, the C’ atomic population considerably increases but
the C“ atomic population considerably decreases when moving from the precursor
alkyne complex to the product. The Ti atomic population considerably increases
when moving to the transition state but then moderately decreases when moving
from the transition state to the product. It should be noted that all these pop-
ulation changes are almost the same as those of the C–H ¢-bond activation by
(H3SiO)2TiDNSiMe3, as clearly compared in Figs. 11.6a and 11.9. In the 2 C 2
coupling reaction, the orbital mixing occurs, as shown in Scheme 11.10, in which
the d -p  bonding MO of (H3SiO)2TiDNSiMe3 undergoes an antibonding mixing
of the   MO of 2-butyne because the   MO exists at a lower energy than the d -p 
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Scheme 11.10 Results of LCMO analysis and Orbital Mixing (Reprinted from Ref. [52]. With
kind permission of © The American Chemical Society 2010)

bonding MO. Into this antibonding overlap, the  * MO of 2-butyne mixes in a
bonding way with the d -p  bonding MO because the  * MO exists at a higher
energy than the d -p  bonding MO. This mixing increases the p orbital contribution
of the C’ atom but decreases that of the C“ atom, as shown in Scheme 11.10. These
orbital mixings are essentially the same as those of Scheme 11.6, which was found
in the heterolytic C–H ¢-bond activation by (H3SiO)2TiDNSiMe3.

It is of considerable interest to elucidate the reason why the same orbital
mixings occur in both the heterolytic C–H ¢-bond activation and the 2 C 2 coupling
reactions. In both the d -p  bonding, MO of (H3SiO)2TiDNSiMe3 plays important
roles. Because the p  orbital of the N atom is much larger than the d  orbital
of the Ti center in this MO, the   MO of 2-butyne induces an antibonding
mixing with the p orbital of the N atom and the  * MO of 2-butyne induces a
bonding mixing with the p orbital of the N atom. This means that this polarized
MO causes asymmetrical mixings of   and  * MOs of 2-butyne into the d -
p  bonding MO of (H3SiO)2TiDNSiMe3; in other words, the polarized d -p 
MO breaks the forbidden character of the 2 C 2 coupling reaction. At the same
time, this polarized d -p  MO induces the orbital mixings that increase the C’ p
orbital component and decrease the C“ p orbital component in the HOMO of the
system of (H3SiO)2TiDNSiMe3 C 2-butyne. In the C–H ¢-bond activation, methane
approaches the TiDN moiety with the H atom in a lead. In this geometry, the C–H
¢-bonding MO induces an antibonding mixing with the p orbital of the N atom, and
also the C–H ¢*-antibonding MO induces a bonding mixing with the p orbital of the
N atom. These orbital mixings induce the characteristic population changes in the
heterolytic ¢-bond activation. In both reactions, the presence of the polarized d -
p  bonding MO in (H3SiO)2TiDNSiMe3 induces the similar population changes
and breaks the symmetry forbidden feature in the 2 C 2 coupling reaction. It is
concluded that the polarized d -p  bonding MO in (H3SiO)2TiDNSiMe3 plays
crucial roles in these two different reactions.
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11.2.4 Other Theoretical Studies of Heterolytic C–H � -Bond
Activation and Similar Reactions

Heterolytic ¢-bond activations have been found in other reaction systems. For
instance, the C–H ¢-bond activation of alkane by metal oxide is also understood
to be the heterolytic ¢-bond activation [53, 54]. This reaction has been theoretically
investigated in relation to selective oxidation of alkane, model reactions of metal
oxide surface, and model of biological oxidation by metal enzymes in many cases.
There are three plausible reaction courses; one is concerted mechanism, the second
is radical mechanism, and the last is oxygen-insertion mechanism. In the reaction of

FeOC C C6H6 ! Fe C C6H5 � OH (11.9)

benzene with FeOC to phenol (Eq. 11.9), the theoretical study reported that the
concerted mechanism is the most favorable [53d]. The relation between activation
barrier and O–H bond energy was clearly shown by the DFT study in the reaction
between methane and metal oxide; see Fig. 11.10 [55]. The similar relation between
reaction energy and activation barrier was found in the C–H ¢-bond activation by
various d0 metal oxide bearing tetrahedral coordination structure, indicating that the
formation of the O–H bond is important for this reaction [56]. These results deeply
relate to the discussion of the driving force in the heterolytic C–H ¢-bond activation
by Pd(˜2-O2CH)2 [26].

Metal oxide has several spin states in many cases. Actually, many works reported
that the spin crossing occurs in the reaction [53]. This means that the spin states
must be carefully investigated in these reactions. We need to consider carefully the
electron correlation effects in these reactions because these effects are different in
different spin states. Also, it is well-known that the DFT functional including a
lot of Hartree-Fock exchange tends to overestimate the stability of high spin state.
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Thus, the energy changes along the spin crossing must be carefully investigated
with post–Hartree-Fock method and with various functionals in the case of DFT
calculation.

The ¢-bond activation by metal oxide is certainly a reasonable model of the
activation reaction by solid metal oxide bearing both MDO double bond and
bridging O atom such as M–O–M. DFT study of methane activation by Mo3O9

clearly shows that the terminal MDO is more reactive than the bridging O atom [57].
The N–H ¢-bond activation of ammonia with FeOC and VOC was theoretically

investigated with the DFT method [58]. The same reaction with MOC (M D Sc
to Zn) was experimentally and theoretically investigated [59]. In these reactions,
the first step is the formation of ammonia adduct (Eq. 11.10) and then the reaction
occurs in several reaction channels; one is dehydration, which leads to [M(NH)]C
and H2O (Eq. 11.11); the second is hydrogen atom abstraction, which leads to
[M(OH)]C and NH2 (Eq. 11.12); and the third is oxygen atom transfer from M
to N, which leads to hydroxylamine (Eq. 11.13).

ŒMO�C C NH3 ! ŒMO .NH3/�
C (11.10)

ŒMO .NH3/�
C ! ŒM .NH/�C C H2O (11.11)

ŒMO .NH3/�
C ! ŒM .OH/�C C NH2 (11.12)

ŒMO .NH3/�
C ! MC C NH2OH or M C ŒNH2OH�C (11.13)

Interestingly, the first and the second channels (Eqs. 11.11 and 11.12) are possible
depending on the metal, but the last channel (Eq. 11.13) is less possible. The first
and the second channels become exothermic at Cr and Mn when going from Sc to
Zn. The third channel (Eq. 11.13) becomes feasible for Ni to Zn. The exothermicity
of Eq. 11.11 increases when moving from Sc to Zn, while the exothermicity
of Eq. 11.12 is the largest at Mn but decreases when moving from Mn to Zn
[59]. These results were discussed based on bond energy and ionization potential.
The N–H ¢-bond activations with Ti-imido complex and Ta-imido amido surface
complex were also theoretically investigated [60]. In the latter reaction, the Ta center
does not directly interact with either H or NH2 group. The N–H activation can
occur when excess ammonia molecules exist. Such ammonia molecules accelerate
the H atom transfer from ammonia to amido or imido ligand. In other words,
many ammonia molecules play a role to accelerate proton-transfer in this gas phase
reaction like solvent molecules. This suggests that the N–H ¢-bond activation is
expected to be accelerated by polar solvent.

Many Cp2ML type complexes (M D Zr, Lanthanide) perform heterolytic ¢-bond
activation reactions, as theoretically reported by Eisenstein and her coworkers [61].
In this section, we will use the term “metathesis” instead of “heterolytic ¢-bond

Cp2Ln � H C D � D ! Cp2Ln � D C H � H (11.14)
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Scheme 11.11 Two
possibilities of transition state
(This figure is reproduced
from Ref. [61c]. Under
permission of RCS)

activation” because these authors used the term metathesis. In the H–H ¢-bond

Cl2Ln � H C EH3 � H ! Cl2Ln � EH3 C H � H (11.15a)

Cl2Ln � H� C EH3 � H ! Cl2Ln � H C H� � EH3 (11.15b)

Cl2Ln � EH3
� C EH3 � H ! Cl2Ln � EH3 C H � EH3

�

.E D C or Si/ (11.15c)

activations, the H/D exchange occurs easily with moderate activation energy [61a].
The transition state is four-center, as expected. In the C–H ¢-bond activation,
[61c] there are three possible reactions such as Eq. 11.15a, 11.15b, and 11.15c,
where Cp was replaced by Cl to decrease computational costs. The energy changes
are well-reproduced by this replacement. The transition states for Eq. 11.15a and
11.15c are energetically accessible. However, that exists for Eq. 11.15b at very
high energy, indicating that this reaction is difficult. These results agree with the
experimental results. These transition states are represented to be 4c–4el metathesis.
In Eq. 11.15a, there are two possible transition states; see Scheme 11.11. The
transition state 1 is more favorable than the transition state 2. In this transition
state 1, the proton-like H atom is moving from anionic CH3 to anionic H(hydride)
ligand; in other words, heterolytic C–H ¢-bond cleavage occurs in this transition
state. The Si–H ¢-bond activation easily occurs but the reaction behavior is different
from that of the C–H ¢–bond activation [61]. In this reaction, the transition state 2 is
more favorable than the transition state 1 unlike in the C–H ¢-bond activation, which
was discussed in terms of hypervalency of the Si center. The other factors to be
considered may be steric effect and the Si•C–H•� polarization. The H/H scrambling
occurs very easily with very small barrier. Although the activation barrier is very
large, Eq. 11.15b is thermodynamically more favorable than Eq. 11.15a. The Ln–H,
Ln–SiH3, H–H, and Si–H bond energies must be investigated to understand the
reason. The reaction of Eq. 11.15c is methyl-exchange. This reaction was also
theoretically investigated for M D Sc, Y, and lanthanides [61f]. The activation
enthalpy is 16–18 kcal/mol, which is much larger than that of the H exchange,
as expected. The transition state is symmetrical, as shown in Fig. 11.11a. In this
transition state, the H atom is moving from one CH3 group to another CH3 group,
where the H atom is positively charged and two CH3 groups are negatively charged.
This type of polarization is often observed in heterolytic ¢-bond activation.The
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The reaction between Cp*2M-CH3
and CH4

The reaction Cp’2CeH and C6F6

a

b

1.359

1.841

2.746 F(2)

2.170

1.386
2.664

1.808 1.447

2.361

2

1

La.....C = 4.119

La.....F(1) = 3.488

La-C = 2.670

C(1)...H = 2.829

La...C = 2.781

C(1)...H = 2.048

La.....C = 3.649

La...F(1) = 2.519

(0)10

(0)12 (1)13

(1)11

137.5

3.079
2.695

F(1)

1.370 1.388

2.626 2.596

0.950

0.954

1.330

F(1) F(1)

F(2)

F(2) F(2)

F(1)
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2CeH and C6F6 (b) (Reproduced from Ref. [61f and 61d]. With kind
permission of © The American Chemical Society and Royal Chemical Society 2004 and 2006)

similar complex, [(1,3,4-Me3C)3C5H2]2CeH, performs the C–F and similar C–X
(X D other halogen) ¢-bond activations. This reaction was theoretically investigated
by Eisenstein and coworkers [61d]. This reaction is interesting because the very
strong C–F bond is activated. Of course, the activation barrier (38.6 kcal/mol)
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is higher than that of the methyl transfer, as expected, but it is not very large.
Actually, this reaction is experimentally observed [61d, j]. The transition state for
the C–F and C–X bond cleavages is interesting [61d, j]. As shown in Fig. 11.11b,
perfluorobenzene C6F6 approaches the Ce center to form a precursor complex 10
in which one F atom interacts with the Ce center but another F atom interacts with
the H ligand. In the transition state 11, one F atom is moving to the H ligand from
the C atom of perfluorobenzene. In the intermediate Cp’2Ce(C6F5)(HF) 12, the Ce–
C6F5 bond and HF molecule are formed, where HF interacts with the Ce center
through the F atom. In the second transition state 13, a new C–H bond formation is
in progress and the C6F5 moiety is dissociating from the Ce center. The transition
state 11 is quite different from that of metathesis. But, it is understood to be six-
center associative interchange. This is certainly similar to the transition state of the
heterolytic C–H ¢-bond activation of benzene by Pd(˜2-O2CH)2. The polarization
of the C–F bond and the H atomic charge are interesting in 10 and 11. In 10, the C–
F bond to be broken is polarized as C(C0.31)–F(�0.29) and the H ligand has �0.64 e,
because it is a hydride, where numbers are NBO charges. But, 11 (transition state)
shows the polarization of C(0.0)–F(�0.51) and the H atomic charge of �0.11 e. This is
because the F atom approaches the negatively charged H(�0.64) ligand to form HF;
i.e., the H (hydride) ligand changes to proton and the C–F covalent bond changes to
the H–F highly polarized bond. The C–F bond activation of perfluorinated olefins
was also theoretically investigated recently.61n

Theoretical studies of hydrogenase showed that the H–H ¢-bond activation
occurs in a heterolytic manner [62]. From these results, we expect that the
heterolytic ¢-bond activation plays important roles in many catalytic reactions,
including metalloenzyme reactions.

At the end of this section, I wish to mention some ambiguous situation on the
question; which of the oxidative addition and the heterolytic C–H ¢-bond activation
more favorably occurs in Pt(II) complex? As discussed in Sect. 11.2.1, Siegbahn
et al. reported that the heterolytic C–H ¢-bond activation of methane occurs
with PtCl2(H2O)2. However, Hush and his coworkers theoretically investigated the
C–H ¢-bond activation of methane by cis-platin, cis-PtCl2(NH3)2, and its trans-
isomer [63]. They found that the oxidative addition and metathesis are comparable
in cis-platin; but, the oxidative addition is more feasible than the metathesis in
trans-platin. Also, they concluded that the oxidative addition occurs more feasibly
to [Pt(NH3)2(OSO3H)2] or [Pt(NH3)2(OSO3H)(H2SO4)]C in the conversion of
methane to methanol catalyzed by Pt(II) complex in sulfuric acid. The similar oxida-
tive addition of methane to a Pt(II) complex [PtCl4]2� was theoretically investigated
by Ziegler and coworker to clearly shed light on the Shilov reaction [64]. They
concluded that (1) the substitution of H2O ligand for methane is a rate-determining
step, (2) both dissociative and associative mechanisms are comparable, and (3) the
oxidative addition of the C–H bond to the Pt(II) center occurs in the Pt(II)-methane
complex. In my opinion, the comparison between dissociative and associative
substitutions is not easy in solution because it is difficult to evaluate translation
entropy in solution [2]. Important conclusion here is that not heterolytic activation
but oxidative addition easily occurs even in the case of Pt(II) complexes. Borden
and his coworkers theoretically investigated reductive elimination of methane from
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Pt(II) and Pt(IV) complexes with DFT and CCSD(T) methods [65]. Although their
discussion was focused on the question whether ligand dissociation occurs or not,
prior to reductive elimination, it was clearly shown that the reductive elimination of
methane from PtCl(H)(CH3)(PH3)2 is considerably exothermic. Recently, Schwarz
and coworkers theoretically investigated the C–H ¢-bond activation by [M(bipy-
H)]C and [M(imine)R]C (M D Ni, Pd, or Pt; R D CH3) with the DFT method [66].
When the substrates are benzene and toluene, the C(sp2)–H bond activation occurs
via metathesis for M D Ni and Pd [66c, d]. But, the oxidative addition and metathe-
sis are comparable for M D Pt. In the C(sp3)–H ¢-bond activation of methane and
benzylic position in toluene, the oxidative addition more favorably occurs than the
metathesis. When the CH3 ligand is substituted for Cl, the heterolytic C–H ¢-bond
activations of benzene and methane become endothermic for M D Ni, Pd, or Pt.
Only benzylic C–H bond activation of toluene is exothermic in all these complexes.
These results clearly indicate that the reactivity significantly depends on the ligand,
and maybe, the bond energy is an important factor for the metathesis; because the
H–Cl bond is much weaker than the C–H bond, the heterolytic ¢-bond activation
becomes difficult when CH3 is substituted for Cl. Recently, Ess, Goddard, and
Periana carefully investigated C–H ¢-bond activation of methane by various metal
complexes and discussed the reaction in terms of electrophilic, ambiphilic, and nu-
cleophilic properties of transition state [67]. Although the nucleophilic C–H ¢-bond
activation corresponds to the oxidative addition in many cases, it is not the same
here. Here, the nucleophilic C–H activation means that the CT occurs from the metal
complex to the C–H bond. In the late transition metal complexes with high oxidation
state, the electrophilic activation is favorable, which means that metathesis occurs
favorably. The nucleophilic activation is more favorable in the early transition metal
complexes such as Sc, and also in middle transition metal complexes such as Ir, Rh,
and Ru. These results suggest that ligand effects, d orbital energy, and d electron
number must be carefully considered in the discussion of the C–H ¢-bond activation.

There are many issues to be theoretically investigated in the C–H ¢-bond
activation by transition metal complexes. There remains one of the important factors
to be investigated theoretically. It is the solvation effect—the ¢-bond to be broken
is polarized in the transition state of heterolytic ¢-bond activation. The product is
also polarized. These features mean that solvation effects are considerably large and
should be taken into consideration in theoretical study.

11.3 Oxidative Addition to M–L Moiety

11.3.1 Theoretical Examples of Oxidative Addition
to M–L Moiety

Examples of this type of ¢-bond activation have been limited, to our knowledge.
One is the B–SR ¢-bond activation with Pd(PR3)2(C2H2), as shown in Eq. 11.16.
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This reaction was investigated as one part of thioboration of acetylene by Musaev,
Morokuma, and their coworker [68]. Through this reaction, the B–SR single bond is

Pd.PR3/2.C2H2/C .HO/2B � SR ! Pd.SR/ŒCH2CH2B.OH/2�.PR3/2 (11.16)

cleaved. Then, the SR group is bound with the Pd center, and the boryl group is
bound with the C atom of acetylene. Thus, acetylene converts to the vinyl group
in the product through this reaction. As discussed in Introduction, the vinyl group
bound with the metal center is considered to be an anion. The boryl group is also
considered to be an anion because it is bound with the Pd center. Thus, the oxidation
state of the Pd center increases by 2 in this reaction in a formal sense. This reaction
is, therefore, understood to be the oxidative addition of the B–SR bond to the Pd(0)-
alkyne moiety.

In the case of the platinum analogue, not this type of oxidative addition but the
usual oxidative addition to the metal center occurs in general [69, 70].

Pt.PR3/2 C .HO/2B � B.OH/2 ! PtŒB.OH/2�2.PR3/2 (11.17)

The difference between the platinum(0) and palladium(0) complexes is easily
interpreted in terms of the d orbital energy level. As is well-known, the d orbitals
of the palladium atom exist at lower energies than those of the platinum atom. As a
result, the oxidative addition to the palladium center is difficult. But, the oxidative
addition to the Pd(0)-alkyne moiety can occur probably because the formation of the
C–B bond with acetylene provides enough energy gain. Although this discussion
was not presented in the original paper, we believe that this is plausible and
reasonable explanation for the oxidative addition of the B–SR bond to the Pd(0)-
alkyne moiety.

The next example is found in our theoretical study of the hydrosilylation of
ethylene by Cp2Zr complex [71]. In the usual reaction mechanism of metal-
catalyzed hydrosilylation, olefin is inserted into the metal-hydride or metal-silyl
bond, as shown in Scheme 11.12 [72]. The reaction mechanism including the former
insertion is called Chalk-Harrod mechanism, and that including the latter insertion
is called modified Chalk-Harrod mechanism. In these two reaction mechanisms, the
oxidative addition and reductive elimination are involved as key elementary steps.
The Pt-catalyzed hydrosilylation occurs through the Chalk-Harrod mechanism,
while the Rh-catalyzed hydrosilylation occurs through the modified Chalk-Harrod
mechanism. We clarified the reasons previously [72, 73]. On the one hand, the
different reaction between Cp2Zr(olefin) with silane was experimentally proposed,
as shown in Scheme 11.13 [74, 75], while on the other hand, direct evidence has not
been presented. In this mechanism, the new reaction of Eq. 11.18a was involved.

Cp2Zr .C2H4/C H � SiH3 ! Cp2Zr .H/ .CH2CH2SiH3/ (11.18a)

This type of reaction can be understood to be the ¢-bond activation of the
Si–H bond by the metal-olefin moiety, because the Zr-silyl and C-silyl bonds are
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Fig. 11.12 Geometry changes in the reaction of silane and Cp2Zr(ethylene) (Reproduced from
Ref. [71b]. With kind permission of © The American Chemical Society 2004)

formed concomitantly with the Si–H ¢-bond breaking as given in Eq. 11.3. This
reaction was theoretically investigated with the DFT method. As shown in Fig. 11.12
[71], silane approaches the Zr-(alkene) moiety. In the transition state, the Si center
seems to take a five-coordinate trigonal bipyramidal structure, suggesting that the Si
center takes hypervalency. Although only Cp2Zr(H)(CH2CH2SiH3) was proposed
as an intermediate in the experimental work, the computational study indicated that
another product Cp2Zr(SiH3)(CH2CH3) was formed with similar or even smaller
activation barrier.

Cp2Zr .C2H4/C H � SiH3 ! Cp2Zr .SiH3/ .CH2CH3/ (11.18b)

The energy changes were calculated by the DFT method with B3LYP functional
and the MP2 to MP4(SDQ) methods. As shown in Table 11.5, both reactions easily
occur with small activation barriers and considerably large exothermicities. It is
noted that the DFT method with B3LYP functional presents small stabilization
energy of the precursor silane complex, Cp2Zr(C2H4)(H–SiH3). This type of
underestimation of the stabilization energy of the reactant complex is often observed
when we employed B3LYP and similar hybrid functionals, as mentioned above. The
activation barrier (Ea) and reaction energy (�E) moderately fluctuate around the
MP2 and MP3 but seem to converge when moving to MP4(SDQ). These results
indicate that the MP4(SDQ) method presents reliable Ea and �E values. On the
other hand, the DFT(B3LYP) presents much smaller Ea and �E values.
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Table 11.5 Energy changes (in kcal/mol) in the reaction between
SiH4 and Cp2Zr(C2H4)

Cp2Zr(C2H5)(SiH3) Cp2Zr(H)(C2H5-SiH3)

Product BE Ea DE BE Ea DE

DFT(B3LYP) �8.2 0.3 �24.9 �12.4 5.0 �17.8
MP2 �19.9 1.8 �36.4 �25.4 5.3 �24.2
MP3 �15.3 1.4 �32.5 �19.4 6.5 �24.4
MP4(DQ) �15.8 1.2 �33.3 �20.0 6.3 �24.4
MP4(SDQ) �16.6 0.8 �35.9 �21.2 4.9 �26.0
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Scheme 11.14 HOMO of Transition state of the reaction between Cp2Zr(C2H4) and SiH4.
(a) Transition state leading to Cp2Zr(C2H5)(SiH3); (b) transition state leading to
Cp2Zr(H)(C2H5SiH3) (Reproduced from Ref. [36]. With kind permission of © The American
Chemical Society (2007))

In several experimental works, the Zr–C bond was discussed to be strong and
the metallacyclopropane is involved in Cp2Zr(olefin). In such case, the Zr center
is considered to takes CIV oxidation state. However, it is unlikely to consider
that the olefin moiety becomes dianion. If we think it is unlikely, the Zr center
in Cp2Zr(olefin) is considered to take CII oxidation state. In these reactions,
Eq. 11.18a and 18b, the oxidation state of the Zr center increases by 2 because
the product possesses one hydride and one alkyl groups (or one alkyl and one
silyl groups), which are considered to be anion. In other words, these reactions are
understood to be oxidative addition to the M–L moiety.

It is of considerable interest to clarify the orbital interaction, which plays
important roles in these reactions. Reasonable orbital interaction schemes were
proposed in the theoretical study, as shown in Scheme 11.14. The Si–H ¢*-
antibonding MO overlaps well with the d - * bonding MO between the Zr d 
orbital and C2H4  

* MO in a bonding way in both reactions 11.18a and 11.18b.
This type of interaction becomes possible because a very good overlap is formed
between the Zr d  orbital and C2H4  

* MO. Such good overlap is formed because
the Zr d  orbital exists at high energy.
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Scheme 11.15 O–H ¢-bond activation with Cr(0)-silabenzene complex. (a) The reaction of Cr(0)
silabenzene complex with water; (b) flexible feature of the product (This figure is reproduced from
Ref. [76a] under permission of CSJ

11.3.2 Experimental Evidence of Oxidative Addition
of � -Bond to M–L Moiety

Recently, Tokitoh and his coworkers experimentally reported this type of oxidative
addition to the M–L moiety in their Cr(0)-˜6-silabenzene complex, as shown in
Scheme 11.15a [76]. In this reaction, the Cr-silabenzene moiety reacts with the O–H
bond to induce the O–H ¢-bond cleavage to form the Cr–H and Si–OH bonds. In
the product, the Cr oxidation state is C2 because the H ligand is considered to be
an anion and the C5SiH5Tbp-OH moiety is also considered to be an anion. Further,
the H atom transfer from the Cr center to one of the carbon atoms of silabenzene
was reported, as shown in Scheme 11.15b, in which the Cr center becomes 0
oxidation state. This indicates that the Cr oxidation state is flexible. It is likely that
the important driving force of this reaction is the formation of the strong Si–OH
bond. It is interesting to apply this complex to the X–H ¢-bond activation where X
represents electronegative group.
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Although the examples of this type of ¢-bond activation via oxidative addition to
M–L moiety have been limited so far, I believe that this type of ¢-bond activation
would be found in many transition metal complexes in future.

11.4 Catalytic Reactions Involving Heterolytic
¢-Bond Activation

The heterolytic ¢-bond activation is involved as key elementary step in many
catalytic reactions. One of the good examples is Ru-catalyzed hydrogenation of
carbon dioxide [77]. We theoretically investigated all possible reaction courses of
this reaction, as shown in Scheme 11.16 and found that this reaction occurs through
CO2 insertion into the Ru–H bond to form a ˜1-formate intermediate and subsequent
six-center ¢-bond metathesis with dihydrogen molecule in the absence of water
molecule [78]. The four-center transition state for the metathesis is much more
unstable than the six-center transition state. The other possible reaction course is
reductive elimination between the H and formate ligands because one H ligand still
coordinates with the Ru center after the CO2 insertion. However, the three-center
transition state of reductive elimination is more unstable than the four-center ¢-bond
metathesis and the five-center transition state of the reductive elimination is more
unstable than the six-center transition state of ¢-bond metathesis. This six-center
¢-bond metathesis of dihydrogen molecule is essentially the same as the heterolytic
¢-bond activation of the C–H ¢-bond of benzene with Pd(˜2-O2CH), as shown in
Fig. 11.13. In this transition state, the H atom is moving from the Ru center to the
O atom of carbon dioxide. This transition state structure comes from the presence
of lone pair orbital on the O atom of formate, as shown in Scheme 11.17. In the
four-center transition state, one O atom that interacts with the M center must start
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Fig. 11.13 DFT-optimized geometry changes by the metathesis of Ru(H)(�1-OCOH)(PMe3)3

with the dihydrogen molecule (two PMe3 ligands in front of and behind the Ru center are omitted in
all the figures to show clearly the geometry changes by the reaction). Bond lengths are in angstrom
and bond angles are in degree. Arrow in transition state represents geometry changes involved in
each imaginary frequency (Reproduced from Ref. [78b]. With kind permission of © The American
Chemical Society 2005)
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Scheme 11.17 Bi-dentate bonding nature of ˜1-formate. (a) Four-center ¢-bond metathesis;
(b) six-center ¢-bond metathesis (Reproduced from Ref. [78]a. With kind permission of © The
American Chemical Society (2000))

to interact with polarized dihydrogen molecule (see Scheme 11.17a). In the six-
center transition state, one O atom of the formate interacts with metal center using
one lone pair and the remaining O atom can interact with polarized dihydrogen
molecule, as shown in Scheme 11.17b. Thus, the M-(˜1-OCOH) moiety performs
the six-center heterolytic ¢-bond activation without large energy loss. This situation
is more favorable than that of the four-center transition state because the O atom
interacting with the metal center must interact with one of H atoms of dihydrogen
molecule in the four-center transition state, as shown in Scheme 11.17a. However,
the four-center metathesis was theoretically reported to occur in the reaction of
Rh(I)-(˜1-OCOH) complex and dihydrogen molecule [79].

Because the main purpose of Ref. [78] was to clarify the reaction mechanism,
no discussion was presented on the reason why the six-center heterolytic ¢-bond
activation is more favorable here than the reductive elimination. However, the
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Scheme 11.18 Reaction mechanism of the Hiyama Cross-Coupling Reaction

heterolytic ¢-bond activation of dihydrogen molecule with the M-(˜1-OCOH)
moiety was compared with the reductive elimination in other theoretical work [80].
It was concluded that the heterolytic ¢-bond activation of dihydrogen molecule
occurs easier than the reductive elimination when the M–H bond is strong. This
means that the reductive elimination does not occur in such cases because the strong
M–H bond must be broken in the reductive elimination. In other words, the relative
strengths of M–H and O–H bond energies determine the reaction course on which
of heterolytic ¢-bond activation and reductive elimination occurs as the product
releasing step in the catalytic cycle.

Another good example is the Pd-catalyzed cross-coupling reaction such as the
Suzuki-Miyaura cross-coupling reaction, Pd-catalyzed borylation of iodobenzene
with diborane [81], and the Hiyama cross-coupling reaction (Pd-catalyzed cross-
coupling reaction between vinyliodide and vinylsilane) [82]. In this type of reaction,
transmetallation is involved as key elementary step. We theoretically investigated
Pd-catalyzed borylation of iodobenzene with diborane [83] and the Hiyama cross-
coupling reaction [84] and reported that the transmetallation is understood to be
heterolytic ¢-bond activation [83, 84]. Here, we wish to focus on the theoretical
study of the Hiyama cross-coupling reaction, because this reaction is interestingly
accelerated very much by addition of fluoride anion to the reaction solution.

This catalytic reaction is believed to occur via oxidative addition of vinyliodide
to Pd(0) complex to afford Pd(II)-vinyl complex, transmetallation from vinylsilane
to Pd(II)-vinyl complex, and reductive elimination of conjugate diene, as shown in
Scheme 11.18. We evaluated the energy changes along these elementary steps in the
absence of fluoride anion, as shown in Fig. 11.14. Apparently, the transmetallation
needs significantly large activation barrier. This large activation barrier indicates
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Fig. 11.14 The energy changes by whole catalytic cycle of Pd-catalyzed cross-coupling reaction
of vinyliodide and vinylsilane in the absence of fluoride anion. The DFT method was employed. In
parentheses are free energy (Reproduced from Ref. [84]. With kind permission of © The American
Chemical Society 2008)

Scheme 11.19 Comparison of energetic in the transmetallation among the Pd(II)-iodide complex,
Pd(II)-fluoride complex, and the nucleophilic attack of fluoride from the outside of vinylsilane

that the cross-coupling reaction is difficult in the absence of fluoride anion. When
the iodide ligand is substituted for the fluoride ligand, the transmetallation occurs
in Pd(CHDCH2)F(PMe3). The activation barrier (24.3 kcal/mol) is moderate and
the reaction becomes exothermic (6.4 kcal/mol); see Path B in Scheme 11.19,
in comparison with the transmetallation of Pd(CHDCH2)I(PMe3) (Path A in
Scheme 11.19). Another possibility is that the fluoride anion attacks the Si center
to induce the transfer of the vinyl group to the Pd(II) center, which is called
Path C (Scheme 11.19). This is a little bit different ¢-bond activation, which we
summarized in Introduction. In this ¢-bond activation, the third species participates
in the reaction to activate the ¢-bond. As shown in Fig. 11.15, the fluoride anion is
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Fig. 11.15 Transmetallation of Pd(CH CH2)I(PMe3) with vinylsilane (CH2 CH)(SiMe3)
induced by nucleophilic attack of fluoride to the Si center (Reproduced from Ref. [84]. With kind
permission of © The American Chemical Society 2008)

approaching the Si center from the opposite side of the Pd center. Interestingly,
the SiMe3 moiety becomes almost planar and the vinyl group is moving from
the Si center to the Pd(II) center in the transition state. These reaction features
are essentially the same as those of SN2 substitution reaction. The activation
barrier becomes very small and the reaction becomes considerably exothermic
(Scheme 11.19). It is worth elucidating why the significantly large difference is
observed among Paths A, B, and C. In the reaction of Pd(CH2DCH)I(PMe3) with
(CH2DCH)SiMe3 (Path A), the Pd–I bond changes to the Pd–(ISiMe3) coordinate
bond and the Si–vinyl bond is broken, while the Si–I covalent bond is formed. In
the reaction of Pd(CH2DCH)F(PMe3) with (CH2 CH)SiMe3 (Path B), the Pd–F
bond changes to Pd–(FSiMe3) coordinate bond and the Si–vinyl bond is broken,
while the Si–F covalent bond is formed. Although the Pd–F bond is stronger
than the Pd–I bond, the Si–F bond is much stronger than the Si–I bond. As a
result, the transmetallation of Pd(CHDCH2)F(PMe3) occurs easier than that of
Pd(CH CH2)I(PMe3). In the reaction of Pd(CH CH2)I(PMe3) C [NMe4]F with
(CH2 CH)SiMe3 (Path C), the Si–vinyl bond is broken and the Si–F covalent bond
is formed, while the Pd–I bond does not change at all. Because the strong Si–F bond
is formed without any change of the Pd–I coordinate bond, Path C is the best.

�Ecov D
q
."A � "B/

2 C 4ˇ2 (11.19a)

�Eapprox
cov D j"A � "Bj C ˇ2

j"A � "Bj (11.19b)

Considering the above results, it is concluded that the acceleration by addition of
fluoride anion arises from the formation of the strong Si–F bond. This is essentially
the same as the C–H ¢-bond activation of benzene by Pd(II) formate complex in
which the formation of the strong O–H bond is the driving force. The next issue is
to clarify the reason why the Si–F bond is much stronger than the Si–I bond. The
reason is easily found, as follows. Based on simple Hückel MO theory, the covalent
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Scheme 11.20 Direct-cross coupling reaction catalyzed by Pd(II) (This figure is reproduced from
Ref. [23]. Under kind permission of © American Chemical Society 2007)

bond energy is approximately represented by Eqs. 11.19a and 11.19b [84, 85], where
"A and "B are valence orbital energies of A and B, respectively, and ˇ is resonance
integral. Equation 11.19b is derived from Eq. 11.19a, when j "A � "B j is much larger
than jˇj. From these equations, one can easily expect that the covalent bond energy
increases as the orbital energy difference increases. The valence orbital energy is
calculated to be –9.1 eV for SiMe3, –11.9 eV for iodine, and –14.4 eV for fluorine.
Although these are Kohn-Sham orbital energies calculated by the DFT method
with B3LYP functional, the Hartree-Fock orbital energy presents the same trend.
Thus, the Si–F bond is much stronger than the Si–I bond because the difference
in energy between valence orbitals of�SiMe3 and fluorine is much larger than that
between�SiMe3 and iodine. Because the valence orbital of SiMe3 exists at high
energy, use of electronegative X group leads to formation of strong Si–X bond,
which is crucial for the acceleration of the transmetallation.

In the Pd-catalyzed borylation of iodobenzene with diborane, we found that the
transmetallation occurs via heterolytic ¢-bond activation of the B–B bond and that
the electronegative group accelerates the transmetallation like the Hiyama cross-
coupling reaction [83].

We wish to report one more theoretical studies of catalytic reaction includ-
ing heterolytic C–H ¢-bond activation [86]. Recently, direct cross-coupling re-
action between two aromatic compounds by Pd(II) complex was reported, as
shown in Scheme 11.20 [23]. This reaction occurs only when benzoquinone
is added to reaction solution. Theoretical study was carried out with DFT and
ONIOM(CCSD(T):DFT) methods. The first step is the C–H ¢-bond activation of
10-phenylbenzo[h]quinolineby Pd(˜2-O2CMe)2, like the C–H activation of benzene
by Pd(˜2-O2CH)2. The geometry changes are essentially the same as those of the
activation by Pd(˜2-O2CH)2, as shown in Fig. 11.16a. The next step is coordination
of benzoquinone. Then, the second C–H activation of benzene occurs by the
remaining acetate on the Pd center, as shown in Fig. 11.16b. The final step is
reductive elimination of C–C bond. Benzoquinone plays a role to accelerate the
reductive elimination, not the C–H activation. We believe that the combination of
metal and acetate or similar ligand is useful for this type of synthetic reaction. It
should be noted that the C–H ¢-bond activation of aromatic compound by the Pd(˜2-
O2CMe) moiety is very important in this type of catalytic synthesis.

In summary, the heterolytic ¢-bond activation plays crucial roles in catalytic
reactions by transition metal complex. The transmetallation involved in cross-
coupling reaction is understood in terms of heterolytic ¢-bond activation. One of
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Fig. 11.16 Geometry changes in C–H activation of aromatic compound by Pd(˜2-O2CMe)2

(Reproduced from Ref. [86]. With kind permission of © The Royal Society of Chemistry 2010)

the most important results here is that the formation of polarized bond such as
Si–F bond is the driving force of the heterolytic ¢-bond activation. This is one of
the important factors in the heterolytic ¢-bond activation. Considering this driving
force, we wish to present theoretical proposal that the use of electronegative group
accelerates the transmetallation, because the boryl and silyl groups often used in
the transmetallation are electropositive. Because the C–H ¢-bond activation of
aromatic compounds with the Pd(II)-acetate easily occurs, this reaction can be
utilized for many synthetic reactions. We expect that the combination between
metal and anionic ligand would increase the application of this type of activation
reaction.
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11.5 Future Perspectives

Apparently, the ¢-bond activation and its reverse reaction (the ¢-bond formation) by
transition metal complex are involved as the key elementary steps in many catalytic
reactions. This is because the bond breaking followed by the C–C bond formation
or C–X bond formation (X D functional group) is involved as important process in
many catalytic reactions. In this regard, the correct knowledge of ¢-bond activation
reaction is crucial for further development of organometallic reactions and catalytic
reactions by transition metal complexes. Thus, we believe that theoretical inspection
to the ¢-bond activation is necessary for further development of catalytic reaction.
In fundamental chemistry, of course, theoretical study of ¢-bond activation is of
considerable interest, because the interaction between transition metal and ¢-bond
is not clear and not obvious.

In my understanding, the oxidative addition has been investigated well by many
theoreticians. We believe that fundamental knowledge and the essence of the het-
erolytic ¢-bond activation have been clearly presented here. On the other hand, the
oxidative addition to the M–L moiety has not been theoretically and experimentally
investigated well. This type of reaction must be theoretically investigated well in
the near future. In this reaction, the metal oxidation state increases by 2 by the
conversion of neutral ligand to anion ligand. We need to clarify the driving force
and important orbital interactions in this type of reaction. Also, the C–H activation
by radical species is important in the chemistry of transition metal complexes. Such
¢-bond activation has not been investigated well theoretically. The ¢-bond activation
by metal oxide must be carefully investigated with post–Hartree-Fock method. In
this reaction, spin state changes several cases. The relative stabilities of various spin
states depend on functional of the DFT method, and also, electron correlation effects
depend on spin state.

Theoretical chemistry must provide experimentalists with correct understanding,
fundamental knowledge, and correct prediction. What transition metal system is
useful for the ¢-bond activation and the catalytic reaction including the ¢-bond
activation? If theoretician can present clear answer to such question, the chemistry
of transition metal complexes can be made further development.
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Chapter 12
Application of Quantum-Chemical Techniques
to Model Environmental Mercury Depletion
Reactions

Devashis Majumdar, Szczepan Roszak, and Jerzy Leszczynski

Abstract Modeling of atmospheric/environmental mercury depletion reactions are
finding increasing importance as it is an effective tool to understand the origin of
increased mercury level in the environment over the period of the last two decades.
Quantum-chemical methods could play an important role in such modeling. In
the present review, we have introduced the applications of various quantum-
chemical techniques to investigate the kinetics and thermodynamic properties of
such reactions. These approaches involve high-level structural analysis techniques
(quantum-chemical) to analyze the structural properties of various reactive ingredi-
ents. The results obtained through such computations are used to generate desired
kinetic and thermodynamic properties. Their relevance in modeling various mercury
depletion reactions are discussed by comparison with the available experiments.
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AMDE Atmospheric mercury depletion event
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CCSD(T) Coupled-cluster calculations including triple excitations
CPCM Polarized continuum model with conductor-like screening reaction

field
CVT Canonical variational transition (state theory)
CVTST Canonical variational transition state theory
DFT Density functional theory
GEM Gaseous elemental mercury
Hg(p) Mercury associated with particulate matter
ICVT Improved canonical variational transition (state theory)
ME Master Equation
MECCA Module Efficiently Calculating the Chemistry of the Atmosphere
MP2 Møller-Plesset second-order perturbation (theory)
MR-CI Multireference configuration interaction
PES Potential energy surface
PFOA Perfluorooctanoic acid
PFOS Perfluorooctane Sulfonate
PHg Particle-bound mercury
POP Persistent organic pollutant
QCT Quasi-classical trajectory
RGM Reactive gaseous mercury
RRKM Rice-Ramsberger-Kassel-Marcus (theory)
SO Spin orbit
TS Transition state
TST Transition state theory
VTST Variational transition state theory
�VT Microcanonical variational transition (state theory)

12.1 Introduction

Mercury contamination in the environment is of serious environmental concern
because of the highly toxic nature of the contaminants (produced through reactions
with mercury). Local, regional, and long-distance transport and dispersion of
atmospheric mercury from anthropogenic sources have been attributed to deposition
patterns [1–4]. Mercury is present in coal and municipal solid wastes. In the
atmosphere, mercury exists in three different forms: elemental mercury vapor,
Hg0; gaseous divalent compounds, Hg(II); and mercury associated with particulate
matter, Hg(p). Mercury is released into the atmosphere from both natural and
anthropogenic sources [1–4]. It is estimated that globally up to 70% of current
Hg emissions into the atmosphere are of anthropogenic origin [5]. Natural sources,
including the oceans, volcanic activity, and crusted out-gassing emit predominantly
elemental mercury. The main anthropogenic sources of mercury to the atmosphere,
such as fossil fuel combustion (coal and oil), waste incineration, nonferrous metal,
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iron, steel, and cement production release either Hg0 or reactive gaseous mercury
(RGM) and particle-bound mercury (PHg) [1–5]. RGM shows correlations with
temperature, solar radiation, and O3 and SO2 concentrations suggesting seasonal
trends similar to those observed for other regional air pollutants [6, 7].

Mercury is relatively inert toward oxidation and, therefore, mainly present in the
atmosphere as elemental Hg [8]. Its global background concentration range is 1–
2 ng m�3. In the atmosphere, mercury is transported and transformed into a variety
of mercury species with different properties. The fate of atmospheric mercury
depends on its physical properties and oxidation state. The lifetime of atmospheric
mercury is about 1–2 years. Some fraction of the elemental mercury is oxidized in
ambient air and clouds to form ionic compounds of Hg(II). The natural lifetime of
the oxidized form of mercury, that is, Hg(II), is much shorter. These species are
highly water soluble (at least five orders of magnitude more than Hg0) and their
water solubility strongly supports removal processes and increases deposition rates
from the atmosphere [1–5, 9, 10]. Detailed atmospheric dispersion modeling using
fine-scale models, accurate emission inventory data, ambient monitoring network,
and model validation helps to understand the mercury dispersion patterns.

Quantum-chemical techniques play an important role in modeling atmospheric
mercury reactions. The main objective of these approaches is to focus on the
thermodynamic characteristics of these reactions, which in turn could lead to the
understanding of the kinetics of the reactions involved. These results are useful to
monitor the validity of the proposed mercury deposition models in the atmosphere.
In the present review, we will discuss various quantum-chemical applications
concerning modeling of atmospheric mercury deposition reactions with an initial
brief résumé of the important experimental findings and related models in these
contexts.

12.2 Various Types of Atmospheric Mercury Deposition

In this section we will discuss various kinds of mercury pollutions. It is beyond
the scope of the present review to go for a detailed account of these phenomena.
Such details and related experiments are available in recent reviews [6, 7, 9, 10].
We will present a brief account of the various kinds of mercury contaminations and
the related mercury cycle (modeling such phenomena). The model would be based
on halide formations as they are the most well-known contaminants studied through
both experimental and theoretical techniques.

Mercury pollution occurs through various kinds of contaminations and could
be broadly classified as environmental and polar region pollutions, atmospheric
contamination, pollution through worldwide anthropogenic mercury sources, and
contamination of mercury in snow and air, and snow and ice interactions. Mercury
behaves exceptionally in the environment due to its volatility, its potential to be
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methylated, and its ability to accumulate in aquatic food webs. The three most
important species of Hg known to occur in the environment are as follows [11]:

(a) Elemental mercury (Hg) [Hg0 or Hg(0)], which has a high vapor pressure and
a relatively low solubility in water. Of the Hg species found in the atmosphere,
Hg(0) is the most stable and dominant and is subject to undergo long-range
transport.

(b) Divalent inorganic mercury [Hg2C or Hg(II)], which is thought to be the
dominant form in wet deposition, is more soluble in water than Hg(0) and
has a strong affinity for many inorganic and organic ligands, especially those
containing sulfur.

(c) Methyl mercury [CH3HgC or MeHg], which is toxic and is strongly bio-
accumulated by living organisms.

12.2.1 Polar Region Contamination

Polar ecosystems are generally considered to be the last pristine environments on
earth as they are relatively unaffected by human activities. There are four major
pollutant groups (listed below) that are well known to migrate to high latitudes.
Three have been recognized for more than a decade, while the fourth group, a
new and emerging group of organic contaminants, is of growing concern. This
last group is concerned with four aspects, namely, acidifying gases (SOx) from
Eurasian smelters and industry [12]; heavy metals, including Hg, from fossil
fuel combustion, industry, and mining [13]; classical persistent organic pollutants
(POPs) including pesticides and polychlorinated biphenyls [14]; and (d) emerging
POPs, such as brominated flame retardants (BFRs) and polyfluorinated compounds
(PFOA, PFOS) [15, 16]. These contaminants are of concern because most of them
bio-magnify through the marine food chain to elevated levels, which may create
adverse physiological effects [17–19].

12.2.2 Atmospheric Contamination

The residence time of gaseous elemental mercury (GEM) in the atmosphere is
quite long (about 1 year) [11], which is thus sufficient to allow for homogeneous
mixing, at least within the hemisphere of origin. Since anthropogenic sources of Hg
emissions into the atmosphere are primarily located in the northern hemisphere, a
concentration gradient between the two hemispheres should be expected. Indeed, the
global background concentration (the average sea-level atmospheric concentration
of Hg(0) at remote sites) is generally 1.5–1.7 ng m�3 in the northern hemisphere
and 1.1–1.3 ng m�3 in the southern hemisphere [20–23]. The lifetime of Hg in the
atmosphere also depends on its chemical form. GEM can be transported globally,
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while oxidized forms of Hg are more reactive and travel much shorter distances
before they are scavenged or deposited. Temporal variations in deposition can result
from changes in Hg emission rates, changes in local and regional sources (e.g., NOx

and SO2), and from changes in climate (e.g., changes in precipitation amounts, air
temperature, sea ice coverage) [24]. An increase of O3 concentrations and aerosol
loadings will also impact the atmospheric residence time and deposition fluxes of
elemental and oxidized mercury [25].

The most prevalent species of Hg in the atmosphere include GEM [or Hg(0)],
oxidized RGM (consisting of Hg(II) or Hg(I) compounds), and particle-bound Hg(II
or I) mercury (PHg). The reactive forms of Hg (e.g., RGM and some PHg) have
short lifetimes in the atmosphere and are deposited from the atmosphere close to
emission sources. However, the existence of reactive Hg in a particular air sample
does not necessarily imply the existence of a local emission source but can be the
result of atmospheric chemical reactions involving GEM transported from distant
sources [25–27].

12.2.3 Anthropogenic Contamination

The onset of major industrial activities has altered the global Hg cycle via the
anthropogenic transfer of large quantities of Hg from deep geological stores to
the earth’s surface and atmosphere [20, 28, 29]. Slemr et al. [21] reconstructed
the worldwide trend of atmospheric Hg concentrations and suggested that Hg
concentrations in the global atmosphere have increased since the first measurements
in 1977 to a maximum in the 1980s, subsequently decreased to a minimum
in 1996, and then remained at a constant level of about 1.7 ng m�3, in the
northern hemisphere, until 2001. However, this assessment and analysis includes
several significant assumptions and an alternative hypothesis has been proposed
that suggests that the total gaseous Hg concentration in the northern hemisphere
remained virtually unchanged since 1977 [25]. The change in the oxidation potential
of the atmosphere over the past several decades [30] may partially account for the
discrepancy between measurement trends of atmospheric Hg (either constant or
decreasing) and Hg emission inventories (increasing: Lindberg et al. [25]). Further,
Lindberg et al. [25] concluded that reductions in anthropogenic inputs will not
produce a linear decrease in Hg deposition, especially at remote locations that are
dominated by the global pool.

12.2.4 Mercury Contamination in Snow and Air

Mercury can be deposited onto snow surfaces through both wet and dry deposition.
Dry deposition in the polar regions mainly corresponds with the deposition of RGM
formed during atmospheric mercury depletion events (AMDEs) [31–34]. Mercury
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in snow is mainly found in its oxidized form (e.g., Hg(II)) with concentrations
that can range from a few up to hundreds of ng/L [32, 34–39]. AMDEs can lead
to increased Hg concentrations in the surface snow [31, 32, 40]; however, it has
also been observed that within 24 h after deposition of Hg from the atmosphere,
a fraction is reemitted as GEM back to the atmosphere [31, 41]. Polar snowpacks
themselves have been investigated for their role as a chemical reactor that leads to
the formation of active oxidants/reductants [42]. Hence, it appears that snow packs
can act both as a sink and a source of Hg to the atmosphere depending on the
environmental conditions (e.g., temperature, irradiation, presence of water layers
around snow grains) and the chemical composition of the snow (e.g., presence of
halogens, organic substances) [34, 41, 43].

There is much discussion about the fate of the deposited Hg to polar snowpacks
through AMDEs during and after snow melt. The reduction and subsequent
reemission of a fraction of Hg from the snowpack is largely believed to occur
through photochemical processes [34]. King and Simpson [44] have shown that
solar irradiation can effectively penetrate the first few centimeters of the snowpack,
possibly leading to photoreduction of Hg complexes contained therein. The inter-
action of microbes within the surface grains of the snowpack and the Hg contained
therein is also of interest during this critical period [45].

12.2.5 Models of Atmospheric Mercury Pollution

Various kinds of mercury pollution models are available at present to understand
the long-ranged atmospheric transport of Hg. These models are based on year-long
monitoring of Hg in the atmosphere and studies on the kinetics of the formation
of various contaminants (mostly chlorides and bromides). The depletion of GEM
is thought to be due to conversion into reactive gas-phase mercury (RGM) and
into particulate mercury. An anti-correlation between measured GEM and the
concentration of particulate mercury was found during AMDEs. The chemical
reactions causing the AMDEs [32, 46–48] are probably similar to those driving
the ozone depletion events [49–51], and the oxidation of GEM by reactive halogen
species like Br atoms and BrO radicals is considered to be a key process of mercury
depletion [33, 48, 52, 53].

Reactive bromine species can be generated from sea salt aerosols and in the
course of sea ice formation, when concentrated salt solutions (brine) are separated
from ice. It often forms frost flowers, when an open lead of seawater begins to
freeze. These are dendritic vapor-deposited ice crystals that suck up brine from the
freezing ice [54–56] and can serve as sites of halogen activation and sources of sea
salt aerosols [51]. Recently, Sander et al. [57] used the MECCA (Module Efficiently
Calculating the Chemistry of the Atmosphere) box model to study the role of
carbonate precipitation in freezing seawater for the generation of reactive bromine.



12 Application of Quantum-Chemical Techniques to Model Environmental. . . 441

Table 12.1 Comparison of mercury models with halogen chemistry

Br Cl Aqueous phase Mass transfer Region References

� C C Dynamic (kmt) Northern hemisphere [58]
� C C Equilibrium Northern hemisphere [59]
� C C Dynamic (kmt) Global [60]
C C � � Polar [61]
C C � � Northern hemisphere [53]
� C Dilute droplets Equilibrium Unspecified [2]
� C Dilute droplets Equilibrium Unspecified [62]
� C Dilute droplets Dynamic (kmt) Unspecified [63]
C C Aerosol Dynamic (kmt) Remote marine boundary [64]

Layer
C C Aerosol Dynamic (kmt) Mediterranean [65]
C C Aerosol Dynamic (kmt) Marine boundary layer [66]
C C Aerosol Dynamic (kmt) Mediterranean [67]
C C Aerosol Dynamic (kmt) Polar [68]
C C Aerosol Dynamic (kmt) Urban [69]
C C Aerosol Dynamic (kmt) Polar [10]

Reproduced from Xie et al. [10]. With kind permission of © Copernicus Publications and
the European Geosciences Union (2008 and the corresponding author (Z-Q Xie))

Other model studies of atmospheric mercury chemistry are listed in Table 12.1.
These models have been commonly used to investigate the long-range transport
of mercury. All of these models have their positive sides as well as shortcomings.
Several of these models used, for example, chemical reactions of Hg species related
to SO2 and chlorine but they do not consider bromine chemistry, while the others
used measured rate constants for the reaction of Hg with Br but did not consider
aqueous-phase species. A detailed discussion in this context is available in [10]. Xie
and coworkers [10] have recently presented a model to study the oxidized species
in both gas and aqueous phases (including bromine chemistry) with a fully coupled
gas/aqueous chemistry mechanism. This is shown in Fig. 12.1 and is based on the
atmospheric chemistry box model MECCA by Sander et al. [57]. It describes the
release of halogens from sea salt aerosols under conditions of the polar boundary
layer at 82ıN with a fully pH-dependent aqueous-phase chemistry mechanism.
Here, mercury chemistry has been added to the polar MECCA model. The release
process of reactive halogens and the reactions with mercury and ozone in both
aerosol and gas phase are shown in this model (Fig. 12.1). Dry deposition had been
switched off in the model because under the conditions of the model calculations,
there were enough aerosol surfaces available so that uptake of RGM to aerosols
dominates over dry deposition. MECCA only simulates locally occurring chemistry;
advection of an air mass already depleted in GEM and RGM cannot be modeled.

With this background of experimental models of atmospheric mercury chemistry,
we will now discuss various quantum-chemical approaches to study such reaction
in both gas phases as well as in aqueous medium. Potential reactions of Hg in the
atmosphere have recently been summarized by Steffen et al. [9], and theoretical
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studies of these reactions are important as they are the building blocks of the
available atmospheric models of mercury transportations. We will not explicitly
present these reactions in the present review. They would be compared with the
computed results whenever needed. Readers are referred to [6, 7, 9, 10] (and
references in Table 12.1) for a complete account of such reactions (i.e., kinetics,
equilibrium constants, etc.).

12.3 Quantum-Chemical Modeling of Atmospheric
Mercury Reactions

The atmospheric mercury reactions mainly involve the reactions of elemental
mercury with halogen atoms. The other two classes of such reactions involve
formation of mercury-halogen compounds in radical and ionic (due to solvation
effect) forms. These last two varieties follow the reaction paths with starting
reactants in radical/ionic forms also. Such investigations need extensive knowledge
of the electronic properties of the individual reaction components together with the
thermodynamic properties of these specific reactions. The electronic structures of
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various mercury halides have been extensively studied in the gas phase using state-
of-the-art quantum-chemical techniques at various levels of sophistication. These
approaches include density functional theory (DFT), coupled-cluster calculations
involving double and triple excitations (CCSD and CCSD(T)), and multireference
configuration interaction (MR-CI) calculations including explicit relativistic cor-
rections [70–75]. The structures of the mercury halides analyzed are mostly HgX,
HgXC, HgX2, HgX3

�, HgX3
•, HgX4

2�, and HgX4
2• (X D Cl, Br, I). While HgX,

HgXC, and HgX2 are linear, HgX3
� (HgX3

•), HgX4
2� (HgX4

2•) are respectively
triangular and pyramidal in their ground states. Several oxygen derivatives of
mercury halides (e.g., HgClO, HgBrO), and the compound HgBrCl with linear
structures have also been investigated in this context [76–80]. These structural
information and the dissociation properties of the respective compounds are used
to explore the kinetics of various mercury reactions (involving halide formations)
[48, 76, 81, 82]. These kinetics results could be compared with experiments to
verify the proposed reaction mechanisms, and the results are important to design
various models of atmospheric mercury transformations. There are several other
reactions which also contribute to mercury speciation in the atmosphere. They are
not fully explored through quantum chemical techniques. A brief résumé of such
studies would be provided at the end of the section.

12.3.1 Reactions of Mercury with Halogens: Kinetics Studies
Using Collision Theory

The mercury-halogen reactions are treated as recombination reactions with the
formation of HgX and HgX2 (X D Cl, Br, and I). Khalizov and coworkers [76]
studied HgX formation reactions using collision theory models and compared their
results with the Canonical Variational Transition State Theory (CVTST). They used
the following sequence of elementary steps to compute the rate constants:

Hg C X • HgX� (12.1)

HgX C M ! HgX C M (12.2)

The first step (reaction 12.1) accounts for the formation of the diatomic molecule
HgX* from the separated atomic reactants. This molecule is primarily formed in an
unbound excited vibrational state and may either be stabilized by a collision with
a molecule of the bath gas (M) or dissociate back to the atomic reactants. If the
pressure is high, the deactivation mechanism (reaction 12.2) is extremely fast and
the overall rate constant for recombination equals the rate constant for the first step.
Conversely, if the bath gas pressure is low, the collisional deactivation mechanism
may play an important role.
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The Morse function was used in the collision theory and CVTST [83] calcu-
lations to describe the Hg-X interaction potential. The function parameters were
obtained by fitting Eq. 12.3 to the Hg-X energies at different separations calculated
at the CCSD(T) level of theory [76]:

V.r/ D Def1 � exp.�ˇ.r � re//g2 (12.3)

where De is the dissociation energy (kJ mol�1), re is the equilibrium bond distance
(Å), and parameter ˇ is (Å�1). These parameters are computed by fitting the HgX
(X D Cl, Br, I) potential energy curves with Morse potential (as shown Fig. 12.2).
Explicit spin-orbit (SO) coupling corrections to the energy is needed for each point
(from at least intermediate separation) of the potential energy surface for these
gas-phase reactions. Indeed, upon complete dissociation, the HgX radical in 2†C
ground electronic state, is transformed into atoms Hg (1S0) and X (2P3/2). The SO
contribution to the interaction potential due to the Hg–X complex changes from zero
at equilibrium (since ground state of HgX (2†C) is nondegenerate) [84] to �1.61,
�3.52, or �14.70 kJ mol�1 for halogen atoms at infinite separation form. Around
the equilibrium geometry at Ír�reÍ< 0.5 Å the Hg : : :X collision complex resembles
the HgX moiety rather than the separate atoms Hg and X. Thus, only the energies at
moderate separations were used in the fitting procedure when it was safe to assume
that the 2†C electronic state for the Hg : : :X complex is preserved and the SO effect
is zero. At the same time, the dissociation energies of HgX were corrected for the
SO coupling due to halogen atoms.

The idea of using the Morse function for the calculation of rate constants is based
on the very premises of collision theory that defines transition state (TS) at a given
energy E with respect to the bottom of the reactant channel by the position of the top
of the centrifugal barrier [85, 86]. This effective potential barrier, created by an exact
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compensation of the centrifugal repulsive force and the attractive interaction force is
characterized by its position along the reaction coordinate (r¤), and the maximum
value of the angular momentum (Lmax) compatible with the energy through the two
following conditions:

8
<̂

:̂

V.r¤; Lmax/ D L2max

2�r¤

C V.r¤/ D E

@V.r; Lmax/

@r

ˇ̌
ˇ̌
r¤

D 0
(12.4)

where � is the diatomic molecule reduced mass, r is the interatomic distance, and
V(r) is the potential describing the interaction between the two atoms. Lmax is related
to the capture cross section �(E) through the relation.

�.E/ D �L2max

2�E
(12.5)

The high-pressure limit canonical rate constant is recovered by averaging the
energy-resolved capture cross section over the relative kinetic energy distribution at
a given temperature T,

k1.T / D 1

kBT

�
8

��kBT

�1=2 Z 1

0

E�.E/e�kBT dE (12.6)

where kB is the Boltzmann constant.
The calculation of the CVTST rate constant primarily involves the computation

of the equilibrium constant Keq and the high-pressure limit for the rate of unimolec-
ular decomposition kCVT(T). The rate constant for recombination is then evaluated.
The rate constant kCVT(T) is calculated at a fixed temperature by minimizing the
generalized rate constant, kGT(T, r), with respect to r, which defines the dividing
surface [83].

The vibrationally excited diatomic molecule, HgX*, is supposed to be stabilized
if it collides with a bath gas molecule during its lifetime (according to the
deactivation step of reaction 12.2). At given energy E and angular momentum L,
this lifetime is approximated by one period of vibration, which is defined by [81]


 .E;L/ D 2

Z r¤

r�

�
2

�

�
E � L2

2�r2
� V.r/

�	�1=2
dr (12.7)

where r¤ is the position of the transition TS (see Eq. 12.4) and r� is determined by
the integrand condition of existence. The range between r¤ and r� defines arbitrarily
the configuration domain for which HgX* is considered as a stabilized molecular
entity. For r> r¤, Hg and X are considered as separated atoms. The average lifetime
for a given energy E is then given by


.E/ D 1

Lmax

Z Lmax

0


.E;L/ dL (12.8)
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The capture cross section (�de (E)) is computed from the knowledge of
deactivation probability P(E) (D Z
 (E)) and collision frequency (Z) of HgX*

with the bath gas molecules (N2 and O2) using relation (12.9).

�de.E/ D �
L2max

2�E
P.E/ (12.9)

The corresponding pressure-dependent thermal rate constant kP(T) is computed
from Eq. 12.6 by replacing �(E) with �de(E). The readers should refer to [76] for
details regarding the necessary parameterization to compute the rate constants.

The computed rate constants through collision theory are represented below (M
stands for molecule in all of the rate equations in this review):

8
ˆ̂̂
<

ˆ̂̂
:

Hg C F ! HgF kp.1 atm; T / D 0:92 � 10�12 exp
�
206:81

ı
T

�
cm3M�1s�1

Hg C Cl ! HgCl kp.1 atm; T / D 1:38 � 10�12 exp
�
208:02

ı
T

�
cm3M�1s�1

Hg C Br ! HgBr kp.1 atm; T / D 1:01 � 10�12 exp
�
209:03

ı
T

�
cm3M�1s�1

(12.10)

The computed rate constants show that the reactions of Hg with atomic halogens
are considerably fast and it is very likely that they (with the exception of the reaction
with atomic fluorine whose concentration in the troposphere is negligibly low) may
contribute to the chemistry of mercury in the gas phase. Assuming Cl and Br steady-
state concentrations to be 104 and 107 atom cm�3 [87, 88], the estimated lifetime of
Hg due to its depletion reactions with chlorine and bromine atoms was found to be
almost 2 years and half a day, respectively. Hence, despite the faster rate coefficient
of the Cl-atom-initiated reaction of mercury, the concentration of chlorine atoms is
far too low to play a significant role. Atomic bromine, however, is present in a high
enough concentration to completely destroy mercury within a short period of time,
as observed in the Arctic.

12.3.2 Oxidation of Hg0 to HgBr2 and Related Reactions:
Kinetics Study Using RRKM Theory

The oxidation of elemental mercury (Hg0) to the divalent gaseous mercuric
bromide (HgBr2) has been proposed to account for the removal of Hg0 during
depletion events in the springtime Arctic. The mechanism of this process was
explored by Goodsite and coworkers using density functional level of theories [48].
Rice-Ramsberger-Kassel-Marcus (RRKM) theory, together with ab initio quantum
calculations were used to estimate the recombination rate coefficients of Hg with Br,
I, and O, the thermal dissociation rate coefficient of HgBr, and the recombination
rate coefficients of HgBr with Br, I, OH, and O2.
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Several mechanisms have been proposed to explain the oxidation of GEM to
RGM [32, 46]. These include the reactions between Hg0 and halogen oxides or
halogen atoms to produce HgO, HgBr2, and HgCl2:

Br.Cl/C O3 ! BrO.ClO/C O2 (12.11)

BrO.ClO/C Hg ! HgO C Br.Cl/ (12.12)

Hg C Br.Cl/ ! HgBr.HgCl/ !! HgBr2.HgCl2/ (12.13)

The possible role of oxidants such as OH, HO2, O(1D and 3P), and NO3 that are
associated with high levels of NO resulting from photodenitrification processes in
the snowpack [38] were also included in such studies. Goodsite and coworkers [48]
considered the following mechanism for producing HgBrY:

Hg C Br.C M/ ! HgBr.M D third body/ (12.14a)

HgBr.C M/ ! Hg C Br (12.14b)

HgBr C Y.C M/ ! HgBrY.Y D Br; I; OH; O2 etc:/ (12.15)

The structures of the relevant compounds were determined using DFT level of
theories. The mercury bromides are linear structures, while HgOH (2A0), HgBrOH
(1A0), and HgBrO2 (2A) are angular in their ground states. The details of such
analysis are available in the literature [48]. A recombination reaction is considered
to proceed via the following mechanism (exemplified by reaction 12.14a with
atomic Br):

Hg C Br ! HgBr� (12.14c)

HgBr� ! Hg C Br (12.14d)

HgBr� C M ! HgBr C M.M D N2/ (12.14e)

where HgBr* denotes that the nascent HgBr formed in reaction 12.14c has sufficient
internal energy to dissociate back to the reactants (reaction 12.14d). This mechanism
is quite common to study diatomic molecule formation reaction (in gas phase) using
collision theory and similar to the approach described in Sect. 12.3.2. The only
difference is that Master Equation (ME) formalism is invoked here to compute rate
equations using RRKM theory. In this approach, the energy of the adduct HgBr
is first divided into a contiguous set of grains (width 30 cm�1), each containing a
bundle of rovibrational states of average energy, Ei. Each grain was then assigned
a microcanonical rate coefficient for dissociation, k�i. The ME describes the time-
evolution of the grain populations and can be represented as

d

dt
�i .t/ D !

X

j

Pij �j .t/ � !�i .t/ � k�i �i .t/CRi (12.16)
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where Ri is the rate of population of HgBr (Ei) via reaction 12.14c, ! is the
frequency of collisions between HgBr* and N2, and Pij is the probability of transfer
of HgBr from grain j to grain i on collision with N2. The individual Pijs were
estimated using the exponential down model [89]. The average energy for downward
transitions (i< j), h�Eidown, was set to be 400 cm�1 for N2 [89] and assumed
to be independent of temperature. The parameters ! and "/k, which describe the
intermolecular potential between HgBr and N2 from which ! is calculated, were set
to typical values of 4 Å and 400 K, respectively [90]. For upward transitions where
j> i, Pij was calculated by a detailed balance. An absorbing boundary was set at
24 kJ mol�1 below the energy of the reactants to simulate irreversible stabilization
of HgBr via reaction 12.14e. This ensures that collisional energization from the
boundary to the threshold becomes highly improbable. The rate of population of
grain i, Ri, is given by detailed balance between reactions 12.14c and 12.14d:

Ri D krec;1 ŒHg� ŒBr� �i (12.17)

where krec,1 is the limiting high-pressure association rate coefficient (reac-
tion 12.14c) and

�i D k�i fiP
i

k�i fi
(12.18)

fi is the equilibrium Boltzmann distribution of HgBr (Ei).
The microcanonical rate coefficients for dissociation of HgBr determined

through Inverse Laplace transformation [91], which links k-i(Ei) directly to krec,1,

is given by

k�i D A1.2��/3=2

N.Ei/�.1:5/h3

Z E1�E1�be

0

Np.x/Œ.Ei � E1 � be/ � x�1=2dx (12.19)

The occurrence of A1 and E1 terms in Eq. 12.19 is due to their relation with
krec,1 through Arrhenius equation of the form A1 exp (�E1/RT). Assuming that
collisions between Hg and Br are governed by the long-range attractive dispersion
force, the parameters A1 and E1 were found to be 1.67 � 10–10 cm3 mol�1 s�1

and �423 J mol�1, respectively [48], for the dissociation of HgBr. N(Ei) is the
density of states of HgBr at energy Ei and is calculated using a combination of
the Beyer-Swinehart algorithm for the vibrational modes (including a correction
for anharmonicity) and a classical densities of states treatment for the rotational
modes. Np(Ei) is the convoluted density of states of Hg and Br; be is the Hg–
Br bond energy; � is the reduced mass of Hg and Br; and � (•) is the gamma
function. The ME was expressed in matrix form and then solved to yield k6, the
bimolecular recombination rate constant (of reaction 12.14a) at a specified pressure
and temperature. The dissociation rate coefficient, k�6, was calculated by detailed
balance with k6. The parameterizations and the fuller details of such calculations
are described in [48] and [91]. The calculated rate constants at 1 atm pressure
(T D180–400 K) for the reactions (12.14a) to (12.15) are



12 Application of Quantum-Chemical Techniques to Model Environmental. . . 449

Hg C Br ! HgBr; k6 D 1:1 � 10�12
�

T

298 K

��2:37
cm3 M�1 s�1

HgBr ! Hg C Br; k�6 D 1:2 � 1010 exp

�
�8357

T

�
s�1

HgBr C Br ! HgBr2; k7 D 2:5 � 10�10
�

T

298 K

��0:57
cm3 M�1 s�1

Reaction 12.15 is close to the high-pressure limit at 1 atm. Since Hg–I and
Hg–OH bonds (D0 D 46.3 and 39.4 kJ mol�1, respectively) are only slightly less
strongly bound than HgBr (D0 D 63.8 kJ mol�1) [48], the rate coefficients for these
reactions are very similar to k7, essentially at their high-pressure limits. The products
HgBr2, HgBrI, and HgBrOH are extremely stable against thermal dissociation at
temperatures below 400 K. For the recombination reactions of Hg with I and
OH, and the dissociation of HgI and HgOH, application of RRKM theory yields
(pressure D 1 atm N2; T D 180–400 K) [48]

Hg C I ! HgI; k D 4:0 � 10�13
�

T

298 K

��2:38
cm3 M�1 s�1

Hg C OH ! HgOH; k D 3:2 � 10�13
�

T

298 K

��3:06
cm3 M�1 s�1

HgI ! Hg C I; k D 3:0 � 109 exp

��3742
T

�
s�1

HgOH ! Hg C OH; k D 2:7 � 109 exp

��4061
T

�
s�1

The temperature dependencies of these reactions are illustrated in Fig. 12.3.
It demonstrates several important points with respect to the oxidation of Hg.
First, the recombination of Hg with Br or I is surprisingly fast for an atom-atom
recombination. This is attributed to the high density of rovibrational states arising
from the low vibrational frequency and small rotational constant of HgBr or HgI
[48]. The theoretical estimate of k6 for HgBr is about a factor of 3 lower than
the recent experimental measurement [46]. In fact, the experimental value could
be matched with the calculated bond energy of HgBr (D0 D63.8 kJ mol�1) [48],
if it is increased to over 100 kJ mol�1, that is, about 30 kJ mol�1 higher (�36 kJ
mol� higher than the calculated value) than the current experimental measurement
of 74.9 ˙ 4 kJ mol�1 [92, 93]. However, the recent experimental estimate of k6

refers to a relative rate measurement that required several significant correction
factors [46], and Ariya and coworkers had similar inaccuracy in the estimation of
rate constant of HgBr recombination reaction in the gas phase (Sect. 12.3.1 and
[76]). The computed rate constants, of course, have some practical consequences.
In the first place, relative rates of several such reactions could be compared without
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much error. It could be shown further, that the lifetime to convert Hg0 to Hg
(II) depends on the rate at which HgBr (and other HgX compounds) decomposes
(reaction (12.14b)). The rate constant, k�6, is obtained by detailed balance with k6

so that the lifetime of Hg0 is not very dependent on the choice of k6. In the case of
reaction 12.15, the addition of the second bromine to HgBr is predicted to be a very
fast reaction, proceeding close to the high-pressure limit (essentially the collision
number) at atmospheric pressure.

Two important points that emerge from Fig. 12.3 are the relatively slower
rate constants of I and OH recombination reactions (with Hg) and very slow
thermal dissociation of HgBr (�106 times) with respect to HgI and HgOH (below
300 K). These two factors are dependent on the relative binding energies of the
respective compounds and it could be concluded that Hg0 is oxidized to Hg (II) by
recombination with HgBr.

There is also a competition between further addition of Br to form HgBr2, or
thermal decomposition of HgBr. The addition of I to HgBr may also be significant in
some marine locations; however, the OH concentration in the clean marine boundary
layer (typically less than 106 cm�3) is probably too low for OH addition to HgBr to
be significant. The addition of O2 to form HgBrO2 will not be an important process
because this peroxy radical is so weakly bound (D0 D 30 kJ mol�1) [79] that it will
dissociate rapidly even at Arctic temperatures.

The lifetime (
) of Hg0 against conversion to HgBr2 has further been computed to
check the availability range of Hg in the atmosphere against bromine concentration
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([Br]) (Eq. 12.20) [48]. The computation is an upper bound of 
 as other factors
affecting the removal of Hg0 were not considered during this computation.


 D k�6 C k7 ŒBr�

k6k7ŒBr�2
(12.20)

The plot of £ against [Br] showed (Fig. 12.4) that around 230–260 K and low [Br]
(�0.2 ppt), the Hg depletion period is 35–60 h (hours). With higher [Br] (6.0 ppt), 

is only 0.7–1.5 h. A typically observed 10.0 h 
 of Hg would correspond to 0.7 ppm
bromine concentration [79]. It was further observed that with higher temperature
(>280 K) other side reactions (e.g., formation of BrO, reactions with atomic I and
OH) become competitive, since [Br] drops to �0.1 ppt. Such a situation increases 

of Hg to >4,000 h (Fig. 12.4) and it is in accord with the observed global lifetime
of Hg (more than 1 year) [94–96]. Since HgBr photodissociation rate is significant
in the troposphere, this lifetime might increase even more.

12.3.3 Use of Analytical Potential Energy Surface (APES)
to Compute Kinetics of Mercury Recombination
Reactions with Bromine

Bromine-mercury reactions are considered to be the most important mercury
depletion event. In the last two sections we have discussed the strategy used to
compute various mercury depletion reactions through collision theory and RRKM
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Fig. 12.5 Notation of
coordinates for HgBr2 used in
sampling and fitting the PES
(Reproduced from Benjamin
et al. [81]. With kind
permission of © The
American Chemical Society
2005)

theory (through ME formalism). Balbanov and coworkers constructed a global
potential energy surface (PES) for the 1A0 ground state of HgBr2 in order to
determine the rate constants for atmospherically important reactions involving
mercury and bromine [81]. Their strategy was based on the calculations using quasi-
classical trajectory (QCT) and variational transition state theory (VTST). A detailed
discussion of the techniques used is beyond the scope of the present review. We
will discuss the salient features of this approach with results of kinetics analysis.
Interested readers are referred to the original articles [81].

The basic idea behind the generation of the analytical potential energy surface of
HgBr2 was to divide the surface into three regions corresponding to the abstraction
reaction HgBr C Br ! Hg C Br2, insertion reaction Hg C Br2 ! HgBr2, and recom-
bination reaction Br C HgBr ! HgBr2. Each of these sections was sampled by a
regular three-dimensional grid in its natural internal coordinates. These internal
coordinates (R1, R2, R3, h, ˛, ˇ, and � ) are defined in Fig. 12.5. The surfaces of
the different reactions are sampled into grids of several configurations (more than
1,200 grid points are generated for each reaction through various choices of internal
coordinates). The energies at each point were constructed through SO corrections
on MR-CI energies (including Davidson’s correction [97]) with complete basis
set (CBS) extrapolation [98]. The data of regular grids for the recombination,
abstraction, and insertion reaction regions were first decomposed using the general
many-body expansion [99] (Eq. 12.21).

QV .R1;R2;R3/ D V .1/ C V
.2/

HBr.R1/C V
.2/

HgBr.R2/C V
.2/

BrBr.R3/C V .3/.R1;R2;R3/

(12.21)

These individual V(i) terms are interpolated via various one-dimensional (V(2)),
and multidimensional (V(3)) techniques and these fitted potentials are used to
generate the final global HgBr2 potential energy surface. A detailed discussion of
such procedures is available in the original publications [79, 81].
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The thermal rate constants of the reactions HgBr C Br ! products were com-
puted with the help of the analytical potentials and the compute HgBr2 transition
state. This transition state has an angular geometry (r (Hg–Br) D 2.85 Å; and ™
(Br–Hg–Br) D 55.7ı) with a high barrier (27.2 kcal mol�1). QCT method was used
to compute the thermal rate constants (k(T)) using Eq. 12.22:

k.T / D
X

v;j

kvj .T /
.2j C 1/ exp

n�Ev j
ı
kBT

o

Qvr .T /
(12.22)

where Qvr is the rovibrational partition function; Evj is the HgBr rovibrational energy
for the vibrational and rotational quantum numbers v and j, and kvj(T) is the reaction
rates for each (v, j) rovibrational energy level. Evj and kvj(T) terms are computed
with the help of the calculated analytical two-body HgBr potential (with standard
rovibrational energy expression) and the knowledge of reaction cross section (as
discussed earlier in Sect. 12.3.1). The details are available in [77]. We will present
only the relevant rate constants computed using this technique. Several other
rate constant calculation techniques, which include canonical (CVT), improved
canonical (ICVT), microcanonical (�VT) variational transition state theory [83],
were also used to compare the rate constants through QCT technique. The computed
rate constants are presented below (T D 298 K, Eq. 12.18) [81]. The bimolecular rate
constants A–E are expressed in cm3 M�1 s�1, and the unimolecular rate constants
for the reaction F and G are expressed in s�1. The thermal rate constant for the
insertion reaction C is very small. The transition state corresponds to a geometry
(r(Hg–Br) D 2.857 Å; � (Br–Hg–Br) D 56.6ı) close to that predicted through
APES (discussed earlier). In the case of abstraction reaction A and recombination
reaction B, ICVT predicts collinear geometries for the transition states (A: r (Hg–
Br) D 2.56 Å, r (Br–Br) D 3.80 Å; B: r1 (Hg–Br) D 2.54 Å, r2 (Hg–Br) D 4.57 Å)
in contrast to the angular geometry of the transition state predicted through APES

A: HgBr C Br ! Hg C Br2 3:89 � 10�11.QCT/I 6:15 � 10�11.CVT/I
5:30 � 10�11.ICVT/I 4:52 � 10�11.�VT/

B: HgBr C Br ! HgBr2 2:98 � 10�11.QCT/I 1:27 � 10�10.CVT/I
1:22 � 10�10.ICVT/I 1:05 � 10�10.�VT/

C: Hg C Br2 ! HgBr2 � � � .QCT/2:76 � 10�31.CVT/I
2:76 � 10�31 .CVT/I 2:74 � 10�31.�VT/

D: BrHg C Br ! Br C HgBr 3:97 � 10�11.QCT/
E: Hg C Br2 ! HgBr C Br 3:4 � 10�31.QCT/I 5:4 � 10�31.CVT/I

4:6 � 10�31.ICVT/I 3:9 � 10�31.�VT/
F: HgBr2 ! HgBr C Br 5:5 � 10�39.QCT/I 2:4 � 10�38.CVT/I

2:3 � 10�38.ICVT/I 2:0 � 10�38.�VT/
G: HgBr2 ! Hg C Br2 � � � .QCT/I 5:90 � 10�39.CVT/I

5:90 � 10�39.ICVT/I 5:80 � 10�39.�VT/ (12.23)
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The computed rate constant for the reaction B in QCT technique is ten times
faster than the experimental rate constant [46, 52]. The predicted rate constant in
the other three methods is even faster (40 times). The computed rate constant by
Goodsite and coworkers [48], in this respect, is more reasonable, although done at
much lower level of theory. The insertion reaction C is also predicted to be much
faster at the VTST level of theories (with respect to the experiment (9.0 � 10–17 cm3

M�1 s�1) [46]). The rest of the reactions represent different reaction channels, but
their computed rates cannot be verified because of the lack of experimental data.

There are several explanations for the observed discrepancies, and most prob-
able explanation could be the experimental conditions of such experiments [81].
Theoretical calculations also have their shortcoming in accounting for the proper
thermodynamics of such reactions, which plays an important role in accounting for
the more sensitive reaction parameter, that is, rate constants. The accuracy level of
thermochemical calculations in such reactions will be discussed in the latter section
of this review.

12.3.4 Kinetics of Mercury Oxidation by Chlorine Through
Simple Transition State Theory (TST)

Coal combustion flue gases are usually accompanied by the oxidation of particulate
mercury by HCl, Cl2, or HOCl. The role of these species may be minimal
for mercury oxidation in the atmospheric condition, but their role is critical in
understanding the speciation of mercury in the quench zone of the flue gases. Such
oxidation reactions are represented in the following reactions (12.24–12.26):

Hg C HCl
k1•
k

�1

HgCl C H (12.24)

Hg C Cl2
k2•
k

�2

HgCl C Cl (12.25)

Hg C HOCl
k3•
k

�3

HgCl C OH (12.26)

The experimental equilibrium constants data of the reactions (12.1) and (12.2)
are available in the temperature range 298.15–2,000 K, and thus theoretical studies
were carried out using transition state theory (TST) to explore the kinetics of such
reactions [82], so that the behavior of such reactions could be understood properly at
varying range of temperatures. The structural analysis of the reactants and products
were carried out using DFT calculations with relativistic basis set of mercury. Triple-
— quality basis sets were used for other elements [82]. The structural characteristics
of the transition states were determined from the extensive potential energy surface
of the individual reactions. The detailed methodology and structural analysis are
available in the original manuscript [82].
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The computations of the reaction rates of (both forward and backward reactions)
involve the use of transition state theory (Eq. 12.27) [100], with Wigner’s tunneling
correction (Eq. 12.28) [101]. The final rate constant is expressed as the product of
k(T) and kT .

k.T / D kBT

h

QTS

…Qi

exp
��Ea=RT

�
(12.27)

kT D 1C 1

24

�
hc

kBT

�2
(12.28)

In the right-hand side of the equations, kB is Boltzmann’s constant, h is Plank’s
constant, T is temperature, Ea is activation barrier, R is the ideal gas constant, and
Q terms are the partition functions of the transition state (QTS) and reaction species.
The properties of the computed rate constants (in terms of Arrhenius expressions)
for reactions (12.24)–(12.26) (for both forward and reverse reactions) are discussed
below. These rate constants were computed in the temperature range of 298.15–
2,000 K at an interval of 300 K.

Reaction (12.24):

k1 D 1:93 � 1013 exp

�
�93:3
RT

�
.cm3=M=s/

k�1 D 2:55 � 1012 exp

�
�13:8
RT

�
.cm3=M=s/

(Transition state (TS) geometry: r(Hg–Cl): 2.55 Å; r(Cl–H): 2.70 Å; �(Hg–Cl–
H): 180.0ı)

Reaction (12.25):

k2 D 6:15 � 1013 exp

�
�43:3
RT

�
.cm3=M=s/

k�2 D 7:23 � 1012 exp

�
�11:8
RT

�
.cm3=M=s/

(TS geometry: r(Hg–Cl): 2.55 Å; r(Cl–Cl): 3.45 Å; �(Hg–Cl–Cl): 180.0ı)
Reaction (12.26):

k3 D 3:06 � 1013 exp

�
�36:6
RT

�
.cm3=M=s/

k�3 D 6:87 � 1011 exp

�
� 6:2

RT

�
.cm3=M=s/

(TS geometry: r(HO–Cl): 2.50 Å; r(Cl–Hg): 2.51 Å; �(O–Cl–Hg): 180.0ı; �(H–
O–Cl): 180.0ı)

The forward activation energies (93.3 kcal mol�1) used in the rate constant
equations of reaction (12.24) deviated by no more than �3 kcal mol�1 with
respect to the experiment at each temperature, while for the reverse reaction
(Ea D13.8 kcal mol�1) the deviation was �2.5 kcal mol�1 [82]. The highest
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Fig. 12.6 Comparison of forward rate constants as a function of temperature (Reproduced from
Wilcox [82]. With kind permission of © The American Chemical Society 2009)

deviations were found at the lower temperatures examined, suggesting that the
deviation from the developed model will increase as temperature decreases. In the
case of reaction (12.25) the computed barrier height deviated �1.7 kcal mol�1

for the forward reaction and �1.9 kcal mol�1 for the reverse reaction within the
specified temperature range, while deviations are �1.8 and �6.2 kcal mol� for the
forward and reverse reactions (of reaction (12.26)) [82]. The maximum deviation in
both of the cases is at higher temperature (2,000 K).

A comparison of rate constants (Fig. 12.6) over the entire temperature range of
298.15–2,000 K shows that, in general, oxidation involving HOCl is faster than
that of Cl2, which is faster than that of HCl. However, oxidation via HOCl and
Cl2 compete with one another at high temperatures. The rate expressions for two
additional reactions are also plotted in Fig. 12.6, that is, HgClCM • Hg CClCM
[102] and Cl2 C M • 2Cl C M [103]. Within each of these unimolecular reactions,
M is the collision partner or gas bath, which does not participate chemically in the
reactions, but is taken into account within the pressure-dependent kinetic predictions
using RRKM theory. The depletion of HgCl as temperature decreases is faster than
the three HgCl formation reactions, while it is comparable to the formation reactions
involving HOCl and Cl2 at high temperatures. The dissociation reaction of Cl2 to
chlorine radicals is comparable to the formation reactions involving HOCl and Cl2 at
high temperatures, but is slower at low temperatures, which ensures the presence of
chlorine radicals at high temperatures. Due to the higher concentration of chlorine
present in the flue gases compared to elemental mercury, the generation of chlorine
radicals and the presence of Cl2 should be expected throughout the quenching
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zone. This would imply that the oxidation reactions involving Cl and Cl2 should
be dominant over the others and the oxidation involving HOCl will occur, provided
its concentration is available in sufficient quantity.

12.3.5 Thermochemical Approaches (Using Quantum
Chemical Methods) on the Mercury Speciation
Reactions

Thermochemical studies on various atmospheric mercury depletion reactions are
quite important in understanding the nature of such reactions in both gas phase
and in aqueous medium. Shepler and coworkers [80] investigated the reactions of
Hg with IX (X D I, Br, Cl, and O) using high-level quantum chemical calcula-
tions involving CCSD(T) method (with CBS extrapolation) including relativistic
corrections. The objective was to generate relatively accurate heat of reaction
(�H) (with respect to the experimental data), which could be used to interpret the
thermodynamic properties of such reactions. They inferred [80] that the reactions
HgI C X/HgX C I ! HgIX are strongly exothermic. The results could be considered
quite reliable as the authors have reproduced the �H within 1 kcal mol�1 (with re-
spect to the experimental data) for several of such reactions. Shepler and coworkers
[84] also computed the thermodynamic properties of several microsolvated mercury
halide species using Møller-Plesset second-order perturbation (MP2) theory [104]
and DFT [70] techniques (with CBS extrapolation [98]). They found that the
presence of water favors the formation of oxidized mercury halide species. This is
an important observation and led to the further investigation of the thermodynamic
characteristics of various radical [105] and ionic forms [106] of mercury halide
reactions, as they have important contribution to mercury depletion reactions in the
polar regions and in upper atmospheric conditions.

12.3.5.1 Thermochemistry of Elemental Mercury Reactions with Halogen
Radicals and Anions

Maron and coworkers [105] have computed the thermochemical characteristics of
GEM with halogen radicals and/or anions to explain mercury depletion events
(ADMEs) that lead to significant deposition of Hg2C in snow and ice surfaces in the
polar region. It was generally known that deposition of GEM onto environmental
surfaces occurs following the oxidation by ozone and hydroxyl radicals [107].
In recent times, halogen radicals, especially bromine and bromine oxides have
been suspected to be the main chemical oxidants in the polar atmosphere in spring,
when ADMEs occur [32, 108]. During ADME, Hg0 is rapidly transformed into
water-soluble and reactive species of Hg (gaseous HgII complexes and/or HgII bound
to particles) leading to a massive deposition of divalent Hg onto environmental
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surfaces such as snowpacks, sea ice, and open ocean. Part of the deposited Hg is
reemitted back into the atmosphere after reduction of HgII complexes in the snow,
which is likely to be light-initiated [41].

Thermochemical analysis (through quantum chemical methods) of such mer-
cury depletion reactions needs rigorous structural analysis of the reactive species
(radicals or ions) at the primary stage. These structural aspects were studied by
Maron and coworkers using density functional techniques [105]. They found that
the radicals of mercury (e.g., HgX3

• and HgX4
2• � usually open-shell doublets and

triplets) possess distorted geometry with respect to their anionic counterparts [105].
The Gibbs free energy changes (�G, kcal mol�1) were monitored for the following
reactions (reactions 12.29–12.33) using the computed structural information of the
reactive ingredients [105]:

HgC 2X�! HgX2 .12:29/I�G D �82:3;�66:7;�51:9 .for X D Cl; Br; I/

HgC 3X�! HgX3
� .12:30/I�G D �87:4;�72:3;�59:0 .for X D Cl; Br; I/

HgC 4X�! HgX4
2� .12:31/I�G D �87:4;�74:0;�61:0 .for XD Cl; Br; I/

HgC 2X� C X�! HgX3
� .12:32/I�G D �122:7;�105:1;�88:2 .for X D Cl; Br; I/

HgC 2X� C 2X�! HgX4
2� .12:33/I�G D �72:1;�54:7;�38:8 .for XD Cl; Br; I/

The computed �G values show that the coordination of two radicals to the
mercury center is highly favorable in the gas phase for all halogens. Interestingly, the
coordination of the third and fourth halogen radical is also found to be thermody-
namically favorable, leading to stable structures. Moreover, it appears that these two
extra coordinations (leading to HgX3

• and HgX4
2•) are calculated to be only slightly

exergonic with respect to the two first ones (formation of HgX2) so that these radical
species could act as a halogen free-radical source. The �G values further show that
the formation of HgX3

� is highly favorable in the gas phase for all halogens. On the
other hand, the formation of the tetrahedral HgX4

2� is predicted to be unfavorable.
This is explained by the repulsion between the ten d electrons of the mercury and
the valence electrons of the four halogen ligands (eight electrons). This repulsion is
greater for mercury than for other atoms of Group 12, since due to relativistic effects
the 5d shell is close in energy to the 6s and 6p shells used for making the bonds with
the ligands.

By comparing the formation energies of the radical and anionic forms of HgX3 it
appears that the anionic structure is more stable than the radical one. The stability of
such a complex was already reported in the literature [109]. On the other hand, it is
noteworthy that the radical form of HgX4 is more likely than its anionic counterpart.
The results further show the importance HgX3

� (especially HgCl3�) in the solution
chemistry of Hg.

Another alternative for the creation or destruction of GEM without light is
that a redox reaction can occur in solution. The redox potentials of the couples
HgX2/Hg for X D Cl, Br, and I were computed through Nernst law [105]. These
redox potentials were found to be 0.52 V for Cl, 0.48 V for Br, and 0.04 V for I.
Thus, based on the knowledge of the composition of snowpacks, it is possible to
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Fig. 12.7 A schematic view of some oxidation pathways of gaseous elemental mercury (GEM,
Hg0) in polar regions, based on the reactions defined in Eqs. 12.34 and 12.36 (nD 4). (These
reactions are marked as 13 and 15 in the figure. An additional reaction 17 (defined in [105]) is also
used to design the reaction cycle) (Reproduced from Maron et al. [105]. With kind permission of
© Wiley�VCH 2008)

predict either the formation or the destruction of GEM. These redox potentials are
therefore an interesting tool to predict the possible reactions in solution, even though
they do not deal with the kinetics.

Based on the thermochemistry of the reactions 12.29–12.33, results of redox
behavior of the HgX2/Hg couple, and the previously discussed collisional kinetics
studies by Goodsite and coworkers (Ref. [48], Sect. 12.3.3), the following reactions
schemes could be proposed for catalytic cycle of mercury destruction:

Hg C nX
 ! HgXn
.n�2/
 for n D 3; 4 (12.34)

HgXn
.n�2/
 C .Hg
or collision/ ! HgX2 C .n � 2/X
 (12.35)

HgXn
.n�2/
 C X� ! HgX3

� C .n � 2/X
 (12.36)

The last reaction could occur when gas/solution interface is present. These
ideas lead to propose an oxidation cycle pathways of GEM in the polar region
(Fig. 12.7). The pathways are depicted for reactions involving Br atoms. They could
be expanded and written similarly for the chlorine atoms [105].
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12.3.5.2 Thermochemistry of Mercuric Ion with Halide
and Pseudohalides in Aqueous Medium

It has been discussed in Sect. 12.3.5.1 how the stability and solubility of mercury in
various forms strongly influence the rate of its removal from the atmosphere through
wet deposition. Most of the atmospheric mercury (ca 98%) exists in the gas-phase
in elemental (Hg0) form, and in the last few sections various experimental and
theoretical approaches have been discussed, which lead to the understanding of the
behavior of Hg0 toward atmospheric oxidizing agents (mostly halides and halogen
oxides). Significant concentration of mercury is also found in cloud droplets, and
this exceeds the solubility of normal Hg(aq)

0 by almost three orders of magnitude
[7, 110]. This finding led to the conclusion that, unlike in the gas phase, the mercury
in the atmospheric water exists mostly as soluble mercuric ion (Hg(aq)

2C) and the
reactivity of such solvated mercuric ion has also significant role in the atmospheric
speciation of mercury.

The ionic composition of the droplets or aerosols makes a difference to the
quantity of Hg(aq)

2C, which can be feasibly associated with the particles [7].
Modeling studies showed that because of the greater number of potential complexes
between Hg(aq)

2C and Cl(aq)
� (and other halides), compared to OH(aq)

� or SO3
2�

(aq),
higher concentration of Hg(aq)

2C (by a factor of 100) could be found in droplets with
high halide concentrations [7]. The reactivity of mercuric ion toward different halide
ions was explored through electronic structure calculations combined with the ther-
mochemistry (Gibbs potential, �Gıaq) of such reactions in aqueous medium using
CCSD [71] level of theories [106]. A reasonable estimation of these thermochemical
quantities is important as they could be subsequently used to compute the kinetics
of several such reactions in aqueous medium.

The following mercury compounds were studied: HgXC, HgX2, HgX3
�,

HgX4
2� (X D Cl, Br, I, CN, and SCN). Pseudohalides (CN�, and SCN�) were

also added in the studies, as they also form known mercury compounds in the
environment with thermochemical characteristics comparable to those of halides
[111]. The molecular structures were fully optimized in the gas phase using CCSD
techniques and these structures were all verified using the available experimental
results. For few larger systems, the structures were optimized at the MP2 level. The
information of the gas-phase structures were used to generate structures of these
species in aqueous medium (through geometry optimization) at the CCSD/MP2
level using a polarized continuum model with conductor-like screening reaction
field (CPCM) [112, 113]. The full details of structure analysis are available in the
original article [106].

The reactions considered for the thermochemical studies could be written in the
following way:

HgXn
q.aq/C X�.aq/ ! HgXn

q�1.aq/ (12.37)

where q represents charge of the species HgXn
q (n D 0–4), depending on the number

of X (n) attached to it. The Gibbs free energies computed for the gas phase and the



12 Application of Quantum-Chemical Techniques to Model Environmental. . . 461

Table 12.2 Calculated �Gı

aq (kcal mol�1) for the various HgXn
m (XDCl, Br, I, CN,

SCN) formation reactions due to vertical and equilibrium solvation of the respective
solutes in aqueous medium at the CCSD/CPCM level of theories (unless otherwise
mentioned)a,b

�Gı

aq

Reactions Vertical Equilibrium Expt.d

Hg(aq)
CCCCl(aq)

�!HgCl(aq)
C �14:17 �17:63 �9:22

HgCl(aq)
CCCl(aq)

�!HgCl2(aq) �15:58 �16:95 �8:73
HgCl2(aq)CCl(aq)

�!HgCl3
�

(aq) 1:21 2:24 �1:13
HgCl3

�

(aq)CCl(aq)
�!HgCl4

2�

(aq) 3:11 5:68 �1:52
Hg(aq)

CCC 4Cl(aq)
�!HgCl4

2�

(aq) �25:44 �26:69 �20:61
Hg(aq)

CCCBr(aq)
�!HgBr(aq)

C �10:38 �12:60 �12:33
HgBr(aq)

CCBr(aq)
�!HgBr2(aq) �8:84 �9:95 �11:45

HgBr2(aq)CBr(aq)
�!HgBr3

�

(aq) 5:83 3:67 �2:97
HgBr3

�

(aq)CBr(aq)
�!HgBr4

2�

(aq) 6:06 10:10 �1:80
Hg(aq)

CCC 4Br(aq)
�!HgBr4

2�

(aq) �7:04 �8:78 �8:78
Hg(aq)

CCC I(aq)
�!HgI(aq)

C �12:86 �13:93 �17:46
HgI(aq)

CC I(aq)
�!HgI2(aq) �7:77 �9:83 �15:16

HgI2(aq)C I(aq)
�!HgI3

�

(aq) 5:71 4:85 �5:17
HgI3

�

(aq)C I(aq)
�!HgI4

2�

(aq) 7:53 9:34 �2:78
Hg(aq)

CCC 4I(aq)
�!HgI4

2�

(aq) �7:39 �9:67 �40:57
Hg(aq)

CCCCN(aq)
�!HgCN(aq)

C �26:24 �26:69 �17:46
HgCN(aq)

CCCN(aq)
�!Hg(CN)2(aq) �25:21 �25:46 �15:16

Hg(CN)2(aq)CCN(aq)
�!Hg(CN)3

�

(aq) 3:88 2:62 �5:17
Hg(CN)3

�

(aq)CCN(aq)
�!Hg(CN)4

2�

(aq) 0:61c 0:72c �4:09
Hg(aq)

CCC 4CN(aq)
�!Hg(CN)4

2�

(aq) �63:96 �66:25 �56:29
Hg(aq)

CCC SCN(aq)
�!HgSCN(aq)

C �12:88 �13:63 �23:59
HgSCN(aq)

CC SCN(aq)
�!Hg(SCN)2(aq) �7:85 �10:46 �23:50

Hg(SCN)2(aq)CSCN(aq)
�!Hg(SCN)3

�

(aq) 3:93c 3:20c �5:10
Hg(SCN)3

�

(aq)C SCN(aq)
�!Hg(SCN)4

2�

(aq) 2:18c 1:41c �2:52
Hg(aq)

CCC 4SCN(aq)
�!Hg(SCN)4

2�

(aq) �25:44c �26:21c �29:59
Experimental data are also added for comparison, Reprinted from Majumdar et al. [106].
With kind permission of © Elsevier (2010)
aThe �Gı

aq is calculated using Eq. 12.38
bThe parameters for calculation of �Gı

aq is available in the supplementary section of
[106]
cComputed at the MP2/CPCM level
dRef. [111, 114]

solvated species were used to estimate the �Gıaq of the reaction using the relation
(12.38) (obtained through thermodynamic cycle) [106].

�Gıaq D .�Gıg C�Gıs3/� .�Gıs1 C�Gıs2/ (12.38)

Here�Gısi (i D 1–3) are the corresponding�Gısol (Gibbs free energy of solvation)
of HgXn

q, X�, and HgXn
q�1, respectively and �Gıg is the Gibbs free energy

change for the gas-phase reaction. The various reactions studied for the formation
of the mercuric compounds HgXn

q are shown in Table 12.2 together with the
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corresponding �Gıaq values. Both vertical and equilibrium solvation conditions
were considered and the available thermodynamic data (experimental) from the
literature [111, 114] were included for comparison. It is to be noted from the�Gıaq

that while the behaviors of cyanides are very different from rest of the halides, the
thiocyanate reactions are very close to those of iodides.

The results (Table 12.2) show that although the calculated values are quite close
to �Gaq

ı from the literature, there are large deviations in a few cases. Two possible
sources of error are feasible in such calculations. The first source of error lies in the
inaccuracy of the calculated �Gıs of cations and anions (�Gıs1 and �Gıs2). The
results from most of the continuum solvation calculations [115, 119] on various
cations and anions are usually close to the data of Marcus [120] (the so-called
absolute �Gı) and reliability of the computed values could be checked by fitting
them with those of the absolute �Gı. It has been found that the computed values
on various divalent cations and monovalent anions (using similar level of theory
used for mercury compounds) fit linearly with the data of Marcus [120] quite well
[106]. But the more serious problem lies in obtaining the reliable absolute �Gı of
mercury halides, cyanides, and thiocyanates through Marcus’s scale (because of the
lack of sufficient thermodynamic data in this respect). If it is assumed that whatever
might be the scale of reference, the ultimate value of �Gıaq for the formation of
such compounds are the same (since it generates equilibrium constant K of such
reactions), the most practical approach in the present situation would be to fit the
computed�Gıaq with respect to those of standard thermodynamic data (Table 12.2).
Figure 12.8 shows that the computed �Gıaq, using both vertical and equilibrium
solvation of the solutes, fits linearly with those of the standard data. The recalculated
�Gıeq in most of the cases is within �2 kcal mol�1 of the experimental data.
The results might not produce accurate kinetics of such reactions, but it could be
a good starting point to study the qualitative features related to the kinetics of such
processes.

12.3.6 Mercury Depletion Involving Other Oxidizing Agents

Apart from halides and halogen oxides, several other oxidizing agents also play im-
portant role in atmospheric mercury depletions. These are mostly O3, atmospheric
OH radical, H2O2, and SO3. Both gas-phase and aqueous-phase rate constants as
well as the equilibrium constants of such reactions are experimentally known. These
are represented below with references (within square brackets).

Gas-phase reactions:

Hg C O3 ! HgO C O2I k D 8:43 � 10�17 � exp.�1407K=T / cm3M�1s�1
[121]
Hg C OH ! HgO C HI k D 3:55 � 10�14 � exp.294K=T / cm3M�1s�1 [122]
Hg C H2O2 ! HgO C H2OI k D 8:5 � 10�14cm3M�1s�1 [123]
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Fig. 12.8 Correlation of the experimental and calculated �Gı

aq of the various HgXC, HgX2,
HgX3

�, and HgX4
2� (XDCl, Br, I, CN, and SCN) complexes. The data are available in

Table 12.2. Three of the calculated values (i.e., HgI4
2�, HgBr4

2�, and Hg(SCN)2), which are
quite off from the experiment (see Table 12.2) are not included in the correlation (Reproduced
from Majumdar et al. [106]. With permission of © Elsevier 2010)

Aqueous-phase reactions:

Hg C O3 ! HgO C O2I k D 4:7 � 107M�1s�1 [124]
HgO C HC ! Hg2C C OH�I k D 1:0 � 1010 M�1s�1 [63]
Hg C OH ! Hg2C C OH�I k D 2:0 � 109M�1s�1 [125]
HgC C OH ! Hg2C C OH�I k D 1:0 � 1010M�1s�1 [125]
HgSO3 C ŒH2O� ! Hg C HSO4

� C HCI k D 0:011s�1 [69]

Aqueous-phase equilibria:

Hg2C C OH� • HgOHCI K D 4:0 � 10�10M�1 [114]
HgOHC C OH� • Hg.OH/2I K D 1:58 � 10�11M�1 [114]
Hg2C C SO3

2� • HgSO3I K D 2:0 � 1013M�1 [126]
HgSO3 C SO3

2� • Hg.SO3/2
2�I K D 1:0 � 1010M�1 [126]

The reactions involving HO2
• and/or O2

•� are not included in this class of
reactions as they were found to be quite unlikely from one-electron reduction
potential measurements [110]. These reactions are quite important in atmospheric
mercury depletion reactions and generation of Hg2C ions in the atmosphere in
aqueous condition for further recombination reactions. Important quantum chemical
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approaches have not yet been carried out for such reactions. They are included here
because of their importance in future studies on more accurate Hg-depletion reaction
modeling.

12.3.7 Concluding Remarks

The present review is primarily motivated by the need to introduce the usefulness of
quantum-chemical methods to study the kinetics and thermochemical characteristics
of various environmental mercury depletion reactions. After a brief survey of the
various models of mercury depletion processes, the available reaction kinetics
involving such reactions are discussed in details. The reactions investigated are
mostly based on collisional process, as it is considered to be the most likely
reaction feature in the upper atmospheric region. Elemental forms of mercury
and halogen, halogen oxides, and OH radical (as oxidants) are involved in such
reactions. The methods of computation of such kinetics are discussed in details
and the results are compared with experiments. The mercury depletion can also
occur through gas-snow interfaces, inside snowpacks or in purely solvated condi-
tions. Thermochemical studies can lead to detailed understanding of such processes
and they are discussed in detail in the latter part of the review (Sects. 12.3.4 and
12.3.5). Mercury depletion reactions involving other oxidants (e.g., O3, OH, H2O2)
have been discussed in the last section (Sect. 12.3.6). Proper quantum chemical
treatments are not explored yet in such cases. It is to be observed that the rate
constants as well as Gibbs free energy change (�G0) are very sensitive to the
theoretical approaches employed and even with the use of very high level quantum-
chemical approaches, the experimental results are not reproduced properly (within
1 kcal mol�1). Several reasons are there for such disparity and they have been
addressed in this review. On the other hand, as we have discussed, these methods
could be employed to almost all kinds of reactions with sufficient accuracy to model
such mercury depletion reactions in the environment. This is the most important
advantage of the use of quantum-chemical techniques in the evaluation of such
processes.
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Chapter 13
Computational Perspectives on Organolithium
Carbenoids

B. Ramu Ramachandran and Lawrence M. Pratt

Abstract Lithium carbenoids are extremely useful reagents in synthetic organic
chemistry and have been widely used for generating various reactive intermediates
needed for chemical synthesis with high yield under relatively mild conditions.
The mechanisms of their reactions are typically quite complex and often strongly
influenced by aggregation state, solvent effects, relative stabilities of diastereomers
and constitutional isomers, formation of pre-reactive complexes, and Lewis acid
catalysis, in addition to factors under the control of the experimentalist, such as
reagent preparation, concentration, and temperature. Computational studies are
indispensable for understanding the role played by the former factors in the
reactions and to gain insights into the impact of the latter on the former. In
this chapter, we discuss some themes that have emerged and the insights gained
from more than a decade of computational investigations. We focus on two types
of organolithium reagents: halomethyllithiums and oxiranyllithiums. They appear
to represent contradictory paradigms in certain aspects. In the context of these
molecules, we also report on recent studies of the performance of a collection of
density functional approximations for reproducing the geometries and energetics
predicted by correlated wave function methods.
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13.1 Introduction

Lithium carbenoids are important reagents in synthetic organic chemistry. The
widespread use of organometallic carbenoid species for synthesizing cyclopropane
rings has a long history dating back at least to the 1958 report by Simmons
and Smith (using the “Simmons-Smith” or SS reagent IZnCH2I) [1], which was
followed up by a more detailed report in 1959 [2]. Halomethyllithiums (X-CH2-
Li; X D F, Cl. Br, I) are exceptionally well-suited for inserting the methylene group
into a double bond in a stereospecific manner under extremely mild conditions. In
addition to halomethyllithiums, carbene-like reactivity has been observed in 1-halo-
1-lithioalkenes and ’-lithioethers, particularly oxiranyllithium compounds. Reports
of experimental studies indicate that Li–CH2–X (X D halogen) are more reactive
than Li–CH2–O–R, where R D H, or some other group (as in lithium oxiranes)
[3–5]. As carbene-like species, lithium carbenoids undergo a variety of single- and
double-bond insertion reactions. Nucleophilic reactions of related oxiranyllithium
carbenoids are also known [6–9].

The chemistry of organolithium compounds in general, and carbenoid species in
particular, is quite complex because of their tendency to form aggregates in solution.
The reactivity and the thermochemistry often depend sensitively on the aggregation
state and solvation effects [10, 11]. The precise nature of the reactive species is
difficult to characterize experimentally and, therefore, computational investigations
are necessary to further our understanding. However, computational investigations
of organolithium chemistry also present many challenges. Semiempirical methods
are poorly parameterized for lithium compounds [12]. Electron correlation effects
appear to be quite important in the intermolecular interactions in these species,
which means that relatively high levels of theory are necessary. Ethereal solvents
like tetrahydrofuran (THF) bind quite strongly as ligands to the lithium atoms,
forming a “supermolecule” consisting of the organolithium molecule and its first
solvation sphere [13, 14]. Steric and electronic effects of the coordinated ligands are
important in determining the aggregation state and reactivity, and the steric effects
introduced by the solvent ligands cannot be adequately represented by continuum
solvation models.

In this chapter, we discuss the general themes that have emerged and the insights
gained from more than a decade of computational investigations of organolithium
carbenoids. We focus on two types of organolithium reagents: halomethyllithiums
and oxiranyllithiums. In the context of these molecules, we also report on recent
studies of the performance of a collection of density functional approximations for
reproducing the geometries and energetics predicted by computationally much more
expensive correlated wave function methods.

The following aspects of computational organolithium chemistry are addressed
in the subsequent subsections of this chapter.

• Relative stability of aggregated states, and the role of solvents in determining
relative stabilities
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• Influence of aggregation states on reactivities
• Formation of pre-reactive complexes and the implications for “naïve” evaluation

of reaction barriers
• The choice of DFT functionals, especially for modeling aggregation states and

solvation states

Unless explicitly specified, the computational results discussed below were
obtained with the split valence polarized basis set 6-31 C G(d) which, we have
found, offers an acceptable compromise between a reasonably complete description
of the various types of interactions present and computational effort. Various recent
versions of Gaussian were used in our work: Gaussian 98 [15] in some of the earliest
work described, and Gaussian 03 [16] and Gaussian 09 [17] in the more recent
work. Our strategy for locating transition states has been to start with a “reasonable”
geometry as input and then use the opt D TS option in Gaussian with an initial
calculation of force constants, at a low level of theory, typically Hartree-Fock (HF).
If this attempt failed, we employed the QST2 or QST3 algorithms [18, 19] to
locate the transition states. Once a saddle point geometry is identified (with one
imaginary frequency), then that geometry is used as input for post-HF methods such
as second-order Møller-Plesset perturbation theory (MP2), coupled-cluster theory
[CCSD(T)] as well as Kohn-Sham Density Functional Theory (DFT). Intrinsic
reaction coordinate (IRC) calculations were performed using the algorithms of
Gonzalez and Schlegel [20] as implemented in Gaussian 03 and Gaussian 09.

Special care is taken to ensure consistent handling of standard states [21, 22].
Specifically, a correction term RTln(cıRT/Pı) must be added per mole of each
species in the reaction under consideration, which represents the change in free
energy involved in compressing the system from standard pressure Pı (or a
concentration of Pı/RT) used in gas-phase calculations to the standard concentration
of cıD 1 mol/L commonly used for solutions. This term is numerically equal to
C0.91 kcal/mol at 173.15 K and C1.89 kcal/mol at 298.15 K. While it cancels from
both sides when the net change in the number of moles due to reaction�n D 0, it is
a non-negligible correction in cases where�n ¤ 0.

Solvent effects in coordinating solvents, in this case THF, were modeled by
placing explicit solvent ligands on the lithium atoms. Yet another correction is
required for cases where a THF ligand dissociates, as in

RLi �nTHF � RLi �mTHF C .n �m/THF

for which

�Gı D �RT ln
ŒRLi � mTHF�

ŒRLi � nTHF�
� .n �m/RT ln

ŒTHF�

cı
: (13.1)

Since the concentration of pure THF is different from the standard concentration
cı, it needs to be evaluated from its molar volume at the temperature and pressure
under consideration. This is most conveniently done using the empirical expression



474 B.R. Ramachandran and L.M. Pratt

provided by Govender et al. [23]. This approach to modeling solvation effects on
organolithium compounds has been used in other studies [22–29], and has been
found to give results in agreement with available experimental results.

13.2 Relative Stability of Aggregated States and the Role
of Solvents in Determining Relative Stabilities

The tendency of organolithium compounds to form aggregates was mentioned
earlier. A review by Gossage et al. provides a well-referenced discussion of this
aspect [30]. It is well-known that n-butyllithium, a very commonly employed
organolithium reagent, exists as a hexamer in solid state. This aggregation state
persists at least to some extent in nonpolar solutions. In polar solvents, especially
those that coordinate to the lithium (such as ethers), it has been suggested that
smaller aggregates are more common [31]. In such media, the solvent molecules co-
ordinate quite strongly with lithium as has been established by NMR spectroscopy,
kinetics, and X-ray crystallography [32–34]. Because of this, the steric effects of
the first solvation shell needs to be explicitly included in computational treatments
[11, 28, 35]. In lithium carbenoids and carbanions, the Li atom acquires a rather high
partial positive charge. Aggregation appears to be primarily driven by the long-range
noncovalent interactions induced by such charge concentration.

Halomethyllithium carbenoids readily form dimers and tetramers in the gas
phase. Our previous work suggested that the dominant reactive species in
halomethyllithium carbenoids are dimers or tetramers in the gas phase and
noncoordinating solvents [36, 37]. Many mixed aggregates are also quite stable
relative to the monomers [29]. Table 13.1 summarizes the dimerization energies
of halomethyllithium carbenoids with respect to the monomer. Two constitutional
isomers of the dimers were identified in our previous work [37]. These are labeled 6

Table 13.1 Gas-phase
dimerization and
tetramerization free energies
at 173.15 K, �Gı (kcal/mol),
for halomethyllithiums
(LiCH3X; XD F, Cl, Br),
which form two types of
dimers labeled 6 and 7

�Gı

B3LYP �Gı

MP2 �Gı

MP2// B3LYP

2 LiCH3X! 6
XD F �38.65 �40.25 �40.29
XDCl �31.69 �37.44 �38.01
XDBr �32.17 �36.17 �36.50

2 LiCH3X! 7
XD F �38.21 �39.48 �39.46
XDCl �29.53 �35.51 �35.84
XDBr �31.43 �35.61 �35.93

2 6! .LiCH3X/4
XD F �19.59 �23.58 �23.83
XDCl �16.70 �29.37 �29.69
XDBr �28.02 �39.99 �40.12
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Table 13.2 Gas-phase dimerization and tetramerization free energies
�Gı (kcal/mol) at 298.15 K for oxiranyllithiums (CH2–(O)–CH–Li),
which form two diastereomeric dimers (RR, RS) and three diastere-
omeric tetramers (RRRR, RRRS, and RRSS)

�Gı

B3LYP �Gı

M062X �Gı

MP2//B3LYP �Gı

MP2//M06-2X

2 CH2 � .O/� CH� Li! Dimer
RR �39.12 �42.39 �41.21 �41.16
RS �39.22 �42.49 �41.27 �41.28

Dimer! Tetramer
RRRR �10.02 �22.85 �19.03 �17.71
RRRS �9.92 �22.91 �18.74 �18.87
RRSS �9.25 �19.61 �17.74 �14.52

and 7 in our numbering scheme, which is presented in a later section of this chapter.
Table 13.1 also presents the tetramerization energy of dimer 6 with respect to the
dimer.

For halomethyllithiums, the dimerization free energies are found to be substan-
tial. Although gas-phase results are shown, the standard state correction mentioned
above makes aggregation even more favorable in nonpolar solvents by increasing the
free energy of the “reactants” relative to the “products” by RTln(cıRT/Pı), as noted
earlier. There are differences of 1–6 kcal/mol in the�Gı values predicted by B3LYP
[38] and MP2 for halomethyllithiums but both sets of predictions are qualitatively in
agreement. Also, the MP2 energies calculated at B3LYP geometries (MP2//B3LYP)
are in excellent agreement with the MP2 results, indicating that both methods predict
very similar geometries. It is immediately obvious that halomethyl carbenoids, even
in moderate concentrations in such environments, are overwhelmingly tetrameric
(perhaps even higher aggregation states).

Oxiranyllithiums also readily form aggregates in the gas phase and nonpolar
solvents [39], as shown in Table 13.2. There are two diastereomers of the dimer,
labeled RR and RS, and the tetramer can exist in three possible forms: RRRR,
RRRS, and RRSS. In the case of the tetramer, substantial differences are observed
between the predictions of B3LYP and M06-2X [40] but both methods predict
that the tetramers are more stable than the dimers. The MP2 energies calculated
at the DFT geometries are more consistent with each other, suggesting that both
B3LYP and M06-2X yield equilibrium geometries that are very similar. The three
tetrameric diasteromers are of comparable stability, and their relative concentrations
in a nonpolar solvent can be calculated from the free energy changes in Table 13.2
after imposing the standard state correction factor of RTln(cıRT/Pı). This analysis
is shown in Table 13.3 for B3LYP and MP2//B3LYP based on an assumed total
concentration of 1 M LiC. The concentrations of RRRR, RRRS, and RRSS add up
to 0.250 in both cases. Since each tetramer contains 4 Li atoms, this accounts for
nearly all of the LiC present, leaving only trace amounts (
10�4 M) of dimeric
species in the solution.

Therefore, in nonpolar solvents, the dominant species present are the larger
aggregates. We will see below that the situation could change rather drastically
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Table 13.3 Relative equilibrium concentrations
(in mol L�1) of dimeric and tetrameric oxiranyl-
lithium species in the gas phase resulting from a
total 1.0 mol L�1 of Li (in whatever form)
Isomer B3LYP MP2//B3LYP

RRRR 0.126 0.168
RRRS 0.090 0.063
RRSS 0.034 0.019

Table 13.4 THF-phase
dimerization and dimer
de-solvation free energies at
173.15 K, �Gı (kcal/mol),
for halomethyllithiums
(LiCH3X; XD F, Cl, Br),
which form two types of
dimers labeled 6 and 7

�Gı

B3LYP �Gı

MP2 �Gı

MP2//B3LYP

2 LiCH3X � 2THF! 6 � 4THF
XD F �11:78 �25:01 �21:60
XDCl �1:82 �22:26 �15:03
XDBr �13:68 �29:53 �27:63
2 LiCH3X � 2THF! 7 � 4THF
XD F �9:73 �23:24 �19:71
XDCl �0:32 �20:71 �17:22
XDBr �11:60 �30:95 �29:57
2 6 � 4THF! .LiCH3X/4 � 4THFC 4THF
XD F �10:75 11:40 6:75

XDCl �5:70 10:03 �2:57
XDBr �6:70 1:76 �0:42
6 � 4THF! 6 � 3THFC THF
XD F �2:21 8:46 5:86

XDCl �5:08 10:29 3:17

XDBr 1:05 11:32 11:51

7 � 4THF! 7 � 3THFC THF
XD F �3:77 7:58 6:63

XDCl �3:28 11:43 7:42

XDBr �0:04 10:49 10:57

in ethereal solvents that coordinate tightly to the Li. In later sections of this
chapter, we will also see that aggregation states have profound influences on the
formation of pre-reactive complexes and on reaction barrier heights, with some
direct linkages between the two. Thus, computational chemistry appears to be able
to make recommendations as to the type of solvents to be used in reagent preparation
for various synthesis experiments with organolithium compounds.

While nonpolar solvents like hexane or cyclohexane are widely used, organo-
lithium reactions are often studied in polar solvents like tetrahydrofuran (THF).
Such solvents coordinate strongly to the lithium atoms and influence the relative
stability of the aggregates and their reactivities. As an example, consider the
dimerization and tetramerization energies of halomethyllithium carbenoids in THF,
shown in Table 13.4. We see that the formation of tetrasolvated dimers from
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disolvated monomers is highly favorable. Unlike Table 13.1, however, there are
significant differences between the �Gı values predicted by B3LYP and MP2, and
also between those from MP2 and MP2//B3LYP. In such cases, the MP2 energies
were lower than MP2//B3LYP, suggesting that the B3LYP equilibrium structure was
significantly different from those found by MP2 [37].

The performance of B3LYP relative to MP2 in the formation of THF-solvated
tetramers is even more problematic and deserves discussion. For steric reasons,
it appears unlikely that the primary solvation sphere of the tetramer will contain
more than one THF coordinated to each lithium, an assumption supported by X-ray
structures of other tetrameric organolithium species [41]. So, the formation of the
THF-solvated tetramer can be envisioned as

2.LiCH2X/2 � 4THF ! .LiCH2X/4 � 4THF C 4THF (13.2)

Table 13.4 shows that B3LYP predicts that Eq. 13.2 is thermodynamically
favorable while MP2 calculations indicate that they are unfavorable. As shown in
[37], these differences in �Gı can be traced to large discrepancies between MP2
and MP2//B3LYP energies for the solvated dimers, implying that the geometries
found by B3LYP are significantly different from those obtained by MP2. These
energy differences get magnified by a factor of 2 in Eq. 13.2. The energy differences
EMP2//MP2 – EMP2//B3LYP for the solvated tetramers for X D F, Cl, and Br are,
respectively, �7.11, �9.04, and �4.68 kcal/mol. The combined differences in
absolute energies are sufficient to account for the large differences between the
MP2 and MP2//B3LYP results tabulated in Table 13.11. As one would expect from
Table 13.1, the differences EMP2//MP2 – EMP2//B3LYP for the gas-phase tetramers are
quite small, ranging from �0.16 kcal/mol for X D F to �1.42 kcal/mol for X D Cl.

Therefore, in the sections that follow, we will base conclusions about THF-
solvated halomethyllithium dimers and tetramers on MP2 results. Further comments
about the performance of B3LYP for these cases are postponed until later in this
chapter, where we shall discuss the relative performance of DFT functionals.

Examining once again the MP2 results for solvated tetramer formation in
Table 13.4 we see that, in sharp contrast to the dimerization and tetramerization
energies in Table 13.1, the formation of the THF-coordinated tetramers are not
thermodynamically favored, although in the case X D Br, appreciable tetramer
concentrations can be expected to coexist with the dimers in a THF solution.
The reason for the dominance of dimers in THF solution, in sharp contrast to the
situation in nonpolar solvents, is obviously the steric effects introduced by the tight
coordination of the ethereal oxygens to the lithium atoms.

The aggregation states of oxiranyllithiums in THF have also been examined.
In Table 13.5, we present the free energy changes for the formation of THF-
solvated dimers from solvated monomers. Not surprisingly, all methods predict
that THF coordination to the lithium atoms up to 2 THF ligands per lithium
in the monomer is thermodynamically favorable. However, significant differences
between the predictions of B3LYP and MP2//B3LYP are in evidence, while there
are much smaller differences between M06-2X and MP2//M06-2X. This trend is
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Table 13.5 Free energies of formation of THF-solvated oxiranyllithium dimers from monomers
(kcal/mol)

Process �Gı

B3LYP �Gı

M062X �Gı

MP2//B3LYP �Gı

MP2//M06-2X

RC 2THF! R�2THF �17.79 �21.08 �24.85 �21.04
2R�2THF! RR�2THFC 2THF �16.97 �15.19 �11.29 �13.85
2R�2THF! RS�2THFC 2THF �16.52 �15.00 �10.88 �13.58
RR�2THFC 2THF! RR�4THF 7.21 �6.91 �10.88 �11.26
RS�2THFC 2THF! RS�4THF 6.39 �7.73 �11.60 �13.20

Table 13.6 Tetramerization free energies of THF-solvated oxiranyllithium (kcal/mol)

Process �Gı

B3LYP �Gı

M062X �Gı

MP2//B3LYP �Gı

MP2//M06-2X

2RR�2THF!
RRRR�4THF

7.21 �15.47 �16.01 �21.37

2RR�2THF! RRSS�4THF 7.04 �13.70 �15.10 �21.25
RR�2THFCRS�2THF!

RRRS�4THF
6.59 �14.08 �15.51 �21.52

2RR�4THF!
RRRR�4THFC 4THF

�7.22 �1.66 5.74 1.15

2RR�4THF!
RRSS�4THFC 4THF

�7.61 �1.56 5.83 �0.38

RR�4THFCRS�4THF!
RRRS�4THFC 4THF

�7.01 0.74 6.96 2.94

exacerbated in the case of the formation of disolvated dimers. The formation of
tetrasolvated dimers are predicted to be thermodynamically unfavorable by B3LYP
but are favored by other methods listed.

The thermodynamics of THF-solvated tetramer formation is even more problem-
atic, as shown in Table 13.6. Formation of tetrasolvated tetramers from disolvated
dimers is found to be unfavorable by B3LYP but is predicted to be favorable by the
other methods employed, including MP2//B3LYP. The formation of tetrasolvated
tetramers from tetrasolvated dimers, including the ejection of 4 moles of pure
solvent, which requires the additional standard state correction using Eq. 13.1, is
predicted to be favorable by B3LYP, unfavorable by MP2//B3LYP, and marginally
favorable or unfavorable (within the probable margin of error in these calculations)
by M06-2X and MP2//M06-2X. Our experiences with THF-solvated halomethyl-
lithiums suggest that B3LYP geometries and energetics for THF-solvated species
might be problematic. Also, for the last three entries of Table 13.6, the average of
j�GB3LYP – �GMP2//B3LYPj is 13.5 kcal/mol, whereas the average of j�GM06-2X –
�GMP2//M06-2Xj is only 2.1 kcal/mol. Therefore, we draw conclusions using the
MP2//M06-2X results in this case. This suggests that (a) tetrasolvated dimers are
readily formed in THF-solution of oxiranyllithiums, and (b) tetrasolvated tetramers
may coexist with them in comparable or smaller amounts. Full optimization of these
large molecules with MP2 proved to be beyond the capabilities of the computational
resource available to us.

The marginal relative stability of tetrasolvated species of oxiranyllithiums
compared to the dimers can be attributed to be the steric effects introduced by the
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relatively bulky THF ligands. In the case of halomethyllithiums, the steric effects
made tetrasolvated tetramers less stable compared to the dimers. It is clear that
continuum solvation models will not be able to account for the relative stabilities
of solvated dimers and tetramers observed in these cases (see Table 12 of [37] and
the associated discussion). Explicitly including solvent molecules in the calculations
(13 atoms per THF) significantly increases the computational effort, especially the
MP2 structure optimizations of the “floppy” molecules that one is forced to deal
with. This is, in fact, a major computational challenge in the study of organolithium
species. The larger aggregates that form the dominant species in a reagent solution
are not only of interest from an energetic and thermodynamic point of view but
also, as we shall discuss in the following subsection of this chapter, they also
exhibit considerably different reactivities in some cases and can play decisive roles
in determining the reaction mechanism.

13.3 Influence of Aggregation States on Reactivities

We now come to one of the main themes of this chapter, namely the role of aggre-
gation and solvation states in the reactivity of organolithium reagents. The influence
of aggregation states in determining reaction pathways was recently and powerfully
illustrated in the case of the cylopropanation reactions of halomethyllithiums, which
could be viewed as the lithium analogue of the SS reaction:

H2C D CH2 C Li � CH2 � X ! cyclopropane C LiX

On the basis of the stereospecificity of the reaction and other experimental
observations, Simmons and Smith proposed a direct, or concerted, addition of
CH2 to the double bond as the mechanism. A two-step mechanism involving
carbometalation of the alkene, resulting in X–(CH2)3–M (where X is the halogen
and M the metal) as intermediate, was proposed by Hoberg in 1962 [42]. Although
Burger and Huisgen in 1970 [43] ruled out this mechanism for X D Cl and M D Li
on the basis of the stereospecificity of the reaction, the collection of available
experimental evidence is not conclusive. For example, Stiasny and Hoffmann [44]
studied intramolecular cyclopropanation reactions using bromolithium carbenoids
and observed that the direct mechanism appears to have the lowest activation
energy, proceeding quite readily even at extremely low temperatures (�110ıC).
However, they also concluded that Lewis-acid-assisted carbolithiation leading to
cyclopropanation (the two-step mechanism) was competitive at higher temperatures
(�20ıC or higher). The possibility of free carbenes (rather than lithiocarbenoids)
being responsible for the reaction has been ruled out by the complete absence of
hydrocarbon isomerization products in these experiments.

One of the first computational studies of the reactions considered here Eq. 13.2
appear to be that of Nakamura et al. [45] who briefly examined the case of Li-CH2-
Cl for comparison while conducting a study of the Zn-based SS reactions. Based
on the B3LYP/6-31G(d) reaction barrier heights of gas-phase (or nonpolar solvent)



480 B.R. Ramachandran and L.M. Pratt

reactions involving monomeric carbenoid species, Nakamura et al. concluded that
no preference existed between the two pathways for the case of Li (in contrast, the
SS reaction with the organozinc reagent showed a clear preference for the concerted
mechanism). Hermann et al. studied the concerted pathway only, in a study of the
influence of leaving groups (X D F, Cl, Br, I, and OH) [46]. The first computational
study to consider the influence of aggregates and explicit solvation on this reaction
is that of Ke, Zhao, and Phillips (KZP) [47], in which the cases of X D F and OH
were studied at the B3LYP/6-311 G(d,p) level of theory. That paper is part of a long
series of outstanding computational investigations of metalocarbenoid-mediated
cyclopropanation reactions from Phillips and coworkers [47–52], which includes
a careful reinterpretation of the experimental observations of Stiasni and Hoffman.
The work of KZP in [47] was followed by the study of Pratt, Ramachandran, and
coworkers [37] (for X D F, Cl, Br), which confirmed many of the conclusions of
KZP and also reported some novel aspects of these reactions.

Prior to the work of KZP, computational studies of monomeric reactants
suggested that cyclopropanation using halomethyllithium carbenoids proceed either
by a direct insertion into the alkene C-C bond as shown in Eq. 13.3, or by a multistep
process in which a 3-halo-1-propyllithium intermediate is first formed as shown in
Eq. 13.4.

H2C D CH2 C Li � CH2 � X ! TS1 ! cyclopropane C LiX (13.3)

H2CDCH2CLi�CH2�X ! complex 20 ! TS 2 ! Li�.CH2/3�X
3

(13.4)

The intermediate could then undergo a syn- or anti-elimination of the lithium
halide to form cyclopropane:

Li � .CH2/3 � X
3

! ŒTS 4 .anti/ or 5 .syn/� ! cyclopropane C LiX: (13.5)

These reaction pathways, including the formation of the pre-reactive complex 20,
were confirmed by IRC calculations at the MP2 level of theory in the gas phase by
us in [37].

Reactions of the dimeric species are analogous to Eqs. 13.3 and 13.4. Pratt and
coworkers have identified two distinct constitutional isomers for the dimeric species
[53], denoted as 6 and 7, with structures shown below.

H2C D CH2 C .Li � CH2 � X/2
6 or 7

! ŒTS structure�
TS 8 or TS 9

! cyclopropane C LiX C Li � CH2 � X (13.6)

H2C D CH2 C .Li � CH2 � X/2
6 or 7

! complex 100 or 110

! ŒTS structure�
TS 10 or TS 11

! Li � .CH2/3 � X
3

CLi � CH2 � XI (13.7)
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As in the case of the monomers, the existence of the pre-reactive complexes in
Eq. 13.7 was verified by IRC calculations at the MP2 level [37]. The structural
formulae of the important monomeric and dimeric species studied for the case of
ethylene are summarized above.

We have also verified [37] that the reactions of lithium carbenoids with 2,3-
dimethyl-2-butene (DMB) proceed through similar mechanisms and involve similar
intermediate and transition state structures, thus establishing the generality of the
observations and conclusions to be presented below.

The remainder of this subsection is organized as follows. In Sect. 13.1.3.1,
we discuss the reactions of monomeric and dimeric halomethlylithiums with
ethylene in the gas phase. The reactions of the monomers and dimers in THF
medium are discussed in Sect. 13.1.3.2. The reaction of gas-phase tetramers is
the subject of Sect. 13.1.3.3. The formation of substituted cyclopropane rings
is examined in Sect. 13.1.3.4 by considering the reactions of halomethyllithium
monomers and dimers with 2,3-dimethyl-2-butene. The reactions of monomeric and
aggregated oxiranylithiums with ethylene are discussed in Sect. 13.1.3.5. Finally, in
Sect. 13.1.3.6, we present the calculations of reaction rate constants and the estima-
tion of Arrhenius activation energies for these reactions using the Eyring equation.

13.3.1 Reactions of Halomethyllithiums with Ethylene
in Gas Phase or Nonpolar Solvents

In Table 13.7, we tabulate the free energy of activation �G� at �100ıC (173.15 K)
with respect to reactants for the concerted and stepwise pathways of the monomer
(Eqs. 13.3 and 13.4), the concerted and stepwise reactions of the two dimers
(Eqs. 13.6 and 13.7), and those of the tetramer formed from two units of dimer 6,
all in the gas phase. With the correction factor for standard states, described above,
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Table 13.7 Reaction barriers
�G� (kcal/mol) for the
methylene transfer (direct)
and carbolithiation (stepwise)
pathways of
halomethyllithium
monomers, dimers
Eqs. 13.3–13.7 and tetramers
in the gas phase at 173.15 K

�G�
B3LYP �G�

MP2 �G�
MP2//B3LYP

H2C D CH2 C Li� CH2 � X! TS 1 Eq. 13.3
XD F 11:44 12:80 12:84

XDCl 10:49 13:42 12:96

XDBr 10:49 11:67 11:56

H2C D CH2 C Li� CH2 � X! TS 2 Eq. 13.4
XD F 9:38 12:34 12:20

XDCl 12:14 11:97 11:66

XDBr 11:72 12:14 12:03

TS 4.anti/; relative to H2CD CH2 C LiCH3X Eq. 13.5
XD F 24:85 19:92 19:69

XDCl 15:88 15:38 15:04

XDBr 15:43 11:14 10:82

TS 5.syn/; relative to H2C D CH2 C LiCH3X Eq. 13.5
XD F 5:52 8:09 8:54

XDCl 10:16 14:89 14:63

XDBr 10:65 14:11 14:33

H2C D CH2 C 6! TS 8 Eq. 13.6
XD F 11:44 11:60 11:49

XDCl 13:69 14:83 16:51

XDBr 11:18 12:59 12:62

H2C D CH2 C 7! TS 9 Eq. 13.6
XD F 10:59 10:43 10:29

XDCl 9:80 12:23 11:74

XDBr 13:93 10:55 10:47

H2C D CH2 C 6! TS 10 Eq. 13.7
XD F 27:42 29:21 29:21

XDCl 29:24 30:54 33:71

XDBr 24:04 23:73 24:32

H2C D CH2 C 7! TS 11 Eq. 13.7
XD F 23:81 25:26 25:19

XDCl 23:78 24:29 27:20

XDBr 21:66 21:33 21:97

these results can be considered valid for nonpolar solvents as well. The effect of this
correction will be to lower all�G� values in Table 13.7 uniformly by 0.91 kcal/mol
at 173.15 K.

As already noted, the monomers appear to show no preference between the
two pathways. However, the reaction barriers for the stepwise reaction of the
dimers are higher than those for the direct pathway by more than a factor of 2,
indicating a clear preference for the former, especially at the low temperatures in
which these reactions are typically carried out. We have already seen in Table 13.1
that in nonpolar solvents, the tetrameric form dominates. Toward the bottom of
Table 13.7, we show the reaction barriers for the concerted and stepwise reactions
of the tetramer formed from two units of dimer 6. The �G� for the concerted
reactions of the tetrameric species are even lower than those for the dimers, while
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Fig. 13.1 The MP2/6-31CG(d) IRC in (amu)1/2 bohr for the concerted and stepwise reactions
of gas-phase dimers of LiCH2Br. All energies are relative to the asymptotic reactants H2CDCH2

C LiCH2Br. (a) IRCs of dimer 6. The point B is at an energy of �13.8 kcal/mol, at reaction
coordinate value of 2.97. (b) IRCs of dimer 7. The point B is at an energy of �15.2 kcal/mol, at
reaction coordinate value of 2.69. The significance of the dashed lines is the same as in Fig. 13.1.
The zero of the energy axis represents the reactants at infinite separation (Reproduced from Pratt
et al. [37]. With kind permission of © The Chemical Society of Japan 2009)

the tetrameric �G� for the stepwise reactions are even higher. These results are
consistent with the B3LYP/6-311 G(d,p) of KZP. The conclusion we can draw is
that the preferred reaction pathways and indeed the reactivity of cyclopropanation
reactions of halomethyllithiums depend sensitively on the aggregation states of the
reactants. Given that halomethyllithiums in nonpolar media are overwhelmingly in
the aggregated state (Table 13.1), the data presented in Table 13.7 establishes that
the cyclopropanation reactions of halomethyllithiums with alkenes proceed by the
direct mechanism in nonpolar solvents.

We have examined the reactions of 2,3-dimethylbutene with the halomethyllithi-
ums and found that the same pattern in�G� for the concerted and stepwise reactions
are observed for the monomers and dimers. Thus, it appears that the formation
of substituted cyclopropane rings is also more facile with aggregated Li-CH2-X
species.

The MP2/6-31 C G(d) level IRCs for the concerted and stepwise reactions of the
gas-phase dimers 6 and 7 are presented in Fig. 13.1, for the case of X D Br. The solid
symbols connected by the solid line represent the IRC of the concerted mechanism
Eq. 13.6. The point A represents the farthest point along the IRC for which structures
could be converged, starting from the transition states TS 8 or 9 and proceeding
toward the reactants. The empty symbols connected by the solid line represents
the IRC for the first step of the stepwise mechanism Eq. 13.7, and the point D
represents the minimum value of the IRC for which structures could be converged,
starting from TS 10 or 11 and proceeding toward the reactants. The nature of this
IRC suggested that pre-reactive complexes are being formed in both cases. The
optimized structure of these complexes are represented by the point C, which is
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Fig. 13.2 The structures corresponding to the labeled points on the IRCs of dimer 6 shown in
Fig. 13.5 for LiCH2X, XDBr. The corresponding structures for XD F and Cl are similar. Bond
lengths shown are in Angstroms (Adapted from Pratt et al. [37]. With kind permission of © The
Chemical Society of Japan 2009)

placed schematically on the IRC (i.e., the value of the reaction coordinate for this
point is guided only by the physically reasonable expectation that the IRC should
smoothly connect the point D to the reactants while passing through C). Spline
interpolations connecting these calculated points to the asymptotic reactants in a
physically reasonable manner are shown as dashed lines. The molecular structures
corresponding to the labeled points for dimer 6 are shown in Fig. 13.2. We have
examined and confirmed that the IRCs and structures for the cases X D F and Cl are
qualitatively similar. The structures at the labeled points along the IRC for dimer 7
are given in Fig. 7 of [37].

The IRCs plotted in Fig. 13.1 clearly show that in the case of dimeric halomethyl-
lithiums, the concerted pathway is overwhelmingly preferred to the stepwise
reaction pathway. In contrast, the IRCs for the direct and stepwise reactions of
the monomeric halomethyllithiums [37] show no such preference. In those cases
also, the IRCs provided strong indications that pre-reactive complexes were formed
in the case of the stepwise pathway, but not in the concerted pathway. From the
structures shown in Fig. 13.2 and those given in [37] for the monomers, it appears
that the reaction pathway is determined by the relative orientations of the reactants
during the initial approach. If the methylene group approaches the double bond first,
the concerted pathway is followed. On the other hand, if the Li atom approaches
the  -cloud of the ethylene double bond, the pre-reactive complexes are formed,
which puts the reactants on the stepwise reaction pathway. This would have an
inhibitory effect on the net reaction rate because, given the high reaction barriers for
the stepwise reaction pathway, the reaction cannot proceed unless the pre-reactive
complexes dissociate and reorient so as to follow the direct pathway.
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13.3.2 Reactions of Halomethyllithiums in THF with Ethylene

The primary solvation shell of lithium carbenoids in THF appears to consist of
two THF ligands strongly bound to each Li. Steric factors inhibit the coordination
by additional solvent molecules. The bis-THF-solvated carbenoid monomers were
found to undergo similar reactions to those in the gas phase. The direct insertion
is initiated by the interaction of the methylene group with the alkene double bond,
leading to TS 1�2THF.

Comparisons between the calculations of KZP [47] and our own [37] reveal some
interesting differences in the structure and solvation states in dimethylether (DME)
versus THF. Unlike the gas-phase carbometalation reactions and the calculations
of KZP with coordinated DME ligands, we were unable to identify a pre-reactive
complex for the bis-THF-solvated monomers. An intermediate similar to the gas-
phase pre-reactive complex 20 in Fig. 13.1 was found for the monosolvated case:

H2C D CH2 C LiCH2Cl � 1THF ! 20 � 1THF .X D Cl/ I
�U ı0;B3LYP D �2:90 kcal=mol (13.8)

However, relative to ethylene and LiCH2Cl�2THF, the formation of the monosol-
vated complex is energetically unfavorable:

H2C D CH2 C LiCH2X � 2THF ! 20 � 1THF .X D Cl/C THFI
�U ı0;B3LYP D 8:55 kcal=mol (13.9)

The formation of the pre-reactive complex is also unfavorable on the basis of
free energy change, which is found to be �GıD C4.13 kcal/mol for Eq. 13.8 and
C9.90 kcal/mol for Eq. 13.9 at the B3LYP/6-31 C G(d) level.

KZP report a weakly bound (�UıB3LYP/6–311CG(d,p) D �1.4 kcal/mol) complex
between LiCH2F�2DME and ethylene, but the alkene is more than 5 Å away from
the solvated species (Fig. 4 of [47]). We searched for, but could not find, a similar
complex for LiCH2X�2THF at the DFT or MP2 levels of theory. It appears that
the more rigid structure of the THF ligands and their stronger interaction with the
Li atom introduces greater steric and energetic constraints that are not present in
the DME solvent. In spite of the absence of a stable pre-reactive complex in the
case of the bis-THF-solvated monomers, the stepwise addition appears to follow
the essential stages of the gas-phase reaction, including the formation of the four-
membered TS 2�2THF leading to the intermediate 3�2THF.

The B3LYP, MP2, and MP2//B3LYP free energy changes associated with the
concerted and stepwise insertions (through TS 1�2THF and TS 2�2THF, respec-
tively) and the formation of the intermediate 3�2THF are summarized in Table 13.8.

Comparison of the MP2 and MP2//B3LYP results in Tables 13.7 and 13.8 show
that, with the exception of X D Br, solvation has no significant effect on the�G� for
direct insertion while solvation increases the barrier heights for the stepwise reaction
by 3–7 kcal/mol. (The difference in the�G� of TS 2 and TS 2�2THF is much larger
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Table 13.8 The free energy differences (kcal/mol) at 173.15 K for the
cyclopropanation reactions of H2CDCH2 and LiCH3X.2THF in THF
solvent

�Gı

B3LYP �Gı

MP2 �Gı

MP2//B3LYP

H2CD CH2 C LiCH3X � 2THF! TS1 � p2 2THF Eq. 13.3
XD F 13:30 12:73 13:27

XDCl 12:91 13:26 13:10

XDBr 10:26 8:45 8:42

H2CD CH2 C LiCH3X � 2THF! TS2 � 2THF Eq. 13.4
XD F 18:58 16:80 15:38

XDCl 23:05 17:85 18:45

XDBr 21:30 15:90 17:27

H2CD CH2 C LiCH3X � 2THF! 3 � 2THF Eq. 13.4
XD F �12:46 �19:15 �18:59
XDCl �4:09 �13:39 �12:70
XDBr �4:75 �13:30 �12:68
H2CD CH2 C LiCH3X � 2THF! CyclopropaneC LiX � 2THF
XD F �59:40 �66:00 �66:89
XDCl �58:62 �64:31 �65:65
XDBr �55:76 �64:13 �64:61
TS 4 � 2THF .anti/ ; relative to H2CD CH2 C LiCH3X � 2THF Eq. 13.5
XD F 13:67 7:37 7:05

XDCl 6:76 4:83 4:79

XDBr 6:33 0:87 0:24

TS 5 � 2THF .syn/ ; relative to H2CD CH2 C LiCH3X � 2THF Eq. 13.5
XD F 13:77 13:77 14:25

XDCl 18:34 19:33 20:77

XDBr 16:13 15:95 16:76

at the B3LYP level of theory, ranging from 9 to 11 kcal/mol.) Unlike the gas phase,
the concerted mechanism is preferred over the stepwise reaction of monomers when
explicit THF solvation is considered. These observations are consistent with the
trends in the energy barriers reported by KZP (Table 1 of [1]) for the case of two
coordinated dimethylether (DME) solvent molecules.

The effect of THF solvation on the second step in the stepwise mechanism,
namely, the elimination of the lithium halide through syn or anti pathways, also
appears to be quite significant as shown in Table 13.8. When compared to the gas
phase (Table 13.7), THF solvation appears to uniformly lower the energy of TS
4�2THF for anti-elimination relative to the reactants while raising the energy of the
transition state TS 5�2THF for syn elimination. This is likely a result of increased
stability of the separated ions X� and LiC in the presence of a strongly coordinating
polar solvent, while the direct formation of LiX from TS 5 is more favorable
in the gas phase. The structures of TS 4�2THF and TS 5�2THF are shown in
Fig. 13.3.

Another aspect of Table 13.8 deserves comment, namely, the rather large
differences in the B3LYP and MP2 energy differences in the formation of TS
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Fig. 13.3 MP2 optimized geometries of THF-solvated TS structures 4 and 5 for anti and syn
eliminations, respectively, of LiX from the intermediate 3. Structures are shown for XDCl

2�2THF and 3�2THF (Table 13.5), and the energy of TS 4�2THF relative to the
reactants (Table 13.6). In these cases, the MP2 and MP2//B3LYP results are
reasonably close, indicating that the B3LYP geometries are close to those found
by MP2, but the B3LYP functional yields a rather different energy. This is quite
different from the situation with the dimerization energies reported in Table 13.4. In
that case, it appears that the B3LYP geometries themselves were quite different from
those predicted by MP2. As noted in connection with the discussion surrounding
Table 13.4, later in this chapter, we will examine the relative performances of
various DFT functionals in predicting the equilibrium geometries and relative
energies compared to the correlated wave function method represented by MP2.

As mentioned above, we also examined the reactions of monosolvated monomers
in the case of X D Cl at the B3LYP/6-31 C G(d) level, including IRC calculations of
reaction paths. Except for the discovery of the pre-reactive complex for the stepwise
reaction (See Eq. 13.7), the results were qualitatively similar to those reported by
KZP for X D F in DME, and the gas-phase results reported above, in this work.
Since the monosolvated monomers are unstable relative to the disolvated species
(see Eq. 13.9), they are not discussed further.

The dimeric halomethyllithium carbenoids exist largely as the tetrasolvates
in THF solution (Table 13.4). However, dissociation to the trisolvated forms is
reasonably facile:

2LiCH2X � 2THF ! .LiCH2X/2 � 4THF (13.10)

.LiCH2X/2 � 4THF ! .LiCH2X/2 � 3THF C THF (13.11)

Several attempts were made to locate a TS structure for the concerted insertion
reaction of the tetrasolvated dimer with ethylene, but steric constraints proved
to be too hard to overcome. KZP reported tetrasolvated dimeric TS structures in
DME solvent [47], which points to yet another difference in the cyclopropanation
reactions of LiCH2X in DME and THF. As mentioned earlier, it is possible that the
more rigid structure of the THF ring and its stronger binding to the Li atom introduce
steric effects not present in the case of more flexible ethereal solvent molecules.
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Fig. 13.4 Transition state structures for the concerted and stepwise reactions of 6�3THF (TS
8�3THF and TS10�3THF, respectively). Structures shown for XD F for TS 8�3THF (left) and
XDBr for TS10�3THF (right)

Table 13.9 The MP2 reaction barriers �G� and free energy change �Gı for the formation of the
THF-solvated intermediate 3�2THF (kcal/mol) at 173.15 K for the cyclopropanation reactions of
H2CDCH2 and halomethyllithium dimers in THF solvent relative to the tetrasolvated reactants

TS8�3THF
3�2THF from
6�4THF TS9�3THF TS10�3THF

3�2THF from
7�4THF TS11�3THF

XDF 17.85 5:86 17.21 32.68 5:00 31.69
XDCl 19.02 8:87 21.27 36.46 8:23 30.83
XDBr 13.87 16:23 16.64 29.59 18:56 30.43

TS structures were successfully located for the reaction of the trisolvated form.
In keeping with the numbering scheme already adopted, the transition states are
labeled TS 8�3THF and TS 9�3THF for the concerted and stepwise reactions of
6, respectively, and TS 10�3THF and TS 11�3THF, respectively, for the analogous
reactions of 7. The structures of TS 8�3THF and TS 10�3THF are shown in
Fig. 13.4. Table 13.9 summarizes the MP2 free energy changes associated with the
reactions.

The results tabulated in Table 13.9 show that, compared to the case of the gas-
phase dimers (Table 13.7), the barriers are significantly higher for both the concerted
and stepwise mechanisms. For example, the MP2�G� for TS 8 (X D F) for the gas-
phase dimer 6 is 11.60 kcal/mol compared to 17.85 kcal/mol in THF. The barriers
for the stepwise reaction also increase for this species, from 29.21 kcal/mol in the
gas phase to 32.68 kcal/mol in THF. This trend appears to be absent in DME solvent.
Another significant difference between the behavior of gas-phase and THF-solvated
dimers is that the formation of intermediate 3�2THF according to

H2C D CH2 C .Li � CH2 � X/2 � 4THF

! Li � .CH2/3 � X � 2THF
3�2THF

CLi � CH2 � X � 2THF (13.12)



13 Computational Perspectives on Organolithium Carbenoids 489

Table 13.10 Reaction
barriers �G� (kcal/mol) for
the methylene transfer
(direct) and carbolithiation
(stepwise) pathways of
halomethyllithium tetramers
and tetramers in the gas phase
Eqs. 13.14 and 13.15 at
173.15 K

�G�
B3LYP �G�

MP2 �G�
MP2//B3LYP

H2CD CH2 C .Li� CH2 � X/4 ! TS 12 .concerted/
XD F 8:07 7:11 7:24

XDCl 14:74 16:57 16:89

XDBr 8:82 8:14 8:32

H2CD CH2 C .Li� CH2 � X/4 ! TS 13 .stepwise/
XD F 36:23 37:06 37:23

XDCl 34:26 35:47 35:77

XDBr 32:82 32:24 32:25

is thermodynamically unfavorable at 173.15 K, as shown in Table 13.9. Therefore,
in addition to the higher barriers, the stepwise mechanism may be frustrated in THF
by the relative instability of the required reactive intermediate. KZP did not study the
carbometalation pathway for the DME-solvated dimer and, therefore, a comparison
of the behavior in DME for this pathway cannot be made.

13.3.3 Reactions of Halomethyllithiums Tetramers
with Ethylene

The formation of the tetramer from the dimer is highly favored in the gas phase
(Table 13.4). Since dimers are much more stable than the monomers, we examine
the formation of tetramers from the dimers, taking dimer 6 as a representative.

2 .LiCH2X/2
6

! .LiCH2X/4 (13.13)

The relevant �Gı data are summarized in Table 13.4. Note that tetramerization
is even more favorable in nonpolar solvents, in which case each free energy change
shown will further decrease by 2 � 0.91 D 1.82 kcal/mol at 173.15 K (see the
paragraph above Eq. 13.6). Table 13.10 shows the �G� for the concerted and
stepwise reactions of the gas-phase tetramer, proceeding through TS 12 and TS 13,
respectively:

H2C D CH2 C .LiCHX/4 ! TS 12 .concerted mechanism/ (13.14)

H2C D CH2 C .LiCH2X/4 ! TS 13 .stepwise mechanism/ (13.15)

The MP2 structures for the tetramer, TS 12, and TS 13 are given in Fig. 13.5.
The structure of TS 12 in the vicinity of the alkene double bond and the methylene
group being inserted into it are comparable to TS 1 and TS 8, and the transition state
for the stepwise insertion, TS 13, also has the four-membered structure similar to
the analogous reactions of the monomer and dimer 6 (Fig. 13.2, TS 8 and 10).
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Fig. 13.5 The MP2/6-31CG(d) structures for the transition state for the concerted (TS 12; left)
and stepwise (TS 13; right) reactions for the case XDCl

Table 13.10 suggests that as the size of the halomethyllithium aggregates
increases, the reaction barrier �G� for the concerted reaction goes down. For the
case of X D F, the MP2 free energy barriers are 12.80 kcal/mol for the monomer
(Table 13.7), 11.60 for dimer 6 (Table 13.7), and 7.11 for the tetramer (Table 13.10).
At the same time, the barriers for the stepwise pathway increases with aggregate
size: 12.34, 29.21, and 37.06 kcal/mol, respectively for the monomer, dimer 6, and
tetramer of X D F. Similar trend for 0 K energy barrier heights �U� was reported
by KZP (7.8, 5.9, and 4.9 kcal/mol, respectively, for the concerted reaction of
the monomer, dimer, and tetramer for X D F; 4.3,22.6, and 30.8 kcal/mol for the
stepwise reaction) based on B3LYP/6-311 G(d,p) calculations. Our own B3LYP/6-
31 C G(d) results for �U� (see [37]) for the concerted and stepwise pathways for
X D F, of 4.53 and 30.94 kcal/mol, respectively, compare well with the 4.9 and
30.8 kcal/mol reported by KZP (Fig. 3c of [47]) for the same processes.

Since it seems that the dominant species of LiCH2X in THF solution is likely
to be the dimer (based on the MP2 results in Table 13.4), and also because of the
computational difficulties associated with treating large systems at MP2 level of
theory (72 atoms for the tetrasolvated tetramer), we did not examine the barrier
heights for the reactions of the tetrasolvated tetramer with ethylene.

13.3.4 Reactions of Halomethyllithiums with Dimethylbutene

In [37] we also studied the reactions of (LiCH2X)2 with 2,3-dimethyl-2-butene,
(CH3)2CDC(CH3)2, abbreviated as DMB for convenience. These studies served
to confirm that the general conclusions drawn above for the cyclopropanation of
ethylene with halomethyllithiums could be generalized to longer chain alkenes also.
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Fig. 13.6 The MP2/6-31CG(d) transition states for the concerted reactions of dimer 6 (TS 14)
and dimer 7 (TS 15), and those for the stepwise reactions (TS 16 for dimer 6, and TS 17 for dimer
7) with 2,3-dimethylbutene for the case XDBr. Hydrogens are not shown for clarity (Adapted
from Pratt et al. [37]. With kind permission of © The Chemical Society of Japan 2009)

It was also discovered that the formation of pre-reactive complexes in this case could
serve to make the reactions essentially barrier free with respect to the reactants.

The transition state structures for the direct (TS 14, 15) and stepwise pathways
(TS 16, 17) shown in Fig. 13.6 are structurally similar to TS 8, 9, 10, and 11 for
analogous reactions of the cyclopropanation of ethyelene. As in the case of ethylene,
we were able to identify relatively stable pre-reactive complexes in which one of the
Li atoms of the dimer interacted strongly with the alkene double bond. The relative
free energies at 173.15 K and standard pressure, �Gı, for the processes studied
are summarized in Table 13.11. The analogous results for ethylene are given in
Table 13.4. It is clear from Table 13.11 that the concerted mechanism is clearly
preferred over the stepwise pathway for cyclopropanation of dimethylbutene at all
levels of theory examined. The barriers for the concerted pathway are generally
lower than those for ethylene (compare to TS 8 and TS 9 in Table 13.7), especially
in the case of dimer 7, while those for the stepwise pathway are higher, indicating
an even stronger preference for the direct pathway compared to that of ethylene.

IRC calculations for the reactions of halomethyllithiums with DMB revealed the
presence of pre-reactive complexes for both the concerted and stepwise pathways –
an important difference from the reaction with ethylene. The classical (or Born-
Oppenheimer) energy barriers with respect to the reactants �E� for the concerted
reactions of the dimer 7 (LiCH2X)2, X D Cl and Br with DMB are actually negative
(�1.62 and �1.19 kcal/mol at MP2 and MP2//B3LYP levels of calculation) with
respect to the reactants, as shown in Fig. 13.7. The reason, as explained in [37],
appears to be that the electrostatic interactions between the halomethyllithiums and
the DMB double bond are quite strong, stabilizing the activated complex. Of course,
the addition of vibrational zero point energies and thermal corrections yield the
positive, but low, free energies of activation tabulated in Table 13.11.

These considerations suggest that the concerted mechanism for cyclopropana-
tion using halomethyllithium aggregates should become increasingly facile under
extremely mild conditions in the cases of larger alkenes than ethylene. An equally
important conclusion is that the formation of stable pre-reactive complexes along
the reaction pathway can lead to very low free energies of activation for reactions. It
seems highly likely that the tendency of organolithium reagents to yield nearly com-
plete reactions at extremely low temperatures may be associated with this aspect.
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Table 13.11 The �Gı at 173.15 K for the reactions of the gas-
phase dimers 6 and 7 (in kcal/mol) with 2,3-dimethyl-2-butene

�GB3LYP �GMP2 �GMP2// B3LYP

Concerted W Me2C D CMe2 C 6! TS 14
XDF 12:14 8:80 9:19

XDCl 13:67 9:67 12:27

XDBr 13:32 9:52 10:06

Stepwise W Me2CD CMe2 C 6! Pre� reactivecomplex.160/

XDF �1:23 �6:78 �6:16
XDCl 0:21 �7:43 �6:61
XDBr �2:51 �10:46 �9:36
Stepwise W Me2CD CMe2 C 6! TS 16
XDF 40:31 34:32 35:15

XDCl 46:89 37:10 38:38

XDBr 38:43 29:15 30:16

Concerted W Me2C D CMe2 C 7! TS15
XDF 11:07 7:21 7:45

XDCl 9:87 7:50 7:51

XDBr 8:90 4:59 5:08

Stepwise W Me2CD CMe2 C 7! Pre� reactivecomplex.170/

XDF �0:66 �6:45 �5:96
XDCl �1:42 �9:11 �8:12
XDBr �2:69 �10:51 �10:28
Stepwise W Me2CD CMe2 C 7! TS 17
XDF 39:66 33:97 34:60

XDCl 41:43 32:10 33:45

XDBr 36:07 26:86 28:20

13.3.5 Cyclopropanation Reactions of Oxiranyllithiums
with Ethylene

As noted in the Introduction, oxiranyllithiums, which are lithioethers, are also
used for introducing a methylene group into a double bond, creating cyclopropane
derivatives. We have studied this system extensively, using a large number of
correlated wave function and density-based methods [54]. Figure 13.8 shows the
monomeric reagent as well as the transition states, and products for the monomeric
and dimeric oxiranyllithium reacting with ethylene.

Table 13.12 summarizes the free energy of activation�G� for the cyclopropana-
tion reactions of oxiranullithium monomer, the two dimers, and the three tetramers
in nonpolar medium, and the monomer and dimers in THF solution. In this case,
as part of the investigation mentioned earlier [54], we have also calculated the
energetics using the M06-2X [40] and MP2//M06-2X methods.

Table 13.12 suggests that, in contrast to halomethyllithiums, the reaction barriers
for cyclopropanation of alkenes using oxiranyllithiums appear to be generally
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Fig. 13.7 MP2/6-31CG(d) IRCs in (amu)1/2 bohr for dimers 6 and 7 for XDCl and Br reacting
with dimethylbutene along the concerted reaction path. The symbols connected by solid lines
indicate the extent to which IRC calculations could be converged. The dashed lines are “physically
reasonable” spline interpolations constrained to reach zero energy at �10. The zero of the energy
axis represents the reactants at infinite separation (Adapted from Pratt et al. [37]. With kind
permission of © The Chemical Society of Japan 2009)

Fig. 13.8 Equilibrium structures of (a) oxyranillithium monomer, (b) the transition state for the
monomer reacting with ethylene, (c) the product of the reaction of monomeric oxiranyllithium with
ethylene, (d) the transition state for dimeric oxiranyllithium reacting with ethylene, and (e) the
corresponding product
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Table 13.12 The�G� for the reactions of oxiranyllithiums with ethylene

�GB3LYP �GM06-2X �GMP2//B3LYP �GMP2//M06-2X

Nonpolar solvent
R 18.32 21.45 20:44 19:88

RR 18.51 21.87 19:78 19:65

RS 18.88 22.09 20:36 20:20

RRRR 14.53 15.44 17:28 16:34

RRRS 13.37 16.90 13:60 15:13

RRSS 10.29 14.33 2:53 �0:23
THF solution
R�2THF 20.10 21.77 20:40 17:89

RR�2THF 20.48 22.91 21:46 19:35

RR�4THF 21.41 24.16 20:64 20:67

RS�2THF 19.26 21.46 20:14 17:85

RS�4THF 21.95 24.49 21:90 21:78

insensitive to aggregation states or solvation states at least for the dimers. The free
energies of activation for the monomer and the dimer are practically the same. While
the �G� for the tetramers are lower than those of the monomers or dimers, the
barrier height with respect to reactants is still quite considerable, except in the very
puzzling case of the MP2//B3LYP and MP2//M06-2X results for the RRSS isomer.
We have not been able to understand the reason for this discrepancy.

13.3.6 Reaction Rates and Arrhenius Activation Energies

We now calculate and compare the temperature dependence of the second-order rate
constants for the most facile reaction pathways for halomethyl lithium carbenoids
and oxiranyllithiums. We assume that the free energy of activation is approximately
temperature independent within the range 100–300 K, so that the rate constants over
the temperature range of interest can be calculated using the Eyring equation as

k.T / D
�
kBT

hcı

�
e��G�=.RT /; (13.16)

where kB is the Boltzmann constant, cı is the standard concentration (mol L�1

for our present application) and �G� is the free energy of activation including the
corrections for condensed phase and involvement of solvent molecules as outlined
in the Introduction.

The �G� for the reactions of specific aggregates presented thus far (Tables 13.7,
13.9, 13.10, and 13.11) were always calculated relative to the reactants for the
species under consideration. For example, we reported the �G� for monomers with
respect to the monomeric species and ethylene, and the �G� for the dimers were
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Table 13.13 Arrhenius activation energies Ea for the cyclopropanation
reactions of halomethlylithium carbenoids (LiCH2X) and oxiranyllithium
(LiOx) with ethylene

Nonpolar solvent THF microsolvation

Monomer Dimer Tetramer Monomer Dimer

LiCH2Fa 22.83 12.10 3.91 13.03 8.86
LiCH2Cla 23.90 15.19 8.67 12.60 9.45
LiCH2Bra 25.37 15.77 4.43 12.01 7.88
LiOxb 28.50 18.04 9.06 16.06 13.44

In the case of the former, only the low energy concerted pathway is
considered
aMP2/6-31CG(d)
bM06-2X/6-31CG(d)

reported relative to the dimers and ethylene. This was sufficient to reveal that the
direct pathway is more favorable than the stepwise pathway for cyclopropanation
except for the monomers. However, the question of practical importance to the
experimentalist has to do with the reactivity of the dominant species in a given
mixture of reagents. For example, we conclude from our discussion so far that
halomethyllithiums in a nonpolar solvent would be in a tetrameric (or higher)
aggregation state. Oxiranyllithium solutions are also dominated by tetrameric (or
higher) aggregates in nonpolar solvents. In THF, however, it seems likely that dimers
are the more favorable aggregation state for both types of reagents. Therefore,
in order to understand the competition between reactive species, we compute the
reaction rate constants for each species relative to the most stable species in that
solution. So, in the case of fluoromethyllithium carbenoid in the gas phase, at the
MP2 level of theory, we get �G� D 7.11 kcal/mol for the tetramer (Table 13.10),
11.60 C 0.50 � 23.58 D 23.39 kcal/mol for the dimer, where 23.58 is the free energy
change required to form two moles of dimer 6 from the tetramer (Table 13.1),
and 12.80 C 0.50 � 23.58 C 0.50 � 40.25 D44.72 kcal/mol for the monomer, where
40.25 kcal/mol is the free energy change required to form two moles of the monomer
from the dimer (Table 13.1). The standard state corrections mentioned earlier are
then applied to these gas-phase free energies of activations to get the �G� in
nonpolar solvents. The relative free energies of activation for the oxiranyllithium
species were also calculated in the same fashion, using M06-2X results, relative to
the tetramer in nonpolar media, and the dimer in THF.

The rate constants calculated from Eq. 13.16 using the �G� thus obtained over
the temperature range of 100–300 K are subjected to the standard linear regression
analysis to get the Arrhenius activation energies Ea. The results of this analysis
are tabulated in Table 13.13. The calculated rate constants for the dominant forms
of bromomethyllithium and oxyranillithium reacting with ethylene in nonpolar
(tetramers) and THF (dimers) solvents are shown in Fig. 13.9. This figure and
Table 13.13 suggests that the most efficient cyclopropanation of ethylene under
extremely mild conditions is through halomethyllithiums, particularly the fluoro and
bromo analogues, in a nonpolar solvent.
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Fig. 13.9 Reaction rate constants for the reactions of bromomethyllithium species and oxiranyl-
lithium species reacting with ethylene, as a function of temperature. Green: LiCH2Br tetramer
(nonpolar solvent), Blue: LiCH2Br dimer (THF solvent), Red: oxiranyllithium tetramer (nonpolar
solvent), and Purple: oxiranyllithium dimer (THF solvent)

13.4 Density Functional Theory in Computational
Organolithium Chemistry

We now describe a research direction motivated by some of the results obtained
during the investigation of cyclopropanation reactions using halomethyllithium
carbenoids. To set the stage, let us revisit the dimerization and tetramerization
energetics summarized in Table 13.4 and other Tables presented and discussed
above. In the previous section, we commented on the large differences between
the B3LYP and MP2 free energy changes for dimerization, and the qualitative
differences between the �Gı predicted by the two methods for tetramerization of
both halomethyllithium carbenoids and oxiranyllithiums. In the case of tetrameriza-
tion, the MP2//B3LYP results are also qualitatively different from MP2 results in a
couple of instances. Such discrepancies suggest that the energy differences and the
equilibrium geometries obtained from the B3LYP functional were at odds with those
calculated by MP2. These suggestions were confirmed for fluoromethyllithium
carbenoids by comparisons of structures and energetics, as described in detail in
[37]. This apparent failure of the most popular DFT functional in chemistry [55]
was the starting point for the investigations described below.

It is beyond dispute now that the Kohn-Sham density functional theory [55, 56]
has delivered many functionals that achieve comparable accuracy in atomization
energies, ionization potentials, electron affinities, thermochemistry, and reaction
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barriers as correlated wave function methods at comparable or lesser computational
cost [57]. Their performances have been tested using quite extensive databases
incorporating experimental data and high-level ab initio calculations, such as the
Gaussian training sets [58], the Minnesota databases of the Truhlar group [59],
and the Weizmann 1–4 databases [60–64], and, indeed, some of them have been
parameterized using subsets of such data sets.

However, organolithium compounds are conspicuously missing from these
databases. Clearly, the scarcity of experimental thermochemical data is one good
reason for their exclusion. A second and equally important reason is that it is nearly
impossible to compute high-level ab initio (i.e., WFT methods that systematically
account for dynamical correlation used with large, polarized basis sets) data for
the dominant reactive species in the reactions of organolithum compounds and
their transition states, because of the need to consider rather large aggregates of
molecules. In a recent paper [65], we examined the performance of 13 modern
DFT functionals, when used with a double-zeta quality polarized basis set, in
predicting the geometries and energetics relevant for the reactions discussed in
the previous section, that is, the cyclopropanation reactions of halomethyllithium
carbenoids (Li–CH2–X; X D F, Cl, Br) with ethylene. The goal of this study was to
examine how well various DFT functionals reproduced the geometries and energy
differences predicted by the highest level correlated wave function method that
could be practically applied to all the molecules and transition states considered.

It was observed earlier that among the WFT methods that systematically
include dynamic correlation energy, only the MP2 with a modest basis set is
practical for routine study of organolithium aggregates, especially when solvated by
strongly coordinating ethereal solvents. However, MP2 geometry optimizations and
frequency calculations for large molecules also require considerable computational
resources (computing time, memory, disk). DFT functionals tend to be far less
demanding computationally but, as the example of B3LYP mentioned above shows,
their reliability remains to be systematically studied in the context of organolithium
species. The forces responsible for aggregation and coordination to ethereal solvents
are due to nonbonded interactions driven by electron polarization. Moreover, in all
aggregates, the lithium is “hypervalent” in the sense that it strongly interacts with
more than one atom. Such interactions, in other contexts, have been found to be
challenging for many DFT functionals.

Our investigation of the relative performance of DFT functionals in the context
of cyclopropanation reactions of halomethyllithium carbenoids [65] used a database
of 84 molecules, out of which 33 include coordinated THF-solvent molecules, 45
gas-phase reactions of (LiCH2X)n; X D F, Cl, Br, n D 1 or 2, and 33 reactions of
(LiCH2X)n�mTHF; m D 0, 2, 3, or 4. The data used for performance evaluation
include MP2 single-point energies at DFT-optimized geometries (EMP2//DFT), the
reaction energies �E (the difference in the Born-Oppenheimer energies of the
products and reactants), and the barrier heights �E�, the difference in energy
between the saddle points and the reactants. The test set includes 36 transition states,
24 in the gas phase and 12 in THF solution. The gas-phase test set includes nine pre-
reactive complexes that display long-range, nonbonded interactions between the Li



498 B.R. Ramachandran and L.M. Pratt

atom and the ethylene double bond. The organolithium species in the condensed
phase have strong coordination between the Li and the oxygen atoms of THF as
well as the interactions with ethylene.

In [65] we describe the calculations that were used to establish a practical
benchmark against which the performance of the DFT methods could be evaluated.
Essentially, this amounted to an evaluation of MP2/6-31 C G(d) structures and
energies against higher-level wave function methods. First, the MP2/6-31 C G(d)
equilibrium structural parameters for 13 small molecules [LiCH2F, LiCH2Cl,
LiCH2Br, TS 1 (F, Cl, Br), TS 2 (F, Cl, Br), LiCl, ethylene, cyclopropane,
and THF] were compared against QCISD/6-311 G(d,p) geometries. Next, the
MP2/6-31 C G(d)// QCISD/6-311 G(d,p) energies were compared against MP2/6-
31 C G(d) energies. The average difference between MP2/6-31 C G(d)// QCISD/6-
311 G(d,p) and MP2/6-31 C G(d) energies over the test set of molecules was only
0.17 kcal/mol, the average difference in bond lengths, 0.014 Å, average difference in
bond angles, 0.71ı, and average difference in dihedrals, 1.52ı. These comparisons
served to establish that MP2/6-31 C G(d) geometries can be used as the standard
against which DFT geometries can be evaluated.

A benchmark for the energy differences between reactants and products and
reactants and transition states were also established. In this case, we examined
the reaction energies �E and the barrier heights �E� for the eight reactions of
(LiMeCl)2 with ethylene at the MP2/6-31 C G(d), MP2/6-311 C G(2df,2p), and
CCSD(T)/6-31 C G(d) levels of theory, where all the molecular and transition
state geometries are optimized at the MP2/6-31 C G(d) level. These reactions were
selected because they incorporate various types of interactions that are typical in
organolithium chemistry, such as those responsible for the formation of dimers, pre-
reactive complexes, and transition states. These calculations helped us establish a
benchmark for relative energies, that is, �E values, using the relationship

�Ebenchmark D �EMP2=6�311CG.2df;2p/==6�31CG.d/

C �
�ECCSD.T/=6�31CG.d/ ��EMP2=6�31CG.d/


(13.17)

which is similar in spirit to the strategy reported by Zhao and Truhlar in gen-
erating benchmarks for evaluating various methods [66–68]. Comparison of the
benchmark reaction energetics for eight candidate reactions against those calculated
from MP2/6-31 C G(d) results showed that the average absolute difference is
1.98 kcal/mol, most of which can be attributed to two reactions in which cyclo-
propane and LiCl are formed. Excluding these two reactions, the average absolute
difference decreases to 0.97 kcal/mol, just below the “chemical accuracy” goal
of ˙1 kcal/mol. Therefore, we adopt �EMP2/6–31CG(d) as a compromise yardstick
against which the performance of various DFT “model chemistries” (see below)
may be evaluated.

A more recent investigation, reported here for the first time, examined
the cyclopropanation reactions of oxiranyllithiums with ethylene. In this
case, we limited ourselves to five DFT functionals but included single-point
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CCSD(T)/6-31 C G(d) calculations for the gas-phase molecules as another method
against which to compare the DFT results. Further discussion of these calculations
is provided in a later subsection.

13.4.1 Jacob’s Ladder and DFT Functionals

The “Jacob’s ladder” analogy of Perdew [69, 70] is very useful for classifying
the nature and sophistication of density functionals. The first rung of the ladder
is occupied by local spin density functionals that are generally quite useful in solid-
state physics but typically lead to large errors for small molecules. The second rung
consists of the generalized gradient approximation (GGA) functionals. Of these, we
examine PW91PW91 [71], mPWPW91 [72], and PBEPBE [73]. For the remainder
of this chapter, we shall abbreviate the first and last functionals as PW91 and
PBE, respectively. The third rung is occupied by the so-called meta-GGA (m-GGA)
functionals that incorporate orbital kinetic energy density. We consider TPSSTPSS
[74] (abbreviated hereafter as TPSS) and M06-L [75] in this category. The fourth
rung belongs to the hybrid or hyper GGAs (h-GGA) which introduce nonlocal
effects by mixing in exact Hartree-Fock-type exchange, and hybrid meta-GGAs (h-
m-GGA) or hyper-GGAs, which, in addition to exact exchange, also incorporate the
kinetic energy density of meta-GGAs. In the fourth rung, we consider the h-GGAs
B3LYP [38, 76, 77] B3PW91 [71, 76], mPW1LYP [72, 77], mPW1PW91 [71, 72],
and PBE1PBE [78]; and the h-m-GGAs BMK [79], M06 [40], and M06-2X [40].
The hybrid PBE1PBE has been referred to as PBE0 to emphasize the nonempirical
determination of the fraction of exact exchange in the functional (i.e., that it is a
hybrid with zero empirical parameters), and we will abbreviate it as PBE0 hereafter.

Except for the benchmark calculations related to Eq. 13.17), each of the 13
functionals named above were used with the 6-31 C G(d) basis set, which is the
largest polarized double-zeta basis with diffuse functions that is practical for
geometry optimizations and MP2 calculations with the largest molecules studied.
The benchmark calculations helped establish that this basis achieves excellent
convergence in geometry and reasonable convergence in reaction energetics at the
MP2 level of theory. In addition to the DFT/6-31 C G(d) model chemistries, we also
considered MP2 single-point energy calculations at the DFT/6-31 C G(d) optimized
geometries, leading to the two-step model chemistry MP2/6-31 C G(d)//DFT/6-
31 C G(d).

13.4.2 Molecules and Methods

Our test set includes 84 molecules, out of which 33 are coordinated to THF-solvent
molecules. Using these molecules as reactants, intermediates, transition states, or
products, we consider 45 gas-phase reactions and 33 reactions of THF-solvated
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molecules. Structural representations of the different types of gas-phase molecules
in our test set are shown in Sect. 13.1.3. In both gas phase and THF, each type of
molecule is present with X D F, Cl, and Br. In THF, each lithium atom is coordinated
to two THF molecules except in transition states 8–11, which, as we have already
seen, are trisolvated. Three molecules included in our test set (ethylene, THF, and
the lithium halides LiX) are not shown.

The MP2//DFT energies serve two purposes in our work: first, the agreement
between the MP2//DFT and MP2 energies is one measure of the agreement between
the optimized geometries predicted by the DFT method and MP2; second, the
MP2//DFT approach, which involves only a single MP2 energy calculation, is
practical even for aggregated and solvated systems of up to �70–90 atoms and
so, we wish to assess the performance of these model chemistries as tools for
the routine study of organolithium chemistry. We assess the ability of each DFT
functional to yield geometries close to those predicted by MP2 by examining
ıEDFT D jEMP2//DFT – EMP2j. The performance of the DFT functionals in repro-
ducing relative energies in the gas phase is analyzed using reaction energies �E,
and barrier heights �E�. We define quantities ı�EDFT D j�EDFT – �EMP2j, and
ı�EMP2//DFT D j�EMP2//DFT – �EMP2j for this purpose.

13.4.3 Results for Halomethyllithium Carbenoids

Having established that MP2/6-31 C G(d) yields accurate geometries compared to
the benchmark QCISD/6-311 G(d,p) results, the first question we tried to answer
in this study was “which functional yields optimized geometries closest to those
predicted by MP2?” The quantity ı�EDFT defined above serves as a useful metric
in this investigation. In Table 13.14, we summarize the results of this analysis. The
“best” functionals for gas-phase, for THF-solvated, and overall are identified in
boldface. Most of the DFT functionals reproduce MP2 geometries fairly well in
the gas phase, but THF coordination proves to be challenging for most of them. The
average error of B3LYP for predicting THF-solvated geometries is twice as larger
than that of M06-2X, the functional with the lowest error. The superior performance
of PBE0 in the gas phase and overall has to be noted.

Turning now to reaction energetics, we use quantities ı�EDFT D j�EDFT –
�EMP2j, and ı�EMP2//DFT D j�EMP2//DFT –�EMP2j defined earlier. The test set now
consists of 45 gas-phase cases (24 transition states and 21 reaction energies) and
33 THF-solvated cases (12 transition states and 21 reaction energies), so that the
overall test set consists of 78 cases (36 transition states and 42 reaction energies).
The results of our analysis are presented in Table 13.15. The poor performance of
B3LYP noted earlier in the context of dimerization and tetramerization of THF-
solvated halomethyllithium carbenoids can be seen reflected in these results. We
eliminated the BMK functional from consideration except for the gas phase because
the functional could not obtain converged transition state structures for TS 8–12 in
THF. It may seem surprising that a functional designed for kinetics would have such
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Table 13.14 The average of ıEDFTDjEMP2//DFT – EMP2j in kcal/mol over the test
set derived from the study of cyclopropanation reactions of halomethyllithium
carbenoids

Functional Type Gas phase (51) THF-phase (33) Overall (84)

PW91 GGA 0.95 2.44 1.61
mPW91 GGA 0.99 3.60 2.12
PBE GGA 0.86 2.87 1.74
TPSS m-GGA 0.86 3.19 1.88
M06-L m-GGA 0.69 2.19 1.35
B3PW91 h-GGA 0.39 2.57 1.37
B3LYP h-GGA 0.75 3.66 1.98
mPW1PW91 h-GGA 0.44 2.24 1.23
mPW1LYP h-GGA 0.64 2.31 1.37
PBE0 h-GGA 0.33 1.79 0.96
BMK h-m-GGA 0.63 2.50 1.26
M06 h-m-GGA 0.64 1.91 1.20
M06-2X h-m-GGA 0.57 1.85 1.14

The functionals are arranged according to the rungs of the Jacob’s ladder

difficulties. However, in determining the percentage of exact exchange in the BMK
functional, Boese and Martin relied on single-point energies calculated at transition
state geometries obtained using high-level correlated WFT methods. Therefore, it
is possible that the ability of the functional to converge to saddle point geometries,
especially in challenging cases, may not have been evaluated.

From this analysis, it appears that the most practical approach to study the reac-
tion energetics of organolithium compounds is to perform geometry optimizations
using M06-2X or PBE0, followed by MP2 single-point energy evaluations. This
point is driven home by Fig. 13.10, redrawn from [65], which presents the average
of the errors hı�EDFTi and hı�EMP2//DFTi for each rung of the Jacob’s ladder, and
also the hı�EDFTi and hı�EMP2//DFTi for the best functionals in each rung. The best
functionals in each rung of the ladder outperform the average by significant margins.
The curves representing the two-step model chemistries MP2//DFT show that the
performance depends only weakly on the sophistication of the DFT functional used
for geometry optimization. However, the steady downward trend of these lines is an
indication that the increasing sophistication of the functionals have indeed translated
into increased accuracy in geometry prediction.

We invite the reader to examine [65] for a more detailed description of the
analysis.

13.4.4 Performance of DFT for Oxiranyllithiums

In the case of oxiranyllithiums, we examined the reaction free energies�Gı and free
energies of activation �G� for a smaller set of reactions, but we added higher-level
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Fig. 13.10 The average of the hı�EDFTi (blue) and hı�EMP2//DFTi (red) for functionals at each
rung of the Jacob’s ladder, and the hı�EDFTi (green) and hı�EMP2//DFTi (purple) for the best func-
tionals at each rung, for the set of reaction energies and barrier heights for (LiCH2X)nC ethylene;
nD 1,2; XD F, Cl, Br, in gas phase and THF solvent (Adapted from Ramachandran et al. [65].
With kind permission of © The American Chemical Society 2010)

correlated wave function methods as standards against which the DFT and two-
step model chemistries based on DFT methods could be evaluated for the gas-phase
molecules.

The functionals chosen for study in this case are M06L in the third rung, the
h-GGAs B3LYP and PBE0 as well as the m-h-GGAs M06 and M062X in the
fourth rung. The two-step model chemistries used for energetics are MP2//DFT,
CCSD(T)//DFT, and also CCSD(T)//MP2, all employing the 6-31 C G(d) basis
set. Five gas-phase reaction barriers and reaction energies for the monomeric and
dimeric oxiranyllithium reacting with ethylene were considered. In the case of the
THF-solvated species, the CCSD(T) calculations proved to be impractical even for
dimeric species with 4 coordinated THF molecules, and therefore, we restricted the
wave function methods to MP2//DFT.

Table 13.16 summarizes the mean absolute errors ı�EDFT [re-defined in the case
of CCSD(T) calculations] as well as ı�EMP2 and ı�ECCSD(T)//MP2, in kcal/mol,
evaluated against various standards, which are given in the column headings. The
test set consists of ten data points, five each of�Gı and�G�, representing reactions
of the monomer and two types of dimers (each in the RR and RS steroisomeric
forms) with ethylene. In this case, it is appropriate to consider the “horizontal”
averages, that is, average errors for a given method as measured against the
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Table 13.16 Analysis of the model chemistries DFT/6-31CG(d) and MP2//DFT/6-31CG(d)
for the gas phase (or nonpolar media) cyclopropanation reactions of oxiranyllithium with ethylene,
against selected standards given as column headings

CC//MP2 MP2 CC//M062X MP2//M062X H-<Avg> H-¢

M06L 2.29 2.45 1.43 2.94 2.28 0.63
B3LYP 1.73 4.53 2.29 5.02 3.39 1.63
PBE0 3.20 1.08 2.62 0.95 1.96 1.12
M06 3.56 1.79 2.70 1.81 2.46 0.84
M062X 3.68 1.02 3.25 1.56 2.38 1.29
MP2//M06L 3.15 0.67 2.62 0.33 1.69 1.40
MP2//B3LYP 3.08 0.44 2.65 0.38 1.64 1.43
MP2//PBE0 2.86 0.97 2.27 0.59 1.67 1.07
MP2//M06 3.25 0.89 2.68 0.45 1.82 1.36
MP2//M062X 3.36 0.69 2.86 – 2.30 1.42
V-<Avg> 3.10 1.34 2.66 1.39
V-¢ 0.57 1.25 0.29 1.57

The mean absolute errors are in kcal/mol. The horizontal average for each row, H-<Avg>, and
standard deviation, H-¢ , as well as the vertical average, V-<Avg>, for each column and standard
deviation V-¢ , are shown

various standards, and the standard deviation in them. From the work presented
in the previous section, it appears that M06-2X predicts geometries very close
to that obtained by MP2, and, therefore, we also included the two-step model
chemistry CCSD(T)//M06-2X and MP2//M06-2X in the standards against which
the performance of other methods are evaluated.

The top half of Table 13.16 evaluates the performance of various DFT functionals
against the “standards,” while the bottom half is devoted to two-step model
chemistries MP2//DFT. In the top half of Table 13.16, PBE0 emerges as a superior
functional among the DFT functionals based on ı�EDFT. Among the two-step
model chemistries, B3LYP emerges as the winner, with PBE0 as a close second.
Note that in Table 13.15, PBE0 had the lowest hı�EMP2//DFTi for gas-phase reac-
tions. In the case of halomethyllithiums (gas phase ı�EDFT in Table 13.15), PBE0
was among the best DFT functionals for reproducing MP2 energy differences (the
best in that case being M06-2X) while B3LYP’s performance was not particularly
impressive. Tables 13.15 and 13.16 suggest that PBE0 may be a superior general
purpose GGA for geometry optimizations of clusters of organolithium reactive
species, transition states, and products in the gas phase.

In the case of the reactions of the THF-solvated oxiranyllithium species, we
adopted MP2//M06-2X and MP2//PBE0 and M06-2X itself as the standards against
which energetics are compared. Our test set consists of ten data points, five each
of �Gı and �G�, representing reactions of the monomer and two stereoisomers
(RR and RS) of one type of dimer with ethylene. We considered the reactions of
disolvated (one THF per Li) and tetrasolvated (two THF per Li) dimers.

Table 13.17 summarizes the results of this analysis. Among the DFT functionals,
M06-2X does a superior job of reproducing energy differences, and the improve-
ment gained by going to the two-step MP2//M06-2X is rather modest. Once again,
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Table 13.17 Analysis of the model chemistries DFT/6-31CG(d) and
MP2//DFT/6-31CG(d) for the THF-phase cyclopropanation reactions of oxi-
ranyllithium with ethylene, against selected standards given as column headings

MP2//M062X MP2//PBE0 M062X H-<Avg> H-¢

B3LYP 3.78 4.00 3.97 3.92 0.12
M06 2.90 2.79 3.65 3.11 0.47
M06L 3.18 3.17 3.90 3.42 0.42
M062X 1.13 1.42 – 1.27 0.20
PBE0 2.32 1.78 2.66 2.25 0.44
MP2//B3LYP 1.40 0.96 0.94 1.10 0.26
MP2//M06 1.78 1.88 1.95 1.87 0.08
MP2//M06L 1.32 1.26 2.12 1.57 0.48
MP2//M062X – 0.99 1.13 1.06 0.10
MP2//PBE0 0.99 – 1.42 1.20 0.30
V-<Avg> 2.09 2.03 2.42
V-¢ 1.00 1.06 1.19

The mean absolute errors are in kcal/mol. The horizontal average for each row,
H-<Avg>, and standard deviation, H-¢ , as well as the vertical average,
V-<Avg>, for each column and standard deviation V-¢ , are shown

MP2//B3LYP emerges as a strong contender among two-step model chemistries,
contrary to our experience with the THF-solvated halomethyllithiums (Table 13.15)
where B3LYP predicted geometries for solvated dimers that were at considerable
variance in structure and energy from those predicted by MP2 as well as other DFT
functionals.

This work is currently in progress and a more complete analysis is expected to
appear elsewhere in the near future [54].

13.5 Summary and Conclusions

The most important insights gained in the past decade through computational
research on the reactions of lithium carbenoids is the clear establishment of
the role of aggregation states in determining the reactivity. There are two ways
in which aggregation states have manifested their importance in the case of
organolithium carbenoids. The first is in determining the preferred reaction pathway
where more than one is possible. The monomeric forms of halomethyllithium
carbenoids used for cyclopropanation of alkenes show a mild preference for the
stepwise (carbometalation) pathway while experimental evidence, at least in the
case of intermolecular reactions, was in favor of the concerted (methylene transfer)
pathway. This, coupled with the fact that the Simmons-Smith reagent (IZnCH2I)
[45] and ISmCH2I, investigated computationally by Zhao, Wang, and Phillips [50],
show clear preference for the concerted pathway in monomeric form itself, is clearly
the reason that the case of lithium carbenoids remained unsettled for so many years.
Recent advances in computational technology and resources made it possible to
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study the reactions of dimeric and tetrameric species [37, 47] at reasonable levels of
theory, and this revealed that the aggregated forms, which are dominant species in
any reaction mixture, clearly prefer the concerted pathway.

A second way in which aggregation states influence reactivity in the pre-
ferred pathway itself is the observed lowering of free energy of activation, �G�,
and the consequent lowering of the Arrhenius activation energy, Ea, of both
halomethyllithium carbenoids and oxiranyllithiums as the aggregates get larger.
Table 13.13 shows that the activation energy of both fluoromethyllithium carbenoid
and bromomethyllithium carbenoid reacting with ethylene, relative to the dominant
reactive species in solution, decreases by a factor of 6 from the monomeric form
to the dominant tetrameric form in nonpolar media. The effect of aggregation is
less dramatic in the case of cyclopropanation with oxiranyllithium, but Table 13.13
shows that the activation energy still decreases by a factor of 3 from the monomer
to the tetramer in nonpolar solvents.

The importance of the steric effects introduced by the strong coordination of
ethereal solvents like dimethyl ether (DME) or THF to the lithium atom has been
well-recognized for a number of years, even though the computational resources
needed to handle large solvated aggregates at high levels of theory using correlated
wave function methods remain barely within reach.

Explicit inclusion of the primary solvation shell in geometry optimizations and
free energy calculations reveal the dependence of the aggregation state on the
solvent. In the case of halomethyllithium carbenoids, the preferred aggregation state
in nonpolar media is tetrameric (or larger) while strongly solvated dimers appear to
be the dominant species in THF solution. The case of oxiranyllithium is less clear-
cut from our computations: tetramers are clearly dominant in nonpolar solution
and may coexist with appreciable concentrations of dimers in THF. The decreased
preference for larger aggregates with larger numbers of THF solvent molecules is
clearly a steric phenomenon.

The strength of solvent coordination also affects reactivity. In the case of tetra-
solvated dimeric halomethyllithiums, we discovered [37] that partial de-solvation
to the trisolvated form was necessary in order for the cyclopropanation reaction,
whether by the concerted or stepwise pathway, to proceed. However, the less polar
DME solvent, considered by Ke et al. [47], appears to be less susceptible to this type
of steric interference: they were able to find methylene transfer transition states for
tetrasolvated species in DME.

Comparison of our recent work on cyclopropanation with halomethyllithiums
[37] with that of Ke et al. [47] revealed another type of solvent influence on the
reaction path itself. Ke et al. observed the formation of moderately stable pre-
reactive complexes for both the concerted and stepwise pathways in DME. These
pre-reactive complexes could potentially decrease the relative energy all along the
reaction path and could, in extreme cases, result in a negative reaction barrier
relative to the reactants, as shown in Fig. 13.7 in the case of DMB reacting with
bromomethyllithium carbenoids. The discovery of pre-reactive complexes in the
concerted pathway for DMB suggests that the reaction barriers for cyclopropanation
of longer chain or other substituted alkenes could also be extremely low or even
nonexistent, relative to the reactants.
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A conclusion of practical importance that can be drawn from these calculations
is that stereoselective insertion of a methylene group into an alkene can be achieved
with nearly 100% yield under extremely mild conditions by using halomethyl-
lithium carbenoids as reagents and a nonpolar solvent as the reaction medium. The
reactive species in such reactions are likely to be tetramers or higher aggregates of
the carbenoids.

The discussion so far makes it clear that the ability to perform high-level
computations on large, solvated aggregates of molecules is an absolute necessity
for fruitful work in the area of organolithium chemistry. Second-order perturbation
theory (MP2), when used with a modest polarized basis set such as the 6-31 C G(d),
is viable for geometry optimizations of aggregates up to �80 atoms, provided a
very large amount of memory and scratch disk are available. Even then, frequency
calculations with analytical second derivatives on such molecules are, of course,
extremely difficult. DFT functionals (or, as some people prefer, density functional
approximations, or DFAs) are the most obvious and computationally preferred
alternatives. It was noted in Sect. 13.4 that the training sets used in the development
of existing functionals do not include a single organolithium molecule. This
fact, coupled with the observation that B3LYP appeared to predict physically
counterintuitive thermodynamics for THF-solvated halomethyllithium carbenoids,
led us to investigate the overall performance of several popular DFAs against the
test set provided by our earlier investigations.

The happy conclusion from these studies is that modern fourth-rung DFT
functionals, especially PBE0 and M06-2X, appear to do a very good job of
predicting geometries, even for the difficult cases of THF-solvated aggregates.
The purely local, and computationally less expensive M06-L also does very well
overall in predicting optimized geometries, when compared to those obtained
from well-established correlated wave function methods. These methods do less
well in the calculation of energy differences, needed for reaction energetics and
thermodynamics. However, MP2//DFT, especially with any of the three functionals
mentioned above, is a practical, and by all current observations, accurate approach
to studying large aggregates of organolithium compounds.
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Chapter 14
Potential Path of DNA Damage: Electron
Attachment–Induced DNA Single-Strand Breaks

Jiande Gu, Jing Wang, and Jerzy Leszczynski

Abstract The theoretical study of the electron attachment to DNA reveals the
possible mechanism of one of the possible paths of damages in DNA single
strands – the low energy electron induced strand breaks. This mechanism includes
the formation of an electronically stable radical anion at the nascent stage, and the
bond breaking at the C–O ¢-bonds at the subsequent steps. In the gas phase, the
strand break in the pyrimidine diphosphates is dominated by the C30 –O30¢-bond
cleavage pathway. Moreover, due to the low electron affinities of the purine
diphosphates and the low vertical electron detachment energies of the corresponding
radical anions, the bond breaks is unlikely to occur in the gas phase. However,
the existence of the polarizable surroundings appreciably changes the scenarios.
The comparatively high electron affinities of the 30,50-dGDP and the vertical
detachment energy of 30,50-dGDP�– ensure the formation of the electronically stable
radical anion. Furthermore, the surrounding-solute interactions greatly reduce the
activation barriers of the C–O bond cleavage, which facilitates the C50 –O50 or C30 –
O30 bond ruptures at the guanosine site in DNA dominating the damages in aqueous
solutions.
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14.1 Introduction

Electron attachment to DNA and RNA fragments is one of the important factors
that lead to the understanding of the mechanism of a specific class of chemical
reactions of DNA and RNA [1–5]. This process has been found to play the key roles
in biochemical transformations related to DNA damage and repair [1, 6–12], charge
transfer along DNA [13–17], and the initiation of reactions leading to mutation
[16, 18]. Comprehension of the complex details of the electron attachment to DNA
and RNA requires close interactions among various biological and chemical disci-
plines. This has been only feasible during the last 20 years. Due to improvements
in both experimental techniques and theoretical methods, the investigations of the
electron attachment to DNA, RNA, and their subunits have been greatly advanced
since 1990. Gradually, the physical picture of the electron attachment to DNA and
RNA starts to appear. The results of both experimental and theoretical investigations
of different DNA models have indicated that the electron attachment, especially low
energy electron (LEE) attachment, play a vital role in the nascent stage of DNA
radiolysis and may induce strand breaks in DNA via dissociative electron attachment
[1, 4, 9–12, 19–34]. Traditionally, it was believed that the electron attachment
to DNA or RNA is of less significance in aqueous solutions. This is due to the
fact that electrons are solvated by water molecules and result in creation of OH�
radicals [35]. However, contrary to the previous believes, recent developments of
the experiments on the reductive DNA damage induced by dissociative electron
transfer reactions suggest the great importance of the electron attachment-induced
DNA bond breaks in aqueous solutions [35–37].

Various experiments have provided strong evidence that low energy electrons
may cause ¢-bond breaks in DNA and RNA single strands or their components
[9–12]. Nevertheless, the mechanisms of these important chemical reactions are
less clear and have not been studied in details by experimental techniques. A
comprehensive understanding of such mechanisms is one of the key steps toward
governing the effects of ionizing radiation at a molecular level. In this aspect, along
with experimental studies, theoretical investigations at sophisticated levels of theory
based upon different DNA and RNA models have been started to uncover the veil
that shades the long kept secrets of the mechanisms of the processes of the LEE
induced DNA and RNA damages [1, 4–6, 20, 23–27, 30–32, 34, 38, 39].

The progress in theoretical investigations has been possible due to improvements
in hardware and more sophisticated software that becomes available to scientific
community. The important first step for such studies was the selection of the theory
level that could provide accurate information along with the efficient utilization of
computational resources. Although the second order perturbation theory (MP2) has
been wildly used to study the DNA subunits, this method may not be suitable for the
gas-phase investigation of the electron attachment. The negative values predicted
at the MP2 level of theory for electron affinity of the pyrimidine nucleotides in
the gas phase [23–25] are inconsistent with experimental results on DNA [40] and
RNA [19] fragments and higher-level theoretical investigations. Both experiments
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and accurate theoretical investigations indicate unambiguously the positive electron
affinities for the pyrimidine bases, the pyrimidine nucleosides, and the pyrimidine
nucleotides in the gas phase [3, 27, 41, 42]. On the other hand, the development
of a comprehensive density functional theory (DFT) bracketing technique [43]
reveals the adiabatic electron affinity (EAad) values for the DNA and RNA bases
consisting well with the experimental data [40, 42]. With the reliably calibrated
B3LYP/DZPCC approach, accurate calculations of the electron affinities of the
20-deoxyribonucleosides have been accomplished [3, 44]. These theoretical predic-
tions of the electron affinities of the 20-deoxyribonucleosides have been confirmed
by the recent experiment [45]. In accord with previous successful applications, the
B3LYP/DZPCC method was used in the studies of the mechanisms of the LEE-
induced DNA and RNA damages.

14.2 Location of the Excess Electron in the Radical
Anions of Nucleotides

Although early experimental and theoretical studies suggested that electron attach-
ment might occur at the phosphate group [20, 33], more sophisticated investigations
reveal that the electron is captured at the base sites [1, 4, 22, 24, 27, 32, 34]. Based
on the density functional theory studies of the sugar-phosphate-sugar (S-P-S) model,
Li, Sevilla, and Sanche [20] proposed that the near 0 eV electron may be captured
first by the phosphate group, forming a phosphate-centered radical anion. More
detailed study suggested that the excess electron is trapped in the dipolar field of
two OH groups in the sugar phosphate backbone [46]. The subsequent C30 –O30 or
C50 –O50 ¢-bond breaking was estimated to have an energy barrier of approximately
10 kcal/mol. In addition, the other theoretical studies have been performed [24],
which suggested that electrons with kinetic energies near 0 eV cannot directly attach
to the phosphate units at a significant rate. The small values of electron affinity
(�0.003; 0.033 eV [20]) of the evaluated S-P-S model seem to suggest that, instead
of the phosphate group in DNA species, low energy electrons might be trapped in
the pyrimidine bases. The electron affinities of near 0 eV were detected for those
bases in experiments [40] while 0.03 eV (cytosine) �0.2 eV (thymidine) values
were revealed by calculations at the B3LYP/DZPCC level of theory [42]. More
direct evidence for the location of the unpaired electron in the radical anions is given
by the DFT study of the electron attachment to the nucleotide 20-deoxycytidine-
30-monophosphate (30-dCMP) [41]. In this study, both nucleobase-centered radical
anion and phosphate-bounded radical anion (Fig. 14.1) have been located. The
adiabatic electron affinity (EAad) of the formation of the base-centered radical
anion of 30-dCMP is predicted to be 0.44 eV, while the EAad of the formation of
the phosphate-centered one is �0.14 eV (Table 14.1). Since the total energy for
the phosphate-centered radical anion is higher than the predicted value for neutral
species, this anion is unlikely to be the intermediate when interacting with low
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Fig. 14.1 The singly occupied molecular orbitals (SOMOs) of the two different 30-dCMP radical
anions (Reproduced with permission from Ref. [41], Copyright (2006), American Chemical
Society)

Table 14.1 Electron attachment energies for 30-dCMP (in eV). Values with zero-
point vibrational corrections are given in parentheses

EAad VEAa VDEb

Gas phase
30-dCMP!Base Attached 30dCMP�– 0.33 (�0.44) 0.15 1.28
30-dCMP! Phosphate Attached 30dCMP�– �0.20 (�0.14) �c 2.63
S-P-S! S-P-S�– �0.003; 0.033d

PCMe

30-dCMP!Base 30-dCMP�– 2.18 1.72 2.97
30-dCMP! Phosphate 30-dCMP�– 1.20 �c 4.04
S-P-S! S-P-S�– 0.88d

aVEADE(neutral) – E(anion), with the energies evaluated based on the optimized
neutral structures
bVDEDE(neutral) – E(anion), with the energies taken from the optimized anion
structures
cThe anionic phosphate attached 30-dCMP�– collapses to the more stable base
attached 30-dCMP�–

dReference [20]
ePCM model, using water as solvent with "D 78

energy electrons. Moreover, the vertical electron affinity (VEA) value of 0.15 eV
for 30-dCMP suggests that the formation of the phosphate-centered radical anion of
30-dCMP is less possible.

To make computational studies more relevant for the biomolecules, one also
needs to consider the effect of the polar surroundings on the investigated phenom-
ena. It was predicted that the inclusion of the effects of the polarizable medium
stabilizes the radical anions significantly [5]. However, it does not increase the
possibility of the formation of the phosphate-attached 30-dCMP�–. The EAad of the
phosphate-centered radical anion (1.20 eV) is significantly smaller than the EAad

(2.18 eV) and the VEA (1.72 eV) of the base-centered 30-dCMP�– in the polarizable
continuum model (PCM) [47] calculations. The singly occupied molecular orbital
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Scheme 14.1 The possible mechanism of the LEE induced DNA single-strand breaks at pyrimi-
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(SOMO, Fig. 14.1) of the 30-dCMP radical anion (base attached 30-dCMP�–)
demonstrates that the excess electron resides on the  * orbital of the base.

Based on the above arguments, one can assume the following possible mech-
anism of the LEE induced DNA single-strand breaks. At the nascent stage, the
excess electron resides on the  * orbital of nucleobase in the radical anion,
forming an electronically stable radical anion. Redistribution of the excess electron
accompanied by the thermo movement of the atoms in the molecule subsequently
leads to bond breaking at either C–O ¢ bonds or N-glycosidic bond (Scheme 14.1).

It should be mentioned that, based on the studies of different models
(20-deoxycytidine-30-monophosphate and 20-deoxythymidine-30-monophosphate
molecule) [23–26], Simons suggested that only in an aqueous solution the very low
energy electrons can attach to the  * orbitals of the DNA bases and then undergo
C30 –O30 bond cleavage [23–26, 30].

14.3 Electron Attachment–Induced DNA Single-Strand
Breaks at the Pyrimidine Sites

Since big fragments of DNA are too large to be studied using ab initio methods,
one needs to consider smaller models that are able to capture most molecular
characteristics vital for the investigated phenomena. The electron attachment to the
nucleotides of pyrimidines has been studied based on various models. The most
sophisticated models are the 20-deoxycytidine-30,50-diphosphate (30,50-dCDP) and
20-deoxythymidine-30,50-diphosphate (30,50-dTDP) [39]. Such models allow simul-
taneously examining both C50 –O50 and C30 –O30 bond cleavages and N-glycosidic
bond rupture processes. Other models include the corresponding nucleosides (dC
and dT) [27, 32] and the nucleoside monophosphates (30-dCMP, 30-dTMP, 50-dCMP,
and 50-dTMP) [1, 4]. Scheme 14.2 depicts the structures of these models. The EAad

of 0.27 eV for 30,50-dCDP and 0.35 eV for 30,50-dTDP facilitate the formation of
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Table 14.2 Electron attachment and detachment energies (in eV). Numbers
within the parentheses are the zero-point vibrational energy corrected

Process EAad VEAa VDEb

30,50-dCDP! 30,50-dCDP�– gas-phase 0.27 (0.44)c 0.03c 0.71c

30,50-dTDP! 30,50-dTDP�– gas-phase 0.35 (0.52)c 0.17c 0.67c

30,50-dCDP! 30,50-dCDP�– PCM model 1.99c 1.45 2.22
30,50-dTDP! 30,50-dTDP�– PCM model 1.98c 1.57 2.17
aVAEDE(neutral) – E(anion); the energies are evaluated using the opti-
mized neutral structures
bVDEDE(neutral) – E(anion); the energies are evaluated using the opti-
mized anion structures
cReference [5]

the corresponding radical anions [5]. Meanwhile, the large values of the vertical
detachment energy (VDE) for these two radical anions (0.71 eV for 30,50-dCDP�–
and 0.67 eV for 30,50-dTDP�–) ensure that, in the gas phase, electron detachment
will not compete with the subsequent reactions with the activation energy barrier
less than 16.37 kcal/mol (0.71 eV) for 30,50-dCDP�– and 15.45 kcal/mol (0.67 eV)
for 30,50-dTDP�– (see Table 14.2).

Once again, there is a need to evaluate investigated processes in the polar
environment. Solvent effects remarkably increase the electron capturing ability of
the nucleoside diphosphates. The EAads are 1.99 eV and 1.98 eV for 30,50-dCDP�–
and 30,50-dTDP�–, respectively, in the PCM calculation. Moreover, the increased
VDE of 30,50-dCDP�– (2.22 eV) and 30,50-dCTP�– (2.17 eV) due to the solvent
interactions suggests that in aqueous solution the reactions with energy barrier less
than 50 kcal/mol might undergo without any electron detachment from this radical
anion.

14.3.1 Activation Energies of the C50–O50 � Bond Breaking

The transition state structures for the C50 –O50 ¢ bond cleavage process of the 30,50-
dCDP�– and 30,50-dTDP�– have been characterized by the elongated C50 –O50 atomic
distance of 1.777 Å (1.769 Å) for cytidine (thymidine) and by the analysis of normal
mode corresponding to the imaginary vibrational frequency (Figs. 14.2 and 14.3).
The activation energy of the C50 –O50 ¢-bond cleavage process has been predicted to
be 14.17 kcal/mol for 30,50-dCDP�– and 13.37 kcal/mol for 30,50-dTDP�– (Table 14.3,
without the zero point energy correction, ZPE). These values are very close to
the activation energy needed for the C50 –O50 ¢-bond breaking in small models 50-
dCMP�– (14.27 kcal/mol) and in 50-dTMP�– (13.84 kcal/mol) [1]. Table 14.3 also
lists the ZPE corrected activation energy barriers and the corresponding free energy
differences at 298 K.

The solvent effects increase the C50 –O50 ¢-bond breaking energy barrier dramat-
ically. The energy barriers predicted using the PCM model are 18.73 kcal/mol for
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Fig. 14.2 The optimized structures of the radical anion of 20-deoxycytidine-30 ,50-diphosphate
(30,50-dCDP�–) and the transition state structures related to: C50 –O50 bond breaking (dCDT-TS50 –50 ),
C30 –O30 bond breaking (dCDT-TS30 –30 ), and N-glycosidic bond breaking (dCDT-TSglyco). Atomic
distances are in Å. Orange arrows in the transition states represent the single imaginary frequency
related vibration mode. Color representations: red – oxygen, gray – carbon, blue – nitrogen,
orange – phosphorous, and white – hydrogen (Reproduced with permission from Ref. [39],
Copyright (2010) Oxford University Press)

30,50-dCDP�– and 18.76 kcal/mol for 30,50-dTDP�– (Table 14.3). This noticeable in-
crease of the energy barriers is close to that found for the pyrimidine monophosphate
models (17.97 kcal/mol for 50-dCMP�– and 17.86 kcal/mol for 50-dTMP�–) in the
presence of polarizable medium [1].

14.3.2 Activation Energies of the C30–O30 � -Bond Breaking

The transition states for C30 –O30 ¢-bond cleavage process in the radical anion
of 30,50-dCDP and 30,50-dTDP are characterized by the elongated C30 –O30 atomic
distance (1.738 Å) and the normal mode corresponding to the imaginary vibrational
frequency. The activation energy of the C30 –O30 ¢-bond breaking has been predicted
to be 6.02 and 6.37 kcal/mol for the radical anions (Table 14.3, without ZPE). This
energy barrier is similar to that report based on the 30-dCMP and 30-dTMP models
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Fig. 14.3 The optimized structures of the bond-broken products: C50 –O50 bond broken (dCDP-
P50–50 and dTDP-P50 –50 ), C30 –O30 bond broken (dCDP-P30 –30 and dTDP-P30 –30 ), and N-glycosidic
bond broken (dCDP-Pglyco and dTDP-Pglyco) (Reproduced with permission from Ref [39], Copy-
right (2010), Oxford University Press)

(6.17 kcal/mol for the former and 7.06 kcal/mol for the latter) at the same level of
theory [4]. The presence of the phosphate group at the 50-position slightly decreases
the C30 –O30 ¢ bond breaking energy barrier. This low energy barrier in the C30 –O30

¢-bond breaking process has been suggested to have the SN2-like mechanism.
The solvent effects increase the energy barrier of the C30 –O30 ¢-bond rupture.

The corresponding energy barrier in the PCM model is high, up to 13.36 kcal/mol
and 14.18 kcal/mol for 30,50-dCDP�– and 30,50-dTDP�–, respectively (Table 14.3).
As comparison, the energy barrier amounts to 12.82 kcal/mol for 30-dCMP�– and
13.83 kcal/mol for 30-dTMP�– in the PCM model computations [4]. It should be
noted that these high activation energy barrier calculations based on the PCM model
are close to that for the C50 –O50 ¢-bond breaking process in the gas phase. Therefore,
SN2-like mechanism observed in the gas phase for the C30 –O30 ¢-bond breaking
reaction is blocked by the solvent-solute interactions.
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Table 14.3 The relative energies of the transition states of bond break pathways in gas phase
(kcal/mol)

Bond breaking �ETS
a �ETS(PCM)b �E0

TS
c �G0

TS
d

30,50-dCDP�–

C50 –O50 bond 14.17 (14.27e) 18.73 (17.97e) 12.31 (12.52e) 13.53 (12.75e)
C30 –O30 bond 6.03 (6.17f) 13.36 (12.82f) 5.23 (4.68f) 7.60 (4.54f)
N-glycosidic bond 26.21 (21.6g) 26.34 24.95 (20.4g) 26.57 (21.2g)

30,50-dTDP�–

C50 –O50 bond 13.39 (13.84e) 18.76 (17.86e) 11.59 (11.91e) 11.49 (11.82e)
C30 –O30 bond 6.04 (7.06f) 14.18 (13.73f) 5.66 (5.29f) 6.92 (4.42f)
N-glycosidic bond 19.19 (18.9g) 28.77 18.79 (17.6g) 21.10 (18.0g)

a�ETSDE(Transition state) – E(Radical anion)
b�ETS (PCM), using PCM model with "D 78.39
cWith the zero point energy (ZPE) correction
dFree energy at TD 298 K
eReference [1], using 20-deoxypyrimidine-50monophosphate as the model
fReference [4], using 20-deoxypyrimidine-30 monophosphate as the model
gReference [27], using 20-deoxypyrimidine nucleoside as the model

14.3.3 Activation Energies of the N-Glycosidic Bond Breaking

The transition state for N-glycosidic bond breaking of the radical anion has been
located and characterized by the elongated C10 –N1 atomic distance (1.873 Å for
30,50-dCDP and 1.873 Å for 30,50-dTDP) and the corresponding normal mode
representing the C10 –N1 ¢-bond breaking. The activation energy of the C10 –N1

glycosidic bond breaking has been predicted to be 26.21 kcal/mol (Table 14.3)
for 30,50-dCDP�–, about 4.61 kcal/mol higher than that found for the nucleoside
model. An important feature in the glycosidic bond breaking structure representing
transition state of cytidine is the existence of a strong H-bonding interaction between
the proton at the O50 and the N1 atom (the H(O50 ) : : :N1 distance is 1.78 Å in dC�–).
However, because of the phosphorylation at the O50 position in 30,50-dCDP�–, this
H-bonding pattern is absent in the corresponding transition state. Therefore, this
energy barrier increase is not unexpected. Similarly, in spite of the intramolecular
H-bonding between the O50 atom and the proton of the 30-phosphate, the activation
energy for the N-glycosidic bond breaking in 30,50-dTDP�– is also higher than that
in the corresponding nucleoside (19.20 kcal/mol vs. 18.9 kcal/mol) [27, 32]. The
predicted activation energy barrier increases for the N-glycosidic bond dissociation
due to the presence of the adjoining phosphate groups that parallels the recent
experimental observation [48]. It has been detected that while the LEE induced base
release percentage amounts to 16.5 in the oligomer TpT, it is reduced to 0.5 in the
oligonucleotide pTpTp [48].

Similar to the discussed C–O ¢-bond rupture, the solvent effects raise the energy
barrier of the N-glycosidic bond breaking. It amounts to 28.77 kcal/mol for 30,50-
dTDP�– in the PCM model simulated aqueous solutions. This substantial increase
in the energy barrier due to the solvent-solute interactions is in accordance with the
largely reduced dipole moment of the corresponding transition state (17.7 Debye
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Table 14.4 The relative
energies of the bond broken
products (kcal/mol)

Bond breaking process �Ea �EPCM
b

30,50-dCDP�–

C50 –O50 bond �22.00 �16.99
C30 –O30 bond �41.97 �27.92
N-glycosidic bond �0.03 11.12

30,50-dTDP�–

C50 –O50 bond �32.89 �18.98
C30 –O30 bond �43.09 �27.72
N-glycosidic bond �7.67 6.57

a�EDE(Bond broken product) – E(Radical anion)
b�EPCMDE(Bond broken product) – E(Radical
anion); using PCM model with "D 78.39

vs. 22.8 Debye for the optimized radical anion) in aqueous solutions. On the other
hand, the solvent-solute interactions only slightly increase the activation energy of
the N-glycosidic bond rupture in 30,50-dCDP�– (26.34 kcal/mol). Correspondingly,
the dipole moments of the local minimum structure and the transition state of 30,50-
dCDP�– are very similar (17.9 Debye vs. 17.0 Debye).

14.3.4 Products of the C–O � -Bonds and N-Glycosidic
Bond Breaking

Both C30 –O30 and C50 –O50 ¢-bond ruptures lead to the energetically stable com-
plexes consisting of a phosphate anion and a corresponding carbon-centered neutral
radical. In the case of the C50 –O50 ¢-bond breaking these products are 22.0 kcal/mol
and 32.9 kcal/mol more stable than 30,50-dCDP�– and 30,50-dTDP�–, respectively
(Table 14.4). Meanwhile, the energies of the C30 –O30 ¢-bond broken products are
42.0 kcal/mol and 43.1 kcal/mol lower than those of the corresponding reactants,
30,50-dCDP�– and 30,50-dTDP�–, respectively [39].

Interestingly, the energy release during the N1–C10 bond breaking process is
less significant as compared to that during the C–O ¢-bond rupture. N-glycosidic
bond broken product of cytidine diphosphate (PdCglyco) in the gas phase has the
total energy almost the same as that of 30,50-dCDP�–. This bond-ruptured complex
contains a dehydrogenated cytosine anion and a P-S-P neutral radical in the gas
phase. In parallel, the complex formed by the N-glycosidic bond breaking of 30,50-
dTDP�– (PdTglyco) is about 7.67 kcal/mol more stable than 30,50-dTDP�– [39].

In general, solvent effects increase the energy of the bond broken products of the
pyrimidine diphosphate complexes. The polarizable medium decreases stability of
the N-glycosidic bond broken products considerable. The total electronic energy
of the product of the N-glycosidic bond breaking of 30,50-dCDP�– (PdCglyco) is
11.12 kcal/mol higher than that of 30,50-dCDP�–. Meanwhile, the PCM model
calculations reveal that the total energy of the N-glycosidic bond breaking of 30,50-
dTDP�– (PdTglyco) is 6.57 kcal/mol higher than that of 30,50-dTDP�–. Both in the gas
phase and in the presence of the polarizable medium, the C30 –O30 bond breaking
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process has the highest driving force among the three bond breaking pathways
considered in this study. The reaction pathway through the C30 –O30 bond breaking is
the most thermodynamically favorable. Meanwhile, relatively higher energies of the
N-glycosidic bond broken products suggest that the pathway through N1–C10 bond
rupture is not thermodynamically preferred [39].

14.3.5 Reaction Pathways of the LEE-Induced DNA
Single Strands

In the gas phase, the glycosidic bond breaking process requires activation energy
as high as 19.19 kcal/mol. Therefore, base release should be excluded based on the
mechanisms proposed above. The energy barrier for the C30 –O30 ¢-bond cleavage
process (�6.0 kcal/mol for both cytidine and thymidine) suggests that this reaction
pathway is the most favorable as compared to the other possible pathways. On
the other hand, the relatively low activation energy barrier (�14 kcal/mol) for the
C50 –O50 ¢-bond cleavage process indicates that this pathway could be possible,
especially when the incident electrons have relatively high energy (a few electron
volts). However, as the energy of the incident electrons decrease, the possibility
of the reactions through the C50 –O50 ¢-bond cleavage pathway is expected to
decrease. Therefore, the strand breaks caused by the attachment with near-zero
energy electrons is dominated by the C30 –O30 ¢-bond cleavage pathway for the
isolated nucleotides [1, 4, 39].

An application of the PCM model to describe the solvent effects excludes
accounting for contributions of potentially vital processes as proton transfer or
charge transfer that might proceed exist between solute and solvent. On account of
such an assumption, solvent effects greatly increase the activation energies of either
C–O ¢-bond cleavage processes or the N-glycosidic bond breaking process. Within
the solvated model, the predicted activation energy barriers of 26–28 kcal/mol
for the N-glycosidic bond breaking process eliminate possibility of the observable
reactions occurring based on this pathway. It is important to note that the activation
energy barrier of the C30 –O30 ¢-bond cleavage process rises to 13.4 kcal/mol in the
PCM calculations, which is about 5 kcal/mol lower than that for the C50 –O50 ¢-bond
cleavage process (18.76 kcal/mol). In comparison with the gas phase, the importance
of the C50 –O50 ¢-bond cleavage process (vs. the C30 –O30 ¢-bond cleavage process)
increases under the solvated condition. However, the C30 –O30 ¢-bond cleavage
pathway still dominates the LEE induced DNA single strands in the presence
of the polarizable surroundings. The energy profiles along the reaction pathways
depicted in Figs. 14.4 and 14.5 clearly reveal that the products of the C30 –O30 ¢-
bond cleavage are favored both kinetically and thermodynamically. Nevertheless,
we want to emphasize again that since the activation energy barriers predicted in
the polarizable surroundings are in general higher than those in the gas phase, the
LEE-induced DNA single strands breaking in the polarizable medium should be less
important than the corresponding phenomenon in the gas phase.
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Fig. 14.4 The energy profile of the C50 –O50 , C30 –O30 , and N-glycosidic bond breaking process for
30,50-dCDP�– in the gas-phase and in aqueous solutions (Reproduced with permission from Ref.
[39], Copyright (2010), Oxford University Press)

6.0 

13.4

19.2 

15.5 

53.1

26.9

46.3 

3´,5´-dTDP 

TSC3´– O3´ 

TSC5´– O5´ 

TSglyco 

PC3´– O3´ 

PC5´– O5´ 

Pglyco 

14.2

18.8

28.8

50.0

41.9 

22.2

37.8

3´,5´-dTDP

3´ 5´-dTDP –

TSC3´– O3´ 

TSC5´– O5´ 

TSglyco 

PC3´– O3´ 

PC5´– O5´ 

Pglyco 

E
nergy 

Gas-phase PCM model 

3´,5´-dTDP –

Fig. 14.5 The energy profile of the C50 –O50 , C30 –O30 , and N-glycosidic bond breaking process for
30,50-dTDP�– in the gas phase and in aqueous solutions (Reproduced with permission from Ref.
[39], Copyright (2010), Oxford University Press)

14.4 Electron Attachment Induced DNA Single-Strand
Breaks at the Adenine Site

The electron attachment and detachment energies of 20-deoxyadenosine-30,50-
diphosphate (30,50-dADP) are summarized as follows: the adiabatic electron affinity
(EAad) of 30,50-dADP is 0.22 eV, the vertical attachment energy is 0.02 eV, and
the vertical detachment energy (VDE) of the corresponding 30,50-dADP�– radical
anion is 0.26 eV [5]. It should be noted that in the gas phase, electron attachment to
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Table 14.5 Electron attachment and detachment energies (in eV)

Process EAad VEAa VDEb

30,50-dADP! 30,50-dADP�– gas-phase 0.10 (0.22)c 0.04c 0.26c

30,50-dADP! 30,50-dADP�– PCM model 1.59c 1.37 1.59
aVAEDE(neutral) – E(anion); the energies are evaluated using the optimized
neutral structures
bVDEDE(neutral) – E(anion); the energies are evaluated using the optimized
anion structures
cReference [5]

30,50-dADP leads to the formation of a valence anion in which the excess electron
partially locates on the base and partially resides on the phosphate group [5].
However, it still can initiate the bond breakings in the radical anion of 30,50-dADP.

An interaction with the polarizable surroundings (represented by water as
a solvent) remarkably improves the electron capture ability of 30,50-dADP
(EAad D 1.59 eV and VEA D 1.37 eV in the PCM model). Moreover, due to
the solvent interactions, the VDE of 30,50-dADP– increases up to 1.59 eV. This
large VDE value implies that in the presence of the polarizable surroundings, the
reactions with energy barriers less than 23 kcal/mol might occur before the electron
detachment for this radical anion [49] (Table 14.5).

14.4.1 Activation Energies of the C50–O50 � Bond Breaking
Process in the Radical Anion of 30,50-dADP

The C50 –O50 bond length in the transition state corresponding to the C50 –O50 ¢-
bond association for the radical anions of 30,50-dADP is elongated. C50 –O50 bond
distance of 1.714 Å is predicted as well as the normal mode corresponding to
the imaginary vibrational frequency. These data confirm that the above transition
state is associated with the C50 –O50 ¢-bond breaking process (Fig. 14.6). The
activation energy of the C50 –O50 ¢-bond cleavage process has been predicted to
be 9.99 kcal/mol (Table 14.6, without the zero point energy correction, ZPE). As
a comparison, the activation energy predicted for the C50 –O50 ¢-bond breaking is
higher in 30,50-dCDP�– (13.37 kcal/mol) and in 30,50-dTDP�– (14.17 kcal/mol) [39].

The effects of the polarizable medium raises the C50 –O50 ¢-bond breaking energy
barrier dramatically (22.54 kcal/mol with the PCM model prediction, Table 14.6)
in 30,50-dADP�–. This substantial increase complements the cases of pyrimidine
nucleotides in which the effects of the polarizable surroundings raise the C50 –
O50 ¢-bond breaking energy barrier up to 18.73 kcal/mol for 30,50-dCDP�– and to
18.76 kcal/mol for 30,50-dTDP�– [39].
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Fig. 14.6 The optimized structures of the radical anion of 20-deoxyguanosine-30 ,50-diphosphate
(30,50-dADP�–) and the transition state structures of the C50 –O50 bond breaking (TSC50 –O50 ),
C30 –O30 bond breaking (TSC30 –O30 ), and N-glycosidic bond breaking (TSglycosidic). Atomic
distances are in Å. Orange arrows in the transition states represent the vibration mode related to
single imaginary frequency [49]. (Reproduced with permission from Ref. [49], Copyright (2011),
American Chemical Society)

Table 14.6 The relative energies of transition states responsible for bond breaks
in 30,50-dADP�– (kcal/mol)

Bond breaking process �ETS
a �ETS(PCM)b �E0

TS
c �G0

TS
d

C50 –O50 bond 9.99 22.54 9.32 11.06
C30 –O30 bond 8.94 13.22 7.07 7.33
N-glycosidic bond 21.29 (20.3e) 20.91 19.99 20.99
a�ETSDE(Transition state) – E(Radical anion)
b�ETS (PCM)DE(Transition state) – E(Radical anion); using PCM model with
"D 78
cWith the zero point energy (ZPE) correction
dFree energy at TD 298 K
eReference [32], using 20-deoxyadenosine as the model
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14.4.2 Activation Energies of the C30–O30 � Bond Breaking
Process in the Radical Anion of 30,50-dADP

The transition state for C30 –O30 ¢-bond cleavage process in the radical anion of 30,50-
dADP has been located and related to the single imaginary vibrational frequency.
The elongated C30 –O30 bond distance (1.733 Å) and the normal mode corresponding
to the imaginary vibrational frequency characterize the C30 –O30 ¢-bond breaking
process. The activation energy of the C30 –O30 ¢-bond breaking process has been
predicted to be 8.94 kcal/mol (Table 14.6). As a comparison, the activation energy
needed for the C30 –O30 ¢-bond breaking in pyrimidine nucleotides is lower in 30,50-
dCDP�– (6.2 kcal/mol) and in 30,50-dCDP�– (7.1 kcal/mol) [18], owing to the SN2-
like reaction mechanism.

Similar to the process of the C50 –O50 ¢-bond rupture, the effects of the polarizable
surroundings increase significantly the energy barrier of the C30 –O30 ¢-bond rupture
in 30,50-dADP�– (13.22 kcal/mol with the PCM model prediction).

14.4.3 Activation Energies of the N-Glycosidic Bond Breaking
Process in the Radical Anion of 30,50-dADP

The transition state for N-glycosidic bond breaking of the radical anion of 30,50-
dADP has been located and characterized by the elongated C10 –N9 atomic distance
(1.861 Å). The activation energy of the C10 –N9 glycosidic bond breaking has been
predicted to be 21.29 kcal/mol (Table 14.6, without ZPE). Based on the nucleoside
model, this bond rupture energy barrier is predicted to be 20.3 kcal/mol [13]. The
existence of the neighboring phosphates on the ribose moiety slightly increases
the energy barrier. Moreover, this energy barrier is also close to that reported in
the previous studies on the LEE induced glycosidic bond cleavage in pyrimidine
nucleosides, in which the activation energy was predicted to be 18.9–21.6 kcal/mol
for the C–N bond break [27, 32].

In contrast to the C–O ¢-bond rupture process, the polarizable surroundings
barely influences the energy barrier of the N-glycosidic bond breaking
(20.91 kcal/mol for 30,50-dADP�– in the presence of the polarizable surroundings).

14.4.4 Products of the C–O � -Bonds and N-Glycosidic Bond
Breaking Processes of the Radical Anion of 30,50-dADP

Both C30 –O30 and C50 –O50 ¢-bonds rupture lead to the energetically stable com-
plexes consisting of a phosphate anion and a corresponding carbon-centered neutral
radical. In the former case, the C50 –O50 ¢-bond broken product is by 54.09 kcal/mol
more stable than 30,50-dADP�– (Table 14.7). Meanwhile, the energy of the C30 –O30
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Table 14.7 The relative
energies of the bond broken
products (kcal/mol)

Bond breaking process �Ea �EPCM
b

C50 –O50 bond �54:09 �38:13
C30 –O30 bond �45:25 �36:22
N-glycosidic bond �9:36 �0:89
a�EDE(Bond broken product) – E(Radical anion)
b�EPCMDE(Bond broken product) – E(Radical
anion); using PCM model with "D 78

¢-bond broken product is 45.25 kcal/mol lower than that of 30,50-dADP�–. However,
solvent effects destabilize these products by about 16 kcal/mol (9 kcal/mol for the
C30 –O30 ¢-bond broken product).

N-glycosidic bond broken product in the gas phase is about 9.36 kcal/mol
lower than 30,50-dADP�–. In the gas phase, this complex contains a deprotonated
adenine anion and a ribose-centered P-S-P radical. In the presence of the polarizable
surroundings, this N-glycosidic bond broken product is significantly destabilized by
the surrounding-solute interactions. The total energy of this complex is only about
0.89 kcal/mol lower than that of 30,50-dADP�–.

14.4.5 Reaction Pathways of the LEE-Induced DNA Single
Strands at Adenine Site

The low energy electron-induced single-strand bond breaking in the adenine-rich
DNA might take place in the same way as the corresponding process proceeds
in the pyrimidines: the electrons partly bound to the base group, forming an
adenine-centered radical anion of the nucleotide. Subsequently, this radical anion
undergoes the C–O bond or glycosidic bond breaking and yield corresponding
radical fragments and anions.

In the gas phase, the glycosidic bond breaking requires activation energy as
high as 21.28 kcal/mol. Therefore, the DNA base release should be excluded based
on the energy consideration. The energy barrier for the C30 –O30 ¢-bond cleavage
process (8.94 kcal/mol) is close to that of C50 –O50 ¢-bond cleavage (9.99 kcal/mol).
Both pathways seem to be compatible. However, relatively small electron vertical
detachment energy (VDE D 0.26 eV, or 6.00 kcal/mol) of the corresponding radical
anion 30,50-dADP�– suggests that electron detachment should dominate in the gas
phase. Therefore, the LEE attachment is unlikely to directly induce the strand breaks
at the adenine site in the DNA single strands.

In PCM approximation, the effects of the polarizable surroundings not only
greatly increase the activation energies of the C–O ¢-bond cleavage processes
(13.22 kcal/mol for C30 –O30 ¢-bond rupture and 22.54 kcal/mol for C50 –O50¢-bond
rupture) but also significantly increase the electron vertical detachment energy
(VDE D 1.59 eV, or 36.69 kcal/mol) of 30,50-dADP�–. Consequently, C30 –O30 ¢-bond
rupture is expected to be able to take place for the adenine-centered radical anion in
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Fig. 14.7 The energy profile of the C50 –O50 , C30 –O30 , and N-glycosidic bond breaking process
of 30,50-dADP�– in the gas-phase and in the presence of the polarizable surroundings [49]
(Reproduced with permission from Ref. [49], Copyright (2011), American Chemical Society)

the presence of polarizable medium. Considering that the presence of the polarizable
surroundings hardly changes the activation energy barrier of N-glycosidic bond
breaking, the C30 –O30 ¢-bond cleavage processes should dominate the LEE induced
DNA single strand dissociation in the adenine-rich DNA (Fig. 14.7).

14.5 Electron Attachment Induced DNA Single-Strand
Breaks at the Guanine Site [38]

The study of the electron attachment to 20-deoxyguanosine-30,50-diphosphate (30,50-
dGDP) reveals that the EAad of 30,50-dGDP reaches 0.36 eV and the vertical detach-
ment energy (VDE) of the corresponding radical anion (30,50-dGDP�–) amounts to
0.32 eV. This suggests that such radical anion is able to endure the reactions with
the activation energy barrier less than 7.37 kcal/mol (0.32 eV) in the gas phase.
Unlike in pyrimidine bases, electron attachment to 30,50-dGDP does not lead to the
formation of base-center valence radical anion. However, the electron affinities of
30,50-dGDP suggest that in the gas phase it is possible to form a dipole-bound radical
anion that would represent the local minimum on the potential energy surface. This
dipole-bound state of the radical anion might serve as the precursor of the electron
attchment induced bond breakings.

Again, one needs to know how this process is carried out in the polar envi-
ronment. The influence of the polarizable surroundings remarkably improves the
ability of 30,50-dGDP to capture an electron (EAad amounts to 0.95 eV in aqueous
solution). Moreover, due to the solvent interactions, the increased VDE of 30,50-
dGDP�– (1.01 eV) suggests that in the presence of the polarizable surroundings,
the reactions with energy barrier of less than 23 kcal/mol might occur before the
electron detachment for this radical anion (Table 14.8).
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Table 14.8 Electron attachment and detachment energies of 30,50-dGDP (in eV)

Process EAad VEAa VDEb

30,50-dGDP! 30,50-dGDP– gas-phase 0.24 (0.36)c 0.14c 0.32c

30,50-dGDP! 30,50-dGDP– PCM model 0.95c 1.01
aVAEDE(neutral) – E(anion); the energies are evaluated using the optimized
neutral structures
bVDEDE(neutral) – E(anion); the energies are evaluated using the optimized anion
structures
cReference [5]

14.5.1 Activation Energies of the C50–O50 � -Bond Breaking
Process in 30,50-dGDP�–

The transition state for the radical anions of 30,50-dGDP is characterized by the
existence of a single imaginary vibrational frequency (848i cm�1). The C50 –O50

¢-bond breaking can be traced through the elongated C50 –O50 atomic distance
of 1.776 Å and by the normal mode corresponding to the imaginary vibrational
frequency (Fig. 14.8). The activation energy of the C50 –O50 ¢-bond cleavage process
has been predicted to be 12.97 kcal/mol (Table 14.9, without ZPE) [38]. As a
comparison, the activation energy needed for the C50 –O50 ¢-bond breaking for 30,50-
dADP�– is 9.9 kcal/mol. The C50 –O50 ¢-bond is weak in the purine sites of DNA [38].

The effects of the polarizable surroundings are vital for this process – they lower
the C50 –O50 ¢-bond breaking energy barrier dramatically (1.06 kcal/mol with the
PCM model prediction, Table 14.9) in 30,50-dGDP�–. This substantial decrease of
the energy barrier is mainly due to the large dipole moment (19.8 Debye) induced
by the solvent-solute interaction at the transition state corresponding to the C50 –
O50 ¢-bond rupture. On the contrary, the effects of the polarizable surroundings
raise the C50 –O50 ¢-bond breaking energy barrier for the other nucleotides sig-
nificantly (18.73 kcal/mol for 30,50-dCDP�–, 18.76 kcal/mol for 30,50-dTDP�–, and
22.54 kcal/mol for 30,50-dADP�–).

14.5.2 Activation Energies of the C30–O30 � Bond Breaking
Process in 30,50-dGDP�–

In order to evaluate the activation barriers one needs to obtain detailed information
about transition state relates to such barriers. The transition state for C30 –O30 ¢-bond
cleavage process in the radical anion of 30,50-dGDP is characterized by the elongated
C30 –O30 atomic distance (1.738 Å). The activation energy of the C30 –O30 ¢-bond
breaking has been predicted to be 11.23 kcal/mol (Table 14.9, without ZPE) [38].
Similar energy barrier is reported based on the 30-dGMP model (10.28 kcal/mol) at
the same level of theory by Schyman et al. [50]. The presence of the phosphate group
slightly increases the C30 –O30 ¢-bond breaking energy barrier. As a comparison, the
activation energy needed for the C30 –O30 ¢-bond breaking in pyrimidine nucleotides
is lower, owing to the SN2-like reaction mechanism.
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Fig. 14.8 The optimized structures of the radical anion of 30,50-dGDP�– and the transition state
structures of the C50 –O50 bond breaking (TSC50 –O50 ), C30 –O30 bond breaking (TSC30 –O30 ), and
N-glycosidic bond breaking (TSglycosidic). Atomic distances are in Å. Orange arrows in the
transition states represent vibration mode related to the single imaginary frequency (Reproduced
with permission from Ref. [38], Copyright (2010), John Wiley & Sons)

Table 14.9 The relative energies of transition states of bond breaks in 30,50-dGDP�–

(kcal/mol)

Bond breaking process �ETS
a �ETS(PCM) b �E0

TS
c �G0

TS
d

C50 –O50 bond 12.97 1.06 11.06 10.40
C30 –O30 bond 11.23 (10.28e) 3.56 (5.25e) 9.25 (8.56e) 8.59
N-glycosidic bond 24.08 9.99 21.64 21.05
a�ETSDE(Transition state) – E(Radical anion)
b�ETS (PCM)DE(Transition state) – E(Radical anion); using PCM model with
"D 78
cWith the zero point energy (ZPE) correction
dFree energy at TD 298 K
eReference [50], using 20-deoxyguanosine-30 monophosphate as the model
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The effects of the polarizable surroundings decrease significantly the energy
barrier of the C30 –O30 ¢-bond rupture in 30,50-dGDP�– (3.56 kcal/mol with the
PCM model prediction) [38]. This effect can also be seen in the 30-dGMP model
(5.25 kcal/mol) [50]. The dipole moment (8.9 Debye) induced by the solvent-solute
interaction in the transition state corresponding to the C30 –O30 ¢-bond rupture is
only half of that revealed for the transition state structure related to the C50 –O50

¢-bond breaking. Therefore, the effect of the polar surroundings on the activation
energy barrier is more profound in the C50 –O50 ¢-bond breaking process.

14.5.3 Activation Energies of the N-Glycosidic Bond Breaking
Process in 30,50-dGDP�–

The transition state for N-glycosidic bond breaking of the radical anion of 30,50-
dGDP has been located and characterized by the elongated C10 –N9 atomic distance
(1.873 Å). This is further confirmed by the existence of single imaginary vibrational
frequency of 576i cm�1 and the corresponding normal mode representing the C10 –
N9 ¢-bond breaking. The activation energy of the C10 –N9 glycosidic bond breaking
has been predicted to be 24.08 kcal/mol (Table 14.9, without ZPE) [38]. This energy
barrier is noticeable higher than that reported in the previous studies on the LEE-
induced glycosidic bond cleavage in pyrimidine nucleosides, in which the activation
energy was predicted to be 18.9–21.6 kcal/mol for the C–N bond break [38].

Similarly to the C–O ¢-bond rupture, the effects of the surroundings lower the
energy barrier of the N-glycosidic bond breaking down to 9.99 kcal/mol for 30,50-
dGDP�– in the presence of the polarizable environment. This substantial decrease in
the energy barrier due to the surrounding-solute interactions is in accordance with
the large dipole moment of the corresponding transition state (18.7 Debye) revealed
in the PCM model calculation.

14.5.4 Products of the C–O � -Bonds and N-Glycosidic Bond
Breaking Processes of the Radical Anion of 30,50-dGDP

Both C30 –O30 and C50 –O50 ¢-bonds rupture lead to the energetically stable com-
plexes consisting of a phosphate anion and a corresponding carbon-centered neutral
radical. In the former case, the C50 –O50 ¢-bond broken product is by 30.13 kcal/mol
more stable than 30,50-dGDP�– (Table 14.10). Meanwhile the energy of the C30 –
O30 ¢-bond broken product is 24.42 kcal/mol lower than that of 30,50-dGDP�– [38].
Interestingly, the formation of a H-bond between the phosphate groups in the C50 –
O50 ¢-bond broken product is the reason for this energy difference between these two
C–O ¢-type bond broken products. In addition, the solvent effects further stabilize
these products by about 10 kcal/mol (16 kcal/mol for the C30 –O30 ¢-bond broken
product) [38].
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Table 14.10 The relative
energies of the bond broken
products of 30,50-dGDP�–

(kcal/mol)

Bond breaking process �Ea �EPCM
b

C50 –O50 bond �30:13 �40.70
C30 –O30 bond �24:42 �40.16
N-glycosidic bond �1:26 �20.13
a�EDE(Bond broken product) – E(Radical anion)
b�EPCMDE(Bond broken product) – E(Radical
anion); using PCM model with "D 78

N-glycosidic bond broken product in the gas phase is only by about 1.3 kcal/mol
lower than 30,50-dGDP�–. In the gas phase this complex contains a dehydrogenated
guanine neutral radical and a P-S-P anion. However, in the presence of the
polarizable surroundings, this N-glycosidic bond broken product is significantly
stabilized by the surrounding-solute interactions. The total energy of this complex
is about 20 kcal/mol lower than that of 30,50-dGDP�– [38].

14.5.5 Reaction Pathways of the LEE-Induced DNA Single
Strands at the Guanine Site

The mechanism of the low energy electron-induced single-strand bond breaking
in the guanine-rich DNA is proposed as follows: The electrons partly bound to
the phosphate group in adjacent to the guanine in DNA oligomers, forming a
phosphate-centered radical anion of the nucleotide. Subsequently, this radical anion
undergoes the C–O bond or glycosidic bond breaking and yields corresponding
radical fragments and anions.

In the gas phase, the glycosidic bond breaking requires activation energy as
high as 24.08 kcal/mol. Therefore, base release should be excluded based on
the energy consideration. The energy barrier for the C30 –O30 ¢-bond cleavage
process (11.23 kcal/mol) is close to that of C50 –O50 ¢-bond cleavage process
(12.97 kcal/mol) [38]. Both pathways seem to be compatible. However, relatively
small electron VDE (VDE D 0.32 eV, or 7.37 kcal/mol) of the corresponding radical
anion 30,50-dGDP�– suggests that electron detachment should dominate in the gas
phase. Therefore, the LEE attachment is unlikely to directly induce the strand breaks
at the guanine site in the DNA single strands.

In order to evaluate the effect of polar environment on the studied phenomena, the
PCM model was employed. Its limitations imply that one cannot directly account for
the effects of proton transfer or charge transfer between solute and solvent. In this
approximation, the effects of the polarizable surroundings not only greatly decrease
the activation energies of the C–O ¢-bond cleavage processes (1.06 to 3.56 kcal/mol)
but also significantly increase the electron VDE (VDE D 1.01 eV, or 23.29 kcal/mol)
of 30,50-dGDP�– [38]. Consequently, C–O ¢-bond cleavage processes are easy to
carry out. Although the presence of the polarizable surroundings also lowers the



14 Potential Path of DNA Damage: Electron Attachment–Induced DNA. . . 533

11.2

13.0 

24.1 

7.4 

35.6 

25.3

43.1

3´,5´-dGDP

3´,5´-dGDP–

TSC3´– O3´ 

TSC5´– O5´ 

TSglycosidic 

PC3´– O3´ PC5´– O5´ 

Pglycosidic 

1.1

3.6

10.023.3

43.7

30.1 

41.8

3´,5´-dGDP

3´,5´-dGDP–

TSC3´– O3´ 

TSC5´– O5´ 

TSglycosidic

PC3´– O3´ 
PC5´– O5´ 

Pglycosidic 

E
nergy

ledomMCPesahp-saG

Fig. 14.9 The energy profile of the C50 –O50 , C30 –O30 , and N-glycosidic bond breaking process of
30,50-dGDP�– in the gas phase and in the presence of the polarizable surroundings (Reproduced
with permission from Ref. [38], Copyright (2010), John Wiley & Sons)

activation energy barrier of N-glycosidic bond breaking down to 9.99 kcal/mol,
this process is expected to be suppressed by the C–O ¢-bond cleavage processes
(Fig. 14.9).

LEE-induced bond breaks experiment on the oligonucleotide tetramer CGTA in
the thin solid films reported the ratio of 29:11:0 for the bond breaks of C50 –O50 , C30 –
O30 , and N-glycosidic bonds [28]. This ratio clearly follows the theoretical sequence
of the bond breaking reaction pathways in aqueous solutions. In the experiment the
oligonucleotide CGTA was in the thin solid films [28]. The consistency between
experimental and theoretical data related to the reaction pathway ratio suggests that
the influence of the surroundings in the thin solid film on the LEE-induced DNA
damages is similar to the effects of the polarizable surroundings described by the
PCM model.

14.6 Comparison with the Experimental Results

For cytidine, the experiments of LEE-induced bond breaks of oligonucleotide
tetramer GCAT in the thin solid films revealed the ratio of 5:11 for the bond breaks
of C50 –O50 to the bond breaks of C30 –O30 (at the site of cytidine) induced by the
incident electrons with the energy of 15 eV. This ratio decreases to 3:8 (10 eV) and
4:21 (6 eV) as the energy of the incident electrons diminishes [28]. Therefore, one
should expect that the ratio of the bond breaks of C50 –O50 against that of C30 –O30

induced by the near-zero electron attachment will be even smaller. On the other
hand, the fraction of the cytosine base release is negligible. This ratio observed
in the experiments clearly follows our theoretical sequence of the bond breaking
reaction pathways either in solvent or in the gas phase.
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For thymidine, the experiment of LEE-induced bond breaks of oligonucleotide
trimer TTT (TpTpT) [48] in the solid films yields the ratio of 2.5:2.9 for the
bond breaks of C50 –O50 to the bond breaks of C30 –O30 with the relatively high
energy incident electrons (11 eV). This ratio is also qualitatively consistent with
the theoretical predictions.

Considering that the oligonucleotide GCAT is in the thin solid films in the
experiment [28], the influence of the surroundings in the thin solid film on the LEE-
induced DNA damages is greater than that revealed by the gas phase simulations;
however, the outcome is lesser than suggested by the solvent effects evaluated
by the PCM model. The consistency between the theoretical prediction and the
experimental observation related to the reaction pathway ratio provides strong
supportive evidence for the base-centered radical anion mechanism of the low
energy electron-induced single-strand bond breaking around the pyrimidine sites
of the DNA single strands, mentioned above.

Recent experiments demonstrated that guanosine is one of the vulnerable sites
in DNA in aqueous solutions under the bombardment of low energy electrons
[35–37]. In the presence of the polarizable surroundings, the significant increase in
the electron affinities of the 30,50-dGDP and in vertical detachment energy of 30,50-
dGDP�– ensure the formation of the electronically stable radical anion. Furthermore,
the surrounding-solute interactions greatly reduce the activation barriers of the C–O
bond cleavage to approximately 1.1–3.6 kcal/mol [38]. These low energy barriers
ensure either C50 –O50 or C30 –O30 bond rupture to take place at the guanosine site in
DNA single strands. The activation energies of these C–O bond cleavages indicate
that C50 –O50 bond breaking is superior over that of C30 –O30 involving process.

14.7 Summary

One of the possible mechanisms for the low energy electron-induced single-strand
breaking in DNA might involve the electron’s attachment to the pyrimidine DNA
bases and the formation of the base-centered radical anions of the nucleotides in
the first step. Subsequently, these electronically stable radical anions are capable of
undergoing either C–O or glycosidic bond breaking, producing the neutral ribose
radical fragments and the corresponding phosphoric anions or base anions. The
results of the theoretical studies, along with the findings of the earlier investigations
indicate that this mechanism is able to elucidate the recent experimental observa-
tions on the LEE induced damages in DNA single strands.

For the pyrimidine diphosphates, the strand breaks caused by the attachment of
near-zero energy electrons is dominated by the C30 –O30 ¢-bond cleavage pathway in
the gas phase. The relatively high activation energy barrier for the glycosidic bond
breaking suggests that based on the base-centered radical anion mechanism, LEE
attachment is unlikely to directly induce the base release at the pyrimidine sites in
the DNA single strands. Moreover, due to the low electron affinities of the purine
diphosphates and the low VED energies of the corresponding radical anions, the
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bond breaks during the low energy electron attachment to DNA single strands is
unlikely to occur at the purine sites in the gas-phase.

However, the existence of the polarizable surroundings appreciably changes the
scenarios. In the presence of polarizable surroundings, the interactions between
the nucleotides and the polarizable medium increase the activation barriers to
13–14 kcal/mol for the C30 –O30 bond cleavage and to 18–19 kcal/mol for the C50 –
O50 bond cleavage, respectively. These relatively high energy barriers suggest that
only C30 –O30 bond rupture takes place in a reasonable rate at the pyrimidine sites
in DNA single strands. On the other hand, the comparatively high electron affinities
of the 30,50-dGDP and in vertical detachment energy of 30,50-dGDP�– ensure the
formation of the electronically stable radical anion. Furthermore, the surrounding-
solute interactions greatly reduce the activation barriers of the C–O bond cleavage
to approximately 1–4 kcal/mol. These low energy barriers ensure either C50 –O50 or
C30 –O30 bond rupture to take place at the guanosine site in DNA single strands
significantly. In addition, the activation energies of these C–O bond cleavages
indicate that C50 –O50 bond breaking is superior over that of C30 –O30 .

It should be emphasized that the PCM model only accounts for the effects of
the polarizable surroundings. However, there are other important factors governing
characteristics of solvated species in aqueous solutions such as microsolvation
and proton transfer between solvent and solute, which are not accounted for in
the PCM calculations. In addition to the effects of the polarizable surroundings
(which increase the activation energy barriers for C–O ¢-bonds and glycosidic
bond cleavage), microhydration and proton transfer between water molecules and
the radical anions would further stabilize the reactants by reducing the excessive
negative charge of the radical anions. Therefore, electron-induced DNA single-
strand bond breaking might have different scenarios in aqueous solutions, as
concluded in the experimental studies [51].
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SMILELOG, 296
Solubility, 148, 149, 174, 279–330, 336–338,

340–352, 355–357, 437, 438, 460
Solute-solvent iteration, 2
SPARC, 346, 347
Spin-orbital, 8, 40, 213, 246, 248, 452
Spin-orbit coupling, 444
State specific (SS), 4–5, 479, 480

reagent, 472, 505
Sticky finger, 104
STM. See Scanning tunneling microscope

(STM)
Sugar-phosphate-sugar (S-P-S), 513
Supercapacitor, 231–238
SWCNT healing, 144–146

T
Tetrahydrofuran (THF), 472, 473, 476–479,

481, 485–490, 492, 494–507
Thiacarbocyanine iodide (TCCI), 35–45
Time-dependent Hartree-Fock (TD-HF), 4, 5
TNT. See Trinitrotoluene (TNT)
Toxicity in vivo, 308–329
Toxicological endpoint, 281
Transition metal complex, 391–431
Transition state theory (TST), 212, 262, 263,

265, 454–457
Transmetallation, 392, 399, 426–430
1,3,5-Triamino-2,4,6-trinitrobenzene (TATB),

336, 348, 351
Trinitrotoluene (TNT), 336, 337, 345, 348,

351–355
TST. See Transition state theory (TST)

V
van der Waals forces, 104, 105, 215
van der Waals replica-exchange method

(vWREM), 70, 78–79, 86, 97
Vapor pressure, 336, 337, 340, 352–354, 356,

438
Variational transition state theory (VTST),

452–454
VDE. See Vertical detachment energy (VDE)
vdW-DF, 215
Vertical detachment energy (VDE), 514, 517,

523, 524, 527–529, 532, 534, 535
Vertical excitation, 4
Virtual screening, 280, 283, 284, 308, 309,

313, 317, 319, 330
VTST. See Variational transition state theory

(VTST)
VV09, 215
vWREMD, 86–88

W
Water octamer, 54, 57
Water solubility, 292, 340, 342, 343, 346, 347,

351, 437
Water trimer, 55–57, 65
Weighted histogram analysis method

(WHAM), 76

Y
Y-junction, 116, 127, 128, 130, 150, 151, 154,
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